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## Introduction

One of the fundamental aspects distinguishing human beings is certainly the Language. In fact, the development of a complex language may be interpreted as symptom of refined intellectual abilities. A well-structured language allows a better, deeper and unambiguous development of concepts and a consequent more effective communication. In this sense, the most prestigious and efficient language elaborated by man is certainly Mathematics which is also the one "spoken by Nature", as R. P. Feynman stated. The basic importance of the language for human societies resides in the fact that it is the basis of a clear communication. It therefore possesses a crucial role within Science, given that scientists must necessarily communicate unambiguously their results in order to collaborate and progress together in the knowledge of Nature.

Such an aspect, apparently trivial and obvious, assumes a crucial importance in Quantum Physics, the theory born in the early 1900s to describe the atomic and, more in general, the microscopic world. As N. Bohr and W. Heisenberg often underline in their works [1, 2], the greatest paradox of QM consists in the fact that it cannot do without Classical Physics (CP), although it is a more generalized theory. CP, in fact, well describes physical systems for which the involved actions are so great that the quantum nature of the action can be neglected; the laws of CP , indeed, can be derived through the limit $\hbar \rightarrow 0$. The assertion of the two fathers of QM means that, to interpret and to communicate the results obtained from experiments investigating the microscopic quantum world, we can only use the language and those specific concepts related to the CP. However this language and such concepts can only result inadequate, or at least incomplete, to describe the microscopic reality governed by different logic and laws. This fact is identified as the vulnus, that is, the source of those paradoxes existing in QM.

One of the most striking paradoxes is certainly the "double nature" of both particles and light. Both of them, depending on the experimental conditions, can either behave as material objects or give rise to wave phenomena. But the attribution of a "double nature" to a single element of reality may be interpreted, according to the canons of CP , as a symptom of the incompleteness of the theory. However, as claimed by Bohr and Heisenberg [1, 2], the descriptive non-univocity depends, actually, on the application of the 'classical' concepts of wave and particle (elaborated within the daily experience and which therefore belong to to the sphere of CP ) to the microscopic reality that obeys laws and logic that are different and far from the classical ones. In order to solve this basic issue, Bohr introduced the so-called complementary principle. According to such a principle, mutually exclusive 'classical' descriptions must be considered complementary in order to have a complete and exhaustive view of the reality investigated by QM.

It is important to stress that these "complementary realities" are related to different experimental conditions and investigation methods. The existence of this interpretative dichotomy stems from the individuality of quantum phenomena, i.e. from the fact that in QM an event is not infinitely divisible
as in CP. This is connected to the fact that in QM an objective separation between subject and object (as in CP ) is impossible: the measuring instruments are active part of the phenomenon. This justifies the circumstance that different results can be obtained with the same equipment and under the same experimental conditions; such a circumstance gives rise to the intrinsic probabilistic character of QM.

At this point, it should be emphasized that interpretative problems and the emergence of paradoxical aspects occur only when the description of quantum events is developed in terms of common language, inevitably involving the use of classical 'ideas'. The same difficulties do not emerge, instead, within the mathematical formalism at the basis of QM which presents, rather, a high level of coherence and elegance. This is witnessed by the equivalence between the different approaches: the one of Hesienberg based on matrices, the one based on operators of Dirac and the one developed by Schrödinger based on the concept of wave function. This observation, as mentioned at the beginning, highlights how the existence of a clear, rigorous and synthetic language, as the mathematical one, is of fundamental importance in scientific investigations.

One, moreover, may expect that a language possessing transversality and versatility (that is, the possibility of being able to be used in different contexts), besides the features listed above, might be even more efficient. Within the quantum formalism, an exemplary language is the spin language. To date, in fact, the study of theoretical models involving interacting spin dynamical variables embraces a plethora of various physical scenarios $[3,4,5,6,7,8,9,10,11]$; such an aspect gives to the spin language a great importance from an applicative point of view. The spin formalism is used to describe, first, the intrinsic quantum degree of freedom (with no classical analogue) of elementary particles. It has the characteristics of an angular momentum, such as 1) the possibility of interacting with an electromagnetic field, as brought to light by the Stern and Gerlach's experiment in 1922 with Ag atoms; 2) to satisfy the superposition principle; this means that even composite structures such as nuclei, atoms and molecules show spin degrees of freedom resulting from the addition of the spins of the individual particles composing them; 3) to interact with other spins generating quantum correlations between particles or, more generally, between different elements. The in-depth analysis of the properties of interacting spin models, first of all the seminal Ising and Heisenberg models, allowed to explain and to forecast, from a theoretical point of view, important magnetic properties of matter and particularly remarkable phenomena such as quantum phase transitions.

The mathematical spin formalism, however, can potentially be used to describe, more in general, all those physical systems whose dynamics, under appropriate conditions, can be traced back to that of a finite $N$-level system. Although it may seem a purely theoretical expedient, the simplest case of a twolevel system plays a fundamental role in Physics. Many physical scenarios, indeed, under conditions of experimental interest, reduce to an effective two-level system [ $9,12,13,14,15]$. Moreover, in recent decades the interest towards quantum two-level systems has exponentially grown thanks to the idea of a possible quantum computer and thanks to the emergence of the Quantum Information and Quantum Computation fields. Any two-level system, effective or not, can be thought, indeed, as a potential qubit (quantum bit).

To date, among the physical systems referable to actual two-level systems that can be easily experimentally controlled, we find trapped atoms and ions and superconducting circuits. In the first case, the application of laser beams with appropriate frequencies allows both to generate a dynamic between a precise pair of energy levels of the atom/ion (generating an effective two-level system), and to generate interaction between several qubits in such a way that they can be used as a quantum information register [5, 6]. In the second case, instead, it is the assembly of different circuit elements that allows, under
appropriate experimental conditions, the realization of the so-called superconducting qubits: think of the Cooper Pair Box or the Transmon Qubit, as charge qubits, or the SQUID, as example of flow qubit $[16,17]$. In this way, circuit architectures at the base of the cQED , succeeding in reproducing the characteristic dynamics of quantum optical systems (such as, for example, charge qubits coupled to a coplanar waveguide resonator that acts as a resonant cavity), furnishes perfect candidates of building blocks for the construction of future quantum computers [18, 19]. In 2019 IBM introduced the IBM Q System 1, a prototype quantum computer built of 20 superconducting qubits. However, it is important to underline that a lot of efforts are still necessary to reach the realization of an efficient and well improved quantum computer. The most problematic and difficult aspect to be experimentally managed is the unavoidable interaction existing between quantum systems and the surrounding environment. The latter disturbs the dynamics of the system generating dephasing, that is, loss of quantum coherence [20,21]. As we know, coherence is the fundamental feature required to exploit quantum phenomena for applicative and technological purposes.

There exist different approaches to formally and theoretically treat the presence of an environment influencing the dynamics of a quantum system. Also in this case the spin language results of great importance. The most profitable approaches for the treatment of such a basic issue are essentially three. The first one, due to Gorini, Kossakowski, Lindblad and Sudarshan, is aimed at constructing the master equation, that is, the equation of motion governing the dynamics of the system which results after tracing out the degrees of freedom of the bath, whose presence and influence is reflected on the structure of the so called dissipator [22]. The second one is that based on the partial Wigner transform based on a Monte Carlo numerical approach and which therefore allows to treat very complex systems in presence of an environment [23]. This approach has been developed, indeed, within the bio-chemical-physical framework to study the noisy dynamics of macromolecules. The last approach, instead, due to Feshbach, is focused on the study of a quantum system of finite dimension coupled with a continuum of states that represents the environment [24]. Feshbach developed a method, based on projection operators, through which it is possible to derive an effective Hamiltonian dependent only on the dynamical variables of the system. In such a Hamiltonian the information of the presence of a noisy environment is present in the form of non-self-adjoint terms.

The characteristic of these non-self-adjoint Hamiltonians, so derived, is to have the possibility of possessing a spectrum of either real or complex conjugated eigenvalues. The matrices representing these Hamiltonians are called pseudo-Hermitian matrices [25]. Within this class we find the quasiHermitian matrices characterized by a completely real spectrum, which the famous PT-symmetric matrices (matrices which commute with the $P T$ operator and therefore invariant by inversion of space and time variables) are part of [26]. The latter proved to be of particular usefulness in studying those open physical systems whose dynamics can be experimentally manipulated through the introduction of properly controlled energy-gain and loss mechanisms. The more peculiar physical feature possessed by these systems is the possibility of exhibiting a phase transition connected with the $P T$-symmetry breaking. Several examples of this kind of systems may be encountered in various fields [11, 27, 28, 29, 30]. The case of optical $P T$-symmetry systems is particularly interesting since it furnishes an example in which the formalism of quantum mechanics and in particular the spin language can be useful tools for investigating the dynamics of classical systems under appropriate experimental conditions. In fact, optical gain-loss systems consist mainly of coupled waveguides whose dynamics, under the scalar and paraxial approximation [10], obeys a Schrödinger equation where the time variable is replaced from the spatial one. In the specific case of two coupled waveguides, for example, the system consists of two
coupled levels and therefore it can be described in terms of dynamical variables of a single spin- $1 / 2$.
In this thesis the study of the dynamics of interacting spin systems subjected to the action of classical external time-dependent fields is reported. The interest towards this kind of models, as explained above, lies in the fact that they can formally describe the dynamics of (or they may be implemented through) different physical scenarios of interest: mainly trapped ions/atoms and superconducting circuits. Moreover, the study of the dynamics of these systems in presence of time-dependent fields is physically relevant since it allows to understand how it is possible to experimentally operate in order to be able to control and to guide the time evolution of the same systems for specific applicative purposes.

The resolution of a dynamical problem related to a time-dependent Hamiltonian presents, in general, greater complications with respect to the one related to a time-independent Hamiltonian. Just think to the fact that the dynamical problem related to a two-level time-dependent Hamiltonian cannot be solved, if not formally, in its general form, i.e. when the time dependence of the Hamiltonian parameters is generic. In literature, in fact, there are no so many scenarios, identified by specific time dependences of the Hamiltonian parameters, whose related dynamical problem can be exactly solved. Among these scenarios, the most important examples, which must be counted for the seminal impact they had in Physics and elsewhere, are: 1) the Rabi model [31, 32] consisting of a spin- $1 / 2$ subjected to a static magnetic field and a rotating one orthogonal to the first. The main physical effect, namely the periodic oscillations of the system between the two levels (called Rabi oscillations), is at the basis of the wellknown Nuclear Magnetic Resonance (NMR) technique. The latter had and has a fundamental role not only in Physics for the measurement of the magnetic moment of the nuclei of atoms, but also in medicine for tissue imaging in order to detect possible tumors. 2) The Landau-Majorana-StuckelbergZener model [33] consisting in the application of a magnetic field linearly varying over time and an orthogonal constant one. Its effect is to allow a perfect population inversion in a two-level system (generalizable to the $N$-level case) through an adiabatic dynamic. 3) The STIRAP technique [34] that allows, by sending two laser pulses, an adiabatic transfer of population in a three-level system.

From these examples we see how the investigation of microscopic systems describable by timedependent Hamiltonian models is of fundamental importance. It can lead, indeed, to the identification of exactly solvable models under suitable temporal scenarios and the identification of peculiar physical phenomena that may be of significant interest under an applicative point of view. In this respect, it is worth to underline that in recent years we have witnessed the appearance in literature of several methods aimed at identifying precisely solvable dynamical problems related to two-level time-dependent Hamiltonians [35, 36, 37, 38]. The specific interest towards the simplest system of a single qubit, besides for the physical reasons previously exposed, stems also from the fact that, as shown by the Group Theory, the solution of the dynamical problem of one spin- $J$ ( $N$-level system) subjected to a time-dependent magnetic field is traceable back to the solution of the analogous problem related to a spin-1/2 [39, 40].

This latter approach, however, is not valid and generally not applicable to time-dependent Hamiltonian models involving interacting qudits systems. In this case, therefore, another type of approach, that allows to exploit the knowledge of exactly solvable scenarios of single spin-1/2, is necessary. Such an issue is the research guide line of the Ph.D. work whose results are reported in this thesis.

The first step of our approach towards the exact resolution of the dynamics of interacting spin systems consists in the analysis of the symmetries of the models under scrutiny. This allows the identification of constants of motion and therefore of dynamically invariant Hilbert subspaces. In this way, it is possible to decompose the general dynamical problem into sub-problems defined in smaller Hilbert spaces and therefore to trace back the resolution of the original problem to the resolution of a set of
independent and relatively simpler dynamical problems. In case of two-dimensional subspaces, we can describe the dynamics of the system in terms of an effective single spin- $1 / 2$ Hamiltonian. Thus, we can use the exactly solvable time scenarios existing in literature to derive, within that subspace, an exact solution of the dynamical problem of the interacting spin system. It is important to underline that the physical meaning of such a procedure emerges only when the time-dependence of the effective Hamiltonian parameters and the solutions are interpreted in terms of the 'true' physical variables of the interacting spin system. In the case, instead, of subspaces of greater dimension it is always possible to refer to the solutions valid for single spin- $1 / 2$ scenarios if the Hamiltonian related to the subspace under scrutiny presents a $S U(2)$ symmetry. If this circumstance does not occur, it is always possible to describe the dynamics of the system within the invariant subspaces in terms of a fictitious system of interacting spins or in terms of a single spin described by a non-linear effective Hamiltonian. Obviously, such s case may be difficult to be treated analytically; however, it is interesting to note that such a dynamical decomposition, in view of a more efficient resolution of the problem, results crucial also for a numerical approach.

The thesis is organized as follows. In Chapter 1 it has been brought to light the mathematical difficulties encountered in solving the dynamical problem related to two-level time-dependent Hamiltonians. Such a problem, indeed, cannot be analytically solved when the time-dependence of the Hamiltonian parameters is generic. However, the Group Theory gives us the formal structure (dependent on two complex time-dependent functions) of the time evolution operator, solution of the time-dependent Schrödinger equation. On the basis of such a structure, in Ref. [38] an approach aiming at identifying specific relations between the Hamiltonian parameters in order to make solvable the dynamical problem, has been proposed. In the first chapter, besides getting new exactly solvable scenarios, we emphasized the underlying physical meaning of such relations, such as, for example, for the generalized (time-dependent) resonant Rabi condition.

In Chapter 2 we apply the technique based on the dynamical decomposition, briefly discussed above, to the case of two interacting qubits subjected to local time-dependent fields. We show that when the latter linearly vary over time, LMSZ transitions can occur, although an indispensable orthogonal field is absent. The possibility of such an effect stems from the presence of the coupling existing between the two spins which, in the two independent fictitious two-level problems, acts exactly as the necessary orthogonal field generating the well-known avoided crossing. The applicative interest of such a physical effect relies on the fact that, as we show, it is possible to generate entangled states of the two spin- $1 / 2$ 's by appropriately setting the slope of the ramp field. Moreover, thanks to the dynamical decomposition, we can analytically study the time evolution of the quantum correlations getting established between the qubits, such as the entanglement and, for some specific initial conditions, the quantum discord.

In Chapter 3 we consider the same model for two qutrits. Also in this case, we demonstrate the occurrence of coupling-based LMSZ transitions, from which it is possible to generate entangled state for the two-qutrit system. In the same chapter we study also two interacting qudits subjected to a homogeneous field and a system of $N$ spin-qubits subjected to local time-dependent fields and coupled through $N$-order interaction terms (interactions involving at the same time all the spins in the system). Such a type of interactions can be efficiently implemented through the trapped ion [41] and quantum superconducting circuit [8, 42] technologies. We show how it is possible, thanks to these exotic interactions, to 'propagate' to all the spins in the chain the dynamics of a single (ancilla) qubit addressed through the local application of an external time-dependent field.

In Chapter 4, instead, we prove that the same approach can be successfully exploited for physical systems living in infinite-dimensional Hilbert spaces. In our case the Hamiltonian model consists in a quantum harmonic oscillator bi-linearly coupled to a quantum Glauber amplifier (formally described as a quantum inverted harmonic oscillator) where the Hamiltonian parameters are considered timedependent. Also in this case the identification of $\mathrm{SU}(2)$-symmetry subspaces plays a pivotal role in solving analytically the dynamical problem. The dynamics of the system is moreover compared to that of the analogous physical system composed by two standard quantum harmonic oscillators. Exact solutions of the dynamical problem of the latter system can be found too, thanks to the same symmetrybased dynamical decomposition method.

In Chapter 5 we take into account time-dependent two-dimensional non-Hermitian $\mathrm{SU}(1,1)$-symmetry matrices. Their physical relevance stems from the fact that they are pseudo-Hermitian matrices and quasi-Hermitian in precise regions of the parameter space. A subclass of them corresponds moreover to the well-known $P T$-symmetric matrices. Our contribution consists in the generalization of the approach reported in Ref. [38] to such matrices getting, in this way, a method to identify exactly solvable time scenarios. We show that a possible application of such results can be found in coupled waveguide systems.

Finally, in the conclusive section we report some final consideration about the work of the thesis and possible new directions for future further works.

## Chapter 1

## Schrödinger Equation and Two-Level Dynamical Systems

### 1.1 Schrödinger equation

In quantum mechanics a physical system, according to the Dirac formalism, can be mathematically represented by a ray-vector in a Hilbert space indicated by a ket-state: $|\Psi\rangle$. The dynamics of the physical system is described by the time evolution of its initial state. That is, if the system starts from the state $\left|\Psi\left(t_{0}\right)\right\rangle$, its state at time $t$ is represented by

$$
\begin{equation*}
\left|\Psi\left(t, t_{0}\right)\right\rangle=U\left(t, t_{0}\right)\left|\Psi\left(t_{0}\right)\right\rangle . \tag{1.1}
\end{equation*}
$$

Here $U\left(t, t_{0}\right)$ represents the time evolution operator responsible of the dynamical evolution of the system. Such an operator possesses three main properties. 1) It must be a unitary operator in view of the probability conservation, that is,

$$
\begin{equation*}
\left|\left\langle\Psi\left(t_{0}\right) \mid \Psi\left(t_{0}\right)\right\rangle\right|^{2}=\left|\left\langle\Psi\left(t, t_{0}\right) \mid \Psi\left(t, t_{0}\right)\right\rangle\right|^{2}=1 \tag{1.2}
\end{equation*}
$$

which is possible only if

$$
\begin{equation*}
U^{\dagger}\left(t, t_{0}\right)=U^{-1}\left(t, t_{0}\right) \tag{1.3}
\end{equation*}
$$

2) It satisfies the so called semigroup property:

$$
\begin{equation*}
U\left(t_{2}, t_{0}\right)=U\left(t_{2}, t_{1}\right) U\left(t_{1}, t_{0}\right), \tag{1.4}
\end{equation*}
$$

that is, the time evolution of the system from the initial instant $t_{0}$ to the time instant $t_{2}$ is equivalent to propagate the state firstly from $t_{0}$ to $t_{1}<t_{2}$ and then from $t_{1}$ to $t_{2}$. 3) Finally, the time evolution operator must satisfy of course

$$
\begin{equation*}
U\left(t_{0}, t_{0}\right)=\mathbb{1} . \tag{1.5}
\end{equation*}
$$

By considering the infinitesimal time evolution operator $U(t+d t, t)$, it is possible to see [43] that all the previous requirements are satisfied by the operator:

$$
\begin{equation*}
U(t+d t, t)=1-i \frac{H}{\hbar} d t . \tag{1.6}
\end{equation*}
$$

For such a construction one borrows from classical physics the idea that the Hamiltonian function of a physical system generates its time evolution.

By exploiting the composition rule, it is easy to get [43]

$$
\begin{equation*}
U(t+d t)-U(t)=-i \frac{H}{\hbar} d t U(t) \tag{1.7}
\end{equation*}
$$

that is

$$
\begin{equation*}
i \hbar \dot{U}(t)=H U(t) \tag{1.8}
\end{equation*}
$$

where, for convenience, we put $t_{0}=0$. This is the well known Schrödinger equation for the time evolution operator, which, for the ket-state $|\Psi(t)\rangle$, becomes

$$
\begin{equation*}
i \hbar \frac{\partial|\Psi(t)\rangle}{\partial t}=H|\Psi(t)\rangle \tag{1.9}
\end{equation*}
$$

If the Hamiltonian operator does not depend on time, the solution of Eq. (1.8) such that $U(0)=\mathbb{1}$ is simply

$$
\begin{equation*}
U(t)=\exp \left\{-\frac{i}{\hbar} H t\right\} \tag{1.10}
\end{equation*}
$$

If the Hamiltonian depends on time but possesses the property to commute with itself at different times: $\left[H\left(t^{\prime}\right), H(t)\right]=0$, for any $t$ and $t^{\prime}$, the solution of Eq. (1.8) may be formally written

$$
\begin{equation*}
U(t)=\exp \left\{-\frac{i}{\hbar} \int_{0}^{t} H d t\right\} \tag{1.11}
\end{equation*}
$$

Finally, if the Hamiltonian do not commute at different times, that is, $\left[H\left(t^{\prime}\right), H(t)\right] \neq 0$, the formal solution of the Schrödinger equation has been formally written by Dyson as

$$
\begin{equation*}
U(t)=1+\sum_{n=1}^{\infty}\left(-\frac{i}{\hbar}\right)^{n} \int_{0}^{t} d t_{1} \int_{0}^{t_{1}} d t_{2} \cdots \int_{0}^{t_{n-1}} d t_{n} H\left(t_{1}\right) H\left(t_{2}\right) \cdots H\left(t_{n}\right) \tag{1.12}
\end{equation*}
$$

where $t_{1}>t_{2}>t_{3}>\cdots>t_{n}$.
In this thesis we deal with physical systems represented by time-dependent Hamiltonians noncommuting at different times. In the following chapter we start by investigating the dynamical problem of a single two-level system. We present specific solvability conditions for the dynamical problem as well as the related exact expression of the time evolution operator. In the other chapters we show how to exploit the knowledge of analytically treatable single qubit scenarios to get exact solutions for the dynamical problems related to larger and more complex physical systems. Our attention is mainly focused on interacting spin systems subjected to classical time-dependent fields. A careful analysis of the symmetries possessed by the Hamiltonian is the key to get both the formal expression of the time evolution operator and its explicit analytical form for specific exactly solvable scenarios of remarkable physical interest.

### 1.2 The two-level dynamical problem and exact solutions

Searching new exactly solvable time-dependent scenarios of a single spin- $1 / 2$ could be very interesting and worth both from basic and applicative points of view, especially in the quantum control context. To pursue this target, over the last years, new methods have been developed to face the problem with an original strategy [35, 36, 37].

### 1.2.1 Parametric solutions

The su(2) Hamiltonian of a single spin- $1 / 2$ subjected to a generic time-dependent magnetic field $\mathbf{B}(t) \equiv$ $\left[B_{x}(t), B_{y}(t), B_{z}(t)\right]$ may be cast as follows

$$
H(t)=\Omega(t) \hat{\sigma}^{z}+\omega_{x}(t) \hat{\sigma}^{x}+\omega_{y}(t) \hat{\sigma}^{y}=\left(\begin{array}{cc}
\Omega(t) & \omega(t)  \tag{1.13}\\
\omega^{*}(t) & -\Omega(t)
\end{array}\right),
$$

with

$$
\begin{align*}
& \Omega(t)=\frac{\mu_{B} g}{2} B_{z}(t),  \tag{1.14a}\\
& \omega(t)=\omega_{x}-i \omega_{y}=\frac{\mu_{B} g}{2}\left[B_{x}(t)-i B_{y}(t)\right] \equiv|\omega(t)| e^{i \phi_{\omega}(t)} . \tag{1.14b}
\end{align*}
$$

Here $\hat{\sigma}^{k}(k=x, y, z)$ are the spin-1/2 Pauli matrices and $\mu_{B} g$ is the magnetic moment associated to the spin-1/2, $g$ and $\mu_{B}$ being the appropriate Landé factor and the Bohr magneton, respectively.

We point out that the Hamiltonian in Eq. (1.13) is the general time-dependent operator of any two-level system, unless an additive time-dependent term proportional to the identity operator $\mathbb{1}$, which would not influence the spin- $1 / 2$ dynamics since it would trivially result in a time-dependent overall phase factor in the evolution operator. Of course, depending on the physical system under scrutiny the physical meaning of the Hamiltonian parameter changes accordingly. Thus, hereafter, the words spin$1 / 2$ and field are used with general meaning standing for two-level system and controllable external parameter, respectively.

The entries $a(t) \equiv|a(t)| \exp \left\{i \phi_{a}(t)\right\}$ and $b(t) \equiv|b(t)| \exp \left\{i \phi_{b}(t)\right\}$ of the unitary time evolution operator

$$
U(t)=\left(\begin{array}{cc}
a(t) & b(t)  \tag{1.15}\\
-b^{*}(t) & a^{*}(t)
\end{array}\right), \quad|a(t)|^{2}+|b(t)|^{2}=1
$$

generated by $H(t)$, must satisfy the problem $i \hbar \dot{U}(t)=H(t) U(t), U(0)=\mathbb{1}$, which originates the following system of linear differential equations

$$
\left\{\begin{array}{l}
i \hbar \dot{a}(t)=\Omega a(t)-\omega b^{*}(t),  \tag{1.16}\\
i \hbar \dot{b}(t)=\omega a^{*}(t)+\Omega b(t) \\
a(0)=1, \quad b(0)=0
\end{array}\right.
$$

It is possible to demonstrate [38] (see Appendix A.1) that if $\Theta(t)$ is a complex-valued $C^{1}$ (continuously differentiable) function of $t$ satisfying the nonlinear integral-differential Cauchy problem

$$
\begin{equation*}
\frac{1}{2} \dot{\Theta}(t)+\frac{|\omega(t)|}{\hbar} \sin \Theta(t) \cot \left[\frac{2}{\hbar} \int_{0}^{t}\left|\omega\left(t^{\prime}\right)\right| \cos \Theta\left(t^{\prime}\right) d t^{\prime}\right]=\frac{\Omega(t)}{\hbar}+\frac{\dot{\phi}_{\omega}(t)}{2}, \quad \Theta(0)=0 \tag{1.17}
\end{equation*}
$$

then the solutions of the Cauchy problem (1.16) can be represented as follows

$$
\begin{align*}
& a(t)=\cos \left[\frac{1}{\hbar} \int_{0}^{t}\left|\omega\left(t^{\prime}\right)\right| \cos \left[\Theta\left(t^{\prime}\right)\right] d t^{\prime}\right] \times \exp \left\{i\left(\frac{\phi_{\omega}(t)-\phi_{\omega}(0)}{2}-\frac{\Theta(t)}{2}-\mathscr{R}(t)\right)\right\},  \tag{1.18a}\\
& b(t)=\sin \left[\frac{1}{\hbar} \int_{0}^{t}\left|\omega\left(t^{\prime}\right)\right| \cos \left[\Theta\left(t^{\prime}\right)\right] d t^{\prime}\right] \times \exp \left\{i\left(\frac{\phi_{\omega}(t)+\phi_{\omega}(0)}{2}-\frac{\Theta(t)}{2}+\mathscr{R}(t)-\frac{\pi}{2}\right)\right\}, \tag{1.18b}
\end{align*}
$$

with

$$
\begin{equation*}
\mathscr{R}(t)=\int_{0}^{t} \frac{\left|\omega\left(t^{\prime}\right)\right| \sin \left[\Theta\left(t^{\prime}\right)\right]}{\sin \left[2 \int_{0}^{t^{\prime}}\left|\omega\left(t^{\prime \prime}\right)\right| \cos \left[\Theta\left(t^{\prime \prime}\right)\right] d t^{\prime \prime}\right]} d t^{\prime} \tag{1.19}
\end{equation*}
$$

Vice versa, if $a(t)$ and $b(t)$ are solutions of the Cauchy problem (1.16), then the representations given in Eqs. (1.18) are still valid and $\Theta(t)$ satisfies Eqs. (1.17).

Generally speaking, solving Eq. (1.17) is a difficult task. This equation however may be exploited in a different way, giving rise to a strategy [38] aimed at singling out exactly solvable dynamical problems represented by Eq. (1.16). Fixing, indeed, at will the function $\Theta(t)$ in Eqs. (1.17), that is, $\Theta(t)$ regarded now as a parameter (function) rather than an unknown, determines a link between $\Omega(t)$ and $\omega(t)$ under which the corresponding dynamical problem may be exactly solved in view of Eqs. (1.18). It is important to underline, however, that, depending on the choice of the function $\Theta(t)$, it could be very difficult (if not impossible) sometimes to find analytical expressions of all quantities we need, in particular for $\phi_{a}(t)$ and $\phi_{b}(t)$ because of the presence of the integral $\mathscr{R}$ in Eq. (1.19). We emphasize that if we knew the solution of the Cauchy-like problem given in Eq. (1.17), whatever $\Omega(t),|\omega(t)|$ and $\dot{\phi}_{\omega}(t)$ are, then we would be in condition to solve in general the corresponding Cauchy dynamical problem expressed by Eqs. (1.16). It is worth noticing however that in the special physical scenario in which the driving term $\Omega(t)+\hbar \dot{\phi}_{\omega}(t) / 2$ vanishes, the corresponding Cauchy problem admits the solution $\Theta(t)=0$, by direct inspection. The physical implication of such a solution will be considered in detail in the next section.

Another useful way of parametrizing the expressions of $a(t)$ and $b(t)$ is [38]

$$
\begin{align*}
& a(t)=\left(\cos [\Phi(t)]-i \frac{\beta}{\sqrt{1+\beta^{2}}} \sin [\Phi(t)]\right) \exp \left\{i \frac{\phi_{\omega}(t)}{2}\right\},  \tag{1.20a}\\
& b(t)=\frac{1}{\sqrt{1+\beta^{2}}} \sin [\Phi(t)] \exp \left\{i\left(\frac{\phi_{\omega}(t)}{2}-\frac{\pi}{2}\right)\right\} \tag{1.20b}
\end{align*}
$$

with

$$
\begin{equation*}
\Phi(t)=\sqrt{1+\beta^{2}} \int_{0}^{t} \frac{\left|\omega\left(t^{\prime}\right)\right|}{\hbar} d t^{\prime} \tag{1.21}
\end{equation*}
$$

$\beta$ being an arbitrary real constant number and having put, without loss of generality, $\phi_{\omega}(0)=0$. In this case, it is possible to check that they solve the system (1.16) if the following condition holds

$$
\begin{equation*}
\frac{\Omega(t)}{\hbar}+\frac{\dot{\phi}_{\omega}(t)}{2}=\beta \frac{|\omega(t)|}{\hbar} . \tag{1.22}
\end{equation*}
$$

It is stressed that this last equation does only express the condition under which, whatever $\beta$ is, the representations (1.20) satisfy the Cauchy problem (1.16). This means that the real number $\beta$ plays in
this case the role of parameter. When Eq. (1.22) cannot be satisfied for any $\beta$, of course the solution of the dynamical problem exists but cannot be represented using Eqs. (1.20). In this case there certainly exists a function $\Theta(t)$ enabling the representation of the solutions by using Eqs. (1.18). Finally, it is interesting to underline that Eq. (1.17) turns into the simpler condition (1.22) on $\mathbf{B}(t)$ under an appropriate choice of the parameter function $\Theta(t)$ [38].

### 1.2.2 New exactly solvable single qubit time dependent scenarios

Before to start it is useful to report the expression of the two time-dependent parameter functions $a(t)$ and $b(t)$ when the magnetic fields acting upon the spin $1 / 2$ are constant, that is, $\omega=$ const . and $\Omega=$ const.. We have namely

$$
\begin{align*}
& a(t)=\left[\cos (v t / \hbar)-i \frac{\Omega}{v} \sin (v t / \hbar)\right] e^{i \Phi t}  \tag{1.23}\\
& b(t)=-i \frac{|\omega|}{v} \sin (v t / \hbar) e^{i \Phi t},
\end{align*}
$$

with $v \equiv \sqrt{\Omega^{2}+|\omega|^{2}}$ and $\Phi=-\arctan \left[\omega_{y} / \omega_{x}\right]$.
In the following, instead, we show the practical potentiality of the method proposed in Ref. [38] and reported in appendix A. 1 whose results about the parametric solutions of the two-level dynamical problem have been previously showed. We report and discuss two novel time-dependent physical scenarios of the quantum dynamics of a spin- $1 / 2$ and the exact solutions of the related dynamical problem.

## First example

Firstly, let us put

$$
\begin{equation*}
\int_{0}^{t} \frac{\left|\omega\left(t^{\prime}\right)\right|}{\hbar} \cos \Theta\left(t^{\prime}\right) d t^{\prime}=\frac{1}{2} \arcsin [\tanh (2 \tau)], \quad \tau(t)=\int_{0}^{t} \frac{\left|\omega\left(t^{\prime}\right)\right|}{\hbar} d t^{\prime} \tag{1.24}
\end{equation*}
$$

With this choice we have

$$
\begin{equation*}
\cos \Theta(\tau)=\frac{1}{\cosh (2 \tau)}, \quad \sin \Theta(\tau)=\tanh (2 \tau) \tag{1.25}
\end{equation*}
$$

from which we derive

$$
\begin{equation*}
\dot{\Theta}(\tau)=2 \frac{\gamma}{\cosh (2 \tau)}, \quad \Theta(\tau)=2 \arctan [\tanh (\tau)] \tag{1.26}
\end{equation*}
$$

and the integral $\mathscr{R}$ is trivially integrated to yield

$$
\begin{equation*}
\mathscr{R}(\tau)=\tau . \tag{1.27}
\end{equation*}
$$

In this instance, the two parameter time-functions $a$ and $b$ result

$$
\begin{align*}
& a(t)=\sqrt{\frac{\cosh [2 \tau(t)]+1}{2 \cosh [2 \tau(t)]}} \times \exp \left\{\frac{\phi_{\omega}(t)-\phi_{\omega}(0)}{2}-\arctan [\tanh [\tau(t)]]-\tau(t)\right\}  \tag{1.28a}\\
& b(t)=\sqrt{\frac{\cosh [2 \tau(t)]-1}{2 \cosh [2 \tau(t)]}} \times \exp \left\{\frac{\phi_{\omega}(t)+\phi_{\omega}(0)}{2}-\arctan [\tanh [\tau(t)]]+\tau(t)-\frac{\pi}{2}\right\} . \tag{1.28b}
\end{align*}
$$

Finally, the condition linking the Hamiltonian parameters reads

$$
\begin{equation*}
\Omega(t)+\frac{\dot{\phi}_{\omega}(t)}{2}=\frac{2|\omega(t)|}{\cosh [2 \tau(t)]} \tag{1.29}
\end{equation*}
$$

Considering $|\omega(t)|=$ const. and $\dot{\phi}_{\omega}=0$, the plot of $\Omega /|\omega|$ is shown in Fig. 1.1a as a function of $\tau=|\omega| t / \hbar$.


Figure 1.1: Plot of $\Omega(\tau) /|\omega|$ according to a) Eq. (1.29) and b) Eq. (1.33).

## Second example

Let us consider now

$$
\begin{equation*}
\int_{0}^{t} \frac{\left|\omega\left(t^{\prime}\right)\right|}{\hbar} \cos \Theta\left(t^{\prime}\right) d t^{\prime}=\arcsin [\tanh (\tau)] \tag{1.30}
\end{equation*}
$$

It is easy to verify that the expressions of $\cos \Theta$ and $\sin \Theta$ are the same as those in (1.25) of the previous case and so also $\dot{\Theta}$ and $\Theta$ have the same expressions as those given in (1.26); the only difference lies in the fact that the mathematical functions depends now on $\tau$ instead of on $2 \tau$. What is different is the value of integral $\mathscr{R}$ which, in this case, results

$$
\begin{equation*}
\mathscr{R}(\tau)=\frac{\sinh (\tau)}{2} \tag{1.31}
\end{equation*}
$$

This time the two functions defining the time evolution operator read

$$
\begin{array}{r}
a(t)=\frac{1}{\cosh [\tau(t)]} \times \exp \left\{\frac{\phi_{\omega}(t)-\phi_{\omega}(0)}{2}-\arctan [\tanh (\tau(t) / 2)]-\frac{\sinh [\tau(t)]}{2}\right\}, \\
b(t)=\tanh [\tau(t)] \times \exp \left\{\frac{\phi_{\omega}(t)+\phi_{\omega}(0)}{2}-\arctan [\tanh (\tau(t) / 2)]+\frac{\sinh [\tau(t)]}{2}-\frac{\pi}{2}\right\} . \tag{1.32b}
\end{array}
$$

and the relation in Eq. (1.17) becomes

$$
\begin{equation*}
\Omega(t)+\frac{\dot{\phi}_{\omega}(t)}{2}=\frac{|\omega(t)|}{2}\left[\frac{3}{\cosh [\tau(t)]}-\cosh [\tau(t)]\right] . \tag{1.33}
\end{equation*}
$$

Figure 1.1 b shows the behaviour of $\Omega /|\omega|$ against $\tau$ when $|\omega(t)|=$ const . and $\dot{\phi}_{\omega}=0$.
It is important to point out that the factor $1 / 2(1)$ multiplying the function $\arcsin [\tanh (\tau)]$ in Eq. (1.24) [(1.30)] is crucial for the possibility of exactly getting the integral $\mathscr{R}$. Furthermore, such a factor has a remarkable consequence in the time-dependence of $|a|,|b|$ and $\Omega$ in the first and second scenarios. We saw, indeed, that the asymptotic $(t \rightarrow \infty)$ values of $|a|$ and $|b|$ are very different in the two cases determining a completely different dynamical evolution in time. Finally, as we can see from Fig. 1.1b, the multiplying factor significantly determines the time trend of the longitudinal component of magnetic field which must be engineered appropriately to have the exact dynamics we are studying.

### 1.3 Physical meaning of the solvability conditions

The aim of this subsection is to furnish a direct physical meaning of the solvability conditions in Eqs. (1.17) and (1.22). We find the physical reason of such conditions within the so called Generalized Rabi Systems (GRSs) framework. Our investigation introduces, in a very natural way, three different classes of GRSs wherein Rabi oscillations of maximum amplitude still survive. We succeed indeed in identifying generalized resonance conditions which are, as in the Rabi scenario, at the origin of the complete population transfer between the two Zeeman levels of the spin. We bring to light that, even at resonance, these oscillations might loose its periodic character, significantly differing, thus, from the sinusoidal behaviour occurring in the Rabi scenario. We also consider time-dependent magnetic fields giving rise to exactly solvable models not satisfying the resonance condition. In this way, we are able to write down a special link among all the time-dependent parameters appearing in the Hamiltonian of the system even if the resonance condition is not met, for which, however, the dynamical problem is exactly solvable. The departure of the time evolution of the transition probability out of generalized resonance from the corresponding behaviour in the Rabi scenario is illustrated with the help of two exemplary cases.

### 1.3.1 Generalized resonance condition and out of resonance cases

Rabi [31, 32] and Schwinger [44] exactly solved the quantum dynamics of a spin- $1 / 2$ in the now called Rabi scenario, that is, subjected to a static magnetic field $B_{0}$ along the $z$-axis and an r.f. magnetic field rotating in the $x-y$ plane with frequency $\omega_{x y}$, namely

$$
\begin{equation*}
\mathbf{B}_{R}(t)=B_{\perp}\left[\cos \left(\omega_{x y} t\right) \mathbf{c}_{1}-\sin \left(\omega_{x y} t\right) \mathbf{c}_{2}\right]+B_{0} \mathbf{c}_{3}, \tag{1.34}
\end{equation*}
$$

$\mathbf{c}_{1}, \mathbf{c}_{2}$ and $\mathbf{c}_{3}$ being fixed unit vectors in the laboratory frame. Their seminal papers show that the probability of transition between the two Zeeman states generated by $\mathbf{B}_{z}=B_{0} \mathbf{c}_{3}$ is dominated by periodic oscillations reaching maximum amplitude under the so-called resonance condition $\Delta=\omega_{x y}-\omega_{L}=0$. Here $\omega_{L}$ is the spin Larmor frequency. The exact treatment of this basic problem provides the robust platform for the NMR technology implementation [45]. The recently published special issue on semiclassical and quantum Rabi models [46] witnesses the evergreen attractiveness of this problem.

The experimental set-up considered by Rabi, as described before, leads to the Hamiltonian model
(1.13) where

$$
\begin{align*}
& \Omega(t)=\frac{\mu_{B} g}{2} B_{0} \equiv \Omega_{0},  \tag{1.35a}\\
& |\omega(t)|=\frac{\mu_{B} g}{2} \sqrt{B_{x}^{2}(t)+B_{y}^{2}(t)}=\frac{\mu_{B} g}{2} B_{\perp} \equiv\left|\omega_{0}\right|,  \tag{1.35b}\\
& \phi_{\omega}(t)=v_{0} t \equiv \dot{\phi}_{0} t . \tag{1.35c}
\end{align*}
$$

Then it is characterized by the three time-independent parameters: $\Omega_{0},\left|\omega_{0}\right|$ and $\dot{\phi}_{0}$. We generalize this Rabi scenario by making some out of or all these parameters time-dependent: $\Omega \rightarrow \Omega(t),|\omega| \rightarrow|\omega(t)|$ and $\dot{\phi}_{0} t \rightarrow \phi_{\omega}(t)$.

Generalizing the approach in Ref. [32], we pass from the laboratory frame to the time-dependent one tuned with $\phi_{\omega}(t)$, where the time-dependent Schrödinger equation for the transformed state,

$$
\begin{equation*}
|\psi(t)\rangle=\exp \left\{i \phi_{\omega}(t) \hat{\sigma}^{z} / 2\right\}|\tilde{\psi}(t)\rangle \tag{1.36}
\end{equation*}
$$

is governed by the following effective time-dependent transformed Hamiltonian

$$
\begin{equation*}
H_{G R}(t)=\left(\Omega(t)+\frac{\hbar}{2} \dot{\phi}_{\omega}(t)\right) \hat{\sigma}^{z}+|\omega(t)| \hat{\sigma}^{x} \tag{1.37}
\end{equation*}
$$

We point out that, on the basis of the transformation defined in Eq. (1.36), such a new transformed Hamiltonian presents a simpler transverse field which depends only on the modulus $[|\omega(t)|]$ of the original one defined in Eq. (1.35). However, the dynamical effects due to the time-dependent phase [ $\phi_{\omega}(t)$ ] of the original transverse field, stem now from the new redefined longitudinal field.

It is worth noticing its strict similarity with the analogous one got in Ref. [32] where the unitary transformation is indeed a uniform rotation around the $z$-axis. In fact, it is enough to make $\Omega(t)$, $|\omega(t)|$ and $\dot{\phi}_{\omega}(t)$ time-independent in $H_{G R}(G R$ stands for Generalized Rabi) to immediately recover the transformed Hamiltonian got by Rabi [32]. On the basis of this observation it then appears natural to refer to the following condition

$$
\begin{equation*}
\Omega(t)+\frac{\hbar}{2} \dot{\phi}_{\omega}(t)=0 \tag{1.38}
\end{equation*}
$$

as a generalized resonance condition, in accordance with the corresponding static resonance condition $\Omega_{0}+\hbar \dot{\phi}_{0} / 2=0$ brought to light by Rabi in Ref. [31]. We underline that the generalized resonance condition does not lead to a time-independent transformed dynamical problem (as it happens in the Rabi scenario), but, whatever $H$ is, it easily enables the explicit construction of the time evolution operator describing the quantum motion of the spin in the laboratory frame. In view of Eq. (1.22), the entries of such an operator are indeed exactly given by Eqs. (1.20) in the limit $\beta \rightarrow 0$, namely

$$
\begin{align*}
& a(t)=\cos \left[\int_{0}^{t} \frac{|\omega|}{\hbar} d t^{\prime}\right] \exp \left\{i \frac{\phi_{\omega}(t)}{2}\right\},  \tag{1.39a}\\
& b(t)=\sin \left[\int_{0}^{t} \frac{|\omega|}{\hbar} d t^{\prime}\right] \exp \left\{i \frac{\phi_{\omega}(t)}{2}-i \frac{\pi}{2}\right\} . \tag{1.39b}
\end{align*}
$$

By definition, we say to be in generalized out of resonance when the left hand side of Eq. (1.38) is non-vanishing, namely

$$
\begin{equation*}
\frac{\Omega(t)}{\hbar}+\frac{\dot{\phi}_{\omega}(t)}{2}=\Delta(t) \neq 0 \tag{1.40}
\end{equation*}
$$

where $\Delta(t)$ is an arbitrary frequency-dimensioned well-behaved function of time. Let us observe that, on the basis of the structure of $H_{G R}$ in Eq. (1.37), when $\Delta(t)$ is proportional to $|\omega(t)|$, the dynamical problem may be exactly solved. Indeed, this condition coincides with that expressed by Eq. (1.22) which in turn enables one to write down exact solutions of the Cauchy problem (1.16) in the form given by Eqs. (1.20). In the following we report the exact solutions of special non-trivial dynamical problems both in and out of resonance. Our aim is to illustrate the occurrence of analogies and differences in the time behaviour of the Rabi transition probability

$$
\begin{equation*}
\left.P_{+}^{-}(t)=|\langle-| U(t)|+\right\rangle\left.\right|^{2}=|b(t)|^{2} \tag{1.41}
\end{equation*}
$$

$\left(\hat{\sigma}^{z}| \pm\rangle= \pm| \pm\rangle\right.$ ), when the time evolution of the magnetic field acting upon the spin cannot be described as a perfect precession around the $z$-axis.

### 1.3.2 Examples of generalized Rabi models

This subsection is aimed at showing that the Rabi transition probability $\left.P_{+}^{-}(t)=|\langle-| U(t)|+\right\rangle\left.\right|^{2}$ exhibits a remarkable sensitivity to possible different choices of the time-dependent magnetic fields under general conditions. The following examples are reported to illustrate such behaviour.

## Examples of GRSs dynamics under generalized resonance condition

Let us consider, firstly, the generalized resonance condition in Eq. (1.38). We know that, under such a condition, the time evolution operator is characterized by the time behaviour of its two entries given in Eq. (1.39), so that the transition probability reads

$$
\begin{equation*}
P_{+}^{-}(t)=\sin ^{2}\left[\int_{0}^{t} \frac{|\omega|}{\hbar} d t^{\prime}\right] . \tag{1.42}
\end{equation*}
$$

It is immediately evident that $P_{+}^{-}(t)$ exhibits different behaviours: it may be periodic or asymptotic, for example. Indeed, e.g., setting $|\omega(t)|=\left|\omega_{0}\right| \operatorname{sech}\left(\left|\omega_{0}\right| t / \hbar\right)$, obtainable by an $x-y$ magnetic field varying over time as (we remind that $\dot{\phi}_{0}$ is a constant real parameter)

$$
\begin{equation*}
\mathbf{B}_{\mathrm{tr}}=B_{x}(t) \mathbf{c}_{1}+B_{y}(t) \mathbf{c}_{2}=B_{\perp} \operatorname{sech}\left(\left|\omega_{0}\right| t / \hbar\right)\left[\cos \left(\dot{\phi}_{0} t\right) \mathbf{c}_{1}-\sin \left(\dot{\phi}_{0} t\right) \mathbf{c}_{2}\right] \tag{1.43}
\end{equation*}
$$

we get

$$
\begin{equation*}
P_{+}^{-}(t)=\tanh ^{2}\left(\left|\omega_{0}\right| t / \hbar\right), \tag{1.44}
\end{equation*}
$$

resulting in a Landau-Zener-like transition, that is an asymptotic aperiodic inversion of population. Figures 1.2a and 1.2d represent the transverse magnetic field in Eq. (1.43) and the resulting transition probability in Eq. (1.44), respectively, plotted against the dimensionless time $\tau^{\prime}=\left|\omega_{0}\right| t / \hbar$ with $\hbar \dot{\phi}_{0} /\left|\omega_{0}\right|=10$.

However, of course, it is easy to understand that it is possible to make choices either resulting in a oscillating but not periodic transition probability or exhibiting a periodic behaviour, even if not coincident with that characterizing the Rabi scenario. If we consider, for example,

$$
\begin{equation*}
|\omega(t)|=\left|\omega_{0}\right| e^{-\gamma t} \tag{1.45}
\end{equation*}
$$

reproducible by engineering the transverse magnetic field as

$$
\begin{equation*}
\mathbf{B}_{\mathrm{tr}}=B_{x}(t) \mathbf{c}_{1}+B_{y}(t) \mathbf{c}_{2}=B_{\perp} e^{-\gamma t}\left[\cos \left(\dot{\phi}_{0} t\right) \mathbf{c}_{1}-\sin \left(\dot{\phi}_{0} t\right) \mathbf{c}_{2}\right], \tag{1.46}
\end{equation*}
$$

the resulting transition probability yields

$$
\begin{equation*}
P_{+}^{-}(t)=\sin ^{2}\left[\alpha\left(1-e^{-\gamma t}\right)\right], \tag{1.47}
\end{equation*}
$$

with $\alpha=\left|\omega_{0}\right| / \hbar \gamma$. We point out that, for the sake of simplicity, in Eqs. (1.43) and (1.46) we have put $\phi_{\omega}(t)=\dot{\phi}_{0} t$, even if, in general, the expression of the probability in Eq. (1.47) holds whatever $\phi_{\omega}(t)$ is, provided that Eq. (1.38) is satisfied. Figure 1.2b shows the time behaviour of the magnetic field in the $x-y$ plane, against the dimensionless parameter $\gamma t$, when $\alpha=9 \pi / 2$ and $\dot{\phi}_{0} / \gamma=10$.


Figure 1.2: (Color online) a) The normalized magnetic field in Eq. (1.43), parametrically represented in the $x-y$ plane and the related d) transition probability in Eq. (1.44) as a function of the dimensionless parameter $\tau^{\prime}=\left|\omega_{0}\right| t / \hbar$ with $\dot{\phi}_{0} / \hbar\left|\omega_{0}\right|=10$; b) the normalized magnetic field in Eq. (1.46), parametrically represented in the $x-y$ plane and the related e) transition probability in Eq. (1.47) against the dimensionless parameter $\gamma t$ with $\left|\omega_{0}\right| / \hbar \gamma=9 \pi / 2$ and $\dot{\phi}_{0} / \gamma=10$; c) the normalized transverse magnetic field in Eq. (1.51), parametrically represented in the $x-y$ plane in terms of $\tilde{\tau}=\dot{\phi}_{0} t$ with $A^{\prime} / B_{\perp}=1$ and $\lambda=10 \dot{\phi}_{0}$ and the related f) transition probability in Eq. (1.52) for $k=1$ and $n=10$ and $C=1$.

The time behaviour of $P_{+}^{-}(t)$ as given in Eq. (1.47) is reported in Fig. 1.2e for $\alpha=9 \pi / 2$. We recognize the existence of a transient wherein $P_{+}^{-}(t)$ exhibits aperiodic oscillations of maximum amplitude which, after a finite interval of time, turn into a monotonic increase that asymptotically approaches 1 . We emphasize that the number of complete oscillations, preceding the asymptotic behaviour of $P_{+}^{-}(t)$ as well as $P_{+}^{-}(\infty)$ itself, are $\alpha$-dependent. Equation (1.47), indeed, predicts

$$
\begin{equation*}
P_{+}^{-}(\infty)=\sin ^{2}(\alpha), \tag{1.48}
\end{equation*}
$$

which immediately leads to

$$
\left\{\begin{array}{l}
P_{+}^{-}(\infty)=0, \quad \alpha=n \pi  \tag{1.49}\\
P_{+}^{-}(\infty)=1, \quad \alpha=\frac{2 n+1}{2} \pi \\
P_{+}^{-}(\infty)=\sin ^{2}(\alpha), \quad \text { otherwise }
\end{array}\right.
$$

As our third example, we consider the following modulation of $|\omega(t)|$

$$
\begin{equation*}
|\omega(t)|=\left|\omega_{0}\right|+A \cos (\lambda t), \quad 0<A<\left|\omega_{0}\right| \tag{1.50}
\end{equation*}
$$

realizable by engineering the transverse magnetic field as

$$
\begin{align*}
& B_{x}(t)=\left[B_{\perp}+A^{\prime} \cos (\lambda t)\right] \cos \left(\dot{\phi}_{0} t\right), \\
& B_{y}(t)=-\left[B_{\perp}+A^{\prime} \cos (\lambda t)\right] \sin \left(\dot{\phi}_{0} t\right) . \tag{1.51}
\end{align*}
$$

Here $\lambda=n \dot{\phi}_{0}$ with $n \in \mathbb{N}^{*}, A=\mu_{B} g A^{\prime} / 2$ and then $0<A^{\prime}<B_{\perp}$, in view of Eqs. (1.50) and (1.35). The transverse field is represented in Fig. 1.2c as a function of the dimensionless time parameter $\tilde{\tau}=\dot{\phi}_{0} t$, once more supposing for simplicity $\phi_{\omega}(t)=\dot{\phi}_{0} t$.

In this case, the Rabi's transition probability results

$$
\begin{equation*}
P_{+}^{-}(t)=\sin ^{2}\left[C\left(\tilde{\tau}+\frac{k}{n} \sin (n \tilde{\tau})\right)\right], \tag{1.52}
\end{equation*}
$$

with

$$
\begin{equation*}
C=\frac{\left|\omega_{0}\right|}{\hbar \dot{\phi}_{0}}, \quad k=\frac{A^{\prime}}{B_{\perp}}, \quad \tilde{\tau}=\dot{\phi}_{0} t, \quad n=\frac{\lambda}{\dot{\phi}_{0}} . \tag{1.53}
\end{equation*}
$$

The behaviour of $P_{+}^{-}(t)$ in Eq. (1.52) is shown in Fig. 1.2f, having put $k=1, n=10$ and $C=1$. Differently from the previous example, we see that, in this case, the characteristic sinusoidal behaviour of the Rabi transition probability turns into a periodic population transfer, still of maximum amplitude, between the two energy levels of the spin. We emphasize that, in view of Eq. (1.42), different time evolutions of $P_{+}^{-}(t)$ require different choices of $|\omega(t)|$ only, regardless, then, of $\Omega(t)$ and $\phi_{\omega}(t)$ provided they are constrained by the generalized resonance condition (1.38). For this reason, in the plots in Fig. 1 , we have chosen the simplest case $\dot{\phi}_{\omega}(t)=\dot{\phi}_{0}$ [implying $\Omega(t)=-\hbar \dot{\phi}_{0} / 2$ by Eq. (1.38)]. Our choices for $|\omega(t)|$, indeed, are not merely mathematical choices, but they aim at furnishing physical scenarios in the grasp of the experimentalists. To this end, it is hence important to take care of $\Omega(t)$ and $\phi_{\omega}(t)$ too. This consideration explains why we have chosen $\Omega(t)=-\hbar \dot{\phi}_{0} / 2$ and $\phi_{\omega}(t)=\dot{\phi}_{0} t$. It is worth noticing that had we selected different, more complex or also very exotic time-dependences for such parameters, we would get just a mere mathematical speculation since no physical effects would be present in the physical quantity under scrutiny, $P_{+}^{-}(t)$; for the latter, indeed, under the generalized resonance condition in Eq. (1.38), $\Omega(t)$ and $\dot{\phi}_{\omega}(t)$ are not relevant physical parameters. We stress, however, that distinct realizations of the resonance condition, keeping the same $|\omega(t)|$, introduce significant changes in the dynamical behaviour of the GRS with respect to the Rabi system. It is enough to consider, for example, that

$$
\begin{equation*}
\langle+| U^{\dagger}(t) \hat{\sigma}^{x / y} U(t)|+\rangle=\mp 2 \hbar|a(t)||b(t)| \cos \left[\phi_{a}(t)+\phi_{b}(t)\right], \tag{1.54}
\end{equation*}
$$

depend on both $\phi_{\omega}(t)$ and $|\omega(t)|$, in view of Eqs. (1.39).

## Examples of GRSs dynamics in generalized out of resonance cases

We analyse now the generalized out of resonance case, defined in Eq. (1.40). Since it appears hopeless to have an exact closed treatment of the problem in Eq. (1.17) with an arbitrary $\Delta(t)$, we confine ourselves to the following specific forms

$$
\hbar \Delta(t)=\left\{\begin{array}{l}
\beta_{0}|\omega(t)|,  \tag{1.55}\\
\beta(t)|\omega(t)|
\end{array}\right.
$$

In the former case, the solutions $a(t)$ and $b(t)$ of the system in Eq. (1.16) may be cast as reported in Eqs. (1.20) so that

$$
\begin{equation*}
P_{+}^{-}(t)=\frac{1}{1+\beta_{0}^{2}} \sin ^{2}\left[\sqrt{1+\beta_{0}^{2}} \int_{0}^{t} \frac{\left|\omega\left(t^{\prime}\right)\right|}{\hbar} d t^{\prime}\right] \tag{1.56}
\end{equation*}
$$

In the limit $\beta_{0} \rightarrow 0$ we recover Eq. (1.42) from this equation. Thus, we may compare $P_{+}^{-}(t)$ in the resonant and this non-resonant cases when $|\omega(t)|$ is fixed in the same way. It is easy to convince oneself that the main effect of a positive value of the parameter $\beta_{0}$ on $P_{+}^{-}(t)$ is nothing but a scale effect determined by the ratio $1 /\left(1+\beta_{0}^{2}\right)$.

We wish now to discuss some exactly solvable scenarios of generalized, out of resonance, Rabi problems wherein $\hbar \Delta(t)=\beta(t)|\omega(t)|$. The form of $\Delta(t)$ written before naturally emerges when the independent variable $t$ in Eq. (1.17) is substituted by

$$
\begin{equation*}
\tau(t)=\int_{0}^{t} \frac{\left|\omega\left(t^{\prime}\right)\right|}{\hbar} d t^{\prime}, \tag{1.57}
\end{equation*}
$$

and a choice at will of $\Theta[\tau(t)]$ is performed in accordance with Ref. [38]. We stress however that the corresponding function $\beta(t)$ would be functionally dependent on $|\omega(t)|$, that is, we determine $\beta[\tau(t)]$ once we have chosen $|\omega(t)|$. We emphasize that the fact that the function $\beta(t)$ is not independent of the function $|\omega(t)|$ does not spoil of interest such a particular procedure. In the following examples we indeed report two applications of the general strategy here exposed.

## Case 1

In this subsection and the following one we will omit the $t$-dependence in $\tau(t)$ to save some writing. To illustrate the applicability of our parametrization given in Eqs. (1.18) and (1.19), we cannot simply confine ourselves to assign at will $\Theta(\tau)$. Indeed, we must overcome the unique analytical difficulty related to the calculation of $\mathscr{R}(t)$ in Eq. (1.19) as previously underlined. In practice, then, what is demanded is to search specific choices of $\Theta(\tau)$ such that the integral expressing $\mathscr{R}(t)$ becomes evaluable. The following two examples provide a successful application of such a strategy.

Assuming the solution of the problem (1.17) as

$$
\begin{equation*}
\Theta(t)=2 \tan ^{-1}\left(\frac{2 \tau}{\sqrt{2+4 \tau^{2}}}\right), \tag{1.58}
\end{equation*}
$$

it is straightforward to show that

$$
\begin{equation*}
\int_{0}^{t} \frac{\left|\omega\left(t^{\prime}\right)\right|}{\hbar} \cos \left[\Theta\left(t^{\prime}\right)\right] d t^{\prime}=\frac{1}{2} \tan ^{-1}(2 \tau) . \tag{1.59}
\end{equation*}
$$

Equation (1.17) immediately yields

$$
\begin{equation*}
\Delta(t)=\frac{4\left(1+\tau^{2}\right)}{\left(1+4 \tau^{2}\right) \sqrt{2+4 \tau^{2}}} \frac{|\omega(t)|}{\hbar} \equiv \tilde{\beta}(\tau)|\omega(t)|=\beta(t)|\omega(t)| . \tag{1.60}
\end{equation*}
$$

Within such a scenario, the specialized expressions of Eqs. (1.18) result

$$
\begin{equation*}
|a(t)|=\sqrt{\frac{\sqrt{1+4 \tau^{2}}+1}{2 \sqrt{1+4 \tau^{2}}}}, \quad|b(t)|=\sqrt{\frac{\sqrt{1+4 \tau^{2}}-1}{2 \sqrt{1+4 \tau^{2}}}}, \tag{1.61}
\end{equation*}
$$

and

$$
\begin{align*}
& \phi_{a}(t)=\frac{\phi_{\omega}(t)-\phi_{\omega}(0)}{2}-\tan ^{-1}\left(\frac{2 \tau}{\sqrt{2+4 \tau^{2}}}\right)+\frac{i}{\sqrt{2}} \operatorname{EllipticE}\left[i \sinh ^{-1}(2 \tau), 1 / 2\right],  \tag{1.62a}\\
& \phi_{b}(t)=\frac{\phi_{\omega}(t)+\phi_{\omega}(0)}{2}-\tan ^{-1}\left(\frac{2 \tau}{\sqrt{2+4 \tau^{2}}}\right)-\frac{i}{\sqrt{2}} \operatorname{EllipticE}\left[i \sinh ^{-1}(2 \tau), 1 / 2\right]-\frac{\pi}{2}, \tag{1.62b}
\end{align*}
$$

with EllipticE $(\phi, m)=\int_{0}^{\phi}\left[1-m \sin ^{2}(\theta)\right]^{1 / 2} d \theta$. It is interesting to consider a simple case in which $|\omega(t)|=$ const. $=\left|\omega_{0}\right|$. In this instance we have such a situation that $P_{+}^{-}(t)=|b(t)|^{2}\left(P_{+}^{+}(t)=|a(t)|^{2}\right)$ goes from $0(1)$, at $t=0$, to $1 / 2(1 / 2)$, when $t \rightarrow \infty$, as it is seen in Fig. 1.3b: full blue and dashed red lines, respectively. In Fig. 1.3a we may appreciate the time behaviour of $\hbar \Delta(t) /\left|\omega_{0}\right|$ related to this specific physical scenario. This specific out of resonance time-dependent scenario, then, asymptotically evolves the initial state $|+\rangle$ towards an equal-weighted superposition of the two eigenstates of $\hat{\sigma}^{z}$.

## Case 2

The second scenario is based on the following assumption

$$
\begin{equation*}
\Theta(t)=2 \tan ^{-1}\left(\frac{\tau}{\sqrt{2+\tau^{2}}}\right) \tag{1.63}
\end{equation*}
$$

which, notwithstanding its apparent similarity with the previous case given in Eq. (1.58), leads however to a remarkable different temporal behaviour of the correspondent generalized Rabi system. This time it results in

$$
\begin{equation*}
\int_{0}^{t} \frac{\left|\omega\left(t^{\prime}\right)\right|}{\hbar} \cos \left[\Theta\left(t^{\prime}\right)\right] d t^{\prime}=\tan ^{-1}(\tau) \tag{1.64}
\end{equation*}
$$

so that the solutions of (1.16) read

$$
\begin{equation*}
|a(t)|=\frac{1}{\sqrt{1+\tau^{2}}}, \quad|b(t)|=\frac{\tau}{\sqrt{1+\tau^{2}}}=|a(t)| \tau \tag{1.65}
\end{equation*}
$$

and

$$
\begin{align*}
& \phi_{a}(t)=\frac{\phi_{\omega}(t)-\phi_{\omega}(0)}{2}-\tan ^{-1}\left(\frac{\tau}{\sqrt{2+\tau^{2}}}\right)-\frac{1}{2}\left[\frac{\tau \sqrt{2+\tau^{2}}}{2}+\sinh ^{-1}\left(\frac{\tau}{\sqrt{2}}\right)\right],  \tag{1.66a}\\
& \phi_{b}(t)=\frac{\phi_{\omega}(t)+\phi_{\omega}(0)}{2}-\tan ^{-1}\left(\frac{\tau}{\sqrt{2+\tau^{2}}}\right)+\frac{1}{2}\left[\frac{\tau \sqrt{2+\tau^{2}}}{2}+\sinh ^{-1}\left(\frac{\tau}{\sqrt{2}}\right)\right]-\frac{\pi}{2} . \tag{1.66b}
\end{align*}
$$



Figure 1.3: (Color online) Time-dependence of the "detuning" $\hbar \Delta(\tau) /\left|\omega_{0}\right|=\beta(\tau)$ against the dimensionless time $\tau=\left|\omega_{0}\right| t / \hbar$ related to the example a) 1.60 and c) 1.67 ; transition probabilities $P_{+}^{+}(\tau)=|a(\tau)|^{2}$ (full blue) and $P_{+}^{-}(\tau)=|b(\tau)|^{2}$ (dashed red) for the time-dependent scenario b) 1.61 and d) 1.65 .

Finally, the special form of $\Delta(t)$ underlying this specific scenario is

$$
\begin{equation*}
\Delta(t)=\left[\frac{2+\left(1-\tau^{2}\right)\left(2+\tau^{2}\right)}{2\left(1+\tau^{2}\right) \sqrt{2+\tau^{2}}}\right] \frac{|\omega(t)|}{\hbar} . \tag{1.67}
\end{equation*}
$$

In this case, it is easy to see that if $|\omega|=$ const. $=\left|\omega_{0}\right|, P_{+}^{-}(t)=|b(t)|^{2}\left(P_{+}^{+}(t)=|a(t)|^{2}\right)$ goes from 0 (1) to 1 (0) asymptotically. These behaviours, reproducing the transition probabilities in the Landau-Zener-like transition probabilities, are illustrated by full blue and dashed red lines, respectively, in Fig. 1.3d.

In this case, the time behaviour of the "detuning" $\hbar \Delta(t) /\left|\omega_{0}\right|$ is characterized by an asymptotic linear dependence on $t$, as shown in Fig. 1.3c. As in the resonant scenario, even here different timedependences of the magnetic field may give rise to qualitatively different time evolutions of $P_{+}^{-}(t)$ with respect to the Rabi scenario. We emphasize that the scenarios and the formulas reported for the two examples are valid whatever the time-dependence of $|\omega(t)|$ is. Of course, depending on the choice of $|\omega(t)|$ the expressions for $\beta(t)$ and for $a(t)$ and $b(t)$ could become complicated functions of time, but the related time-dependent scenario keeps the property to be an exactly solvable case for the spin- $1 / 2$ dynamical problem.

As a final remark we want to emphasize that it could be very hard to get analytical expressions for $a(t)$ and $b(t)$, in Eq. (1.18a) and (1.18b), respectively, depending on the choice of $\Theta(t)$ and two of the three Hamiltonian parameters. Nevertheless, such a bottleneck does not influence our capability to predict the Rabi transition probability and the expression of $\Delta(t)$ in order to know how to engineer the magnetic fields to get the desired time evolution. Indeed, we would be always able to find accordingly
the expressions of $|a(t)|$ and $|b(t)|$. Thus, as a consequence, given $|\omega(t)|$, when $\Omega(t)$ and $\dot{\phi}_{\omega}(t)$ are chosen in such a way to generate the same detuning $\Delta(t)$, the related different physical scenarios share the same analytical expressions of $|a(t)|$ and $|b(t)|$. Then all physical observables depending only on these quantities share the same expressions as well, e.g. $P_{+}^{-}(t)$ or

$$
\begin{equation*}
\langle \pm| U^{\dagger}(t) \hat{\sigma}^{z} U(t)| \pm\rangle= \pm \hbar\left(|a(t)|^{2}-|b(t)|^{2}\right) \tag{1.68}
\end{equation*}
$$

### 1.4 Summary and remarks

The Rabi scenario consists in a spin- $1 / 2$ subjected to a time-dependent magnetic field precessing around the quantization axis ( $\hat{z}$ ) [31] and is characterized by three time-independent parameters: $\Omega_{0},\left|\omega_{0}\right|$ and $\dot{\phi}_{0}$. Rabi shows that when $\Omega_{0}+\hbar \dot{\phi}_{0} / 2=\Delta=0$ the transverse magnetic field acts as a probe of the energy separation $2 \Omega_{0}$ due to the longitudinal field alone. The measurable physical quantity revealing $\Omega_{0}$ is the transition probability $P_{+}^{-}(t)=\langle-| U(t)|+\rangle$ which, at resonance, oscillates between 0 and 1 with frequency now referred to as Rabi frequency.

We have generalized this Rabi scenario by assuming an su(2) general time-dependent Hamiltonian model where then $\Omega_{0},\left|\omega_{0}\right|$ and $\dot{\phi}_{0}$ are now replaced with time-dependent counterparts. Along the lines of the Rabi approach [32], we firstly show that, in the frame moving with the time-dependent angular frequency $\dot{\phi}_{\omega}(t)$, the condition $\Omega(t)+\hbar \dot{\phi}_{\omega}(t) / 2=\Delta(t)=0$ plays the same role of the Rabi resonance condition in the Rabi scenario. Such an occurrence makes of basic interest a direct comparison between the Rabi scenario and its generalized version on both time-dependent resonance and out of resonance $(\Delta(t) \neq 0)$ cases. To bring to light the occurrence of analogies and differences, we have focussed our attention on the study of the transition probability $P_{+}^{-}(t)$ between the two eigenstates of $\hat{S}^{z}$.

We have shown that, on resonance, $P_{+}^{-}(t)$ depends only on the integral of $|\omega(t)|$. Our examples illustrate that this circumstance determines a transition probability characterized by three possible different regimes: oscillatory (the only one dominating the Rabi scenario), monotonic and mixed which means an initial oscillatory transient followed by an asymptotic monotonic behaviour.

To capture significant dynamical consequences stemming from the detuning time dependence, we have constructed exactly solvable problems and analysed the corresponding quantum dynamics of the spin- $1 / 2$. We have thus highlighted that when $\Delta(t)$ is proportional to $|\omega(t)|$, the main effect emerging in the time behaviour of $P_{+}^{-}(t)$ is a scale effect both in amplitude and in frequency (like in the Rabi scenario).

We have further investigated two specific exactly solvable scenarios of experimental interest for which $\Delta(t) /|\omega(t)|$ varies over time. One of them predicts a Landau-Zener transition, while the other an equal weighted coherent superposition of the two states of the system. It is important to underline that our examples illustrate exactly solvable cases where all the dynamical aspects and features of the spin- $1 / 2$ system under scrutiny may be brought to light. We pointed out, however, that when one is interested in the Rabi transition probability $P_{+}^{-}(t)$ only, the knowledge of $|a(t)|$ and $|b(t)|$ is enough. We emphasize that this circumstance leads us to wider and richer classes of physical scenarios, since we need not to worry about possible analytical difficulties stemming from Eq. (1.19).

We underline that the knowledge of the exactly solvable problems previously reported provide stimulating ideas for technological applications with single qubit devices. In addition it furnishes ready-to-use tools for interacting qudits systems (as shown in the following chapters of this thesis), being of
relevance in several fields from condensed matter physics [4, 47] to quantum information and quantum computing [21, 48, 49, 50].

The results reported in this chapter have been published in Ref. [51].

## Chapter 2

## Two Interacting Spin-Qubit Systems

In this chapter we demonstrate how the knowledge of exactly solvable single qubit dynamical problems can result fundamental to solve more complex dynamical physical situations involving more spins interacting each other. We start by analysing a system of two interacting spin-qubits subjected to local time-dependent fields. We show that the exact solution of the LMSZ scenario [33] leads us to disclose new intriguing physical effects exploitable for interesting experimental physical applications.

### 2.1 Physical systems

A rigid and localized dimeric structure (simply dimer) consists of a pair of independent distinguishable quantum subsystems living, by definition, in finite-dimensional Hilbert spaces $\mathscr{H}_{1}$ and $\mathscr{H}_{2}$ and, therefore, hereafter referred to as spins $\hat{\mathbf{S}}_{1} \equiv\left(\hat{S}_{1}^{x}, \hat{S}_{1}^{y}, \hat{S}_{1}^{z}\right)$ and $\hat{\mathbf{S}}_{2} \equiv\left(\hat{S}_{2}^{x}, \hat{S}_{2}^{y}, \hat{S}_{2}^{z}\right)$ respectively, $\hat{S}_{i}^{a}(i=1,2 ; a=$ $x, y, z)$ being the operator for the $a$-cartesian component of $\hat{\mathbf{S}}_{i}$ in the laboratory reference frame. The dimension of the Hilbert space $\mathscr{H}=\mathscr{H}_{1} \otimes \mathscr{H}_{2}$ of the dimer is $\left(2 S_{1}+1\right)\left(2 S_{2}+1\right)$, indeed postulating the absence in the two subsystems as well as in the compound system of classical degrees of freedom (situation previously described using the adjectives 'rigid' and 'localized'). The physical nature of $\hat{\mathbf{S}}_{i}$ depends on the particular scenario under scrutiny: it may be the spin of an electron or a nucleus, the angular momentum of an atom in its ground state or an effective representation of a few-level system dynamical variable. The Hamiltonian $H$ of the dimer is then a true or effective spin Hamiltonian where the terms linear in $\hat{S}_{i}^{a}$ may (even fictitiously) be interpreted as Zeeman coupling of each of the two spins with classical, external, generally different and time-dependent effective magnetic fields $\mathbf{B}_{1}(t)$ and $\mathbf{B}_{2}(t)$ while the bilinear contributions may be thought of as stemming from the spin-spin interaction [3].

Over the last two decades a great deal of theoretical, experimental and applicative attention has been devoted to the field of Molecular Magnetic Materials, in particular after the discovery of the socalled Single Magnet Molecule (SSM), that is a single molecule behaving like a nanosized magnet associated to an unusual high value (even $S=10$ [52]) of the spin in the ground state of the molecule. It is a matter of fact that as a result of a successful, extraordinary and synergically interdisciplinary effort aimed at searching and producing SMM in laboratory, in the last few years we have witnessed a very fast growing of efficient protocols for synthesizing a variety of such molecular magnets with the added value of possessing a number of constituent paramagnetic ions embodied in the molecule
running from 2 to 10 in different samples [53]. Such important technological advances on the one hand open very good applicative perspectives in many directions, from the realization of an experimental set up for testing theoretical prediction concerning qudits-based single purpose quantum computers to the availability of new materials with magnetic properties tailored on demand to meet specific tasks. On the other hand the production of crystalline or powder samples made up of molecular magnetic units, provides an ideal platform to investigate and reveal the emergence of nonclassical signatures in the quantum dynamics of two or few interacting spins.

The simplest coupled spin system we may conceive consists, of course, of two interacting spin-1/2's only in a dimer, isolated from its environment (rest of the sample) degrees of freedom. Some binuclear copper(II) compounds, e.g. [4, 54], provide a possible scenario of this kind and in the previous references the values of the parameters characterizing the spin-spin interaction in such a molecule have been experimentally determined exploiting electron-paramagnetic resonance techniques. Motivations to investigate the emergence of quantum signatures in the behaviour of two coupled spins $(\geq 1 / 2)$ go beyond the area of magnetic materials. Two spin- $1 / 2$ Hamiltonians provide indeed experimentally implementable powerful effective models to capture quantum properties of such systems like two coupled semiconductor quantum dots [55] or a pair of two neutral cold atoms each nested into two adjacent sites of an optical lattice made up of an isolated double wells [21]. Spin models provide a successful language to investigate possible manipulations of the qubits aimed at quantum computing purposes and quantum information transfer between two spin-qubits [56], encompassing rather different physical contents like, for example, cavity QED [57, 58], superconductors [59, 60] and trapped ions [61, 62].

### 2.2 The Hamiltonian model and its formal solution

The most general Hamiltonian model of an isolated dimer hosting two spin-1/2's may be written as a bilinear form involving the two sets of operators $\left\{\hat{S}_{1}^{x}, \hat{S}_{1}^{y}, \hat{S}_{1}^{z}, \hat{S}_{1}^{0}\right\}$ and $\left\{\hat{S}_{2}^{x}, \hat{S}_{2}^{y}, \hat{S}_{2}^{z}, \hat{S}_{2}^{0}\right\}$, that is,

$$
\begin{equation*}
H=\sum_{(i, j) \neq(0,0)} \gamma_{i j} \hat{S}_{1}^{i} \otimes \hat{S}_{2}^{j} \tag{2.1}
\end{equation*}
$$

where $i$ and $j$ run in the set $(x, y, z, 0)$ and the operator $\hat{S}_{i}^{0}(i=1,2)$ is the identity operator $\mathbb{1}_{i}$ in $\mathscr{H}_{i}$. The six real parameters $\gamma_{i 0}$ and $\gamma_{0 j}(i \cdot j \neq 0)$ are assumed to be generally time dependent while all the other parameters characterizing the spin-spin coupling are real and time independent. Without further specific constraints on the 15 parameters $\gamma_{i j}(i, j=x, y, z, 0)$, the Hamiltonian possesses no symmetries and in particular it does not commute with the collective angular momentum operators $\hat{\mathbf{S}}^{2}=\left(\hat{\mathbf{S}}_{1}+\hat{\mathbf{S}}_{2}\right)^{2}$ and/or $\hat{S}^{z}=\hat{S}_{1}^{z}+\hat{S}_{2}^{z}$. In such a case, even if $H$ is time independent, the four roots of the relative secular equation, albeit determinable, are rather involved functions of all the 15 parameters and then are practically not exploitable for extracting physical prediction on the physical system under scrutiny. Thus, either legitimated by investigations on specific physical situations or motivated by the interest in studying models possessing, by construction, constants of motion, some constraints on the parameters $\gamma_{i j}$ have been introduced in the literature, making the Hamiltonian (2.1) less general and at the same time non trivial and of physical interest. It is enough to quote the main declinations of the three-dimensional quantum Heisenberg models or the Dzyaloshinskii-Moriya (DM) models [63, 64, 65, 66] in conjugation or not with simplified contributions to terms describing anisotropy effects in the Hamiltonian.

The Hamiltonian model (2.1), including all contributions stemming from internal or external couplings of our two spin- $1 / 2$ system, may be cast in the following form

$$
\begin{equation*}
H^{\prime}=\mu_{B}\left(\mathbf{B}_{1} \cdot \mathbf{g}_{1} \cdot \mathbf{S}_{1}+\mathbf{B}_{2} \cdot \mathbf{g}_{2} \cdot \mathbf{S}_{2}\right)+\mathbf{S}_{1} \cdot \boldsymbol{\Gamma}_{12} \cdot \mathbf{S}_{2} \tag{2.2}
\end{equation*}
$$

where $\mathbf{g}_{1}, \mathbf{g}_{2}$ and $\Gamma_{12}$ are appropriate second-order cartesian tensors whose entries are related to the 15 parameters appearing in Eq. (2.1) and $\mu_{B}$ denotes the Bohr magneton. Equation (2.2) mimics the usual way of representing the Hamiltonian used in a molecular or nuclear context to describe the coupling of two true spin-1/2's. In general we may claim that $\mathbf{g}_{1}$ and $\mathbf{g}_{2}$ include possible corrections to the coupling terms between each spin and its local time-dependent external magnetic field, while the other term includes contact term-like couplings as well as anisotropic-like spin-spin couplings.

The model we are going to propose assumes in the laboratory frame that $\mathbf{B}_{i}(t) \equiv\left(0,0, B_{i}^{z}(t)\right)$, and

$$
\Gamma_{12}=\left(\begin{array}{ccc}
\gamma_{x x} & \gamma_{x y} & 0  \tag{2.3}\\
\gamma_{y x} & \gamma_{y y} & 0 \\
0 & 0 & \gamma_{z z}
\end{array}\right), \quad \mathbf{g}_{i}=\left(\begin{array}{ccc}
g_{i}^{x x} & g_{i}^{x y} & 0 \\
g_{i}^{y x} & g_{i}^{y y} & 0 \\
0 & 0 & g_{i}^{z z}
\end{array}\right)
$$

with $(i=1,2)$. The structure of $\mathbf{g}_{i}$ is, for example, appropriate when the dimer is a binuclear unit characterized by a $C_{2}$-symmetry with respect to the $\hat{z}$ axis [4].

In accordance with our previous assumptions, we investigate the quantum dynamics of the following time-dependent two spin Hamiltonian model

$$
\begin{equation*}
H=\hbar \omega_{1} \hat{\sigma}_{1}^{z}+\hbar \omega_{2} \hat{\sigma}_{2}^{z}+\gamma_{x x} \hat{\sigma}_{1}^{x} \hat{\sigma}_{2}^{x}+\gamma_{y y} \hat{\sigma}_{1}^{y} \hat{\sigma}_{2}^{y}+\gamma_{z z} \hat{\sigma}_{1}^{z} \hat{\sigma}_{2}^{z}+\gamma_{x y} \hat{\sigma}_{1}^{x} \hat{\sigma}_{2}^{y}+\gamma_{y x} \hat{\sigma}_{1}^{y} \hat{\sigma}_{2}^{x} \tag{2.4}
\end{equation*}
$$

where $\hat{\sigma}_{i}^{x}, \hat{\sigma}_{i}^{y}$ and $\hat{\sigma}_{i}^{z}(i=1,2)$ are the Pauli matrices related to the respective components of the spin operator $\hat{\mathbf{S}}_{i}$ as

$$
\begin{equation*}
\hat{\mathbf{S}}_{i}=\frac{\hbar}{2} \hat{\boldsymbol{\sigma}}_{i} \tag{2.5}
\end{equation*}
$$

with $\hat{\boldsymbol{\sigma}}_{i} \equiv\left(\hat{\sigma}_{i}^{x}, \hat{\sigma}_{i}^{y}, \hat{\sigma}_{i}^{z}\right)$, while

$$
\begin{equation*}
\omega_{i}(t)=\frac{\mu_{B} g_{i}^{z z} B_{i}^{z}(t)}{2} \tag{2.6}
\end{equation*}
$$

Note that the identity operators $\mathbb{1}_{i}$ are and will mostly be suppressed for notational simplicity.

### 2.2.1 Symmetry-based dynamical decomposition

Our Hamiltonian does not commute with $\hat{\mathbf{S}}^{2}$ and $\hat{S}^{z}$ but, by construction, it exhibits the following canonical and symmetry transformation

$$
\begin{equation*}
\hat{\sigma}_{i}^{x} \rightarrow-\hat{\sigma}_{i}^{x}, \quad \hat{\sigma}_{i}^{y} \rightarrow-\hat{\sigma}_{i}^{y}, \quad \hat{\sigma}_{i}^{z} \rightarrow \hat{\sigma}_{i}^{z}, \quad i=1,2 \tag{2.7}
\end{equation*}
$$

This fact implies the existence of a unitary time-independent operator accomplishing the transformation (2.7), which is by construction a constant of motion. This unitary operator is given by $\pm \hat{\sigma}_{1}^{z} \hat{\sigma}_{2}^{z}$, being the transformation (2.7) nothing but the rotations of $\pi$ around the $\hat{z}$ axis with respect to each spin. The unitary operator accomplishing this transformation is

$$
\begin{equation*}
e^{i \pi \hat{S}_{1}^{z} / \hbar} \otimes e^{i \pi \hat{S}_{2}^{z} / \hbar}=-\hat{\sigma}_{1}^{z} \hat{\sigma}_{2}^{z}=\cos \left(\frac{\pi}{2} \hat{\Sigma}_{z}\right) \tag{2.8}
\end{equation*}
$$

where $\hat{\Sigma}_{z} \equiv \hat{\sigma}_{1}^{z}+\sigma_{2}^{z}$. Equation (3.7) shows that the constant of motion $\hat{\sigma}_{1}^{z} \hat{\sigma}_{2}^{z}$ is indeed a $\hat{\Sigma}_{z}$-based parity operator since in correspondence to its integer eigenvalues $M=0, \pm 2, \hat{\sigma}_{1}^{z} \hat{\sigma}_{2}^{z}$ has eigenvalues +1 and -1 respectively.

The existence of this constant of motion implies the existence of two sub-dynamics related to the two eigenvalues of $\hat{\sigma}_{1}^{z} \hat{\sigma}_{2}^{z}$. We can extract these two sub-dynamics by considering that the operator $\hat{\sigma}_{1}^{z} \hat{\sigma}_{2}^{z}$ has the same spectrum of $\hat{\sigma}_{2}^{z}$, i.e., the same eigenvalues $( \pm 1)$ with the same twofold degeneracy. Therefore, there exists a unitary time-independent operator $\mathbb{U}$ transforming $\hat{\sigma}_{1}^{z} \hat{\sigma}_{2}^{z}$ in $\hat{\sigma}_{2}^{z}$. It can be easily seen that the unitary and hermitian operator

$$
T=\frac{1}{2}\left[\mathbb{1}+\hat{\sigma}_{1}^{z}+\hat{\sigma}_{2}^{x}-\hat{\sigma}_{1}^{z} \hat{\sigma}_{2}^{x}\right]=\left(\begin{array}{cccc}
1 & 0 & 0 & 0  \tag{2.9}\\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0
\end{array}\right)
$$

in the standard ordered basis

$$
\begin{equation*}
\mathscr{B}=\{|++\rangle,|+-\rangle,|-+\rangle,|--\rangle\}, \tag{2.10}
\end{equation*}
$$

accomplishes the desired transformation:

$$
\begin{equation*}
T^{\dagger} \hat{\sigma}_{1}^{z} \hat{\sigma}_{2}^{z} T=T \hat{\sigma}_{1}^{z} \hat{\sigma}_{2}^{z} T=\hat{\sigma}_{2}^{z} \tag{2.11}
\end{equation*}
$$

Transforming $H$ into $\tilde{H}=T^{\dagger} H T$, we get

$$
\begin{equation*}
\tilde{H}=\hbar \omega_{1} \hat{\sigma}_{1}^{z}+\hbar \omega_{2} \hat{\sigma}_{1}^{z} \hat{\sigma}_{2}^{z}+\gamma_{z z} \hat{\sigma}_{2}^{z}+\gamma_{x x} \hat{\sigma}_{1}^{x}-\gamma_{y y} \hat{\sigma}_{1}^{x} \hat{\sigma}_{2}^{z}+\gamma_{x y} \hat{\sigma}_{1}^{y} \hat{\sigma}_{2}^{z}+\gamma_{y x} \hat{\sigma}_{1}^{y} \tag{2.12}
\end{equation*}
$$

It is easy to check that $\hat{\sigma}_{2}^{z}$ is a constant of motion of $\tilde{H}$ and that, consequently, $\tilde{H}$ may be represented as

$$
\begin{equation*}
\tilde{H}=\sum_{\sigma_{2}^{z}} \tilde{H}_{\sigma_{2}^{z}}\left|\sigma_{2}^{z}\right\rangle\left\langle\sigma_{2}^{z}\right|=\tilde{H}_{+} \otimes|+\rangle\langle+|+\tilde{H}_{-} \otimes|-\rangle\langle-|=\tilde{H}_{+} \oplus \tilde{H}_{-} \tag{2.13}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{H}_{ \pm}= \pm \gamma_{z z}+\hbar \Omega_{ \pm} \hat{\sigma}_{1}^{z}+\gamma_{ \pm} \hat{\sigma}_{1}^{x}+\Gamma_{ \pm} \hat{\sigma}_{1}^{y} \tag{2.14}
\end{equation*}
$$

with

$$
\begin{equation*}
\Omega_{ \pm}(t)=\omega_{1}(t) \pm \omega_{2}(t), \quad \gamma_{ \pm}=\left(\gamma_{x} \mp \gamma_{y}\right), \quad \Gamma_{ \pm}= \pm \gamma_{x y}+\gamma_{y x} \tag{2.15}
\end{equation*}
$$

This implies the existence of two $\left(\sigma_{2}^{z}= \pm 1\right)$ sub-dynamics related to a fictitious spin- $1 / 2$ immersed in different magnetic fields, each one possessing three components with the $z$ one only depending on time.

### 2.2.2 Time evolution operator

If $\omega_{1}$ and $\omega_{2}$ were time independent, it would be straightforward to find the eigenstates of $\tilde{H}$ as

$$
\begin{equation*}
|\tilde{\psi}\rangle=\left|\phi_{1 i}\right\rangle_{\sigma_{2}^{z}} \otimes\left|\sigma_{2}^{z}\right\rangle \tag{2.16}
\end{equation*}
$$

$(i=1,2)$ where $\left|\phi_{1 i}\right\rangle_{ \pm 1}$ are the two eigenvectors of $\tilde{H}_{ \pm}$, that is the two eigenvectors related to the sub-dynamics with $\sigma_{2}^{z}= \pm 1$. Through the relation

$$
\begin{equation*}
|\psi\rangle=T|\tilde{\psi}\rangle \tag{2.17}
\end{equation*}
$$

we could in turn find the eigenvectors of $H$ and the time evolution of an arbitrary state of the two spins.
When $\omega_{1}$ and $\omega_{2}$ depend on time, thanks to the fact that the unitary and hermitian operator $T$ is time independent, we succeed, in view of the structure possessed by $\tilde{H}$ as given by Eq. (2.12), in decoupling the time-dependent Schrödinger equation into two time-dependent Schrödinger equations of single spin-1/2. Therefore, we can construct the time-evolution operator of the whole dynamics of the two interacting spin- $1 / 2$ 's, starting from the construction of the two time evolution operators of the two sub-dynamics of single spin-1/2. Indeed, the Cauchy problem for the evolution operator $U$ generated by $H$ : iћ $\dot{U}=H U$ with $U(0)=\mathbb{1}$, is easily converted into the following two Cauchy problems related to the sub-dynamics associated to $\tilde{H}_{+}$and $\tilde{H}_{-}$

$$
\begin{equation*}
i \hbar \dot{\tilde{U}}_{ \pm}=\tilde{H}_{ \pm} \tilde{U}_{ \pm}, \quad \tilde{U}_{ \pm}(0)=\mathbb{1} \tag{2.18}
\end{equation*}
$$

where $\tilde{U} \equiv T^{\dagger} U T \equiv \tilde{U}_{+} \otimes|+\rangle\langle+|+\tilde{U}_{-} \otimes|-\rangle\langle-|$. Thus, if we are able to solve these two single spin-1/2 time-dependent Schrödinger equations we then can construct

$$
\begin{equation*}
U=T \tilde{U} T^{\dagger}=T \tilde{U} T \tag{2.19}
\end{equation*}
$$

The evolution operators generated by $\tilde{H}_{ \pm}$can be formally cast as follows

$$
\tilde{U}_{ \pm}=e^{\mp i \gamma_{z z} t / \hbar}\left(\begin{array}{cc}
a_{ \pm} & b_{ \pm}  \tag{2.20}\\
-b_{ \pm}^{*} & a_{ \pm}^{*}
\end{array}\right),
$$

with $\left|a_{ \pm}\right|^{2}+\left|b_{ \pm}\right|^{2}=1$, The formal expression of the time evolution operator of the two interacting qubit system then reads

$$
U=\left(\begin{array}{cccc}
a_{+} e^{-i \gamma_{z z} t / \hbar} & 0 & 0 & b_{+} e^{-i \gamma_{z z} t / \hbar}  \tag{2.21}\\
0 & a_{-} e^{i \gamma_{z z} t / \hbar} & b_{-} e^{i \gamma_{z z} t / \hbar} & 0 \\
0 & -b_{-}^{*} e^{i \gamma_{z z} t / \hbar} & a_{-}^{*} e^{i \gamma_{z z} t / \hbar} & 0 \\
-b_{+}^{*} e^{-i \gamma_{z z} t / \hbar} & 0 & 0 & a_{+}^{*} e^{-i \gamma_{z z} t / \hbar}
\end{array}\right)
$$

It is important to point out that if $\omega_{1}(t)=\omega_{2}(t)$

$$
\tilde{H}_{-}=\left(\begin{array}{cc}
0 & \Gamma_{-}  \tag{2.22}\\
\Gamma_{-}^{*} & 0
\end{array}\right)
$$

with $\Gamma_{-}=\left(\gamma_{x x}+\gamma_{y y}\right)-i\left( \pm \gamma_{x y}+\gamma_{y x}\right)$, and then the related evolution operator reads

$$
\tilde{U}_{-}=e^{i \frac{\gamma_{z}}{\hbar} t}\left(\begin{array}{cc}
\cos \left(\left|\Gamma_{-}\right| t / \hbar\right) & e^{i \Phi} \sin \left(\left|\Gamma_{-}\right| t / \hbar\right)  \tag{2.23}\\
e^{-i \Phi} \sin \left(\left|\Gamma_{-}\right| t / \hbar\right) & \cos \left(\left|\Gamma_{-}\right| t / \hbar\right)
\end{array}\right),
$$

where $\Phi=\arctan \left(\frac{\gamma_{x x}+\gamma_{y y}}{\gamma_{y x}-\gamma_{x y}}\right)$. In this instance, hence, the whole evolution operator of the initial dynamics becomes

$$
U=\left(\begin{array}{cccc}
a_{+} e^{-i \gamma_{z z} t / \hbar} & 0 & 0 & b_{+} e^{-i \gamma_{z z} t / \hbar}  \tag{2.24}\\
0 & e^{i \frac{\gamma_{z}}{\hbar} t} \cos \left(\frac{\left|\Gamma_{-}\right|}{\hbar} t\right) & e^{i\left(\Phi+\frac{\gamma_{z} z}{\hbar} t\right)} \sin \left(\frac{\left|\Gamma_{-}\right|}{\hbar} t\right) & 0 \\
0 & e^{-i\left(\Phi-\frac{\gamma_{z}}{\hbar} t\right)} \sin \left(\frac{\left|\Gamma_{-}\right|}{\hbar} t\right) & e^{i \frac{\gamma_{z} z}{\hbar} t} \cos \left(\frac{\left|\Gamma_{-}\right|}{\hbar} t\right) & 0 \\
-b_{+}^{*} e^{-i \gamma_{z z} t / \hbar} & 0 & 0 & a_{+}^{*} e^{-i \gamma_{z z} t / \hbar}
\end{array}\right)
$$

Of course, the evolution operator has the same form as that given by Eq. (2.21), where the two-by-two internal block is now completely determined regardless of the way $H$ depends on time. This means that when $\omega_{1}(t)=\omega_{2}(t)=\omega(t)$ in the Hamiltonian model given in Eq. (2.4), the time evolutions of
 characterized by Bohr frequencies related to the coupling constants appearing in $H$.

It is useful to underline that the condition $\omega_{1}(t)=\omega_{2}(t)$ is not implied simply by the condition $\mathbf{B}_{1}(t)=\mathbf{B}_{2}(t)$ because in general we may have different $\mathbf{g}$-tensors (or factors) for the two spins which "rule" the coupling with the magnetic field and are responsible for the different effective local magnetic fields in the two sites, even when $\mathbf{B}_{1}(t)=\mathbf{B}_{2}(t)$. So, the more general condition implying $\omega_{1}(t)=\omega_{2}(t)$ is

$$
\begin{equation*}
\mathbf{B}_{1}(t) \cdot \mathbf{g}_{1}=\mathbf{B}_{2}(t) \cdot \mathbf{g}_{2} \tag{2.25}
\end{equation*}
$$

To conclude, we emphasize that our analysis shows that, in this context, the knowledge of exactly solvable dynamical problems of single spin- $1 / 2$ plays a crucial role in identifying exactly solvable scenarios for the two-spin-qubit system. If we determine, indeed, the time-dependence of the effective fields in the two subdynamics, $\Omega_{ \pm}(t)$, for which we are able to solve the related two-level dynamical problems, we get easily the time dependence of $\omega_{1}$ and $\omega_{2}$ [and that of $B_{1}^{z}$ and $B_{2}^{z}$ through the relation (2.6)] for which the two-spin-1/2 dynamical problem can be analytically solved, namely

$$
\begin{equation*}
\omega_{1}=\frac{\Omega_{+}+\Omega_{-}}{2 \hbar}, \quad \omega_{2}=\frac{\Omega_{+}-\Omega_{-}}{2 \hbar} . \tag{2.26}
\end{equation*}
$$

### 2.3 Landau-Majorana-Stückelberg-Zener scenario

The Landau-Majorana-Stückelberg-Zener (LMSZ) scenario [33] and the Rabi one [31] represent two milestones among exactly solvable time-dependent semi-classical models for two-level systems. A common fundamental property of these two models is the possibility of realizing a full population inversion in a two-state quantum system. In the former case through an adiabatic passage via a level crossing, in the second case thanks to the application of a resonant $\pi$-pulse.

It is important to underline that the LMSZ scenario, differently from the Rabi case, is an ideal model. The word "ideal" refers to the fact that it consists in a process characterized by an infinite time duration resulting, then, practically unrealisable. This fact leads, indeed, to not physical properties such as, for example, the fact that the energies of the adiabatic states diverge at initial $(-\infty)$ and final instant $(+\infty)$. As a consequence, both mathematical and physical problems arise when amplitudes and not only probabilities are necessary, e.g. when initial states present coherences [68, 67]. In such cases one can alternatively use either the exact solutions of the finite LMSZ scenario [69] or the Allen-Eberly-Hioe model [70], the Demkov-Kunike model [71] or other models [72, 73], where no divergency problems arise and the transition probability is rather simple.

However, despite this circumstance, it is a matter of fact that the LMSZ grasps peculiar dynamical aspects of a lot of physical systems [74]. This relevant aspect has increased the popularity of the LMSZ model and several efforts have been done towards its generalization to the case of $N$-level quantum systems [67, 75, 76] and total crossing of bare energies [77]. Moreover, its experimental feasibility gave it a basic role in the area of quantum technology thanks also to the several sophisticated techniques developed for a precise local manipulation of the state and the dynamics of a single qubit in a chain [78, 79, 80, 81, 82, 83].

In such an applicative scenario, as we know, several sources of incoherences can be present [21, 48, 49, 50]: incoherent (mixed) states, relaxation processes (e.g., spontaneous emission) or interaction with a surrounding environment (e.g., nuclear spin bath). They generate incoherent excitation leading to departure from a perfect (ideal) population transfer. Therefore, more realistic descriptions of quantum systems subjected to LMSZ scenario comprising such effects have been proposed [84, 85, 86, 87, 88, 89].

In this respect, the most relevant influence in the dynamics of a spin-qubit primarily stems from the coupling with its nearest neighbours. Recently the attention has been focused on double interacting spin-qubit systems subjected to LMSZ scenario [90, 91, 92, 93, 94, 95]. These papers investigate the coupling effects in the two-spin system dynamics in view of possible experimental techniques and protocols. Moreover, such systems, under specific conditions, behave effectively as a two-level system with relevant applicability in quantum information and computation sciences [96]. In the references cited before, indeed, generation of entangled states [90] or the singlet-triplet transition [79, 91, 92] in the two-qubit system under the LMSZ scenario have been studied.

With the same objective in mind, that is to characterize physical effects stemming from the coupling between two spin-qubits subjected to a LMSZ scenario, in this section we study a special case of the two-spin-1/2 $C_{2}$-symmetry Hamiltonian model in Eq. (2.4). We consider only the 'diagonal' coupling terms consisting in isotropic or anisotropic exchange interaction. The two spin-1/2's are moreover subjected only to a LMSZ ramp with no transverse static field. We show that LMSZ transitions for the two spin-qubits are still possible thanks to the presence of the coupling, playing the role of an effective transverse field. Such an effect, we call coupling-assisted LMSZ transition, deserves particular attention for two reasons. First, it can be exploited to estimate the presence and the relative weight of different coupling parameters determining the symmetry of the Hamiltonian and then the dynamics of the two spins. Second, through such an estimation, it is possible to set the slope of the field ramp in such a way to generate asymptotic maximally entangled states of the two qubits.

We investigate the case in which a LMSZ ramp is applied on either just one or both the spins. Our following theoretical analysis is based on the possibility of experimentally addressing at will the spin systems exploiting, for example, the Scanning Tunneling Microscopy (STM). It appears hence appropriate to furnish a sketch of such a technique. STM proved to be an excellent experimental technique in controlling the dynamics of spin-qudit systems for two main reasons: 1) the possibility of building atom by atom atomic-scale structures [97], such as spin chains and nano-magnets [98]; 2) the possibility of controlling the whole system by addressing a single element (qudit) while it interacts with the others [98, 99, 100], succeeding in realizing, for example, logic operations [97]. The manipulation of a single qudit dynamics is performed through the exchange interaction between the atom on the tip of the scanning tunneling microscope and the target atom in the chain. It is possible to show that such an interaction is equivalent to a magnetic field applied on the atom we want to manipulate [82, 98]. In this way, it is easy to guess that a time-dependent distance between the tip and the target atom generates a time-dependent exchange coupling, giving rise, in turn, to a time-dependent effective magnetic field on the atom of the chain, as analysed in Ref. [82]. Basing on such an observation, in Ref. [83] the authors study the spin dynamics and entanglement generation in a spin chain of Co atoms on a surface of $\mathrm{Cu}_{3} \mathrm{~N} / \mathrm{Cu}(110)$. Precisely, they consider a LMSZ ramp along the $z$ direction produced in a time window of $20 p s$ and a short Gaussian pulse in the $x$ direction (half-width: $10 p s$ ).

### 2.3.1 Coupling-based collective LMSZ transitions

At the light of the STM experimental scenario, we take into account firstly the case of a LMSZ ramp applied on the first spin such that

$$
\begin{equation*}
\hbar \omega_{1}(t)=\alpha t / 2, \quad \hbar \omega_{2}(t)=0, \quad t \in(-\infty, \infty) \tag{2.27}
\end{equation*}
$$

where $\alpha$ is related to the velocity of variation of the field, $\dot{B}_{z} \propto \alpha$, and it is considered a positive real number without loss of generality. Moreover, in this section devoted to the study of the LMSZ scenario, we put for convenience (but without loss of generality) the two parameters related to the DM interaction equal to zero, namely $\gamma_{x y}=\gamma_{y x}=0$. Let us consider the two spins initialized in the state $|--\rangle$. In this instance, the subdynamics governed by $H_{+}$[see Eq. (2.13)] is characterized by a LMSZ scenario where the longitudinal ( $z$ ) magnetic field produces the standard LMSZ ramp $\hbar \Omega_{+}(t)=\hbar \omega_{1}(t)=\alpha t / 2$ and the transverse effective magnetic field along the $x$-direction is given by $\gamma_{+}$. It is well-known that the dynamical problem for such a time-dependent scenario can be analytically solved. The transition probability of finding the two-spin system in the state $|++\rangle$ coincides with the probability of finding the fictitious spin- $1 / 2$ subjected to $H_{+}$in its state $|+\rangle$starting from $|-\rangle$and reads [33]

$$
\begin{equation*}
\left.P_{+}=\left|\langle++| U_{+}(\infty)\right|--\right\rangle\left.\right|^{2}=1-\exp \left\{-2 \pi \gamma_{+}^{2} / \hbar \alpha\right\} . \tag{2.28}
\end{equation*}
$$

If we now, instead, consider the two spins initially prepared in $|-+\rangle$, the probability of finding the two-spin system in the state $|+-\rangle$, results

$$
\begin{equation*}
\left.P_{-}=\left|\langle+-| U_{-}(\infty)\right|-+\right\rangle\left.\right|^{2}=1-\exp \left\{-2 \pi \gamma_{-}^{2} / \hbar \alpha\right\} \tag{2.29}
\end{equation*}
$$

This time the transition probability is governed by the fictitious magnetic field given by $\gamma_{-}$. The effective longitudinal magnetic field, instead, is the same, namely $\hbar \Omega_{-}(t)=\hbar \omega_{1}(t)=\alpha t / 2$. We see that in both cases, although a constant transverse magnetic field is absent, LMSZ transitions of the two-spin system are possible thanks to the presence of the coupling between them. It is important to stress that, for the cases considered before, if $\gamma_{x}=\gamma_{y}$ (isotropic exchange interaction case) we cannot have transition in the first case, that is in the subdynamics involving $|++\rangle$ and $|--\rangle$. In this instance, indeed, $P_{+}$ happens to be 0 at any time.

## Isotropy effects: local LMSZ transition by nonlocal control and state transfer

The symmetry-based dynamical decomposition and the application of the STM LMSZ scenario in each subdynamics allow us to bring to light peculiar evolutions of physical interest. For example, if we consider $\gamma_{x} \neq \gamma_{y}$ and the following initial condition
the two states $|++\rangle$ and $|+-\rangle$ evolve independently and applying the LMSZ ramp we have the probability $P=P_{+} P_{-}$to find asimptotically the two-spin system in the state

We see, that such a dynamics leaves unaffected the second spin, while it produces a LMSZ transition only on the first spin. It is also interesting to put in evidence the dynamical evolution of the symmetric initial condition

This time, we get the same probability $P=P_{+} P_{-}$of finding asymptotically the two-spin system in

This case results less intuitive even though we are reproducing the same dynamics but with interchanged roles of the two spins. In this instance, in fact, we generate a LMSZ transition only on the second spin by locally applying the field on the first one. This shows that the coupling between the two spins plays a key role to achieve a non-local control of the second spin by locally manipulating the first ancilla qubit.

If we consider, instead, $\gamma_{x}=\gamma_{y}=\gamma / 2$ we know that the transition $|--\rangle \leftrightarrow|++\rangle$ is suppressed. This means that if we consider as initial conditions the states in Eqs. (2.30) and (2.32), we get asymptotically, this time, the states
respectively, with probability $P=1-\exp \left\{-2 \pi \gamma^{2} / \hbar \alpha\right\}$. We see that the isotropy properties of the exchange interaction consistently change the dynamics of the system. When the exchange interaction is isotropic, indeed, the asymptotic states reached by the initial conditions (2.30) and (2.32) radically change. In these cases, the resulting physical effect is a state transfer or a state exchange between the two spin-qubits. Therefore, the different state transitions from the state (2.30) [(2.32)] to the state (2.31) or (2.34a) [(2.33) or (2.34b)] (different responses of the system under LMSZ ramp) can reveal the level of isotropy of the exchange interaction.

## Coupling parameter estimation

It is interesting noticing that the coupling-based LMSZ transition could be used to estimate the coupling parameters. By measuring $P_{+}$and $P_{-}$(Eqs. (2.28) and (2.29), respectively) we get an estimation of $\gamma_{+}$and $\gamma_{-}$and then of the two coupling parameters $\gamma_{x}$ and $\gamma_{y}$. Supposing to know $P_{+}$and $P_{-}$, we have indeed

$$
\begin{align*}
& \gamma_{x}=\frac{1}{2} \sqrt{\frac{\hbar \alpha}{2 \pi}}\left[\sqrt{\log \left(\frac{1}{1-P_{-}}\right)}+\sqrt{\log \left(\frac{1}{1-P_{+}}\right)}\right]  \tag{2.35}\\
& \gamma_{y}=\frac{1}{2} \sqrt{\frac{\hbar \alpha}{2 \pi}}\left[\sqrt{\log \left(\frac{1}{1-P_{-}}\right)}-\sqrt{\log \left(\frac{1}{1-P_{+}}\right)}\right] .
\end{align*}
$$

We wish to emphasize that we may estimate the coupling parameters also through the Rabi oscillations occurring in the two subspaces. Applying, indeed, a constant field $\omega_{1}$ on the first spin, the two
probabilities $P_{+}$and $P_{-}$become

$$
\begin{align*}
& P_{+}=\frac{\gamma_{+}^{2}}{\hbar^{2} \omega_{1}^{2}+\gamma_{+}^{2}} \sin ^{2}\left(\sqrt{\omega_{1}^{2}+\gamma_{+}^{2} / \hbar^{2}} t\right), \\
& P_{-}=\frac{\gamma_{-}^{2}}{\hbar^{2} \omega_{1}^{2}+\gamma_{-}^{2}} \sin ^{2}\left(\sqrt{\omega_{1}^{2}+\gamma_{-}^{2} / \hbar^{2}} t\right) . \tag{2.36}
\end{align*}
$$

So, by measuring the frequency and the amplitude of the oscillations in the two cases we may get information about the the relative weights of the coupling parameters.

### 2.3.2 Entanglement generation through non-adiabatic process

A precise estimation of the coupling parameters is useful also to generate entangled states of the two spins. By the knowledge of them, indeed, we may set the parameter $\alpha$ in order to get asymptotically $P_{ \pm}=1 / 2$, generating so an entangled state. If the two spins start from state $|--\rangle$ or $|-+\rangle$, they reach asymptotically the pure state $\left(|++\rangle+e^{i \phi}|--\rangle\right) / \sqrt{2}$ in the first case and $\left(|+-\rangle+e^{i \phi}|-+\rangle\right) / \sqrt{2}$ in the second case, which are maximally entangled states. The asymptotic curves of the concurrence (the entanglemnt measure for two spin-1/2's introduced in Ref. [101]), in fact, when the two-spin system is initialized in $|--\rangle$ or $|-+\rangle$, read respectively

$$
\begin{align*}
& C=2\left|c_{++} c_{--}\right|=2 \sqrt{P_{+}\left(1-P_{+}\right)}=2 \sqrt{\left(1-e^{-2 \pi \beta_{+}}\right) e^{-2 \pi \beta_{+}}}  \tag{2.37a}\\
& C=2\left|c_{+-} c_{-+}\right|=2 \sqrt{P_{-}\left(1-P_{-}\right)}=2 \sqrt{\left(1-e^{-2 \pi \beta_{-}}\right) e^{-2 \pi \beta_{-}}} \tag{2.37b}
\end{align*}
$$

and they exhibit a maximum for $\beta_{+}=\beta_{-}=\log (2) / 2 \pi \approx 0.11$. In the previous expressions we put $\beta_{+}=$ $\gamma_{+}^{2} / \hbar \alpha$ and $\beta_{-}=\gamma_{-}^{2} / \hbar \alpha$, while $c_{++}$and $c_{--}\left(c_{+-}\right.$and $\left.c_{-+}\right)$are the asymptotic amplitudes of the states
 parameters $\beta_{+}$ad $\beta_{-}$must have to realize the generation of the entangle states $\left(|++\rangle+e^{i \phi}|--\rangle\right) / \sqrt{2}$ and $\left(|+-\rangle+e^{i \phi}|-+\rangle\right) / \sqrt{2}$ when the two spins start from $|--\rangle$ or $|-+\rangle$, respectively. Figure 2.1a reports the two curves for $\beta_{-} / 2=\beta_{+}=\beta$.

We may verify this fact by investigating the behaviour of the concurrence in time. To this end, the exact solutions of the two time-dependent parameters determining the two time evolution operators $U_{+}$ and $U_{-}$in Eq. (2.20), related to each subdynamics, are necessary and they reads, namely [69]

$$
\begin{align*}
a_{ \pm}= & \frac{\Gamma_{f}\left(1-i \beta_{ \pm}\right)}{\sqrt{2 \pi}} \times \\
& {\left[D_{i \beta_{ \pm}}\left(\sqrt{2} e^{-i \pi / 4} \tau\right) D_{-1+i \beta_{ \pm}}\left(\sqrt{2} e^{i 3 \pi / 4} \tau_{i}\right)+D_{i \beta_{ \pm}}\left(\sqrt{2} e^{i 3 \pi / 4} \tau\right) D_{-1+i \beta_{ \pm}}\left(\sqrt{2} e^{-i \pi / 4} \tau_{i}\right)\right] } \\
b_{ \pm}= & \frac{\Gamma_{f}\left(1-i \beta_{ \pm}\right)}{\sqrt{2 \pi \beta}} e^{i \pi / 4} \times  \tag{2.38}\\
& {\left[-D_{i \beta_{ \pm}}\left(\sqrt{2} e^{-i \pi / 4} \tau\right) D_{-1+i \beta_{ \pm}}\left(\sqrt{2} e^{i 3 \pi / 4} \tau_{i}\right)+D_{i \beta_{ \pm}}\left(\sqrt{2} e^{i 3 \pi / 4} \tau\right) D_{-1+i \beta_{ \pm}}\left(\sqrt{2} e^{-i \pi / 4} \tau_{i}\right)\right] . }
\end{align*}
$$

$\Gamma_{f}$ is the Gamma function, while $D_{v}(z)$ are the parabolic cylinder functions [102] and $\tau=\sqrt{\alpha / \hbar} t$ is a time dimensionless parameter; $\tau_{i}$ identify the initial time instant. If the system starts, e.g., from the


Figure 2.1: (Color online) a) The two curves of the concurrence in Eq. (2.37a) (full blue line) and Eq. (2.37b) (red dashed line) for $\beta_{-} / 2=\beta_{+}=\beta$;b) Time behaviour of concurrence for the initial condition $|--\rangle$ and $\beta_{+}=0.1$ plotted against the dimensionless time $\tau=\sqrt{\alpha / \hbar} t$.
state $|--\rangle$ the amplitudes result

$$
\begin{equation*}
c_{++}=b_{+}, \quad c_{--}=a_{+}^{*}, \quad c_{+-}=c_{-+}=0 \tag{2.39}
\end{equation*}
$$

and the related time-behaviour of the concurrence $C=2\left|b_{+}\right|\left|a_{+}\right|$for $\beta_{+}=0.1$ is reported in Fig. 2.1b. We see, as expected, that such a choice of the LMSZ parameter generate a maximally entangled state of the two spin-qubits. It is important to point out that, on the basis of Eqs. (2.38), the parameter $\beta_{+}$determines not only the asymptotic value of the concurrence but also its time behaviour. This fact is confirmed and can be appreciated by Figs. 2.2a and 2.2 b reporting the concurrence against the dimensionless parameter $\tau$ for $\beta_{+}=1 / 2$ and $\beta_{+}=2$, respectively. The physical meaning of the asymptotic vanishing of $C$ in Fig. 2.2b is that for the specific value of $\beta_{+}$the system evolves quite adiabatically towards the factorized states $|++\rangle$. On the contrary, in Figs. 2.2a the slope of the ramp induces a non adiabatic evolution towards a coherent not factorizable superposition of $|++\rangle$ and $|--\rangle$. We emphasize, then, that the generation of a maximally entangled coherent superposition state of the two spin-qubits requires a non-adiabatic process. This circumstance turns out to be reasonable at the light of the fact that, to this end, we have to generate asymptotically a LMSZ probability equal to $1 / 2$; an adiabatic LMSZ dynamics, instead, would produce a transition probability reaching asymptotically the maximum value, 1 .

We would get analogous results by studying the LMSZ process when the two spin-qubits start from the state $|-+\rangle$. In this case, only the states $|-+\rangle$ and $|+-\rangle$ would be involved and the LMSZ parameter determining the different concurrence regimes would be $\beta_{-}$. For such initial conditions, then, the ratio $\beta_{+} / \beta_{-}$, imposing precise relationships between the coupling parameters $\gamma_{x}$ and $\gamma_{y}$, does not matter.

Such a ratio, conversely, results determinant for other initial conditions, e.g. the one considered in Eq. (2.31). In this case the amplitudes read

$$
\begin{equation*}
c_{++}=a_{+}, \quad c_{--}=-b_{+}^{*}, \quad c_{+-}=a_{-}, \quad c_{-+}=-b_{-}^{*} . \tag{2.40}
\end{equation*}
$$

In Figs. 2.3a-2.3f we may appreciate the influence of both the ratio $\beta_{-} / \beta_{+}$and the free parameter $\beta_{+}$; the former influences only qualitatively the behaviour of the concurrence, while the latter both qualitatively and quantitatively. This time the concurrence vanishes for high values of $\beta_{+}$too, witnessing an

(a)

(b)

Figure 2.2: (Color online) Time behaviour of the concurrence against the dimensionless parameter $\tau=\sqrt{\alpha / \hbar} t$ during a LMSZ process when the system starts from the state $|--\rangle$ for a) $\beta_{+}=1 / 2$ and b) $\beta_{+}=2$. The upper straight curve corresponds to $C(\tau)=1$.
asymptotic factorized state. For small values of $\beta_{+}$, instead, positive values of entanglement even for large times indicate a superposition of the four standard basis states.

To conclude, we note that the parameters of the applied magnetic field, including the magnetic field gradient, can be controlled in very wide ranges. For example, the magnetic field gradient can reach values as large as $150-200 \mathrm{~T} / \mathrm{m}$ in a microfabricated ion trap [103], which is far beyond what is needed here. The most important parameter for the feasibility of our scheme is the spin-spin coupling constant $\gamma$. In nuclear magnetic resonance, its values typically vary from 10 Hz to 300 Hz depending on the molecule [104], which implies that entanglement can be created on the millisecond scale. A very interesting physical platform, which allows the tuning of the spin-spin coupling in a broad range, is provided by microwave-driven trapped ions in the presence of a static magnetic-field gradient [103, 105]. The effective spin-spin coupling is proportional to the magnetic-field gradient and can reach the kHz range. A third example is provided by Rydberg atoms and ions where, due to the huge electricdipole moments of the Rydberg states, the effective spin-spin coupling can reach a few $\mathrm{MHz}[106,107$, 108]. This implies entanglement creation on the sub-microsecond scale.

### 2.3.3 Effects of classical noise

In experimental physical contexts involving atoms, ions and molecules investigated and manipulated by application of lasers and fields, the presence of noise in the system stemming from the coupling with a surrounding environment is unavoidable. Although a lot of technological progresses and experimental expedients have been developed, it is necessary to introduce such decoherence effects in the theoretical models for a better understanding and closer description of the experimental scenarios. There exist different approaches to treat the influence of a thermal bath; one is to consider the presence of classical noisy fields $[86,109]$ stemming, e.g., from the presence and the influence of a surrounding nuclear spin bath [86].

In the last reference the authors study a noisy LMSZ scenario for a $N$-level system. They take into account a time-dependent magnetic field $\eta(t)$ only in the $z$-direction and characterized by the following time correlation function $\left\langle\eta(t) \eta\left(t^{\prime}\right)\right\rangle=2 G \delta\left(t-t^{\prime}\right)$. The authors show that the LMSZ transition probability $P_{-}^{+}$for a spin- $1 / 2$ to be found in the state $|+\rangle$ starting from $|-\rangle$, in case of large values of


Figure 2.3: (Color online) Time behaviour of the concurrence against the dimensionless parameter $\tau=\sqrt{\alpha / \hbar} t$ during a LMSZ process when the system starts from the state $(|++\rangle+|+-\rangle) / \sqrt{2}$ for $\beta_{-} / \beta_{+}=1 / 2$ and a) $\beta_{+}=1 / 2$, d) $\beta_{+}=2 ; \beta_{-} / \beta_{+}=2$ and b) $\beta_{+}=0.5$, e) $\beta_{+}=2 ; \beta_{-} / \beta_{+}=2$ and c) $\beta_{+}=0.1$, f) $\beta_{+}=10$. The upper straight curve corresponds to $C(\tau)=1$.
$G$, changes as

$$
\begin{equation*}
P_{-}^{+}=\frac{1-\exp \left\{-2 \pi g^{2} / \hbar \alpha\right\}}{2}, \tag{2.41}
\end{equation*}
$$

where $g$ is the energy contribution due to the coupling of the spin- $1 / 2$ with the constant transverse magnetic field and $\alpha$ is the slope of the longitudinal magnetic field. We see that the value of $G$, provided that it is large, does not influence the transition probability. The unique effect of the noisy component is the loss of coherence. The field indeed cannot generate transitions between the two diabatic states, being only in the same direction of the quantization axis. In this way the transition probability, as reasonable, results hindered by the presence of the noise, since, for $g^{2} / \alpha \gg 1$, the system reaches at most the maximally mixed state.

This result is of particular interest in our case since the addition of the noisy component $\eta(t)$ leaves completely unaffected the symmetry-based Hamiltonian transformation and the validity of the dynamics-decoupling procedure. Thus, also in this case, the dynamical problem of the two-qubit system may be converted into two independent spin- $1 / 2$ problems affected by a random fluctuating $z$-field. Thus, we may write easily the transition probabilities when the two spins are subjected to a unique homogeneous field influenced by the noisy component considered before. We have precisely

$$
\begin{equation*}
P_{+}=\frac{1-\exp \left\{-2 \pi \gamma_{+}^{2} / \hbar \alpha\right\}}{2}, \quad \omega_{1}(t)=\omega_{2}(t)=[\alpha t+\eta(t)] / 4, \tag{2.42}
\end{equation*}
$$

We underline that the transition probability $P_{-}$vanishes in case of an unique homogeneous magnetic field. In the related subdynamics, indeed, the effective field ruling the two-spin dynamics is zero, namely $\Omega_{-}(t)=0$. Moreover, for $\gamma_{x}=\gamma_{y}$ we would have no physical effects, since, in such a case, also $P_{+}$would result zero.

Another way to face with the problem of open quantum systems is to use non-Hermitian Hamiltonians effectively incorporating the information of the fact that the system they describe is interacting with a surrounding environment $[24,110,111,112,113]$. We may suppose, for example, that the spontaneous emission from the up-state to the down-one is negligible and that some mechanism makes the up-state $|+\rangle$ irreversibly decaying out of the system with rate $\xi$ and $\xi^{\prime}$ for the first and second spin-1/2, respectively. It is well known that we can phenomenologically describe such a scenario by introducing the non-Hermitian terms $i \xi \hat{\sigma}_{1}^{z} / 2$ and $i \xi^{\prime} \hat{\sigma}_{2}^{z} / 2$ in our Hamiltonian model. Analogously to the case of a noisy field component, also the introduction of these terms does not alter the symmetry of the Hamiltonian model. The symmetry-based transformation leads us to two independent non-Hermitian two-level models. In the same way we may exploit the results got for a single qubit with a decaying state subjected to the LMSZ scenario [84, 85, 87] and reread them in terms of the two-spin-1/2 language. We know that the decaying rate affects only the time-history of the transition probability but not, surprisingly, its asymptotic value [84]. However, this result is valid for the ideal LMSZ scenario; considering the more realistic case of a limited time window, it has been demonstrated, indeed, that a decaying rate-dependence for the population of the up-state arises [85].

### 2.4 X-States and quantum correlations

Quantum correlations became in the last two decades a field of large interest, due to their crucial role played in the quantum information science [9, 114]. Much effort and work are presently devoted to
characterize and quantify the quantum correlations, like entanglement, steering and discord existing in multipartite quantum states [115]. These quantum correlations are considered useful physical quantum resources with promising applications in quantum information processing and transmission tasks and protocols. It is well known that quantum entanglement does not describe all the properties of non-classical nature of the quantum correlations. In this respect, quantum discord has been proposed as a measure of quantum correlations, beyond entanglement [116, 117], which can also exist in separable mixed states. The physical understanding of quantum discord constantly advanced and several operational interpretations to discord have been proposed [118].

It is nowadays possible to realize physical scenarios where quantum coherence turns out to be robustly protected against detrimental classical and quantum uncontrollable sources. This circumstance has spurred a growing interest toward the quantum dynamics of closed bipartite physical systems subjected to controllable time dependent external classical fields. When the corresponding Hamiltonian model is both non trivial and exactly solvable, one might indeed undertake a systematic, hopefully exact, study of the unitary time evolution of correlations get established in the closed system, not traceable back to classical physics.To follow and to interpret, for example, the appearance, time variation and death at finite time instants of entanglement and quantum discord is of relevance from both a theoretical and applicative point of view. On the one hand, such a knowledge may significantly contribute to highlight the meaning of crucial concepts like non locality and dechoerence and to capture their connection with properties experimentally exhibited by the system. On the other hand, due to such an interpretative potentiality, it provides the key to clarify the role of quantum correlations as resources for quantum technologies.

Quantum discord is defined in Ref. [116] as the difference between the quantum generalizations of two classical expressions of the mutual information. One knows that any entanglement measure vanishes for a separable state. This is not the case with quantum discord, which may have non-zero values for separable states. In Ref. [119] it was shown that states with large amount of discord, and at the same time separable, are useful in precesses in quantum technology. Therefore, the study of such states, i.e. separable ones, characterized by non-zero discord, is of great interest in quantum information theory. In general the analytical formula of quantum discord is difficult to be obtained, since it requires an extremization procedure. The reason making computing quantum discord so difficult stems from the fact that the time required for such a target becomes exponentially larger and larger as a function of the dimension of the Hilbert space of the bipartite system under scrutiny [120]. However, in the case of continuous variable systems, for example Gaussian states, an explicit formula of quantum discord was found, if one restricts the set of all quantum measurements to Gaussian ones [121]. On the other hand, for discrete quantum systems such as for two qubits, the characterization of quantum discord is more difficult to be made in the general case. For the particular situation of the so-called class of twoqubit $X$-states, the quantum discord was evaluated firstly numerically [122], and secondly analytically [123, 124].

### 2.4.1 Concurrence and quantum discord for the two-spin model

It is possible to convince oneself that an initial state characterized by an $X$-structure $\rho(0)=\rho_{X}$ [see Appendix C], under the action of the Hamiltonian (2.4), evolves keeping the $X$-structure at any time instant. Thus, preparing our two-spin system in a general $X$-state, at any subsequent time instant $\rho(t)=U(t) \rho(0) U^{\dagger}(t)$ is still an $X$-state, $U(t)$ being the operator defined in Eq. (2.21). Such a property
exhibited by the $X$-states $\rho_{X}(t)$ is due to the special structure of the time evolution operator which, in turn, is determined by the symmetry properties of the Hamiltonian. The $C_{2}$-symmetry with respect to the $z$-direction, possessed by the Hamiltonian, indeed, causes the existence of two dynamically invariant Hilbert subspaces related to the two eigenvalues of the constant of motion $\hat{\sigma}_{1}^{z} \hat{\sigma}_{2}^{z}$. Thus, every state which does not mix the two subspaces at the initial time instant, like the $X$-states, will keep this property at any following time instant. This fact has relevant implications from a physical point of view: since we know how to calculate analytically the quantum discord for a generic $X$-state [see Appendix C], we are able then to calculate exactly its general time-dependent expression for our model. Such a general analytical expression will depend on the four parameters $a_{ \pm}(t)$ and $b_{ \pm}(t)$. In case of exactly scenarios, it means that we have the analytical form of these two parameters, so that we would get an explicit time-dependent expression of the quantum discord.

The explicit expressions of $a_{ \pm}(t)$ and $b_{ \pm}(t)$ depend on the specific time-dependences of the Hamiltonian parameters. Although, as shown before, the dynamical problem of the two spins may be converted into two independent problems of single spin- $1 / 2$, we know that we are not able to find the analytical solution of the time-dependent Schrödinger equation for a spin- $1 / 2$ subjected to a generic time-dependent Hamiltonian (that is for generic time-dependences of the Hamiltonian parameters). Therefore, the knowledge of specific exactly solvable time-dependent scenarios for a single spin- $1 / 2$ becomes crucial. In appendix B, on the basis of the single qubit exactly solvable scenarios (1.29) and (1.33), we report two exactly solvable time-dependent scenarios for the two spin-1/2's with the related analytical expressions of the parameters $a_{ \pm}(t)$ and $b_{ \pm}(t)$. Thus, for such exactly solvable timedependent models of the two-spin system we are able to calculate the explicit form of a generic state and, in particular for an $X$-state, the explicit time evolution of the quantum discord.

In the folwing we analyse the time-dependendence both of the concurrence and the quantum discord related to the specific class of initial $X$-states known as Werner states [125], namely:

$$
\begin{equation*}
\rho_{W}^{(\alpha)}=\frac{1-\alpha}{4} I \otimes I+\alpha\left|\Psi^{-}\right\rangle\left\langle\Psi^{-}\right| \tag{2.43}
\end{equation*}
$$

where $\left|\Psi^{-}\right\rangle=\frac{1}{\sqrt{2}}(|+-\rangle-|-+\rangle)$ is the singlet state and $\alpha \in\left[-\frac{1}{3}, 1\right]$ is a real parameter. In order to investigate the dynamics of the correlations, we use as a measure of entanglement of the two qubits the concurrence, which was introduced by Wootters [101]. The analytical calculation of the quantum discord is performed accordingly to the procedure exposed in Appendix C.

If $\rho$ is the density operator of a two-qubit system, then its spin-flipped state is given by $\rho^{\prime}=$ $\left(\sigma_{2} \otimes \sigma_{2}\right) \rho^{*}\left(\sigma_{2} \otimes \sigma_{2}\right)$, where $\rho^{*}$ is the complex conjugate of $\rho$. Let us denote the eigenvalues of the non-Hermitian matrix $\rho \rho^{\prime}$ by $v_{1}, v_{2}, v_{3}$, and $v_{4}$, in decreasing order. The concurrence is defined by

$$
\begin{equation*}
C(\rho)=\max \left\{\sqrt{v_{1}}-\sqrt{v_{2}}-\sqrt{v_{3}}-\sqrt{v_{4}}, 0\right\} . \tag{2.44}
\end{equation*}
$$

The expression of the concurrence of the Werner state (2.43) is [123]:

$$
\begin{equation*}
C\left(\rho_{W}\right)=\max \left\{\frac{3 \alpha-1}{2}, 0\right\} . \tag{2.45}
\end{equation*}
$$

For $\alpha \in\left(\frac{1}{3}, 1\right]$ the concurrence is greater than zero, which means that the Werner state (2.43) is inseparable. The expression of the concurrence of an arbitrary $X$ state was found in Ref. [126]:

$$
\begin{equation*}
C\left(\rho_{\mathrm{X}}\right)=2 \max \left\{0,\left|\rho_{23}\right|-\sqrt{\rho_{11} \rho_{44}},\left|\rho_{14}\right|-\sqrt{\rho_{22} \rho_{33}}\right\} . \tag{2.46}
\end{equation*}
$$

Let us define now the state $|\xi\rangle$ of two qubits as follows:

$$
\begin{equation*}
|\xi\rangle=\mu|+-\rangle+v|-+\rangle, \tag{2.47}
\end{equation*}
$$

with $\mu$ and $v$ complex parameters satisfying $|\mu|^{2}+|v|^{2}=1$. We construct a special class of two-qubit mixed states, which generalizes the Werner state, as follows:

$$
\begin{equation*}
\eta_{\mu, v}^{(\alpha)}=\frac{1-\alpha}{4} I \otimes I+\alpha|\xi\rangle\langle\xi|, \tag{2.48}
\end{equation*}
$$

where $\alpha \in\left[-\frac{1}{3}, 1\right]$. For $\mu=1 / \sqrt{2}$ and $v=-1 / \sqrt{2}$, the state $\eta_{\mu, \nu}^{(\alpha)}$ becomes the Werner state (2.43). By using the expression of the concurrence of an $X$ state given by Eq. (2.46), one obtains:

$$
\begin{equation*}
C\left(\eta_{\mu, v}^{(\alpha)}\right)=\max \{0, g(\alpha, \mu)\} \tag{2.49}
\end{equation*}
$$

with

$$
\begin{equation*}
g(\alpha, \mu)=2|\alpha||\mu| \sqrt{1-|\mu|^{2}}-\frac{1-\alpha}{2} \tag{2.50}
\end{equation*}
$$

It is possible to verify that for $\alpha \in\left[-\frac{1}{3}, \frac{1}{3}\right]$, one gets $g(\alpha, \mu) \leq 0$ for any $|\mu| \in[0,1]$, implying a vanishing concurrence $C\left(\eta_{\mu, v}^{(\alpha)}\right)=0$. For $\alpha \in\left(\frac{1}{3}, 1\right]$, instead, the equation $g(\alpha, \mu)=0$ may be cast in he following form:

$$
\begin{equation*}
\alpha=\frac{1}{1+4|\mu| \sqrt{1-|\mu|^{2}}} \tag{2.51}
\end{equation*}
$$

If we represent Eq. (2.51) in the $\alpha-|\mu|-$ plane, the curve $\alpha(|\mu|)$ distinguishes the region wherein the Concurrence vanishes from the one where the Concurrence is positive. In other words, Eq. (2.51) defines in the $\alpha-|\mu|$ plane the border between appearance and disappearance of Entanglement between the two spins within the class of the generalized Werner states $\eta_{\mu, v}^{\alpha}$. In particular when $\alpha \leq 1 / 3$ the Concurrence is zero whatever $\mu$ is. When, instead, $\alpha>1 / 3$ there always exists an $\alpha$-dependent interval $\left[\left|\mu_{1}\right|,\left|\mu_{2}\right|\right]$ within which the Concurrence is different from zero. In Fig. 2.4 we plot $\alpha$ in terms of $|\mu|$ by using Eq. (2.51) for which the concurrence of the state $\eta_{\mu, \nu}^{(\alpha)}$ is equal to zero.

We obtain the expression of the concurrence of the state $\eta_{\mu, v}^{(\alpha)}$ :

$$
C\left(\eta_{\mu, v}^{(\alpha)}\right)=\left\{\begin{array}{ccl}
0 & \text { for } & |\mu| \in\left[0, \frac{1}{2}-\frac{\sqrt{3 \alpha^{2}+2 \alpha-1}}{4 \alpha}\right]  \tag{2.52}\\
2 \alpha|\mu| \sqrt{1-|\mu|^{2}}-\frac{1-\alpha}{2} & \text { for } & |\mu| \in\left(\frac{1}{2}-\frac{\sqrt{3 \alpha^{2}+2 \alpha-1}}{4 \alpha}, \frac{1}{2}+\frac{\sqrt{3 \alpha^{2}+2 \alpha-1}}{4 \alpha}\right) \\
0 & \text { for } & |\mu| \in\left[\frac{1}{2}+\frac{\sqrt{3 \alpha^{2}+2 \alpha-1}}{4 \alpha}, 1\right]
\end{array}\right.
$$

It is easy to persuade oneself that $C\left(\eta_{\mu, v}^{(\alpha)}\right)=C\left(\rho_{W}\right)=(3 \alpha-1) / 2$ under the condition $|\mu|=1 / \sqrt{2}$. This implies, in particular, the invariance of the concurrence of $\rho_{W}$ [Eq. (2.43)] when one turns $\left|\Psi^{-}\right\rangle$ into $\left|\Psi^{+}\right\rangle$.

It is worth noticing, in addition, that

$$
\begin{equation*}
\eta_{\mu, v}^{(\alpha)}(t)=\frac{1-\alpha}{4} I \otimes I+\alpha|\xi(t)\rangle\langle\xi(t)| \tag{2.53}
\end{equation*}
$$



Figure 2.4: The plot of $\alpha$ in terms of $|\mu|$ by using Eq. (2.51) for which the generalized Werner state $\eta_{\mu, v}^{(\alpha)}$ is characterized by vanishing concurrence.
where

$$
\begin{equation*}
|\xi(t)\rangle=U(t)\left|\Psi^{-}\right\rangle=c_{+-}(t)|01\rangle+c_{-+}(t)|10\rangle, \tag{2.54}
\end{equation*}
$$

with

$$
\begin{align*}
c_{+-}(t) & =\frac{1}{\sqrt{2}} \exp \left(i \frac{\gamma_{33}}{\hbar} t\right)\left(a_{-}-b_{-}\right)  \tag{2.55}\\
c_{1-+}(t) & =-\frac{1}{\sqrt{2}} \exp \left(i \frac{\gamma_{33}}{\hbar} t\right)\left(a_{-}^{*}+b_{-}^{*}\right) \tag{2.56}
\end{align*}
$$

This fact means that the generalized Werner states $\eta_{\mu, \nu}^{(\alpha)}$ evolve keeping their $\alpha$-dependent structure. Hence the time evolution of a generalized Werner state characterized by a particular value of $\alpha$ generates only "horizontal movements" in the $\alpha-|\mu|$ plane in Fig. 2.4. This circumstance implies that, during its time evolution, a generalized Werner state may enter into or go out the non-zero-Concurrence region identified in Fig. 2.4. For example, if we consider as initial condition the entangled generalized Werner state defined by $\alpha=\mu=0.5$, it may happen that, at a certain time instant, $\mu$ becomes less than $\approx 0.25$. In this case, then, a sudden death of Entanglement is exhibited. Of course, if $|\mu|$ comes back to its original value in a finite interval of time, a re-birth of Entanglement would follow a plateaux of zero-Concurrence. Such a possibility is confirmed by the plots reported in the following where we compare the Concurrence and the Quantum Discord in time for our two-spin system under the two exactly solvable time-dependent scenarios (1.3.2) and (1.3.2).

When the applied magnetic fields have the expressions in Eq. (1.3.2), we get

$$
\begin{equation*}
C(\rho(t))=\max \left\{0,|\alpha| \sqrt{1-\tanh ^{2}\left(2 \tau_{-}\right) \sin ^{2}\left(2 \tau_{-}\right)}-\frac{1-\alpha}{2}\right\} . \tag{2.57}
\end{equation*}
$$

The analytical expression of the concurrence when the magnetic fields vary over time as in Eq. (1.3.2), becomes instead

$$
\begin{equation*}
C(\rho(t))=\max \left\{0,|\alpha| \sqrt{1-4 \frac{\tanh ^{2}\left(\tau_{-}\right)}{\cosh ^{2}\left(\tau_{-}\right)} \sin ^{2}\left[\sinh \left(\tau_{-}\right)\right]}-\frac{1-\alpha}{2}\right\} . \tag{2.58}
\end{equation*}
$$

In both cases we see that for $\alpha \in\left[-\frac{1}{3}, \frac{1}{3}\right]$, the concurrence is equal to zero, while the quantum discord is non-vanishing [see Figs. 2.5 a) and 2.6 a)]. For $\alpha \in\left(\frac{1}{3}, 1\right)$, instead, the phenomenon of sudden death of entanglement followed by revival of entanglement occurs as previously predicted [see Figs. 2.5 b) and 2.6 b )].


Figure 2.5: The concurrence (black, solid) and quantum discord (red, dashed) when the state at $t=0$ is the Werner state (2.43) in the time-dependent scenario identified by Eq. (B.1) in terms of $\tau_{-}=\frac{\left|\Gamma_{-}\right|}{\hbar} t$ for a) $\alpha=0.25$ and b) $\alpha=0.55$.


Figure 2.6: The concurrence (black, solid) and quantum discord (red, dashed) when the state at $t=0$ is the Werner state (2.43) in the time-dependent scenario identified by Eq. (B.3) in terms of $\tau_{-}=\frac{\left|\Gamma_{-}\right|}{\hbar} t$ for a) $\alpha=0.25$ and b) $\alpha=0.55$.

### 2.5 Summary and remarks

We have considered a physical system of two interacting spin-1/2's whose coupling comprises the terms stemming from the anisotropic exchange interaction and the anisotropic Dzyaloshinskii-Moryia
[63, 64] interaction. Moreover, each of them is subjected to a local time-dependent field. The $C_{2}$ symmetry (with respect to the quantization axis $\hat{z}$ ) possessed by the Hamiltonian allowed us to identify two independent single spin- $1 / 2$ sub-problems nested in the quantum dynamics of the two spin-qubits. This fact gave us the possibility of decomposing the dynamical problem of the two spin- $1 / 2$ 's into two independent problems of single spin- $1 / 2$. We underline, in addition, that the dynamical reduction exposed in Sec. 2.2.1 is independent of the time-dependence of the fields.

In this way, considering a LMSZ ramp applied on the two spin-qubits, our system can be regarded as a four-level system presenting an avoided crossing for each pair of instantaneous eigenenergies related to the two dynamically invariant subspaces. This aspect turned out to be the key to solve easily and exactly the dynamical problem, bringing to light several physically relevant aspects.

We have shown that, although a transverse chirp [90] or a constant field is absent, LMSZ transitions are still possible, precisely from $|--\rangle$ to $|++\rangle$ and from $|-+\rangle$ to $|+-\rangle$ (the two couples of states spanning the two dynamically invariant Hilbert spaces related to the symmetry Hamiltonian). Such transitions occur thanks to the presence of the coupling between the spins which plays as effective static transverse field in each subdynamics.

It is worth noticing that, in our model, the two LMSZ sub-dynamics are ruled either by different combinations of the externally applied fields (when the local fields are different) or by the same field (under the STM scenario, that is when one local field is applied on just one spin). In the latter case we showed the possibility of 1) a non-local control, that is to manipulate the dynamics of one spin by applying the field on the other one and 2) a state exchange/transfer between the two spins. We brought to light how such effects are two different replies of the system depending on the isotropy properties of the exchange interaction.

Concerning the interaction terms, each subdynamics is characterized by different combinations of the coupling parameters. This aspect has relevant physical consequences since, as showed, by studying the LMSZ transition probability in the two subspaces, it is possible both to evaluate the presence of different interaction terms and to estimate their weights in ruling the dynamics of the two-spin system. We have brought to light how the estimation of the coupling parameters could be of relevant interest since, through this knowledge, we may set the slope of variation of the LMSZ ramp as to generate asymptotically entangled states of the two spin- $1 / 2$ 's. Moreover, we reported the exact time-behaviour of the entanglement for different initial conditions and we analysed how the coupling parameters can determine different entanglement regimes and asymptotic values.

In this respect, we underline that in Ref. [90] the authors considered a system of two spin- $1 / 2$ 's interacting only through the term $\hat{\sigma}_{1}^{z} \hat{\sigma}_{2}^{z}$ and subjected to the same magnetic field consisting in a Gaussian pulse uniformly rotating in the $x-y$ plane and a LMSZ ramp in the $z$ direction. They showed that the coupling between the two spins enhances significantly the probability to drive adiabatically the two-spin system from the separate state $|--\rangle$ to the entangled state $(|+-\rangle+|-+\rangle) / \sqrt{2}$. In this case the procedure to generate an entangled state is different from the scenario considered here because of the different symmetries of the Hamiltonians ruling the two-spin dynamics. Indeed, in Ref. [90] the Hamiltonian commutes with $\hat{S}^{2}$ and consequently two dynamically invariant Hilbert subspaces exist: one of dimension three and the other of dimension one. The three-dimensional subspace is spanned by the states $|++\rangle,(|+-\rangle+|-+\rangle) \sqrt{2}$ and $|--\rangle$, making possible the preparation of the entangled state of the two spin- $1 / 2$ 's by an adiabatic passage when they start from the separate state $|--\rangle$. In our case, instead, $\hat{S}^{2}$ is not constant while the integral of motion is $\hat{S}_{1}^{z} \hat{S}_{2}^{z}$. The symmetries of the Hamiltonian, thus, generate two two-dimensional dynamically invariant Hilbert subspaces: one spanned by
 considered in the other work is impossible since such states belong to different invariant subspaces.

We have emphasized how our symmetry-based analysis has proved to be useful also to get exact results when a classical random field component or non-Hermitian terms are considered to take into account the presence of a surrounding environment interacting with the system. In this case, the dynamics decomposition is unaffected by the presence of the noise or the dephasing terms and then we may apply the results previously reported for a two-level system [84, 85, 86] and reread them in terms of the two spin- $1 / 2$ 's.

Finally, we have brought to light the fact that the symmetry properties of the Hamiltonian model guarantee that an $X$-density matrix evolves keeping such a structure and, on the other hand, the quantum discord of such a state can be analytically determined. This is why we choose an $X$-state as initial condition and in this class we concentrate on generic $\alpha$-parametric Werner states. Our analysis predicts in two time-dependent scenarios the presence of sudden death-sudden revival phenomena in the concurrence when a non-vanishing quantum discord is present.

As conclusive remarks, we wish to stress that the results concerning the LMSZ transitions are valid not only within the STM scenario, but they are applicable to other physical platforms. Indeed, the local LMSZ model for a spin-qubit interacting with another neighbouring spin-qubit may be reproduced also in laser-driven cold atoms in optical lattices where highly-selective individual addressing has been experimentally demonstrated [127]. Another prominent example is laser-driven ions in a Paul trap where spatial individual addressing of single ions in an ion chain has been routinely used for many years [128, 129]. Yet another example is microwave-driven trapped ions in a magnetic-field gradient where individual addressing with extremely small cross-talk has been achieved in frequency space [130, 131].

We point out, in addition, that our results concerning the LMSZ dynamics of the two spin-1/2's are deeply different from the ones reported in other Refs. [79, 91, 92] where systems of two spin-1/2's in a LMSZ framework have been investigated on the basis of an approximate treatment. In these papers, indeed, the two spin-qubits are not directly coupled, but they interact through a common nuclear spin bath which they are coupled to. Such a composite system behaves as a two-level system under several assumptions and to derive the effective single spin-1/2 Hamiltonian requires several approximations. In Ref. [92], in particular, the effective Hamiltonian describes the coupling between the two-level system and a longitudinal time-dependent field which is not a pure LMSZ ramp, presenting a complicated functional dependence on the original Hamiltonian parameters. There is, in addition, a time-dependent effective interaction between the two states possessing a complicated functional dependence on the confinement energy as well as the tunneling and Coulomb energies. Although such an effective Hamiltonian goes beyond the standard LMSZ scenario, it may be considered similar to the LMSZ one since both Hamiltonians describe an adiabatic passage through an anticrossing. In our case, instead, the two spin-1/2's are directly coupled, besides being subjected to a random field stemming from the presence of a spin bath. Furthermore, the effective two-state Hamiltonians governing the two-qubit dynamics in the two invariant subspaces are easily got without involving any assumption and/or approximation. The two two-level Hamiltonians, indeed, are derived only on the basis of a transparent mathematical mapping between the two-qubit states in each subspace and the states of a fictitious spin- $1 / 2$. Moreover, they describe exactly a LMSZ scenario with a standard avoided crossing where the transverse constant field is effectively reproduced by the coupling existing between the two qubits. The treatment at the basis of our analysis remarkably has enabled us to explore peculiar dynamical aspects of the system
under scrutiny, leading, for example, to the exact evolution of the entanglement get established between the two spins.

We underline, moreover, that our study is not a special case of the one considered in Ref. [94], where a Lipkin-Meskow-Glick (LMG) interaction model for $N$ spin-qubits subjected to a LMSZ ramp is considered. The numerical results reported in Ref. [94] are, indeed, based on the mean field approximation. In addition, there is no possibility of considering in the LMG model effects stemming from the anisotropy between $x$ and $y$ interaction terms.

The results discussed in this chapter have been reported in Refs. [132, 133, 134, 135].

## Chapter 3

## Interacting Qudits and Qubit Chains

Spin chains offer a priviliged experimental scenario for quantum technology applications thanks to the possibility of entanglement generation [136, 137, 138] also over long distances [139]. Entanglement, indeed, is the key resource for quantum information tasks [140] and its manipulation by field application [60] is of course of fundamental importance. In this respect, the possibility of realizing a local application of fields on a single qudit while it interacts with other ones is of basic interest to generate physical effects in the spin chain by manipulating the single spin dynamics. Through the Scanning Tunneling Microscopy (STM), for example, it is possible to construct atom by atom a chain of interacting nanomagnets and to manipulate the state of a single spin by applying a local magnetic field on atomic scale with a STM tip [82, 83, 97, 98, 99, 100, 141].

In this context, a growing interest in qudits - $N$-level quantum systems - should be emphasized. Interacting spin systems with $s>1 / 2$ reveal a rich variety of phenomena in condensed matter and atomic physics. For example, spin models with higher spin length may exhibit novel topological phases described by a hidden order parameter [142]. Moreover, various strongly interacting spin-boson systems can be mapped onto coupled spin models [143, 144, 145]. Apart from the methods used to solve analytically various spin- $1 / 2$ systems, in general, models with $s>1 / 2$ are highly complex and do not permit analytical treatment.

Qutrits, and qudits in general, offer numerous advantages over qubits beyond the obvious exponential increase of their Hilbert space. For example, qutrits allow the construction of new types of quantum protocols [146, 147] and entanglement [148], Bell inequalities resistant to noise [149], larger violations of nonlocality [150], more secure quantum communication [151, 152], optimization of the Hilbert space dimensionality vs. control complexity [153], and others. To this end, efficient recipes for manipulation of qutrits [154, 155] and qudits [156] have been proposed.

In this chapter we show how our approach based on the Hamiltonian symmetry analysis, leading us to a reduction of the main dynamical problem into easier sub-problems, turns out to be an useful mathematical tool to treat and solve also more complex interacting spin-qudit systems. Here we report the results obtained for two interacting qutrits, two interacting qudits and for a large system of $N$ qubits coupled through unconventional high order interaction terms. Our scope is to furnish detailed information about the exact dynamics of such spin-chain systems when they are subjected to classical external time-dependent field and to exploit such a knowledge in order to bring to light relevant physical applications.

### 3.1 Two qutrits

### 3.1.1 The model and its symmetry-based analysis

Analogously to the case of two interacting qubits considered in the previous chapter, here we consider a system of two interacting spin-1 systems denoted by $\mathbf{S}_{1}$ and $\mathbf{S}_{2}$, respectively living in the Hilbert spaces $\mathscr{H}_{1}$ and $\mathscr{H}_{2}$, in a physical model described by the Hamiltonian

$$
\begin{equation*}
H=\mu_{B}\left(g_{1} B_{1}^{z} \hat{S}_{1}^{z}+g_{2} B_{2}^{z} \hat{S}_{2}^{z}\right)+J_{0} \hat{\mathbf{S}}_{1} \cdot \hat{\mathbf{S}}_{2}+\hat{\mathbf{S}}_{1} \cdot \mathbf{D}_{12} \cdot \hat{\mathbf{S}}_{2} \tag{3.1}
\end{equation*}
$$

The first two terms in Eq. (3.1) describe the interaction of the two spins with two (generally different) parallel local magnetic fields oriented along the $\hat{z}$-axis, $B_{1}^{z}$ and $B_{2}^{z}$, with the assumption of scalar $g$ factors, $g_{1}$ and $g_{2}$. The third term represents the Heisenberg isotropic exchange interaction of coupling strength $J_{0}$, while the last term, through the second-order traceless Cartesian tensor $\mathbf{D}_{12}$, accounts for symmetric spin-spin anisotropic couplings stemming from the dipole-dipole (d-d) interaction and anisotropic exchange interaction.

Although we only consider two interacting spin- 1 systems, our model covers a broad range of physical situations. For example, in solid state physics the coupling between two molecules, which in their ground state possess a total angular momentum (effective spin) $\mathbf{S}=1$, is described using the Hamiltonian model (3.1), with the proviso that spin-orbit effect can be neglected [3]. An optical lattice of two wells, each containing a single atom of spin 1, provides another possible physical scenario wherein manipulation of the atom-atom coupling constants is within experimental reach [157]. In addition, the interaction between nanomagnets with a total spin of 1 , which is of great interest in quantum computing, is described by the Hamiltonian model (3.1) [158]. Recently, it was shown that the interaction between two separated nitrogen-vacancy centres in diamond can be described by a Heisenberg spin-1 model [159]. Moreover, spin-1 models can be realized in a linear ion crystal by using atomic species with three metastable levels driven by laser fields [160, 161].

Now, we suppose that our system possesses $C_{2}$-symmetry with respect to the $\hat{z}$ direction. In this case the $\mathbf{D}_{12}$ matrix takes the form

$$
\mathbf{D}_{12}=\left(\begin{array}{ccc}
d_{x x} & d_{x y} & 0  \tag{3.2}\\
d_{y x} & d_{y y} & 0 \\
0 & 0 & d_{z z}
\end{array}\right)
$$

and the Hamiltonian (3.1) may be written as

$$
\begin{equation*}
H=\hbar \omega_{1} \hat{\Sigma}_{1}^{z}+\hbar \omega_{2} \hat{\Sigma}_{2}^{z}+\gamma_{x} \hat{\Sigma}_{1}^{x} \hat{\Sigma}_{2}^{x}+\gamma_{y} \hat{\Sigma}_{1}^{y} \hat{\Sigma}_{2}^{y}+\gamma_{z} \hat{\Sigma}_{1}^{z} \hat{\Sigma}_{2}^{z}+\gamma_{x y} \hat{\Sigma}_{1}^{x} \hat{\Sigma}_{2}^{y}+\gamma_{y x} \hat{\Sigma}_{1}^{y} \hat{\Sigma}_{2}^{x}, \tag{3.3}
\end{equation*}
$$

where the Pauli operators $\hat{\Sigma}_{i}^{k}(i=1,2 ; k=x, y, z)$ for a spin- 1 system are related with the spin-1 operator components as

$$
\begin{equation*}
\hat{S}_{i}^{x}=\frac{\hbar}{\sqrt{2}} \hat{\Sigma}_{i}^{x}, \quad \hat{S}_{i}^{y}=\frac{\hbar}{\sqrt{2}} \hat{\Sigma}_{i}^{y}, \quad \hat{S}_{i}^{z}=\hbar \hat{\Sigma}_{i}^{z} . \tag{3.4}
\end{equation*}
$$

The seven real parameters appearing in Eq. (3.3) are given by

$$
\begin{align*}
& \omega_{1}=\mu_{B} g_{1} B_{1}^{z}, \quad \omega_{2}=\mu_{B} g_{2} B_{2}^{z}, \\
& \gamma_{x}=\frac{\hbar^{2}}{2}\left(J_{0}+d_{x x}\right), \quad \gamma_{y}=\frac{\hbar^{2}}{2}\left(J_{0}+d_{y y}\right), \quad \gamma_{z}=\hbar^{2}\left(J_{0}+d_{z z}\right), \\
& \gamma_{x y}=\frac{\hbar^{2}}{2} d_{x y}, \quad \gamma_{y x}=\frac{\hbar^{2}}{2} d_{y x} . \tag{3.5}
\end{align*}
$$

We keep the considerations as general as possible, without the restrictions of a specific physical situation. Hence hereafter we do not attribute any specific symmetry constraints to the real parameters appearing in the Hamiltonian model (3.3). In this manner, our model includes several models in the literature as special cases. These include the $X X X\left(\gamma_{x}=\gamma_{y}=\gamma_{z}\right), X X Z\left(\gamma_{x}=\gamma_{y}\right)$ and $X Y Z$ models for two qutrits subjected to an inhomogeneous magnetic field, generalized with the inclusion of the Dzyaloshinskii-Moriya (DM) interaction $\left(\gamma_{y x}=-\gamma_{x y}\right)$ [63, 64, 65]. In addition, from our Hamiltonian model one may easily recover a lot of other models, e.g., the $X X$ and $X Y$ models ( $\gamma_{z}=0$ ) with (or not) the contribution derived by the DM interaction and (or not) the presence of a homogeneous or inhomogeneous magnetic field, recently taken as starting point for investigating the appearance of thermal entanglement in the system of two interacting qutrits [162, 163, 164].

The following symmetry transformation of $H$

$$
\left\{\begin{array}{ll}
\hat{\tilde{\Sigma}}_{1}^{x}=-\hat{\Sigma}_{1}^{x}, & \hat{\tilde{\Sigma}}_{1}^{y}=-\hat{\Sigma}_{1}^{y},  \tag{3.6}\\
\hat{\tilde{\Sigma}}_{2}^{x}=-\hat{\Sigma}_{1}^{z}=\hat{\Sigma}_{1}^{z}, & \hat{\tilde{\Sigma}}_{2}^{y}=-\hat{\Sigma}_{2}^{y},
\end{array}, \quad \hat{\tilde{\Sigma}}_{2}^{z}=\hat{\Sigma}_{2}^{z}, ~ l\right.
$$

is canonical, such that $H \rightarrow H$, which implies the existence of a unitary time-independent operator accomplishing the transformation given by Eq. (3.6) which, by construction, is a constant of motion. Because the transformation (3.6) is nothing but a rotation of $\pi$ around the $\hat{z}$-axis of each spin, we can write the unitary operator accomplishing this transformation as

$$
\begin{equation*}
\hat{K}=e^{i \pi \hat{S}_{1}^{z} / \hbar} \otimes e^{i \pi \hat{S}_{2}^{z} / \hbar}=e^{i \pi \hat{\Sigma}_{1}^{z}} \otimes e^{i \pi \hat{\Sigma}_{2}^{z}}=1-2\left[\left(\hat{\Sigma}_{1}^{z}\right)^{2}+\left(\hat{\Sigma}_{2}^{z}\right)^{2}\right]+4\left(\hat{\Sigma}_{1}^{z}\right)^{2}\left(\hat{\Sigma}_{2}^{z}\right)^{2} \tag{3.7}
\end{equation*}
$$

It is possible to verify that the operator $\hat{K}$ can be written as

$$
\begin{equation*}
\hat{K}=\cos \left(\pi \hat{\Sigma}_{\mathrm{tot}}^{z}\right) \tag{3.8}
\end{equation*}
$$

with $\hat{\Sigma}_{\text {tot }}^{z}=\hat{\Sigma}_{1}^{z}+\hat{\Sigma}_{2}^{z}$ being the total spin of the composed system along the $z$ direction. Equation (3.8) shows that the constant of motion $\hat{K}$ is indeed a parity operator with respect to the collective Pauli spin variable $\hat{\Sigma}_{\text {tot }}^{z}$, since in correspondence to its integer eigenvalues $M=2,1,0,-1,-2, \hat{K}$ has eigenvalues +1 and -1 depending on the parity of $M$.

The existence of this constant of motion subdivides the 9D Hilbert space of the system into two dynamically invariant and orthogonal subspaces corresponding to the two eigenvalues +1 and -1 of $\hat{K}$. The subspace relative to $K=1(K=-1)$, and then to even (odd) values of $M$, will be hereafter referred to as even- (odd-) parity subspace. As a consequence, there exist a unitary and Hermitian operator $\hat{T}$ (consisting in an appropriate reordering of the standard basis states) which transforms $H$ into $\tilde{H}=\hat{T}^{\dagger} H \hat{T}$, whose matrix form consists of two blocks, one of dimension 4, related to the eigenvalue
-1 of the new constant of motion $\hat{\tilde{K}} \equiv \hat{T}^{\dagger} \hat{K} \hat{T}$, and the other of dimension five related to the eigenvalue +1 of $\hat{K}$, representing the two orthogonal sub-dynamics. The new Hamiltonian $\tilde{H}$ can be written as

$$
\begin{equation*}
\tilde{H}=\hat{P}_{-1} \tilde{H} \hat{P}_{-1}+\hat{P}_{+1} \tilde{H} \hat{P}_{+1}, \tag{3.9}
\end{equation*}
$$

where we introduced the hermitian operator $\hat{P}_{-1}\left(\hat{P}_{+1}\right)$ projecting a generic state of the total Hilbert space $\mathscr{H}=\mathscr{H}_{1} \otimes \mathscr{H}_{2}$ into the $\tilde{K}$-invariant subspace $\mathscr{H}_{-}\left(\mathscr{H}_{+}\right)$relative to its eigenvalue $-1(+1)$ such that $\hat{P}_{-1} \tilde{H} \hat{P}_{-1}\left(\hat{P}_{+1} \tilde{H} \hat{P}_{+1}\right)$ consists in the upper (lower) block of $\tilde{H}$, or better in a matrix with the same dimension (9) of $\tilde{H}$ but with non vanishing entries only in the upper (lower) four (five) dimensional block.

It is worth noticing that the arguments leading to the possibility of representing the Hamiltonian in accordance with Eq. (3.9) hold their validity even for a more general Hamiltonian model $\hat{H}_{\text {gen }}$ obtainable from $\hat{H}$ adding terms commuting with $\hat{K}$, e.g., $\left(\hat{\Sigma}_{1}^{x}\right)^{2}, \hat{\Sigma}_{1}^{z}\left(\hat{\Sigma}_{2}^{y}\right)^{2}$ and $\hat{\Sigma}_{1}^{x} \hat{\Sigma}_{1}^{y} \hat{\Sigma}_{2}^{y} \hat{\Sigma}_{2}^{x}$,

$$
\begin{equation*}
H_{\mathrm{gen}}=H+\text { terms commuting with } \hat{K} . \tag{3.10}
\end{equation*}
$$

However, we confine ourselves to the Hamiltonian model (3.3) since it is comparatively more accessible in laboratory and in addition, as we will show in the following sections, it generates interesting quantum dynamical behaviour.

Putting

$$
\begin{align*}
\Omega_{+} & =\omega_{1}+\omega_{2}, \\
\Omega_{-} & =\omega_{1}-\omega_{2}, \\
\gamma_{1} & =\gamma_{x}-\gamma_{y}-i\left(\gamma_{x y}+\gamma_{y x}\right), \\
\gamma_{2} & =\gamma_{x}+\gamma_{y}+i\left(\gamma_{x y}-\gamma_{y x}\right), \tag{3.11}
\end{align*}
$$

the $4 \times 4$ block reads

$$
\tilde{H}_{-} \equiv\left(\begin{array}{cccc}
\hbar \omega_{1} & \gamma_{2} & \gamma_{1} & 0  \tag{3.12}\\
\gamma_{2}^{*} & \hbar \omega_{2} & 0 & \gamma_{1} \\
\gamma_{1}^{*} & 0 & -\hbar \omega_{2} & \gamma_{2} \\
0 & \gamma_{1}^{*} & \gamma_{2}^{*} & -\hbar \omega_{1}
\end{array}\right)
$$

and the four states of the original standard basis involved in such a subspace are

$$
\begin{equation*}
\left|e_{1}\right\rangle=|10\rangle, \quad\left|e_{2}\right\rangle=|01\rangle, \quad\left|e_{3}\right\rangle=|0-1\rangle, \quad\left|e_{4}\right\rangle=|-10\rangle . \tag{3.13}
\end{equation*}
$$

The lower block of $\hat{\tilde{H}}$ is represented by the $5 \times 5$ matrix

$$
\tilde{H}_{+} \equiv\left(\begin{array}{ccccc}
\hbar \Omega_{+}+\gamma_{z} & 0 & \gamma_{1} & 0 & 0  \tag{3.14}\\
0 & \hbar \Omega_{-}-\gamma_{z} & \gamma_{2} & 0 & 0 \\
\gamma_{1}^{*} & \gamma_{2}^{*} & 0 & \gamma_{2} & \gamma_{1} \\
0 & 0 & \gamma_{2}^{*} & -\hbar \Omega_{-}-\gamma_{z} & 0 \\
0 & 0 & \gamma_{1}^{*} & 0 & -\hbar \Omega_{+}+\gamma_{z}
\end{array}\right)
$$

where the five standard basis states spanning this subspace are

$$
\begin{align*}
& \left|e_{5}\right\rangle=|11\rangle, \quad\left|e_{6}\right\rangle=|1-1\rangle, \quad\left|e_{7}\right\rangle=|00\rangle, \\
& \left|e_{8}\right\rangle=|-11\rangle, \quad\left|e_{9}\right\rangle=|-1-1\rangle . \tag{3.15}
\end{align*}
$$

Equation (3.9) implies that the quantum dynamics of two qutrits interacting according to the model of Eq. (3.3) factorizes into an effective spin- $\frac{3}{2}$ system and an effective spin- 2 system.

We note that the mathematical steps leading from Eq. (3.3) to Eq. (3.9) reproduce analogous results even if we use, mutatis mutandis, the same Hamiltonian model where qudits systematically substitute the appearing qutrits. Of course the dimensions of the dynamically invariant subspaces existing in the qudits case strictly depends on the dimension of the qudits Hilbert space. In the next sections we will show that in the case of the qutrits a further aspect of such reducibility of the quantum dynamics of the system emerges, leading to physically transparent and far-reaching consequences.

## Four-dimensional subdynamics

The eigenvectors of the Hamiltonian $\tilde{H}_{-}$(3.12) may be exactly derived by solving the fourth degree relative secular equation. The corresponding eigenvalues are

$$
\begin{equation*}
\mathscr{E}_{1}=E_{1}+E_{2}, \quad \mathscr{E}_{2}=E_{1}-E_{2}, \quad \mathscr{E}_{3}=-\mathscr{E}_{2}, \quad \mathscr{E}_{4}=-\mathscr{E}_{1} \tag{3.16}
\end{equation*}
$$

where

$$
\begin{equation*}
E_{1}=\sqrt{\frac{\left(\hbar \Omega_{+}\right)^{2}}{4}+\left|\gamma_{1}\right|^{2}}, \quad E_{2}=\sqrt{\frac{\left(\hbar \Omega_{-}\right)^{2}}{4}+\left|\gamma_{2}\right|^{2}} \tag{3.17a}
\end{equation*}
$$

The four eigenvalues of $\tilde{H}_{-}$, in view of Eq. (3.16), may be obtained summing elements of the two pairs $\left\{E_{1},-E_{1}\right\}$ and $\left\{E_{2},-E_{2}\right\}$ in all possible ways. This circumstance hints that the quantum dynamics of the two qutrits restricted to the four dimensional Hilbert subspace generated by $\left|e_{k}\right\rangle$ with $k=1,2,3,4$, is traceable back to that of two effective non-interacting spin- $\frac{1}{2}$ systems, respectively described by two bi-dimensional traceless Hamiltonians $H_{1}$ and $H_{2}$ with eigenvalues $\pm E_{1}$ and $\pm E_{2}$.

To verify this intuition we search for a mapping between the two qutrits original basis states in (3.13) and the two spin $-\frac{1}{2}$ basis, that is $\{|++\rangle,|+-\rangle,|-+\rangle,|--\rangle\}$, in accordance to which the generic eigenstate $\left|\psi_{k}\right\rangle$ of $\tilde{H}_{-}$may be represented as a tensorial product between an eigenstate of $H_{1}$ and an eigenstate of $\mathrm{H}_{2}$. Such a mapping consists simply in
where we define the effective spin- $\frac{1}{2}$ states as $\sigma_{i}^{z}| \pm\rangle_{i}= \pm| \pm\rangle_{i}$ with $i=1$, 2. Indeed, it is straightforward to show that the sub-dynamics of the two spin-1 systems interacting according to (3.3), related to the $\hat{\tilde{K}}$-invariant subspace of dimension four characterized by the eigenvalue $\tilde{K}=-1$, may be reinterpreted as the dynamics of two decoupled effective spin- $\frac{1}{2}$ systems. Indeed, we can write $\tilde{H}_{-}$as

$$
\begin{equation*}
\tilde{H}_{-}=H_{1} \otimes \mathbb{1}_{2}+\mathbb{1}_{1} \otimes H_{2} \tag{3.19}
\end{equation*}
$$

where we define

$$
\begin{align*}
& H_{1}=\frac{\hbar\left(\omega_{1}+\omega_{2}\right)}{2} \hat{\sigma}_{1}^{z}+\left(\gamma_{x}-\gamma_{y}\right) \hat{\sigma}_{1}^{x}+\left(\gamma_{x y}+\gamma_{y x}\right) \hat{\sigma}_{1}^{y},  \tag{3.20a}\\
& H_{2}=\frac{\hbar\left(\omega_{1}-\omega_{2}\right)}{2} \hat{\sigma}_{2}^{z}+\left(\gamma_{x}+\gamma_{y}\right) \hat{\sigma}_{2}^{x}-\left(\gamma_{x y}-\gamma_{y x}\right) \hat{\sigma}_{2}^{y} . \tag{3.20b}
\end{align*}
$$

The physical interpretation of this sub-dynamics in terms of two spin- $\frac{1}{2}$ systems is clear and direct: $H_{1}$ $\left(H_{2}\right)$ describes a fictitious spin- $\frac{1}{2}$ system immersed in an effective magnetic field $\vec{B}_{1}^{\text {eff }}\left(\vec{B}_{2}^{\text {eff }}\right)$ expressible as

$$
\begin{align*}
& \vec{B}_{1}^{\text {eff }}=\left(\left(\gamma_{x}-\gamma_{y}\right),\left(\gamma_{x y}+\gamma_{y x}\right), \frac{\hbar \mu}{2}\left(g_{1} B_{1}^{z}+g_{2} B_{2}^{z}\right)\right) \\
& \vec{B}_{2}^{\text {eff }}=\left(\left(\gamma_{x}+\gamma_{y}\right),\left(\gamma_{y x}-\gamma_{x y}\right), \frac{\hbar \mu}{2}\left(g_{1} B_{1}^{z}-g_{2} B_{2}^{z}\right)\right) \tag{3.21}
\end{align*}
$$

such that we have $\tilde{H}_{-}=\sum_{i=1}^{2} \vec{\sigma}_{i} \cdot \vec{B}_{i}^{\text {eff }}$.
Since $\tilde{H}_{-}$of Eq. (3.19) describes two decoupled spin- $\frac{1}{2}$ systems, the eigenvectors of $\tilde{H}_{-}$may be written in the following factorized form

$$
\tilde{H}_{-} \rightarrow\left\{\begin{array}{l}
\left|\psi_{11}\right\rangle \otimes\left|\psi_{21}\right\rangle \rightarrow\left|\psi_{1}\right\rangle  \tag{3.22}\\
\left|\psi_{11}\right\rangle \otimes\left|\psi_{22}\right\rangle \rightarrow\left|\psi_{2}\right\rangle \\
\left|\psi_{12}\right\rangle \otimes\left|\psi_{21}\right\rangle \rightarrow\left|\psi_{3}\right\rangle \\
\left|\psi_{12}\right\rangle \otimes\left|\psi_{22}\right\rangle \rightarrow\left|\psi_{4}\right\rangle
\end{array}\right.
$$

where $\left\{|\psi\rangle_{11},|\psi\rangle_{12}\right\}\left(\left\{|\psi\rangle_{21},|\psi\rangle_{22}\right\}\right)$ are the eigenvectors of $H_{1}\left(H_{2}\right)$. The corresponding eigenenergies for each state are given by Eq. (3.16).

We emphasize that the two-qutrit systems may be prepared in a state whose evolution is dominated by one admissible Bohr frequency only exactly mappable in the time evolution of a single spin- $\frac{1}{2}$ system subjected to an appropriate magnetic field [see Eq. (3.21)]. In other words, the quantum dynamics of two qutrits generated by the Hamiltonian (3.3) possesses symmetry properties leading to such a peculiar dynamical behaviour. We note finally that, since the unitary operator $\hat{T}$ transforming $H$ into the direct sum of $H_{-}$and $H_{+}$is independent of time, the demonstration of the fact that the quantum dynamics induced by $H_{-}$may be traced back to that of two effective spin- $\frac{1}{2}$ systems might provide significant advantages even when $H$ is time-dependent, at least in its 4D dynamically invariant subspace.

## Five-dimensional subdynamics

As previously shown, the quantum dynamics of the two coupled spin-1 systems is reducible to two quantum sub-dynamics, the first one described by Eq. (3.12) and second one by Eq. (3.14). The lucky mathematical occurrence leading us to trace back the quantum dynamics of the two spin- 1 systems to that of two non interacting spin- $1 / 2$ systems in the four dimensional invariant subspace cannot emerge in the other invariant subspace essentially because its dimension 5 is a prime number. Then, in the spirit of the previous section, the only observation we may do is that in such five dimensional subspace the quantum dynamics of the two spin-1 systems may be mapped into that of a spin-2. Unfortunately the effective (through an appropriate mapping) representation of $\tilde{H}_{5}$ in terms of a spin- 2 operators is very involved appearing strongly non linear and practically impossible to be related to a convincing physical scenario. This is why we do not proceed further along this direction confining ourselves to the consideration of particular conditions easily providing the possibility of extracting useful properties possessed by our model.

The first aspect related to the model deserving attention is that by comparing the reduced matrices given by Eqs. (3.12) and (3.14) it is possible to note that the parameter $\gamma_{z}$ influences the sub-dynamics
in the five dimensional dynamically invariant subspace of $H$ only. As a consequence we may choose specific values of this parameter without modifying the dynamical properties of the system in the four dimensional dynamically invariant subspace. It is possible to convince oneself that for $\gamma_{z}=0$ the eigensolutions of $\tilde{H}_{+}$may be exactly found.

Furthermore, it is possible to verify that if we assume

$$
\left\{\begin{array}{l}
\gamma_{x}=\gamma_{y}=\gamma / 2  \tag{3.23}\\
\gamma_{x y}=-\gamma_{y x}=D_{z} / 2
\end{array}\right.
$$

the five dimensional block is reduced into two one dimensional block and a three dimensional one as it can be appreciated from what follows

$$
\tilde{H}_{+}=\left(\begin{array}{ccccc}
\Omega_{+}+\gamma_{z} & 0 & 0 & 0 & 0  \tag{3.24}\\
0 & \Omega_{-}-\gamma_{z} & \left(\gamma+i D_{z}\right) & 0 & 0 \\
0 & \left(\gamma-i D_{z}\right) & 0 & \left(\gamma+i D_{z}\right) & 0 \\
0 & 0 & \left(\gamma-i D_{z}\right) & -\Omega_{-}-\gamma_{z} & 0 \\
0 & 0 & 0 & 0 & -\Omega_{+}+\gamma_{z}
\end{array}\right) .
$$

The previous specific conditions (3.23) have a clear interesting physical meaning: the first condition imposes an isotropic $X Y$-exchange interaction while the second one takes into account the antisymmetric exchange or Dzyaloshinskii-Moriya interaction $\mathbf{D} \cdot\left(\hat{\mathbf{S}}_{1} \times \hat{\mathbf{S}}_{2}\right)$ with $\mathbf{D} \equiv\left(0,0, D_{z}\right)$. This model is well known in literature and was studied in connection with the properties of thermal entanglement [65].

It is interesting to point out, moreover, that, in this instance, the three dimensional block may be described in terms of the single spin-1 Pauli operators defined in Eq. (3.4) and the related Hamiltonian precisely reads

$$
\begin{equation*}
\tilde{H}_{3}=\gamma \hat{\Sigma}^{x}-D_{z} \hat{\Sigma}^{y}+\Omega_{-} \hat{\Sigma}^{z}-\gamma_{z}\left(\hat{\Sigma}^{z}\right)^{2} . \tag{3.25}
\end{equation*}
$$

We see immediately that putting $\gamma_{z}=0$ we have a $\mathrm{SU}(2)$ three dimensional fictitious sub-dynamics of a single spin- 1 subjected to the effective external magnetic field $\mathbf{B}_{1} \equiv\left(\gamma, D_{z}, \Omega_{-}\right)$, so that we may write $\tilde{H}_{3}=\sum_{j} \mathbf{B}_{1}^{j} \cdot \hat{\Sigma}^{j}$. This observation is particularly significant at the light of the interplay between the new results obtained for $S U(2)$ bidimensional time-dependent dynamics. In this way, under the conditions (3.23) and $\gamma_{z}=0$, we may study analytically and know exactly the five dimensional sub-dynamics of the two spin- 1 systems also in a time-dependent scenario, more precisely when the two magnetic fields are time-dependent, i.e. when we have $\omega_{1}(t)$ and $\omega_{2}(t)$ as considered in the following paragraph.

It is worth to point out, finally, that the conditions (3.23), contrary to the conditions on $\gamma_{z}$, modify the dynamics in the four dimensional subspace, too. In this instance, indeed, we obtain a four dimensional sub-dynamics of the two spin-1's well described in terms of two decoupled fictitious spin $1 / 2$ 's in which the first spin is subjected to a magnetic field only in the $z$-direction while the second spin is immersed in a magnetic field having a direction depending on the coupling parameters of the model. It can be appreciated and easily verified from Eqs. (3.27) providing conditions (3.23). Therefore under conditions (3.23) both the sub-dynamics are exactly treatable or in other words the full model may be exactly solved.

### 3.1.2 LMSZ scenario

Now, we want to study the two interacting qutrits when they are subjected to time-dependent fields, $\omega_{1}(t)$ and $\omega_{2}(t)$. In the following we show that we are able to construct formally the time evolution
operator for both four- and five-state subdynamics. In particular, we analyse the case in which the $z$-magnetic field is a ramp as in the LMSZ scenario [33]. We are interested in revealing intriguing dynamical effects stemming from the homogeneity or heterogeneity of both the coupling parameters and the two fields. In addition, we want to exploit our symmetry-based approach to take into account the influence of a surrounding environment by considering a random fluctuating field component.

To this end we consider the following specialized model of two interacting qutrits subjected to local time-dependent fields

$$
\begin{equation*}
H=\hbar \omega_{1} \hat{\Sigma}_{1}^{z}+\hbar \omega_{2} \hat{\Sigma}_{2}^{z}+\gamma_{x} \hat{\Sigma}_{1}^{x} \hat{\Sigma}_{2}^{x}+\gamma_{y} \hat{\Sigma}_{1}^{y} \hat{\Sigma}_{2}^{y}+\gamma_{z} \hat{\Sigma}_{1}^{z} \hat{\Sigma}_{2}^{z} \tag{3.26}
\end{equation*}
$$

Our scope is to study a Landau-Majorana-Stückelberg-Zener (LMSZ) scenario for the two qutrits and analyse how the coupling between them and a noisy component of the magnetic field affect their dynamics.

In this case the Hamiltonian model of two decoupled fictitious spin-1/2's describing effectively the two qutrit dynamics in the four-dimensional Hilbert subspace reads $H_{-}=H_{1} \otimes \hat{\mathbb{1}}_{2}+\hat{\mathbb{1}}_{1} \otimes H_{2}$, with

$$
\begin{equation*}
H_{1}=\frac{\hbar \Omega_{+}}{2} \hat{\sigma}_{1}^{z}+\gamma_{-} \hat{\sigma}_{1}^{x}, \quad H_{2}=\frac{\hbar \Omega_{-}}{2} \hat{\sigma}_{2}^{z}+\gamma_{+} \hat{\sigma}_{2}^{x} \tag{3.27}
\end{equation*}
$$

Under the following conditions $\gamma_{z}=0$ and $\gamma_{x}=\gamma_{y}=\gamma / 2$ the five-dimensional block, instead, is decomposed in two one-dimensional blocks and a three-dimensional one. In this instance the latter possesses an $\operatorname{su}(2)$ structure and can be written in terms of spin variables of a fictitious spin- 1 , namely

$$
\begin{equation*}
H_{3}=\gamma \hat{\Sigma}^{x}+\hbar \Omega_{-} \hat{\Sigma}^{z} \tag{3.28}
\end{equation*}
$$

We emphasize that the choice $\gamma_{z}=0$ is necessary to get an $\operatorname{su}(2)$-symmetry structure of the matrix within the three-dimensional subspace. This choice, however, does not alter the four-dimensional subdynamics since $H_{1}$ and $H_{2}$ in Eq. (3.27) do not depend on $\gamma_{z}$.

## Four-dimensional subdynamics

## General solution

We may formally write the time evolution operator $U_{j}(j=1,2)$ related to $H_{j}$, solution of the Schrödinger equation $i \hbar \dot{U}_{j}=H_{j} U_{j}$, as follows

$$
U_{j}=\left(\begin{array}{cc}
a_{j} & b_{j}  \tag{3.29}\\
-b_{j}^{*} & a_{j}^{*}
\end{array}\right)
$$

where $a_{j}$ and $b_{j}$ are time-dependent Cayley-Klein parameters satisfying $\left|a_{j}\right|^{2}+\left|b_{j}\right|^{2}=1$. The time evolution operator $U_{-}$, satisfying the Schrödinger equation $i \hbar \dot{U}_{-}=H_{-} U_{-}$, then reads

$$
U_{-}=U_{1} \otimes U_{2}=\left(\begin{array}{cccc}
a_{1} a_{2} & a_{1} b_{2} & b_{1} a_{2} & b_{1} b_{2}  \tag{3.30}\\
-a_{1} b_{2}^{*} & a_{1} a_{2}^{*} & -b_{1} b_{2}^{*} & b_{1} a_{2}^{*} \\
-b_{1}^{*} a_{2} & -b_{1}^{*} b_{2} & a_{1}^{*} a_{2} & a_{1}^{*} b_{2} \\
b_{1}^{*} b_{2}^{*} & -b_{1}^{*} a_{2}^{*} & -a_{1}^{*} b_{2}^{*} & a_{1}^{*} a_{2}^{*}
\end{array}\right) .
$$

The mathematical expressions of $a_{j}(t)$ and $b_{j}(t)$ depend on the time-dependence of the two local magnetic fields $\omega_{1}(t)$ and $\omega_{2}(t)$.

## STM dynamics: non-local control and state transfer

We firstly analyse the case of a single local $z$-magnetic field $B_{z}(t)$ applied on the first spin consisting in a LMSZ ramp, such that

$$
\begin{equation*}
\hbar \omega_{1}(t)=\alpha t, \quad t \in(-\infty, \infty) \tag{3.31}
\end{equation*}
$$

where $\alpha$ is considered a positive real number and rules the adiabaticity of the process since $\dot{B}_{z} \propto \alpha$. Let us consider the case of an excitation present in the system and localized in one of the two qutrits, say the second spin; in this case the initial state of the two qutrits (fictitious qubits) is $|-10\rangle(|--\rangle)$. In this instance, each fictitious spin- $1 / 2$ is subjected to a LMSZ scenario with $\omega_{1}(t)$ as longitudinal magnetic field and a constant (effective) transverse magnetic field determined by the coupling parameters [see Eq. (3.27)]. In this way, the first and second fictitious spin- $1 / 2$ have the probability to make the transition to the up-state, respectively

$$
\begin{equation*}
P_{1}=1-\exp \left\{-2 \pi \beta_{-}\right\}, \tag{3.32}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{2}=1-\exp \left\{-2 \pi \beta_{+}\right\}, \tag{3.33}
\end{equation*}
$$

with $\beta_{ \pm}=\gamma_{ \pm}^{2} / \hbar \alpha$. Thus, the joint probability for the two fictitious spin-1/2's to be found in the state


$$
\begin{equation*}
P_{1} P_{2}, \quad P_{1}\left(1-P_{2}\right), \quad\left(1-P_{1}\right) P_{2} \tag{3.34}
\end{equation*}
$$

being nothing but the probability of finding the two qutrits in the state $|10\rangle,|01\rangle$ and $|0-1\rangle$, respectively. We know that in the standard LMSZ scenario applied on a single spin-qubit, the transverse field couples the two levels and is then responsible of the avoided crossing. It is worth noticing that, in our case, the transverse field role is played by the coupling existing between the two qutrits, as it is clear by the two Hamiltonians in Eq. (3.27). Hence, we may reproduce adiabatic conditions by appropriately setting the ratio between the longitudinal fields and the coupling parameters in order to have a full LMSZ transition of the two fictitious spin-1/2's. The three probabilities in Eq. (3.34) are reported in Fig. 3.1 against the parameter $\beta=\beta_{+}$for $\beta_{+} / \beta_{-}=2$. In this case we are realizing a local control of the dynamics of the first qutrit, leaving the other one unaltered. For a complete LMSZ transition, indeed, the first qutrit accomplishes the LMSZ transition $|-1\rangle \rightarrow|1\rangle$, while the second qutrit's state does not change.

Analogously, we may consider the excitation initially localized in the first spin-1, so that the two qutrits start from the state $|0-1\rangle$. In this instance the two-qutrit system is asymptotically driven to the state $|01\rangle$ and the probability of the related transition acquires the same expression as the previous one in Eq. (3.34). It is worth noticing that in this case we generate a LMSZ transition from $|-1\rangle$ to $|1\rangle$ in the second spin, by applying a local magnetic field only on the first qutrit which, instead, remains in its initial state. Such a circumstance, thus, may be identified as the achievement of a non-local control of the second qutrit.

Another interesting effect to be highlighted is the possibility of realizing a state transfer between the two qutrits. Indeed, if the two qutrits (fictitious qubits) are initialized in the state $|-10\rangle(|--\rangle)$ and we assume $\gamma_{x}=\gamma_{y}$, the transition probability of the first fictitious spin- $1 / 2$ is forbidden, while the second one passes to $|+\rangle$ with probability $P=P_{2}$. In this way, the two qutrits (fictitious qubits) reach the state $|0-1\rangle(|-+\rangle)$ having interchanged their initial state. The same effect is present if the two qutrits


Figure 3.1: (Color online) a) Asymptotic LMSZ probabilities [Eq. (3.34)] of finding the two qutrits in the state $|10\rangle$ (blue dotted line), $|01\rangle$ (magenta dot-dashed line), $|0-1\rangle$ (red dashed line) and $|-10\rangle$ (green full line), when they start from the state $|-10\rangle$ for $\gamma_{x} \neq \gamma_{y}, \beta=\beta_{+}$and $\beta_{+} / \beta_{-}=2$.
are initially prepared in $|10\rangle$ passing to $|01\rangle$. In such a case, the transitions between the states of the two qutrit system in the four dimensional subspace are different since the condition $\gamma_{x}=\gamma_{y}$ introduces a further symmetry in the model related to the commutation of $H$ with $\hat{\Sigma}_{\text {tot }}^{z}$. This fact generates, in the subspace under scrutiny, the existence of other two dynamically invariant subspaces related to the eigenvalues of $\hat{\Sigma}_{\text {tot }}^{z}$. It is easy to verify that, this time the two qutrits starting from $|-10\rangle(|10\rangle)$ can be asymptotically found only in the state $|0-1\rangle(|01\rangle)$.

At the light of the STM scenario, the physical effects previously discussed and analytically derived are of relevant interest. They show, indeed, that the presence of the coupling between the two qutrits allows us to manipulate the dynamics of the whole two-qutrits chain by the application of a single local magnetic field on one of the two spins, being exactly one of the task of the application of the STM technique. Moreover, the previous examples brought to light that, by studying the kind of transitions occurring in the two-qutrit system, we may get information about the coupling parameters determining the symmetries of the Hamiltonian.

## Effects of environment

We wish to show now that the mapping of the two-qutrit dynamics into that of two decoupled spin- $1 / 2$ 's in the four-dimensional subspace is useful not only to solve exactly the problem in ideal conditions, but also to take into account possible external influences due to the action of a surrounding environment, such as nuclear spin bath. In Ref. [80], for example, it is experimentally demonstrated that decoherence effects in the dynamics of a NV center in diamond (consisting in a three-level system), subjected to a LSZ interferometer, comes from the dipolar interaction of the system with the surrounding ${ }^{13} \mathrm{C}$ nuclear spins random fluctuating at room temperature. Analogously to the procedure we adopted for two interacting qubits, such external influences may be theoretically regarded, for example, as noise in the magnetic field component. In that case we consider the results reported in Ref. [86] where the authors study the dynamics of a spin $S$ subjected to a noisy LMSZ scenario. The noisy time-dependent magnetic field $\eta(t)$ is considered only in the $z$ direction and characterized by a time correlation function of the form $\left\langle\eta(t) \eta\left(t^{\prime}\right)\right\rangle=2 \Gamma \delta\left(t-t^{\prime}\right)$. Reference [80] experimentally legitimates such an assumption; in that case, indeed, the authors shows as the transverse fluctuations can be neglected. In such a way
the noisy component cannot generates transitions between the different states but it leads only to loss of coherence. In Ref. [86], the authors show how the LMSZ transition probability is affected by the presence of such a noisy magnetic field in the case of a spin- $1 / 2$, a spin- 1 and a spin- $3 / 2$. For a spin- $1 / 2$ and for large values of $\Gamma$ we have asymptotically

$$
\begin{equation*}
P_{-}^{+}=\frac{1-\exp \left\{-2 \pi g^{2} / \hbar \alpha\right\}}{2}, \tag{3.35}
\end{equation*}
$$

where $g$ is the energy contribution due to the coupling of the spin- $1 / 2$ with the constant transverse magnetic field. We see that the transition probability does not depend on the specific value of $\Gamma$, provided that $\Gamma$ is large. Moreover, it is important to note that the effect of the noise is to hinder the transition. Indeed, in the most convenient case, that is for $g^{2} / \hbar \alpha \gg 1$, the system reaches at most an equally populated condition of the two states. This is of particular interest for us since we have shown that the transition of the two qutrits studied before can be reduced to the LMSZ transition of a spin- $1 / 2$. Then, it means that the result previously reported can be exploited in our case to find the corrected LMSZ transition probability for the two qutrits when the field is affected by a noisy component. For example, if $\gamma_{x} \neq \gamma_{y}$, the probability in Eq. (3.34) becomes $P_{1} P_{2} / 4$, reasonably meaning that, under the effect of noise, we reach an equally populated condition of the four states involved in the subdynamics under scrutiny. Analogously, if $\gamma_{x}=\gamma_{y}$, had the two qutrits started form $|-10\rangle$ we get the probability $P_{2} / 2$ of transition to the state $|0-1\rangle$, reaching this time an equally populated condition between these two states.

Such observation is based on the fact that, adding the noisy component $\eta(t)$ to the field applied to the first qutrit, nothing changes in the dynamics-decoupling procedure. The Hamiltonian transformation is completely unaffected since the only difference consists in a redefinition of the longitudinal field. In this way, what we obtain is an effective $z$-field for the two fictitious spin-1/2's supplemented by a random field component. Thus, also in this case, we may reduce the two-qutrit dynamical problem into the analysis of the quantum dynamics of two decoupled spin-1/2's.

In this respect, it is worth pointing out that the argument previously exposed continues to be valid also when we consider the possibility that the exited states $|0\rangle$ and $|1\rangle$ of the two qutrits decay irreversibly out of the system by some mechanism. Let us suppose that the spontaneous emission from the exited states to the ground one is negligible and that the two decay rates for the state $|0\rangle$ and $|1\rangle$ are $\tilde{\Gamma}\left(\tilde{\Gamma}^{\prime}\right)$ and $2 \tilde{\Gamma}\left(2 \tilde{\Gamma}^{\prime}\right)$, respectively, for the first (second) qutrit. It is easy to see that the analysis of such a scenario is equivalent, up to add a constant imaginary term, to phenomenologically introduce the non-Hermitian terms $i \tilde{\Gamma} \hat{\Sigma}_{1}^{z}$ and $i \tilde{\Gamma}^{\prime} \hat{\Sigma}_{2}^{z}$ in our Hamiltonian model. Also this time we have a simple redefinition of the parameters in front of the operators $\hat{\Sigma}_{1}^{z}$ and $\hat{\Sigma}_{2}^{z}$ without altering the symmetries possessed by the Hamiltonian $H$. Therefore, in such a case, within the four-dimensional subspace the two-qutrit dynamics may be described in terms of two decoupled two-level systems subjected to effective external fields and characterized by decaying states. Several results have been reported for a single qubit with a decaying state subjected to the LMSZ scenario [84, 85, 87]. Precisely, it has been proved that, on the one hand, in the standard (ideal) LMSZ scenario, the decay rate influences only its the time-history of the transition probality but not its asymptotic value [84]; on the other hand, in the more realistic LMSZ scenario characterized by a limited time-window, the exited state population exhibits a dependence on the decay rate [85]. We emphasize that even such results allow to make quantitative predictions on the LMSZ transition probabilities for the system under scrutiny.

## Determination of $\gamma \mathbf{s}$

Now, we want to discuss the possibility of applying local fields on both the qutrits. Let us consider, firstly, the case

$$
\begin{equation*}
\omega_{1}(t)=\omega_{2}(t)=\alpha t / 2 \tag{3.36}
\end{equation*}
$$

with $t$ going from $-\infty$ to $+\infty$.
In this case, the Hamiltonians of the two fictitious spin-1/2's, through which we describe effectively the dynamics of the two qutrits in the four dimensional subspace, read

$$
\begin{equation*}
H_{1}=\hbar \Omega_{+}(t) \hat{\sigma}_{1}^{z}+\gamma_{-} \hat{\sigma}_{1}^{x}, \quad H_{2}=\gamma_{+} \hat{\sigma}_{2}^{x} \tag{3.37}
\end{equation*}
$$

with $\Omega_{+}(t)=\alpha t$. We see that the second fictitious spin- $1 / 2$ is subjected only to a magnetic field in the $x$-direction, while the first one is subjected to standard Landau-Zener scenario. As before, the role of the external transverse constant field is effectively played by the coupling existing between the two spins.

We study now the instance in which only one excitation is present in the system, equally shared by the two qutrits. We consider, then, the entangled state $(|-10\rangle+|0-1\rangle) / \sqrt{2}$ as initial condition. By the mapping in Eq. (3.18), such a state, rewritten in terms of the two spin- $1 / 2$ states, acquires the form

It is easy to see that the second spin does not change its state in time since the latter is an eigenvalue of $H_{2}$. The first spin, instead, evolves according to the LMSZ dynamics, so that the probability to find it in the opposite state $|+\rangle$ at very large time instants $(t \rightarrow \infty)$ is $P_{1}$. Of course, it expresses too the probability of the two spin-1/2's to be found in the state $|+\rangle \otimes \frac{|+\rangle+|-\rangle}{\sqrt{2}}$. The relevant point is that, in view of Eq. (3.18), it provides the probability for the two qutrits of reaching the state

$$
\begin{equation*}
\frac{|10\rangle+|01\rangle}{\sqrt{2}} \tag{3.39}
\end{equation*}
$$

Thus, if $\beta_{-} \gg 1$, through the linear ramp we have created an excitation in the system. It is important to underline that such a transition depends strongly on the coupling parameters between the two qutrits, since their difference constitute the effective transverse magnetic field entering in the expression of the LMSZ parameter $\beta_{-}$. Indeed, if the two parameters are equal or very close, the transition is forbidden, while, if they are opposite, the transition probability reaches its maximum efficiency. This suggests us that, choosing at will $\alpha$ and studying the characteristic time of the transition, we may get information about the value of $\gamma_{-}$.

If we now consider

$$
\begin{equation*}
\omega_{1}(t)=-\omega_{2}(t)=\alpha t / 2 \tag{3.40}
\end{equation*}
$$

and the two qutrits initially prepared in the state $(|-10\rangle+|0-1\rangle) / \sqrt{2}$, we get a specular dynamics. That is, the first fictitious spin- $1 / 2$, subjected only to a static $x$-magnetic field $\left(H_{1}=\gamma_{-} \hat{\sigma}_{1}^{x}\right)$, does not evolve, while the second fictitious spin- $1 / 2$ makes a transition from $|-\rangle$ to $|+\rangle$ (being $H_{2}=\hbar \alpha t \hat{\sigma}_{2}^{z}+$ $\gamma_{+} \hat{\sigma}_{2}^{x}$ ). Studying such a transition, this time, we get information about $\gamma_{+}$since it rules the characteristic time of such a transition. Finally, by comparing the two values of $\gamma_{+}$and $\gamma_{-}$we may estimate the original coupling parameters of the two qutrits $\gamma_{x}$ and $\gamma_{y}$.

## Dark states

We emphasize that, under the conditions $\gamma_{x}=\gamma_{y}=\gamma / 2$ and $\omega_{1}(t)=\omega_{2}(t)=\omega(t) / 2$ (unique homogeneous magnetic field), the following four states

$$
\begin{equation*}
\left|\psi_{1 / 2}^{0}\right\rangle=\frac{|10\rangle \pm|01\rangle}{\sqrt{2}}, \quad\left|\psi_{3 / 4}^{0}\right\rangle=\frac{|-10\rangle \pm|0-1\rangle}{\sqrt{2}} \tag{3.41}
\end{equation*}
$$

result steady states independently of the time dependences of the magnetic field. This may be easily understood in terms of the two spin-1/2's. Indeed, the second spin-1/2 is in an eigenstate $[(|+\rangle \pm|-\rangle) / \sqrt{2}]$ of its constant Hamiltonian $H_{2}=\gamma \hat{\sigma}^{x}$ and evolves trivially, only acquiring the phase factor $\exp \{-i \gamma t / \hbar\}$; the first fictitious spin- $1 / 2$, instead, (being in the state $| \pm\rangle$ ) keeps only the phase factor $\exp \left\{-i \int_{0}^{t} \omega(t) d t\right\}$ since its Hamiltonian $H_{1}=\hbar \omega(t) \hat{\sigma}_{1}^{z}$ does not mix the two standard basis states. This means that for these four states we have $(j=1 \ldots 4)$

$$
\begin{align*}
& H(t)\left|\psi_{j}^{0}\right\rangle=E_{j}(t)\left|\psi_{j}^{0}\right\rangle  \tag{3.42}\\
& E_{1 / 2}(t)=\omega(t) \pm \gamma, \quad E_{3 / 4}(t)=-E_{2 / 1}(t)
\end{align*}
$$

implying

$$
\begin{equation*}
\left|\psi_{j}(t)\right\rangle=\exp \left\{-i \int_{0}^{t} d t^{\prime} E\left(t^{\prime}\right) / \hbar\right\}\left|\psi_{j}^{0}\right\rangle \tag{3.43}
\end{equation*}
$$

It is easy to see that, considering the time-independent case, such states result to be the eigenstates of the Hamiltonian (3.3). So, this model, in this specific case, presents a peculiar characteristic consisting in maintaining its steady states also when the Hamiltonian parameters are time-dependent. A remarkable consequence of this circumstance is that the following class of states $\rho_{0}=\sum_{j} p_{j}\left|\psi_{j}^{0}\right\rangle\left\langle\psi_{j}^{0}\right|\left(\sum_{j} p_{j}=1\right)$, comprising e.g. the thermal state ( $p_{j}=\exp \left\{-E_{j} / k_{B} T\right\}, k_{B}$ and $T$ being the Boltzman constant and the Temperature, respectively), do not evolve in time, that is

$$
\begin{equation*}
\rho(t)=\sum_{j} p_{j}\left|\psi_{j}(t)\right\rangle\left\langle\psi_{j}(t)\right|=\sum_{j} p_{j}\left|\psi_{j}^{0}\right\rangle\left\langle\psi_{j}^{0}\right|=\rho_{0} . \tag{3.44}
\end{equation*}
$$

Therefore, any physical observable calculated for such class of states exhibit a constant value in time. We can call such states 'dark states' since, under the conditions written before, they are unaffected by both the coupling and the longitudinal time-dependent field, also when the latter presents a random fluctuating behaviour.

Analogously, if we have $\gamma_{x}=-\gamma_{y}$ and $\omega_{1}(t)=-\omega_{2}(t)$ the four dark states are

$$
\begin{equation*}
\frac{|10\rangle \pm|0-1\rangle}{\sqrt{2}}, \quad \frac{|01\rangle \pm|-10\rangle}{\sqrt{2}} . \tag{3.45}
\end{equation*}
$$

Finally, we emphasize that the previous results are not restricted to the LMSZ scenario, but they are valid whatever the time-dependence of the field is.

## Entanglement

The negativity, introduced by G. Vidal and R. F. Werner in [165], of a two-qutrit system described by the density matrix $\rho$ reads [166]

$$
\begin{equation*}
\mathscr{N}_{\rho}=\frac{\left\|\rho^{T_{B}}\right\|_{1}-1}{2} \tag{3.46}
\end{equation*}
$$

where $\rho^{T_{B}}$ is the partial transpose of the matrix $\rho$ with respect to the subsystem $B$. The symbol $\|\cdot\|_{1}$ is the trace norm which, for a Hermitian matrix, results in the sum of the absolute values of the negative eigenvalues of $\rho^{T_{B}}$ which is Hermitian and such that $\operatorname{Tr}\left\{\rho^{T_{B}}\right\}=1$. The range of values of $\mathscr{N}_{\rho}$ is $[0,1]$ [166] and its calculation is independent of the factorized orthonormal basis in which the matrix $\rho$ is represented as well as of the subsystem with respect to which we calculate the partial transpose, since $\left(\rho^{T_{A}}\right)^{T}=\rho^{T_{B}}$ and $\|X\|_{1}=\left\|X^{T}\right\|_{1}$ for any operator $X$.

A generic pure state $\hat{\rho}=|\Psi\rangle\langle\Psi|$ belonging to $\mathscr{H}_{-}$may be expanded as $|\Psi\rangle=\sum_{k=1}^{4} c_{k}\left|e_{k}\right\rangle\left(\sum_{k=1}^{4}\left|c_{k}\right|^{2}=\right.$ 1) in view of Eq. (3.13). The corresponding eigenvalues of $\hat{\rho}^{T_{2}}$ are

$$
\begin{equation*}
\Upsilon_{1}=1-x, \quad \Upsilon_{2}=x, \quad \Upsilon_{3}=\sqrt{x(1-x)}, \quad \Upsilon_{4}=-\Upsilon_{3} \tag{3.47}
\end{equation*}
$$

with $x=\left|c_{1}\right|^{2}+\left|c_{4}\right|^{2}$. Therefore, the negativity of a generic pure state can be written as

$$
\begin{equation*}
\mathscr{N}_{\hat{\rho}}=\sqrt{x(1-x)}, \tag{3.48}
\end{equation*}
$$

which is well defined (since $x \in[0,1]$ ) and reaches its maximum value $\mathscr{N}_{\hat{\rho}}^{\max }=1 / 2$ at $x=1 / 2$. Thus in the four dimensional dynamically invariant subspace of $\hat{H}$ the negativity exhibited by the two coupled qutrits in a pure state reaches $1 / 2$ as upper limit. Consequently, the negativity of the two qutrits, since a generic mixed state $\hat{\rho}=\sum_{r=1}^{4} p_{r}\left|\psi_{r}\right\rangle\left\langle\psi_{r}\right|$ with $\left|\psi_{r}\right\rangle$ in $\mathscr{H}_{-}$and $\left(\sum_{r=1}^{4} p_{r}=1, p_{r} \geq 0\right)$, possesses the same upper bound $1 / 2$ since [165]

$$
\begin{equation*}
\mathscr{N}_{\hat{\rho}}\left(\sum_{r}\left|\psi_{r}\right\rangle\left\langle\psi_{r}\right|\right) \leq \sum_{r} p_{r} \mathscr{N}_{\hat{\rho}}\left(\left|\psi_{r}\right\rangle\left\langle\psi_{r}\right|\right) \leq \frac{1}{2} . \tag{3.49}
\end{equation*}
$$

The existence of such an upper limit is directly traceable back to the circumstance, easily demonstrable, that every pure state in $\mathscr{H}$ - possesses a Schmidt decomposition with at most two non-vanishing Schmidt coefficients, namely $k_{1}$ and $k_{2}$ expressible as

$$
\begin{equation*}
k_{1}=\sqrt{\left|c_{2}\right|^{2}+\left|c_{3}\right|^{2}}, \quad k_{2}=\sqrt{\left|c_{1}\right|^{2}+\left|c_{4}\right|^{2}}, \quad k_{3}=0 \tag{3.50}
\end{equation*}
$$

When $k_{1} k_{2}>0$ the Concurrence $[C(|\psi\rangle)$ ] of two qutrits introduced by Cereceda [167] reaches its maximum value $\frac{\sqrt{3}}{2}$ and since in such a case [166]

$$
\begin{equation*}
C(|\psi\rangle)=\sqrt{3} \mathscr{N}(|\psi\rangle) \tag{3.51}
\end{equation*}
$$

an upper bound for the Negativity equal to $\frac{1}{2}$ emerges in accordance with our previous conclusion. Thus no pure state in $\mathscr{H}_{-}$exhibits maximum entanglement $(C(|\psi\rangle)=1)$.

It's possible to show that a generic normalized entangled state of the two qutrits in $\mathscr{H}_{-}$, saturating the negativity at the value $\mathscr{N}_{\rho}=\frac{1}{2}$, up to a global phase factor, may be parametrically represented as

$$
\begin{align*}
|\Psi\rangle_{\mathscr{N}}= & \frac{1}{\sqrt{2}}\left[\left(\cos (\theta)|1\rangle+e^{i \phi} \sin (\theta)|-1\rangle\right)_{1} \otimes|0\rangle_{2}\right. \\
& \left.+e^{i \Phi}|0\rangle_{1} \otimes\left(\cos \left(\theta^{\prime}\right)|1\rangle+e^{i \phi^{\prime}} \sin \left(\theta^{\prime}\right)|-1\rangle\right)_{2}\right] . \tag{3.52}
\end{align*}
$$

where $\theta, \theta^{\prime}, \phi, \phi^{\prime}$ and $\Phi$ freely run in $[0,2 \pi]$.

If we now consider as initial condition the two-qutrit state $|-10\rangle$, through the exact form of the time evolution operator in Eq. (3.56), it is easy to verify that

$$
\begin{equation*}
x(t)=\left|c_{1}(t)\right|^{2}+\left|c_{4}(t)\right|^{2}=\left|a_{1}\right|^{2}\left|a_{2}\right|^{2}+\left|b_{1}\right|^{2}\left|b_{2}\right|^{2} \tag{3.53}
\end{equation*}
$$

Concerning the LMSZ scenario, at infinite time so we have

$$
\begin{equation*}
x(\infty)=P_{1} P_{2}+\left(1-P_{1}\right)\left(1-P_{2}\right), \tag{3.54}
\end{equation*}
$$

where the expressions of $P_{1}$ and $P_{2}$ are reported in Eq. (3.32) and (3.33), respectively. If we put the expression in Eq. (3.54) into Eq. (3.48), we get the asymptotic expression of the Negativity. In Fig. 3.2a such an expression of the negativity is reported against the LMSZ parameter $\beta=\beta_{+}$, for $\beta_{-} / \beta_{+}=1 / 2$. We see that two maxima are present and they correspond to the values $\log (2) / 2 \pi \approx$ 0.11 and $\log (2) / \pi \approx 0.22$. It means that, by appropriately setting the parameter $\beta$, when the twoqutrit system start from the state $|-10\rangle$, through the LMSZ process we may generate asymptotically an entangled state of the two spin-qutrits with the maximum level of entanglement possible in such a subspace. This fact is confirmed by Fig. 3.2b where the time behaviour of the Negativity is reported against the dimensionless parameter $\tau=\sqrt{\alpha / \hbar} t$ for $\beta=0.11$. In this case, we used the expression of $x(t)$ in Eq. (3.53) with the exact solution of the LMSZ dynamical problem [69] reported in Eq. (2.38). We emphasize that the parameter $\beta$, besides the asymptotic value, deeply influences the trend in time of the Negativity curve, as it can be appreciated by Figs. 3.2c and 3.2d, related to $\beta=0.5$ and $\beta=2$, respectively.

We stress that it is not possible to get physical information about the entanglement get established between the two qutrits by studying correlations emerging between the two fictitious qubits. Indeed, by the mapping in Eq. (3.18), it is easy to see that entangled states of the two qutrits, such as $(|10\rangle+|01\rangle) / \sqrt{2}$, correspond to separable states of the two qubits, $(|++\rangle+|+-\rangle) / \sqrt{2}$, and, vice versa, separable states of the qutrits $(|10\rangle+|-10\rangle) / \sqrt{2}$ correspond to entangled states of the qubit system, $(|++\rangle+|--\rangle) / \sqrt{2}$. Such a feature stems from the non-locality of the mapping established between the two systems. This observation implies that, within the four-dimensional subspace, we cannot use the Concurrence, but we are obliged to consider another Entanglement measure. This is why we use Negativity to quantify the Entanglement get established between the two qutrits.

## Five-dimensional subdynamics

## General solution

We have seen before that the central block of $H_{+}$has an $\operatorname{su}(2)$ structure and then it is interpretable as the Hamiltonian of a (fictitious) spin-1 subjected to (fictitious as well) magnetic fields [see Eq. (3.28)]. It is well known that the time evolution operator related to a $3 \times 3 \mathrm{su}(2)$ Hamiltonian may be put in the following form [40]

$$
U_{3}=\left(\begin{array}{ccc}
a_{3}^{2} & \sqrt{2} a_{3} b_{3} & b_{3}^{2}  \tag{3.55}\\
-\sqrt{2} a_{3} b_{3}^{*} & \left|a_{3}\right|^{2}-\left|b_{3}\right|^{2} & \sqrt{2} a_{3}^{*} b_{3} \\
b_{3}^{* 2} & -\sqrt{2} a_{3}^{*} b_{3}^{*} & a_{3}^{* 2}
\end{array}\right)
$$

where $a_{3}$ and $b_{3}$ are two time-dependent parameters, solution of the analogous dynamical problem for a single spin- $1 / 2$. In other words, $a_{3}$ and $b_{3}$ may be found by solving the dynamical problem of a single


Figure 3.2: (Color online) a) $\beta$-dependence of the asymptotic Negativity of the two qutrits [Eqs. (3.48) and (3.54)] for the initial condition $|-10\rangle$. Time behaviour of the Negativity against the dimensionless parameter $\tau=\sqrt{\alpha / \hbar} t$ during a LMSZ process when the two-qutrit system starts from the state $|-10\rangle$ for $2 \beta_{-}=\beta_{+}$and b) $\beta_{+}=0.11$, c) $\beta_{+}=1 / 2$ and d) $\beta_{+}=2$. The upper straight curve represents $\mathscr{N}=0.5$.
spin- $1 / 2$ subjected to the same magnetic field acting upon the fictitious spin- 1 . Thus, we may formally write the time evolution operator $U_{+}$, solution of the Schrödinger equation $i \hbar \dot{U}_{+}=H_{+} U_{+}$, as follows

$$
U_{+}=\left(\begin{array}{ccccc}
e^{-\frac{i}{\hbar} \int \Omega_{+}} & 0 & 0 & 0 & 0  \tag{3.56}\\
0 & a_{3}^{2} & \sqrt{2} a_{3} b_{3} & b_{3}^{2} & 0 \\
0 & -\sqrt{2} a_{3} b_{3}^{*} & \left|a_{3}\right|^{2}-\left|b_{3}\right|^{2} & \sqrt{2} a_{3}^{*} b_{3} & 0 \\
0 & b_{3}^{* 2} & -\sqrt{2} a_{3}^{*} b_{3}^{*} & a_{3}^{* 2} & 0 \\
0 & 0 & 0 & 0 & e^{\frac{i}{\hbar} \int \Omega_{+}}
\end{array}\right) .
$$

## Dark states

First of all, it is important to underline that also for the five-dimensional subdynamics we have dark states. Indeed, if the two qutrits are initially prepared in $|11\rangle$ or $|-1-1\rangle$, independently of the timedependence of the $z$-magnetic field, the two-qutrit system remains in its initial state, also if the magnetic field component randomly fluctuates remaining along the $z$-direction. Moreover, if we consider the case $\omega_{1}(t)=\omega_{2}(t)$, also a generic state belonging to the three-dimensional subspace, namely

$$
\begin{equation*}
c_{1}|1-1\rangle+c_{2}|00\rangle+c_{3}|-11\rangle, \tag{3.57}
\end{equation*}
$$

is completely unaffected by the presence of time-dependent magnetic fields, since in this instance $\Omega_{-}(t)=0$ and the Hamiltonian governing the three-dymensional dynamics is simply $H_{3}=\gamma \hat{\sigma}^{x}$. Such states, then, evolves only under the action of the coupling between the two qutrits. It means then that the three eigenstates of $\hat{\Sigma}^{x}$ rewritten in terms of two-qutrit states

$$
\begin{align*}
& \left|\psi_{5}^{0}\right\rangle=\frac{|1-1\rangle+\sqrt{2}|00\rangle+|-11\rangle}{2}, \\
& \left|\psi_{6}^{0}\right\rangle=\frac{|1-1\rangle-|-11\rangle}{\sqrt{2}}  \tag{3.58}\\
& \left|\psi_{7}^{0}\right\rangle=\frac{|1-1\rangle-\sqrt{2}|00\rangle+|-11\rangle}{2}
\end{align*}
$$

result steady state of the two-qutrit system also when a unique homogeneous time-dependent field is applied on the two spin-1's. Consequently, every classical mixture of these three states does not evolve and every physical quantity related to this state is constant in time. Given that the states in Eq. (3.44) have the same property under the same conditions $\left(\omega_{1}(t)=\omega_{2}(t)\right.$ and $\left.\gamma_{x}=\gamma_{y}\right)$, we may conclude that, in this scenario, the thermal state of the system and, more in general, every mixture involving the steady states $|11\rangle,|-1-1\rangle$ and the ones in Eqs. (3.44) and (3.58), namely

$$
\begin{equation*}
\rho=k_{1}|11\rangle\langle 11|+\sum_{j=1}^{7} p_{j}\left|\psi_{j}^{0}\right\rangle\left\langle\psi_{j}^{0}\right|+k_{2}|-1-1\rangle\langle-1-1|, \tag{3.59}
\end{equation*}
$$

such that $k_{1}+k_{2}+\sum_{j} p_{j}=1$, is a stationary state of the two-qutrit system.

## STM scenario and LMSZ transition probabilities

We investigate now the STM experimental scenario characterized by a single local magnetic field on the first spin- 1 , namely $\omega_{1}(t)=\alpha t$, and the two qutrits initialized in the state $|1-1\rangle$. In this case the two-qutrit system behaves effectively like a three-level system (spin-1) subjected to a LMSZ ramp with an effective constant transverse magnetic field related to the coupling constant $\gamma$. For such a timedependent scenario, the transition probabilities, from $|1-1\rangle$ to the other two states $|00\rangle$ and $|-11\rangle$, may be found analytically. Indeed, at the light of the spin-1 - spin- $1 / 2$ transition probability relationship based on the $\mathrm{SU}(2)$ group structure, for large time instants, we have

$$
\begin{equation*}
P_{-1}^{+1}=P_{3}^{2}, \quad P_{-1}^{0}=2 P_{3}\left(1-P_{3}\right), \quad P_{-1}^{-1}=\left(1-P_{3}\right)^{2}, \tag{3.60}
\end{equation*}
$$

where $P_{3}=\left(1-e^{-2 \pi \beta^{\prime}}\right)$ and $\beta^{\prime}=2 \gamma^{2} / \hbar \alpha$. Also in this case, we appreciate how the coupling between the two qutrits is responsible of an avoided crossing and a consequent full adiabatic LMSZ transition for the fictitious spin-1. In the previous expressions we have labelled with $-1,0$ and 1 the states $|1-1\rangle$, $|00\rangle$ and $|-11\rangle$, respectively. The plots of the asymptotic probabilities are reported in Fig. 3.3 against the coupling-dependent LMSZ parameter $\beta^{\prime}$. We see that the interplay between the coupling parameter


Figure 3.3: (Color online) Asymptotic LMSZ probabilities [Eq. (3.60)] of finding the two qutrits in the state $|1-1\rangle$ (blue dot-dashed line), $|00\rangle$ (red dashed line) and $|-11\rangle$ (green full line), when they start from the state $|-11\rangle$ for $\gamma_{x}=\gamma_{y}$.
$\gamma$ and the ramp of the magnetic field $\alpha$, defining $\beta^{\prime}$, deeply influences the transition probability. For high values of the parameter $\beta^{\prime}$ we get a complete LMSZ transition of both the spins, getting, also this time, a state transfer between the two qutrits. This means that, measuring the state of the system and varying the ramp $\alpha$, we may estimate the parameter $\gamma$ determining the strength of coupling between the two qutrits.

## Noise effects

We consider now the field along the $z$ axis affected by the random fluctuating contribution as done before. We may exploit again the results reported in Ref. [86] where the authors solved the dynamical problem of a noisy ramp in a LMSZ scenario also for a spin-1. In such a case, the transition probabilities affected by a noisy field component along the $z$-axis and characterized by the following time-correlation
function $\left\langle\eta(t) \eta\left(t^{\prime}\right)\right\rangle=2 \Gamma \delta\left(t-t^{\prime}\right)$, become

$$
\begin{align*}
P_{-1}^{+1} & =\frac{1}{6}\left(2+e^{-3 \pi \beta^{\prime}}-3 e^{-\pi \beta^{\prime}}\right), \\
P_{-1}^{0} & =\frac{1}{3}\left(1-e^{-3 \pi \beta^{\prime}}\right),  \tag{3.61}\\
P_{-1}^{-1} & =\frac{1}{6}\left(2+e^{-3 \pi \beta^{\prime}}+3 e^{-\pi \beta^{\prime}}\right) .
\end{align*}
$$

Also these expressions, valid for large values of $\Gamma$, are independent of the value of the same $\Gamma$. We see that, also this time, the main effect of the noise is to hinder the transition generating at most equally populated states when $\beta^{\prime} \gg 1$. In this way, we brought to light how the symmetry-based analysis of the model reported in the second sections plays a key role for disclosing the exact quantum dynamics of the two interacting qutrits subjected to time-dependent magnetic fields, both in ideal and more realistic conditions.

## Entanglement

In the three-dimensional subspace the Negativity for the general state in Eq. (3.57) reads

$$
\begin{equation*}
\mathscr{N}=\left|c_{1}\right|\left|c_{2}\right|+\left|c_{2}\right|\left|c_{3}\right|+\left|c_{1}\right|\left|c_{3}\right| . \tag{3.62}
\end{equation*}
$$

Its time evolution related to the initial condition $|-11\rangle$ results

$$
\begin{equation*}
\mathscr{N}(t)=\left|a_{3}\right|\left|b_{3}\right|\left[\sqrt{2}+\left|a_{3}\right|\left|b_{3}\right|\right], \tag{3.63}
\end{equation*}
$$

and then asymptotically we get

$$
\begin{equation*}
\mathscr{N}(\infty)=P_{3}\left(1-P_{3}\right)+\sqrt{2 P_{3}\left(1-P_{3}\right)} \tag{3.64}
\end{equation*}
$$

where $P_{3}$ is defined after Eqs. (3.60). This quantity reaches its maximum value for $P_{3}=1 / 2$ and then for $\beta^{\prime}=\log (2) / 2 \pi \approx 0.11$ (see Fig. 3.4a). This means that, for such a value of the parameter $\beta^{\prime}$, the LMSZ process generates asymptotically an entangled state of the two qutrits with the maximum available value of Negativity for the initial condition under scrutiny, as confirmed by Fig. 3.4b. We got the latter figure by putting in Eq. (3.63) the expressions of $a_{+}$and $b_{+}$(or, equivalently, $a_{-}$and $b_{-}$) in Eqs. (2.38), replacing $\beta_{+}\left(\beta_{-}\right)$with $\beta^{\prime}$. In the same way we have analysed the time behaviour of the Negativity for the same initial condition for other two values of the parameter $\beta^{\prime}$, namely $\beta^{\prime}=1 / 2$ (Fig. 3.4c) and $\beta^{\prime}=2$ (Fig. 3.4d). Also this time we find that the LMSZ parameter deeply influences not only the asymptotic value but also the trend in time of the Negativity.

### 3.1.3 Summary and remarks

In this paragraph we have reported the study of the quantum dynamics of two interacting qutrits subjected to local time-dependent fields. We have taken into account the anisotropic as well as isotropic Heisenberg interaction. The field applied on just one of the two qutrits or on both the two spin-1's has been considered linearly varying on time (LMSZ ramp) along the quantization $z$-axis. Atomic species


Figure 3.4: (Color online) a) $\beta^{\prime}$-dependence of the asymptotic Negativity of the two qutrits [Eqs. (3.63)] for the initial condition $|-11\rangle$. Time behaviour of the Negativity against the dimensionless parameter $\tau=\sqrt{\alpha / \hbar} t$ during a LMSZ process when the two-qutrit system starts from the state $|-11\rangle$ for b) $\beta^{\prime}=0.11$, c) $\beta^{\prime}=1 / 2$ and d) $\beta^{\prime}=2$. The upper straight curve represents $\mathscr{N}=0.5$.
with three metastable levels may be used in a linear ion crystal to realize the interacting spin- 1 model under scrutiny through the application of laser fields [160, 161]. Moreover, a broad range of physical situations may be covered by such a model: two spin-1's in a double well optical lattice [157], interacting spin-1 nanomagnets [158] and effective interaction between two separated nitrogen-vacancy centres in diamond [159].

The dynamical problem has been solved thank to the reduction to two easier problems: one of two non-interacting fictitious spin- $1 / 2$ 's and the other of a fictitious three-level system. Such a reduction relies on the symmetry-based analysis of the Hamiltonian model which is unaffected by the timedependences of the applied fields and, more generally, by the time-dependences of all Hamiltonian parameters. This means that the same analysis may be developed considering other possible timedependences of the field leading to exactly solvable problems [35, 36, 37, 38].

The main result is the physical effect we called coupling-driven LMSZ transition. It consists in the fact that, although a transverse constant field is absent, LMSZ transitions between two-qutrit states are still possible thanks to the presence of the coupling between the two spin-1's. Indeed, the fictitious dynamics of the two decoupled qubits and the one of a fictitious spin-1 are characterized by a LMSZ longitudinal field and a fictitious constant transverse field stemming from the coupling existing between the spin-qutrits. This fact implies that, avoided crossings in the two qutrit system are possible thanks to the presence of such an interaction. A remarkable consequence of this circumstance consists in the fact that an appropriate ratio between the applied fields and the coupling parameters may result favourable for performing adiabatic dynamics with consequent full LMSZ transitions of the two spin-1 system. The knowledge of such a physical effect makes it possible to have control on the dynamics of
the system under scrutiny as well as to get information about the interaction characterizing the same system. We have brought to light, moreover, how the LMSZ transition probabilities change according to the (an)isotropy of the coupling terms.

We have showed that the physical relevance of the coupling-driven LMSZ transitions is twofold. First, by the knowledge of the transition probabilities we may estimate the coupling parameters of the two-qutrit model. Second, basing on such an estimation, we illustrated that an appropriate and specific choice of the slope of the LMSZ ramp can generate asymptotically entangled states of the two qutrits. We have analysed the level of entanglement by studying both the asymptotic Negativity against the LMSZ parameters and its time evolution. In the latter case, we have used the exact solutions of the LMSZ dynamical problem [69] and we have investigated the effects of the coupling determining the LMSZ parameter. We reported how such a parameter, depending on the ratio of the squared coupling and the slope of the ramp, determines not only the asymptotic value, but also the trend of the Negativity.

Finally, we have discussed also how the LMSZ transition probabilities are modified by the presence of a noisy field component stemming from the interaction of the the two-qutrit system with a surrounding environment. Such an analysis is based on the fact that the dynamical reduction is unaffected by the presence of the noise and so, also in this case, we may reduce the two-spin- 1 problem to easier problems whose solutions are known in literature. Following the same philosophy, we have exposed the possibility of treating exactly the problem also by introducing the environment effects with non-Hermitian terms in the Hamiltonian model.

It is worth to emphasize that the Hamiltonian model in Eq. (3.3) keeps its symmetry also for two larger spin systems, that is, for two interacting spins $\hat{\mathbf{J}}_{1}$ and $\hat{\mathbf{J}}_{2}$. In such a case, it is always possible to decompose the dynamical problem into two sub-problems related to the two dynamically invariant subspaces linked to the two eigenvalues ( 1 and -1 ) of the constant of motion $\cos \left[\pi\left(\hat{J}_{1}^{z}+\hat{J}_{2}^{z}\right)\right]$. However, for larger spin systems, the sub-dynamics could be very difficult to solve due to the high degeneracy of both eigenvalues. The symmetry-based existence of two dynamically invariant subspaces regardless of the values of the two spins, indeed, does not represent the successful key of our approach in its own. What has been reported here, thus, has the merit of explicitly showing that the resolution of the related dynamical problems cannot be derived simply generalizing technical aspects characterizing the analogous dynamical problem of two qubits.

The results reported in this first paragraph have been published in Ref. [190, 191]

### 3.2 Two qudits

An isolated dimeric unit of ions, each one exhibiting an effective spin $\hat{\mathbf{J}}$, may be regarded, as a system of two interacting spins. For some compounds of dimeric units it has been experimentally proven that neglecting the couplings between spins in neighbouring units is legitimate, implying that the quantum dynamics of the same compound may be derived from that of a single dimer [4, 54]. Experimental and theoretical investigations on biradical compounds provide a further example of a physical system describable in terms of two interacting spins. In a liquid solution a compound of biradicals can be described by a symmetric spin Hamiltonian model [3]. Research activity involving biradical compound systems run from high controllable low dimensional quantum magnets realization to the study of BoseEinstein condensation phenomena for magnetic excitations [47]. In the area of quantum computing, finally, spin Hamiltonian models describing the quantum dynamics of two electron spins in a double
quantum dot $[48,168,169,170,171]$ or in a double quantum well [21], furnish a theoretical basis for manipulating two-electron based qubits.

### 3.2.1 The model and the solution of the dynamical problem

Our physical system consists of two independent, localized and distinguishable spins of different value and physical nature, in general, represented by their relative spin operators $\hat{\mathbf{j}}_{1}$ and $\hat{\mathbf{j}}_{2}$, respectively, with $\hat{\mathbf{j}}_{i} \equiv\left(j_{i}^{x}, j_{i}^{y}, j_{i}^{z}\right)(i=1,2)$. By definition $\left[\hat{j}_{1}^{\alpha}, \hat{j}_{2}^{\beta}\right]=0(\alpha, \beta=x, y, z)$ and $\hat{\mathbf{j}}_{i} \wedge \hat{\mathbf{j}}_{i}=i \hbar \hat{\mathbf{j}}_{i}$. The $i$-th spin is subjected to the local external controllable time-dependent magnetic field

$$
\begin{equation*}
\mathbf{B}_{i}(t)=B_{i}^{x}(t) \mathbf{c}_{x}+B_{i}^{y}(t) \mathbf{c}_{y}+B_{i}^{z}(t) \mathbf{c}_{z}, \tag{3.65}
\end{equation*}
$$

such that

$$
\begin{equation*}
-\gamma_{1} \mathbf{B}_{1}(t)=-\gamma_{2} \mathbf{B}_{2}(t) \equiv \boldsymbol{\Omega}(t), \tag{3.66}
\end{equation*}
$$

$\gamma_{i}=g_{i} \mu_{0}$ being the magnetic moment associated to the $i$-th spin, with $g_{i}$ the appropriate Lande factor, and $\mu_{0}$ the appropriate Bohr magneton. We observe that $\mathbf{B}_{1}(t)$ and $\mathbf{B}_{2}(t)$ are parallel (anti-parallel) if $\gamma_{1} \gamma_{2}>0(<0)$. Condition (3.66) means that the two spins exhibit the same Zeeman spitting. The possibility of such a control of the magnetic field acting individually on each spin is in the grasp of experimentalists as realized in a double quantum dot system [50, 172].

Let us suppose that the two spins are in addition coupled via a ferromagnetic or anti-ferromagnetic isotropic Heisenberg interaction of strength $\lambda$, so that the corresponding Hamiltonian model may be written down as follows (from now on we set $\hbar=1$ ):

$$
\begin{equation*}
H(t)=H_{0}(t)+H_{I} \tag{3.67}
\end{equation*}
$$

with

$$
\begin{equation*}
H_{0}(t)=\sum_{i=1}^{2} \boldsymbol{\Omega}(t) \cdot \hat{\mathbf{j}}_{i}, \quad H_{I}=-\lambda \hat{\mathbf{j}}_{1} \cdot \hat{\mathbf{j}}_{2} \tag{3.68}
\end{equation*}
$$

acting upon the $\left(2 j_{1}+1\right)\left(2 j_{2}+1\right)$-dimensional Hilbert space $\mathscr{H}$ of the two spins. We underline that with respect to the model analysed before for two qubits and two qutrits, here we consider only the isotropic exchange interaction and all the components of the time-dependent field acting upon the two qudits.

We emphasize that recent experimental advances in the area of ${ }^{28}$ Si-based solid state quantum computing makes our Hamiltonian model (3.68) of some help to represent such a physical scenario [172]. In addition biradical compounds in liquid phase provide another interesting experimental situation usefully describable making use of our noiseless model [3].

To proceed with the analysis of the model it is useful to rewrite the Hamiltonian in terms of the total spin angular momentum operator $\hat{\mathbf{J}}=\hat{\mathbf{j}}_{1}+\hat{\mathbf{j}}_{2}$, getting

$$
\begin{equation*}
H(t)=\boldsymbol{\Omega}(t) \cdot \hat{\mathbf{J}}-\frac{\lambda}{2} \hat{\mathbf{J}}^{2}+K \tag{3.69}
\end{equation*}
$$

where $K \equiv \frac{\lambda}{2}\left(\hat{\mathbf{j}}_{1}^{2}+\hat{\mathbf{j}}_{2}^{2}\right)$ is proportional to the identity operator. Equation (3.69) clearly shows that our time-dependent Hamiltonian $H(t)$ commutes with $\hat{\mathbf{J}}^{2}=\left(\hat{\mathbf{j}}_{1}+\hat{\mathbf{j}}_{2}\right)^{2}$ and this implies that $\operatorname{Tr}\left\{\rho(t) \hat{\mathbf{J}}^{2}\right\}=$
$\operatorname{Tr}\left\{\rho(0) \hat{\mathbf{J}}^{2}\right\}$ at any time instant. Here $\rho(t)=U(t) \rho(0) U^{\dagger}(t), U(t)$ being the unitary time evolution operator fulfilling the Cauchy problem

$$
\begin{equation*}
i \dot{U}(t)=H(t) U(t) \quad U(0)=\mathbb{1} \tag{3.70}
\end{equation*}
$$

and $\rho(0)$ the initial density matrix of the two spins.
The conservation of $\hat{\mathbf{J}}^{2}$ leads to the existence of $\left(j_{1}+j_{2}\right)-\left|j_{1}-j_{2}\right|+1$ orthogonal, dynamically invariant subspaces $\mathscr{H}^{(j)}$ such that

$$
\begin{equation*}
\mathscr{H}=\bigoplus_{j=\left|j_{1}-j_{2}\right|}^{j_{1}+j_{2}} \mathscr{H}^{(j)} \tag{3.71}
\end{equation*}
$$

$\mathscr{H}^{(j)}$ denoting the invariant $(2 j+1)$-dimensional subspaces of $\hat{\mathbf{J}}^{2}$ pertaining to its eigenvalue $j(j+1)$. The Hamiltonian operator may be written as

$$
\begin{equation*}
H(t)=\bigoplus_{j=\left|j_{1}-j_{2}\right|}^{j_{1}+j_{2}} H^{(j)}(t) \tag{3.72}
\end{equation*}
$$

and accordingly generates the time evolution operator, solution of the Cauchy problem defined in Eq. (3.70) in the form

$$
\begin{equation*}
U(t)=\bigoplus_{j=\left|j_{1}-j_{2}\right|}^{j_{1}+j_{2}} U^{(j)}(t) \tag{3.73}
\end{equation*}
$$

$H^{(j)}(t)$ is the effective Hamiltonian of the two spins governing their dynamics in the $(2 j+1)$-dimensional dynamically invariant subspace $\mathscr{H}^{(j)}$ of $H(t)$, whereas $U^{(j)}(t)$ is the related time evolution operator, solution of the (restricted) Cauchy problem

$$
\begin{equation*}
i \dot{U}^{(j)}(t)=H^{(j)}(t) U^{(j)}(t), \quad U^{(j)}(0)=\mathbb{1}^{(j)} \tag{3.74}
\end{equation*}
$$

$\mathbb{1}^{(j)}$ being the identity operator in $\mathscr{H}^{(j)}$.
Since the term $K^{\prime} \equiv-\frac{\lambda}{2} \widehat{\mathbf{J}}^{2}+K$ is proportional to $\mathbb{1}^{(j)}$ in $\mathscr{H}^{(j)}$, whatever $j$ is, the effective Hamiltonian $H^{(j)}(t)$ governing the dynamics in $\mathscr{H}^{(j)}$ may be written as

$$
\begin{equation*}
H^{(j)}(t)=\boldsymbol{\Omega}(t) \cdot \hat{\mathbf{j}}+K^{\prime} \tag{3.75}
\end{equation*}
$$

which, formally, is the Hamiltonian of a fictitious spin $\hat{\mathbf{j}}$, with spin angular momentum $j$ and magnetic moment $\gamma_{1}$, subjected to the time-dependent magnetic field $\mathbf{B}_{1}(t)$. Of course, due to Eq. (3.66) and Eq. (3.75), in this scenario $\gamma_{1}$ and $\mathbf{B}_{1}(t)$ may be replaced by $\gamma_{2}$ and $\mathbf{B}_{2}(t)$, respectively. This means that each effective Hamiltonian $H^{(j)}(t)$ possesses an su(2)-symmetry structure and the related time evolution operator $U^{(j)}(t)$ may be expressed $[39,173]$ in terms of the two time-dependent complexvalued functions, $a=a(t)$ and $b=b(t)$, entries of the evolution operator

$$
U^{(1 / 2)}(t)=\left(\begin{array}{cc}
a & b  \tag{3.76}\\
-b^{*} & a^{*}
\end{array}\right), \quad|a|^{2}+|b|^{2}=1
$$

i.e. the solution of the Liouville-Cauchy problem (3.74) with $j=1 / 2$ and $H^{(1 / 2)}=\boldsymbol{\Omega}(t) \cdot \frac{\hat{\boldsymbol{\sigma}}}{2}$. The Pauli vector is defined as $\hat{\boldsymbol{\sigma}}=\sigma^{x} \mathbf{c}_{1}+\sigma^{y} \mathbf{c}_{2}+\sigma^{z} \mathbf{c}_{3}, \sigma^{x}, \sigma^{y}$ and $\sigma^{z}$ being the Pauli matrices. The entries of the
matrix $U^{(j)}(t)$ in the standard ordered basis of the eigenstates of the third component of the fictitious spin $j:\{|m\rangle, m=j, j-1, \ldots,-j\}$, may be cast as follows [39] (time dependence is suppressed)

$$
\begin{equation*}
U_{m, m^{\prime}}^{(j)}(a, b)=e^{-i K^{\prime} t} \sum_{\mu} C_{m, m^{\prime}}^{(j)} a^{j+m^{\prime}-\mu}\left(a^{*}\right)^{j-m-\mu} b^{m-m^{\prime}+\mu}\left(b^{*}\right)^{\mu}, \tag{3.77}
\end{equation*}
$$

where [39]

$$
\begin{equation*}
C_{m, m^{\prime}}^{(j)}=(-1)^{\mu} \frac{\sqrt{(j+m)!(j-m)!\left(j+m^{\prime}\right)!\left(j-m^{\prime}\right)!}}{\mu!\left(j+m^{\prime}-\mu\right)!(j-m-\mu)!\left(m-m^{\prime}+\mu\right)!} . \tag{3.78}
\end{equation*}
$$

We point out that, whatever $m$ and $m^{\prime}$ are, the summation, formally a series generated by $\mu$ running over the positive integer set, is a finite sum, generated by all the values of $\mu$ for which the denominator is finite; negative values of $\mu$ are then excluded. It is possible to convince oneself that, defined in this manner, $\left|U_{m, m^{\prime}}^{(j)}(a, b)\right|^{2}$ represents the probability to find the $N$-level system in the state with $z$-projection $m$ when it is initially prepared in the state with $z$-projection $m^{\prime}$. Summing up, Eqs. (3.77) and (3.78) provide the solution of the Cauchy problem defined by Eq. (3.74) which, in turn and in view of Eq. (3.73), enables us to write down the exact time evolution operator solution of our main problem as defined by Eq. (3.70).

We emphasize that the possibility of expressing $U(t)$ in terms of only two time-dependent complexvalued functions may be traced back to the existence of $\operatorname{su}(2)$ structures nested in the Hamiltonian model given by Eq. (3.68). Such a property is a direct consequence of the symmetries possessed by the Hamiltonian model and paves the way to the exact determination of the evolution operator $U(t)$ generated by $H$.

This approach may be successfully exploited when $\boldsymbol{\Omega}(t)$ is such to allow the construction of explicit expression for $a(t)$ and $b(t)$ in a given specific physical situation. For example, when $\boldsymbol{\Omega}(t)$ coincides with that considered originally by Rabi [31], we are in condition to construct the explicit form of the evolution operator [31, 32] generated by the correspondent $H$ given in Eq. (3.68) and as a consequence to investigate any aspect of the related quantum dynamics. It is thus of relevance that recently other $\mathrm{su}(2)$ time-dependent scenarios have been proposed and exactly solved [35, 36, 37, 38], with application to interacting spin systems according to approach exposed in this thesis. This circumstance opens the possibility of applying the approach here reported to several possible other scenarios of experimental interest, different from the one originally considered by Rabi. The exact knowledge of how two-spin systems evolve under controllable time-dependent magnetic fields might be exploited to comply, on demand, with technological needs or experimental requests.

### 3.2.2 Quantum dynamics

We investigate now possible effects of the exchange interaction $H_{I}$ between $\hat{\mathbf{j}}_{1}$ and $\hat{\mathbf{j}}_{2}$ on the quantum dynamics each spin would experience if $\lambda$ were absent. Let us denote by $\left|m_{i}\right\rangle, m_{i}=j_{i}, j_{i}-1, \ldots,-j_{i}$, a generic eigenstate of $\hat{j}_{i}^{z}(i=1,2)$. Suppose our two-spin system prepared in the state $\left|j_{1}, j_{2}\right\rangle \equiv$ $\left|j_{1}\right\rangle\left|j_{2}\right\rangle$ belonging to $\mathscr{H}^{\left(j_{1}+j_{2}\right)}$. The probability $P_{j_{1}, j_{2}}^{-j_{1},-j_{2}}(t)$ of finding the compound system in the state $\left|-j_{1},-j_{2}\right\rangle \in \mathscr{H}^{\left(j_{1}+j_{2}\right)}$ at any time instant may be expressed as

$$
\begin{equation*}
P_{j_{1}, j_{2}}^{-j_{1}, j_{2}}(t)=\left|U_{-j, j}^{(j)}(a, b)\right|^{2}=\left|\left[-b^{*}\right]^{2 j}\right|^{2}=|b|^{4\left(j_{1}+j_{2}\right)} \tag{3.79}
\end{equation*}
$$

in view of Eq. (3.77), with $j=j_{1}+j_{2}$.
This result means that, preparing the two spins in the factorized state $\left|j_{1}, j_{2}\right\rangle$, the probability of finding the system in the factorized state $\left|-j_{1},-j_{2}\right\rangle$ is equal to the probability we would get when the same $\boldsymbol{\Omega}(t)$ is experienced by two non-interacting spins $\hat{\mathbf{j}}_{1}$ and $\hat{\mathbf{j}}_{2}$. It is possible to find a physical reason at the basis of the previous result by bringing to light remarkable features characterizing the quantum dynamics of our two-spin systems by considering the reduced dynamics of the two subsystems of interest.

The Liouville-Cauchy problem governing the time evolution of a generic state $\rho(0)$ of the two-spin system is

$$
\begin{equation*}
i \dot{\rho}=[H, \rho] . \tag{3.80}
\end{equation*}
$$

In view of Eq. (3.73), its solution $\rho(t)=U(t) \rho(0) U^{\dagger}(t)$ is determined after solving the following Cauchy problem for a spin $1 / 2$

$$
\begin{equation*}
i \dot{U}^{(1 / 2)}=H^{(1 / 2)} U^{(1 / 2)}, \quad U^{(1 / 2)}(0)=\mathbb{1}^{(1 / 2)} \tag{3.81}
\end{equation*}
$$

where $H^{(1 / 2)}=\boldsymbol{\Omega}(t) \cdot \hat{\mathbf{s}}$, with $\hat{\mathbf{s}}=\frac{1}{2} \hat{\boldsymbol{\sigma}}$.
The time evolution of the reduced density matrix of the $i$-th spin is related to the solution $\rho(t)$ of the Liouville-Cauchy problem (3.80) as follows

$$
\begin{equation*}
i \dot{\rho}_{i}=\left[H_{i}, \rho_{i}\right]+\operatorname{Tr}_{k \neq i}\left\{\left[H_{I}, \rho\right]\right\}, \tag{3.82}
\end{equation*}
$$

where $H_{i}=\boldsymbol{\Omega}(t) \cdot \hat{\mathbf{j}}_{i}, H_{I}$ is defined in Eq. (3.26) and $\rho_{i}(t)$ satisfies the initial condition $\rho_{i}(0)=$ $\operatorname{Tr}_{k \neq i}\{\rho(0)\}$. The symbol $\operatorname{Tr}_{k \neq i}$ means tracing with respect to "the other spin". Equation (3.82) clearly shows that in correspondence to each $\rho(t)$ such that $\left[H_{I}(t), \rho(t)\right]=0$ at any time instant, the $i$-th reduced density operator $\rho_{i}(t)$ satisfies the following Cauchy problem

$$
\begin{equation*}
i \dot{\rho}_{i}(t)=\left[H_{i}, \rho_{i}(t)\right], \quad \rho_{i}(0)=\operatorname{Tr}_{k \neq i}\{\rho(0)\} . \tag{3.83}
\end{equation*}
$$

Since both $H$ and $H_{I}$ commute with $\hat{\mathbf{J}}^{2}$, it is easy to convince oneself that any density matrix $\rho(0)$, at any time satisfying $\left[H_{I}(t), \rho(t)\right]=0$, may be represented in the coupled basis as

$$
\begin{equation*}
[\rho(0)]_{C B}=\bigoplus_{j=\left|j_{1}-j_{2}\right|}^{j_{1}+j_{2}} \rho^{(j)} \tag{3.84}
\end{equation*}
$$

$\rho^{(j)}$ being a $(2 j+1)$-dimensional semi-positive definite matrix such that $\rho(0)$ is a density matrix. As a consequence, when $\rho(0)$ belongs to the class of initial conditions given by Eq. (3.84), the solution of the Cauchy problem (3.83) may be written down as follows

$$
\begin{equation*}
\rho_{i}(t)=U_{i}(t) \rho_{i}(0) U_{i}^{\dagger}(t) \tag{3.85}
\end{equation*}
$$

where $U_{i}(t)$ is the unitary operator governing the $\mathrm{SU}(2)$ time evolution of the spin $\hat{\mathbf{j}}_{i}$ when $\lambda=0$.
In words, the symmetries of the Hamiltonian, under the condition (3.84), guarantee that each spin subsystem evolves as if the other one were absent, that is undergoing no influence stemming from the coupling term. It is worthwhile to remark that such a property holds whatever the magnetic field timedependence is. At the light of this result we understand better and more deeply the result in Eq. (3.79):
since the factorized initial state $\left|j_{1}, j_{2}\right\rangle$ of the compound system belongs to the class of initial conditions given in Eq. (3.84), then, the joint probability of finding the two spins in the state $\left|-j_{1},-j_{2}\right\rangle$ is nothing but the probability $|b|^{4 j_{1}}$ of finding the spin $j_{1}$ in its state $\left|-j_{1}\right\rangle$ multiplied by the probability $|b|^{4 j_{2}}$ of finding the spin $j_{2}$ in its state $\left|-j_{2}\right\rangle$.

In addition we recognize that the class of initial states given by Eq. (3.84) collects states being Interaction Free Evolving (IFE) states, recently reported in literature [174, 175, 176]. By definition they are pure or mixed states of a binary system evolving in time as if the interaction between the two subsystems were absent. We point out that, of course, any generic initial condition of the compound system presenting coherence terms between the different dynamically invariant subspaces of $H$ and $\hat{\mathbf{J}}^{2}$ does not manifest such a peculiar dynamical feature since the reduced dynamics of the two spins is influenced by the existing isotropic Heisenberg coupling between the two spins.

It is finally worthwhile to observe that the initial entanglement between the two spins $\hat{\mathbf{j}}_{1}$ and $\hat{\mathbf{j}}_{2}$ in an arbitrary state of the class singled out by Eq. (3.84), does not change in time, whatever the entanglement measure adopted is. The physical reason may be traced back to the dynamical quenching of the interaction term stemming, in turn, from constraints on the evolution imposed by the symmetry properties possessed by our Hamiltonian model (3.26).

### 3.2.3 Dynamical effects due to the interaction parameter

To bring to light effects witnessing peculiar features in the quantum dynamic of the two coupled spins, we have to consider initial states generating coherences between different dynamically invariant subspaces of $H$. To this end, let us consider the $\left(2 j_{1}+1\right)\left(2 j_{2}+1\right)$ factorized states of the standard basis $\left\{\left|m_{1}, m_{2}\right\rangle ;-j_{1} \leq m_{1} \leq j_{1},-j_{2} \leq m_{2} \leq j_{2}\right\}$, ordered as

$$
\begin{array}{r}
\left\{\left|j_{1}, j_{2}\right\rangle \equiv\left|e_{1}\right\rangle,\left|j_{1}, j_{2}-1\right\rangle \equiv\left|e_{2}\right\rangle, \ldots,\left|j_{1},-j_{2}\right\rangle \equiv\left|e_{2 j_{2}+1}\right\rangle\right. \\
\left|j_{1}-1, j_{2}\right\rangle \equiv\left|e_{2 j_{2}+2}\right\rangle,\left|j_{1}-1, j_{2}-1\right\rangle \equiv\left|e_{2 j_{2}+3}\right\rangle, \ldots,  \tag{3.86}\\
\left.\left|-j_{1}, j_{2}\right\rangle \equiv\left|e_{2 j_{2}\left(2 j_{1}+1\right)}\right\rangle, \ldots,\left|-j_{1},-j_{2}\right\rangle \equiv\left|e_{\left(2 j_{1}+1\right)\left(2 j_{2}+1\right)}\right\rangle\right\},
\end{array}
$$

The projections of the factorized state $|\psi(0)\rangle=\left|j_{1}, j_{2}-1\right\rangle$ in the two invariant subspaces of $\hat{\mathbf{J}}^{2}$, labelled by $\left(j_{1}+j_{2}\right)$ and $\left(j_{1}+j_{2}-1\right)$, do not vanish and then the evolution of $|\psi(0)\rangle$ may be expressed as

$$
\begin{equation*}
|\psi(t)\rangle=\sum_{k} U_{k 2}\left|e_{k}\right\rangle \tag{3.87}
\end{equation*}
$$

where $k$ runs from 1 to $\left(2 j_{1}+1\right)\left(2 j_{2}+1\right)$ generating the entries $U_{k 2}$ in the second column of $(U)_{S B}$, in accordance with our ordered standard basis.

To reach our goal, it is also important to choose appropriately the physical observable to be investigated. If we consider, e.g., the third component of the total spin angular momentum of the system $\hat{J}^{2}=\hat{j}_{1}^{z}+\hat{j}_{2}^{z}$, it is easy to verify that it commutes with the isotropic Heisenberg interaction $H_{I}=-\lambda \hat{\mathbf{j}}_{1} \cdot \hat{\mathbf{j}}_{2}$. Since, in addition, $\left[H_{0}, H_{I}\right]=0$ at any time instant, then

$$
\begin{align*}
& \langle\psi(t)| \hat{J}^{z}|\psi(t)\rangle=\left\langle\psi_{0}(t)\right| \hat{J}^{z}\left|\psi_{0}(t)\right\rangle=  \tag{3.88}\\
& =\left\langle\psi_{01}(t)\right| \hat{j}_{1}^{z}\left|\psi_{01}(t)\right\rangle+\left\langle\psi_{02}(t)\right| \hat{j}_{2}^{z}\left|\psi_{02}(t)\right\rangle
\end{align*}
$$

where $\left|\psi_{0}(t)\right\rangle=U_{0}(t)|\psi(0)\rangle,\left|\psi_{01}(t)\right\rangle=U_{01}\left|j_{1}\right\rangle$ and $\left|\psi_{02}(t)\right\rangle=U_{02}\left|j_{2}-1\right\rangle$, with $\hat{j}_{1}^{z}\left|j_{1}\right\rangle=j_{1}\left|j_{1}\right\rangle$ and $\hat{j}_{2}^{z}\left|j_{2}-1\right\rangle=\left(j_{2}-1\right)\left|j_{2}-1\right\rangle$. In these expressions $U_{0}(t)$ is the unitary evolution operator generated by $H_{0}(t)$, whereas $U_{0 i}(t)$ is that generated by $\boldsymbol{\Omega} \cdot \hat{\mathbf{j}}_{i}$. Thus, we predict the independence of $\langle\psi(t)| \hat{j}^{z}|\psi(t)\rangle$ from $\lambda$, regardless of the specific magnetic field acting upon the two-spin system. It is indeed possible to convince oneself that

$$
\begin{align*}
\left\langle\hat{J}^{z}(t)\right\rangle=0, & \text { if } j_{1}=j_{2}=1 / 2  \tag{3.89}\\
\left\langle\hat{J}^{z}(t)\right\rangle=\frac{|a|^{2}-|b|^{2}}{2}, & \text { if } j_{1}=2 j_{2}=1  \tag{3.90}\\
\left\langle\hat{J}^{z}(t)\right\rangle=|a|^{2}-|b|^{2}, & \text { if } j_{1}=j_{2}=1, \tag{3.91}
\end{align*}
$$

In order to predict a visible effect of the coupling between the spins, we calculate the time-dependence of the mean value of $\hat{j}_{1}^{2}$, getting

$$
\begin{equation*}
\langle\psi(t)| \hat{j}_{1}^{z}|\psi(t)\rangle=\sum_{i=0}^{2 j_{1}} \sum_{k=1+i\left(2 j_{2}+1\right)}^{(i+1)\left(2 j_{2}+1\right)}\left(j_{1}-i\right)\left|U_{k 2}\right|^{2}, \tag{3.92}
\end{equation*}
$$

which in the three particular cases under scrutiny, leads respectively to the following explicit expressions

$$
\begin{align*}
& \left\langle\hat{j}_{1}^{z}(t)\right\rangle=\frac{1}{2}\left(|a|^{2}-|b|^{2}\right) \cos (\lambda t),  \tag{3.93}\\
& \left\langle\hat{j}_{1}^{z}(t)\right\rangle=\frac{1}{9}\left(|a|^{2}-|b|^{2}\right)\left[5+4 \cos \left(\frac{3 \lambda}{2} t\right)\right],  \tag{3.94}\\
& \left\langle\hat{j}_{1}^{z}(t)\right\rangle=\frac{1}{2}\left[|a|^{2}-|b|^{2}+\left(1-2|a|^{2}|b|^{2}\left(|a|^{2}-2|b|^{2}\right)\right) \cos (2 \lambda t)\right], \tag{3.95}
\end{align*}
$$

with the short notation $\left\langle\hat{j}_{1}^{z}(t)\right\rangle=\langle\psi(t)| \hat{j}_{1}^{z}|\psi(t)\rangle$.
It is remarkable that by measuring the magnetization time-dependence of any one of the two spin subsystems we may experimentally recover information about the coupling strength, regardless of the applied magnetic field. This fact, in view of Eqs. (3.93), (3.94) and (3.95), enables us to check experimentally whether a direct interaction between the two spins exists or at least plays a non-negligible role in the Hamiltonian model describing the two-spin system in a given physical scenario.

### 3.2.4 Summary and remarks

In this paragraph we have brought to light that the problem of a binary system constituted by two qudits interacting through isotropic Heisenberg coupling and subjected to a general time-dependent field is reducible into a set of independent problems of single (fictitious) spin. Such property, being based on the structural symmetry imposed to the Hamiltonian model, holds whatever the time dependence of the controllable magnetic field is. This reducibility property, applicable to two quantum spins $\hat{\mathbf{j}}_{1}$ and $\hat{\mathbf{j}}_{2}$ of arbitrary magnitudes $j_{1}$ and $j_{2}$, represents then a new rather general result exploitable in several different physical contexts from condensed matter to quantum information, as underlined in the introductory part.

We provide ready-to-use $\mathrm{SU}(2)$-based expressions of the unitary time evolution operator in terms of the two time-dependent complex-valued functions $a(t)$ and $b(t)$. These two functions determine the joint probability transition of the two spins from an initial state to a final state. It is remarkable that under appropriate initial conditions the reduced dynamics of each spin keeps unitarity, meaning that the initial state of the compound system behaves indeed as an IFE state. The time behaviour of the total magnetization as well as of each individual spin (supposed distinguishable) has been exactly forecasted. It deserves to be emphasized that, in principle, measurements of such time-dependences allow to achieve a feedback both on the coupling mechanism and, if confirmed as Heisenberg exchange interaction, on the coupling constant strength.

We underline that our dynamical reduction procedure is immune from effects stemming from degradation of unitary evolution due to the presence of classical random fields. This circumstance suggests the possibility to investigate effects stemming from noise, e.g. by adding to the ideal Hamiltonian model a fast fluctuating Gaussian field selected as a classical field, random both in its direction and intensity [177, 178].

As last remarks, we point out first that it is straightforward to make use of the approach reported in this paper to treat successfully the quantum dynamics of the Hamiltonian model given in Eq. (3.68) when the coupling constant $\lambda$ is considered time-dependent too. Physical scenarios and experimental set-ups leading to time-dependent coupling constants between two subsystems have been recently reported [179]. Secondly, we notice that our approach does not lose its interest even when the experimental set-up in conjunction with the physical system under scrutiny prevent us from invoking distinguishability of two equal and interacting spins. In this case our approach still holds its validity provided we confine ourselves to any permutationally (symmetric or antisymmetric) invariant subspace $\mathscr{H}^{(j)}$ of the Hilbert space spanned by the eigenstates of the total angular momentum.

The results reported in this paragraph have been published in Ref. [192].

## 3.3 $N$ interacting-qubit system

One of the attractive aspects in the physics of trapped ions and superconducting circuits stems from their dual relationship with quantum and semi-classical spin models. On one hand, we may effectively describe the dynamics of such kind of systems in terms of the language of spin systems. On the other hand, through these highly controllable technologies [180], we may reproduce and implement several types of spin interactions. Thus, trapped ions and superconducting circuits provide examples of quantum simulators of the dynamical behaviour of other quantum systems in accordance with the original seminal idea of Feynman [181], mathematically reformulated in terms of digital operations some years later [182].

A fascinating formal aspect of these quantum simulations is the mathematical occurrence of local $N$-wise spin- $1 / 2$ coupling terms in the Hamiltonian. Here $N$-wise means that the interaction among the $N$ spins may be represented as an $N$-degree homogeneous multilinear polynomial in the $3 N$ dynamical variables of all the $N$ spins. Such a kind of coupling is of course alien to physical context like nuclear, atomic, and molecular physics. However, the usefulness of such $N$-spin Hamiltonian models has been recently brought to light in the treatment and the study of fermion lattice models where many-body interactions are present [42]. It is possible to implement many-body interactions of higher than secondorder through both trapped ions techniques [41, 183] and superconducting transmon qubit arrays [8]
by exploiting collective entangling operations [184, 185]. Their physical and technological importance stems from the possibility to ease several tasks of quantum information processing. In this manner, we may drive the generic many-qubit transition $|-\rangle^{\otimes N} \rightarrow|+\rangle^{\otimes N}$ to prepare multipartite Greenberger-Horne-Zeilinger (GHZ) states with a single operation and to implement stabilizer operators [108, 186] with local qubit rotations. This will allow for the implementation of topological codes [187], among other effects. Finally, the interest of studying higher order interactions may be found also in their relevance in describing better physical features and dynamical aspects of complex systems [188].

### 3.3.1 The model and its symmetries

We investigate the properties of a system of $N$ distinguishable spin- $1 / 2$ 's subject to different magnetic fields and interacting in accordance to the following specific uniform $N$-wise interactions,

$$
\begin{equation*}
H=\sum_{k=1}^{N} \hbar \omega_{k} \hat{\sigma}_{k}^{z}+\gamma_{x} \bigotimes_{k=1}^{N} \hat{\sigma}_{k}^{x}+\gamma_{y} \bigotimes_{k=1}^{N} \hat{\sigma}_{k}^{y}+\gamma_{z} \bigotimes_{k=1}^{N} \hat{\sigma}_{k}^{z} . \tag{3.96}
\end{equation*}
$$

Here, uniform means that no term mixing different components of different spins, e.g. $\hat{\sigma}_{1}^{x} \hat{\sigma}_{2}^{y} \hat{\sigma}_{3}^{z} \ldots \hat{\sigma}_{N}^{x}$, is present in the Hamiltonian where only three "diagonal" terms appear. The coupling constants $\gamma_{x}$, $\gamma_{y}$ and $\gamma_{z}$ quantitatively characterize these three terms. $\hat{\sigma}^{x}, \hat{\sigma}^{y}$ and $\hat{\sigma}^{z}$ are the standard Pauli matrices and $\hbar \omega_{k}$ is the energy separation induced in the $k$-th spin by its relative magnetic field. We are able to exactly diagonalize this model by reducing it into a set of independent problems of single spin- $1 / 2$. It is worthwhile to note that our technique may be applied even when the Hamiltonian parameters are time dependent. This circumstance provides the key to govern the dynamics of all the spins by manipulating the time-dependent magnetic field acting upon only one out of the $N$ spins.

The Hamiltonian (3.96) may be exactly diagonalized by means of a chain $T$ of unitary transformations after which it may be put in the following form (see Appendix D.1). In the case of an odd number of spins, it reads
$\tilde{H} \equiv T^{\dagger} H T=\hbar\left[\omega_{1}+\sum_{k=2}^{N} \omega_{k} \prod_{k^{\prime}=2}^{k} \sigma_{k^{\prime}}^{z}\right] \hat{\sigma}_{1}^{z}+\gamma_{x} \hat{\sigma}_{1}^{x}+\left[(-1)^{\frac{N-1}{2}} \gamma_{y}^{(N-1) / 2} \prod_{k=1}^{z} \sigma_{2 k+1}^{z}\right] \hat{\sigma}_{1}^{y}+\left[\gamma_{z}^{(N-1) / 2} \prod_{k=1}^{z} \sigma_{2 k+1}^{z}\right] \hat{\sigma}_{1}^{z}$,
whereas for an even number of spins, it assumes the form

$$
\begin{equation*}
\tilde{H} \equiv T^{\dagger} H T=\hbar\left[\omega_{1}+\sum_{k=2}^{N} \omega_{k} \prod_{k^{\prime}=2}^{k} \sigma_{k^{\prime}}^{z}\right] \hat{\sigma}_{1}^{z}+\gamma_{x} \hat{\sigma}_{1}^{x}+\left[(-1)^{\frac{N}{2}} \gamma_{y} \prod_{k=1}^{N / 2} \sigma_{2 k}^{z}\right] \hat{\sigma}_{1}^{x}+\gamma_{z} \prod_{k=1}^{N / 2} \sigma_{2 k}^{z} . \tag{3.98}
\end{equation*}
$$

The total unitary operator accomplishing this chained transformations may be written as

$$
\begin{equation*}
T=\frac{1}{2^{N-1}} \prod_{k=0}^{N-2}\left[\mathbb{1}+\hat{\sigma}_{N-(k-1)}^{z}+\hat{\sigma}_{N-k}^{x}-\hat{\sigma}_{N-(k+1)}^{z} \hat{\sigma}_{N-k}^{x}\right] . \tag{3.99}
\end{equation*}
$$

We see that the only dynamical variable representing the $k$-th spin with $k \neq 1$ in $\tilde{H}$ (even and odd case), is $\hat{\sigma}_{k}^{z}$ which is constant of motion for $\tilde{H}$ even if $\frac{\partial}{\partial t} \tilde{H} \neq 0$. This means that we may treat all the
$\hat{\sigma}_{k}^{z}(k \neq 1)$ as numbers $(+1$ or -1$)$ and the string of values of these constants of motion identifies one specific subspace out of the $2^{N-1}$ dynamically invariant Hilbert subspaces (this is the reason why we left the hat on top the operators). Therefore, treating $\hat{\sigma}_{k}^{z}(k \neq 1)$ as parameters, Eqs. (3.97) and (3.98) give us $2^{N-1}$ effective Hamiltonians of the first spin-1/2. Exploiting the explicit expression of $T$, the dynamics generated by each effective Hamiltonian is turned into the dynamics of the $N$-spin system which of course will take place in a $2 \times 2$ still invariant subspace of $H$ as given by Eq. (3.96).

We remark that, in each of such two-dimensional subspaces, the dynamics involves a specific state of the standard basis (s.b.), $|s . b$.$\rangle , and the relative flipped state, that is the one identified by \bigotimes_{k} \hat{\sigma}_{k}^{x}|s . b$.$\rangle .$ Then, we have, for example, subdynamics involving the following couples of states: $|+\rangle^{\otimes(N-m)}|-\rangle^{\otimes m}$ and $|-\rangle^{\otimes(N-m)}|+\rangle^{\otimes m}\left[\hat{\sigma}_{i}^{z}| \pm\rangle= \pm| \pm\rangle\right]$. This means, in particular, that the dynamically invariant subspace identified by the eigenvalues $\sigma_{k}^{z}=1$ (for all possible $k \neq 1$ ) involves the two states $|+\rangle^{\otimes N}$ and
 system through this kind of interactions between the spins, as it is well known in literature [8, 108]. Moreover, the added value of this model lies in the application of appropriately engineered (timedependent) magnetic fields, in order to govern the transition of the spin system between the two states, or to manipulate in time the generation of specific superposition states. However, to this end, a timedependent analysis of the problem is necessary.

Up to now, we have only considered a time-independent Hamiltonian model. Nevertheless, note that the same arguments discussed above hold for a time-dependent Hamiltonian as well. The mathematical reason is that the unitary transformation operator $T$ is independent of the Hamiltonian parameters. In this way, we are able to break down the time-dependent Schrödinger equation for our $N$-spin system into a set of $2^{N-1}$ decoupled time-dependent Schrödinger equations (see Appendix D.2). This implies that an exactly solvable time-dependent scenario of a spin- $1 / 2$ could be an exactly solvable scenario for our $N$-spin system dynamics restricted in one of the $2^{N-1}$ dynamically invariant Hilbert subspaces. Therefore, the knowledge of exactly solvable problems of a single spin- $1 / 2$ subjected to a time-dependent magnetic field [31, 33, 35, 36, 37, 38]) becomes strategic.

### 3.3.2 Controllable quantum dynamics

Let us now consider the following specialized model

$$
\begin{equation*}
H=\hbar \omega_{1} \hat{\sigma}_{1}^{z}+\gamma_{x} \bigotimes_{k} \hat{\sigma}_{k}^{x} \tag{3.100}
\end{equation*}
$$

and the initial condition $|\psi(0)\rangle=|+\rangle^{\otimes N}\left(\hat{\sigma}^{z}| \pm\rangle= \pm| \pm\rangle\right)$. In this instance, following our previous symmetry-based analysis, the problem is reduced to the following fictitious single-spin- $1 / 2$ problem $\tilde{H}=\hbar \omega_{1} \hat{\sigma}_{1}^{z}+\gamma_{x} \hat{\sigma}_{1}^{x}$, regardless of the parity of $N$. If we now suppose that $\omega_{1}$ varies over time in such a way to produce a perfect inversion of the fictitious spin or a balanced superposition between the states
 inversion of all the spins at the same time and a GHZ state of our $N$-spin system. These two cases are considered in the figure below where the exact probability transition $P_{+}^{-}(t)$ of finding the $N$-spin system in the state $|-\rangle^{\otimes N}$ starting from $|+\rangle^{\otimes N}$ is reported for two different time-dependences of the magnetic field acting upon the first spin, against the dimensionless time $\tau=\gamma_{x} t / \hbar$. The expressions both of the magnetic fields (Figs. 3.5a and 3.5c) and the related transition probabilities (solid lines in Figs. 3.5b
and 3.5 d , rspectively) are analytically derived by exactly solving the single-spin- $1 / 2$ dynamical problem [38]. The time-dependences of the fields and the related analytical solution of the dynamical problems are the ones reported in Secs. 1.2 .2 and 1.3.2. Thus, these cases represent exactly solvable timedependent scenarios for the dynamics of the $N$-spin system restricted to the two-dimensional subspace involving the states $|+\rangle^{\otimes N}$ and $|-\rangle^{\otimes N}$. Analogously, we may generate Rabi oscillations between the


Figure 3.5: (Color online) Time dependences of the magnetic field acting upon the first spin of the chain [a) and c)] with the related time behaviour of the transition probability from $|+\rangle^{\otimes N}$ to $|-\rangle^{\otimes N}$ [b) and d), respectively]. The first case consists in generating a superposition between the two states; the second case realizes an inversion of all spins in the system. The constant dashed lines in Figs. b) and d) represent $P_{+}^{-}=1 / 2$ and $P_{+}^{-}=1$, respectively.
two states of the $N$-spin system involved in the subdynamics, by appropriately varying over time the parameter $\gamma_{x}$ [31]. This means that, through the $N$-spin model under scrutiny, we may govern the dynamics of the whole $N$-spin system by appropriately engineering in time either the magnetic field acting upon only the first spin (ancilla qubit) or the coupling parameter or both.

### 3.3.3 Selective interaction-based cooling effect

Now we want to discuss a possible application of experimental interest aiming at attaining a cooling effect of the whole spin system. It is based on the possibility of selecting the invariant subspace wherein the $N$-spin-system dynamics occurs by appropriately varying over time the coupling parameter(s). This idea was presented for the first time in [189] but developed within another physical context. To this
end, let us consider the following specialized model

$$
\begin{equation*}
H=\sum_{k=1}^{N} \hbar \omega_{k} \hat{\sigma}_{k}^{z}+\gamma_{x}(t) \bigotimes_{k} \hat{\sigma}_{k}^{x}+\gamma_{y}(t) \bigotimes_{k} \hat{\sigma}_{k}^{y}, \tag{3.101}
\end{equation*}
$$

with $\gamma_{x}(t)=\gamma \cos (v t)$ and $\gamma_{y}(t)=\gamma \sin (v t)$ and for an odd number of spins. In this way, in each subdynamics we have Rabi oscillations between the two involved standard basis states. We know that these oscillations occur with maximum probability when the oscillation frequency of the (fictitious) transverse magnetic field $(v)$, is equal to the characteristic frequency between the two energy levels. Let us analyse the following conditions: 1) the characteristic frequencies of all spins are much larger than the coupling constant, $\omega_{k} \gg \gamma / \hbar ; 2$ ) the oscillation frequency of the coupling constants ( $v$ ) matches the resonant condition in a specific subspace. In these instances, then, we obtain a complete oscillating behaviour in this 'selected' subspace, while in all the other ones the system dynamics is frozen since the transition probability is negligible.

To be more explicit, let us consider for simplicity three spins and the initial condition involving all the states characterized by the first spin (ancilla qubit) in the state $|+\rangle$. In each subspace the probability of transition from the effective state $|+\rangle$ to the effective state $|-\rangle$ reads $P_{+}^{-}(t)=\frac{(\gamma / \hbar)^{2}}{(\gamma / \hbar)^{2}+\Delta_{n}^{2}} \sin \left(\frac{\omega_{R}}{2} t\right)$, with $\omega_{R}=\sqrt{\Delta_{n}^{2}+(\gamma / \hbar)^{2}}$ and $\Delta_{n}=\left[\omega_{1}+\sum_{k=2}^{3} \omega_{k} \prod_{k^{\prime}=2}^{k} \hat{\sigma}_{k^{\prime}}^{z}\right]+v_{n}$. Here $n$ discriminates the different sub-dynamics and $v_{n}= \pm v$ depending on the sub-space, as it is clear by Eq. (3.97). It is easy to verify that if we assume now, for example, $v=-\sum_{k=1}^{3} \omega_{k}$ we have complete oscillations, that is $P_{+}^{-}(t)=$ $\sin \left(\frac{\omega_{R}}{2} t\right)$, only in the subspace involving the two states $|+\rangle^{\otimes 3}$ and $|-\rangle^{\otimes 3}$. In the other subspaces, instead, providing that the condition $\omega_{k} \gg \gamma, \forall k$ is satisfied, the probability of transition is negligible and the dynamics is frozen, in the sense that the state remains the initial one.

This coupling-based dynamical selectivity turns out to be of particular relevance in the light of the following application of experimental interest. In the case of three spins under scrutiny, for the sake of the simplicity, let us take into account the following initial condition

At the light of the previous discussion, considering a $\pi$-pulse, it is easy to verify that we may write the state at time $t$ as

Thus, a measurement act on the first spin projecting it in the state $|-\rangle_{1}$, has the effect to project all other spins too into their down-states. Therefore, through an ancilla qubit and the specialized interaction model under scrutiny leading to a selective coupling, we may produce what we may call a selective-interaction-based cooling effect of the spin system. It is easy to understand that an analogue result may be obtained also for a greater odd number of spins.

It is important to stress that the previous procedure and result are not valid in case of an even number of spins. This is due to the fact that, as we can see in Eq. (3.98), in each subdynamics we have an effective transverse magnetic field only along the $x$-direction and then the Rabi scenario with the
related dynamics cannot be reproduced. However, additional appropriate conditions help to circumvent the $N$-parity constraint giving rise even in this case to a similar result of selective-interaction-based cooling effect. Let us consider, for simplicity, only the coupling in the $x$-direction, that is the following further simplification of Eq. (3.96): $H(t)=\sum_{k=1}^{N} \hbar \omega_{k} \hat{\sigma}_{k}^{z}+\gamma_{x}(t) \otimes_{k} \hat{\sigma}_{k}^{x}$. It is possible to see that if $\omega_{1}$ is sufficiently greater than all the other $\omega_{k}$ we may use the RWA [43] in each subspace and then, in this instance, we restore the presence of Rabi oscillations in each subspace. Matching the oscillation frequency of the coupling constant $\gamma_{x}(t)$ with the characteristic frequency of the subspace involving the states $|+\rangle^{\otimes N}$ and $|-\rangle^{\otimes N}$, namely $v=\sum_{k=1}^{N} \omega_{k}$, we obtain complete oscillations only in such a subspace. The other sub-dynamics, instead, will be characterized by a frozen dynamics, provided that $\omega_{k} \gg \gamma, \forall k$. Therefore, if the system starts from the analogous state written in Eq. (3.102), we achieve also for an even number of spins the 'cooling effect' thanks to the possibility to select a specific subspace in which the $N$-spin dynamics takes place. As a last remark it is worth to note that in this last case the result is based on the RWA, while in the different scenario for an odd number of spins, the result previously exposed is exact. It is interesting to note that this aspect can be seen also as an $N$-parity-dependent physical response of the system.

### 3.3.4 Summary and remarks

In this paragraph we have exactly solved a time-dependent model of $N$ spin-1/2 systems comprising highly non-local interactions. First, we have shown that, thanks to non-local $N$-order interaction terms, it is possible to reverberate to all the spins in the system the dynamical effects generated in one of the $N$ spins (ancilla qubit) by the application of a time-dependent magnetic field. This allows us to generate easily GHZ sates or a contemporary perfect inversion of all the spins. Second, we proposed a protocol through which we may generate a cooling effect of the whole spin system based on what we called selective interaction. The latter consists in the possibility to select a specific dynamically invariant subspace for a non-trivial dynamics of the $N$-spin system, by appropriately engineering the time-dependence of the coupling parameters.

The key to get such physical results lies on the possibility to solve exactly the dynamics of the $N$-spin system by reducing the problem into a set of independent dynamical problems of single spin$1 / 2$ 's. As a final remark, it is worth noticing that this fact, identifiable as a result itself, makes possible the study of the dynamics of the system also when we consider random fluctuating components of the magnetic fields [86, 177]. This would permit to analyse possible effects on the dynamics of the $N$ spins stemming from the coupling with an environment and to consider, then, situations closer to the experimental ones.

The results reported in this last paragraph have been published in Ref. [193].

## Chapter 4

## Beyond Spin Systems

The main scope of this chapter is to show new and wider horizons for the applicability of the method previously adopted to treat and solve semi-classical spin models and then physical systems living in finite-dimensional Hilbert spaces. Here, indeed, we analyse the dynamics of two interacting quantum harmonic oscillators whose Hamiltonian presents time-dependent parameters. Moreover, we compare this system with the one in which one of the two oscillators is substituted with an inverted quantum harmonic oscillator, known in literature as Glauber amplifier.

### 4.1 Glauber amplifier interacting with a quantum oscillator

In 1982 Glauber introduced the idea of quantum amplifier [194, 195] modelled through an inverted harmonic oscillator, that is, a system whose Hamiltonian may be represented as

$$
\begin{equation*}
-\hbar \omega\left(\hat{c}^{\dagger} \hat{c}+1 / 2\right) \tag{4.1}
\end{equation*}
$$

where $\hat{c}$ and $\hat{c}^{\dagger}$ are bosonic operator satisfying the usual commutation rule $\left[c, c^{\dagger}\right]=1$. The eigenstates of the Hamiltonian are [196]

$$
\begin{equation*}
|n\rangle=\frac{\left(\hat{c}^{\dagger}\right)^{n}}{\sqrt{n!}}|0\rangle \tag{4.2}
\end{equation*}
$$

where the null state is defined as $\hat{c}|0\rangle=0$. It is important to point out that such a state is not the ground state of the system and, in particular, that the inverted oscillator does not possess a ground state. Moreover, it is worth noticing that the role of the operators $\hat{c}$ and $\hat{c}^{\dagger}$ is reversed with respect to that of the standard $\hat{a}$ and $\hat{a}^{\dagger}$ operators. Indeed, the operator $\hat{c}^{\dagger}$, increasing the number $n$ of excitations, moves the inverted oscillator system towards lower energy states (and vice versa for $\hat{c}$ ).

In Ref. [194, 195] Glauber studies the thermodynamics of the amplifier system when it interacts with a bath of standard quantum harmonic oscillators. The same system is analysed in detail in Ref. [196]. In order to take into account interaction terms preserving the energy of the system, Glauber first considers the following interaction model: $\sum_{i} \hbar \omega_{i} \hat{a}_{i}^{\dagger} \hat{a}_{i}-\hbar \omega_{c} \hat{c}^{\dagger} \hat{c}+\sum_{i}\left(k_{i} \hat{a}_{i} \hat{c}+k_{i}^{*} \hat{a}_{i}^{\dagger} \hat{c}^{\dagger}\right)$, where $\hat{a}_{i}$ and $\hat{a}_{i}^{\dagger}$ are the bosonic operators of the $i$-th standard oscillator. Glauber makes evident the peculiar features of such a 'non-standard' system by making a comparison with the more familiar system comprising a 'standard' harmonic oscillator interacting with the bath.

The interest of Glauber in studying such a kind of system stems from fundamental issues concerning quantum mechanics [194, 195]. Precisely, he proposed the inverted oscillator as a toy-system through which investigate and explain irreversible processes such as wavefunction collapse and exponential dynamics, that is the exponential decaying behaviour of physical quantities. Such observed phenomena, indeed, as we know, cannot be deduced from dynamical equations and first principles at the basis of quantum mechanics. They are often described as result of phenomenological coupling with environment, even if some times this coupling is too small to correctly explain the observed decay rate. The strategy of Glauber to circumvent the phenomenological approach by introducing the inverted quantum harmonic oscillator, has the merit to introduce the irreversibility as a product of intrinsic dynamical processes, avoiding the consideration of a disturbing bath.

The idea of an inverted quantum harmonic oscillator behaving as amplifier is related to the basic issue concerning the measurement process in quantum mechanics. The measurements act, indeed, requires to be formally depicted as an amplification process, characterized by a strong irreversibility in order to avoid paradoxes such as the well-known Schrödinger's cat. The quantum nature of the Glauber amplifier, indeed, makes the amplification process both noisy and irreversible in order to prevents the occurrence of strange undesired phenomena [195].

The inverted harmonic oscillator, of course, is an ideal system impossible to be experimentally realized. However, what we are interested in are physical systems that, under specific conditions, behaves in such a way that they can be mathematically described by a quantum Glauber amplifier interacting with a bath of quantum harmonic oscillators. Two examples of such systems are: 1) a single atom with huge angular momentum $J$ and subjected to a magnetic field; 2) a set of $N$ two-level atoms identically coupled to the same field. When the systems start from an eigenstate of $J_{z}$ (in case of $N$ spin- $1 / 2$ the total component $J_{z}=\sum_{i} j_{i}^{z}$ ) with value not to far from $J$, their superfluorescent emission dynamics can be well approximated with that of the Glauber system. Correctly speaking, such systems are non-linear amplifiers, indeed the acceleration of the radiation rate do not continue indefinitely; however, the dynamical regime related to large values of $J_{z}$ can be quite accurately described in terms of linear quantum amplifiers [194, 195].

It is relevant to highlight that the first experimental realization of a Glauber-like system has been realized in non-linear optics context through shock wave generation [197]. In this case we speak of Glauber-like amplifier since the system is properly described by the Hamiltonian of a reversed quantum harmonic oscillator rather than an inverted one: it is characterized by positive kinetic energy and a neative potential energy (in the Glauber amplifier, instead, both the energy contributions are negative). The Glauber amplifier presents thus a high potentiality both from a theoretical point of view stimulating innovative tests to fundamental physical theories and also in the applicative side in designing new devises as lasers or amplifiers.

In the following paragraphs we study the dynamics of a standard quantum oscillator coupled with a quantum Glauber amplifier when the Hamiltonian parameters are time-dependent. We are interested in the interaction terms conserving the number of excitations, rather than the energy of the system. Through the Jordan-Schwinger map, the oscillator-amplifier dynamical problem, within each dynamically invariant Hilbert space related to a precise excitation number $N$, is reduced into that of a single spin of value $N / 2$. In this way, we are able to formally construct the time evolution operator and get the exact dynamics of the system for specific initial conditions under precise time-dependent scenarios, such as the Rabi [31, 32] and the Landau-Majorana-Stückelberg-Zener [33] ones. We calculate the mean value of the energy when the system is initially prepared in the generalized NOON state
$\left(\cos (\theta)|N 0\rangle+e^{i \phi} \sin (\theta)|0 N\rangle\right) / \sqrt{2}$. Furthermore, following the same spirit of the Glauber's work, we compare the dynamics of the quantum oscillator-amplifier system with that of two interacting standard quantum oscillators described by the analogous time-dependent Hamiltonian model preserving the total number of excitations. Indeed, also in this case we are able to explicitly write the formal expression of the time evolution operator and the specific one when precise time-dependent scenarios are considered. Remarkable differences between the two dynamical systems are brought to light by studying the transition probability between the states $|10\rangle$ and $|01\rangle$ and the mean value of the energy for the NOON state $(|10\rangle+|01\rangle) / \sqrt{2}$.

### 4.1. Hamiltonian model and solution of the dynamical problem

Let us consider a quantum optical system comprising a quantum oscillator interacting with a Glauber amplifier, namely:

$$
\begin{equation*}
H_{h o}(t)=\frac{\Omega(t)}{2}\left(\hat{\alpha}^{\dagger} \hat{\alpha}-\hat{\beta}^{\dagger} \hat{\beta}\right)+\omega(t) \hat{\alpha}^{\dagger} \hat{\beta}+\omega^{*}(t) \hat{\beta}^{\dagger} \hat{\alpha} \tag{4.3}
\end{equation*}
$$

It can be verified that $\hat{\mathcal{N}}=\hat{\alpha}^{\dagger} \hat{\alpha}+\hat{\beta}^{\dagger} \hat{\beta}$ is constant of motion of $H_{h o}(t)$ with integer eigenvalues $N=n_{1}+n_{2}=1,2,3, \ldots$ The infinite Hilbert space, thus, can be subdivided into finite Hilbert subspaces each of which related to a precise number of collective excitations and so of different increasing dimension. It is worth pointing out that, on the basis of the Jordan-Schwinger map:

$$
\begin{equation*}
\hat{S}_{+}=\hat{\alpha}^{\dagger} \hat{\beta}, \quad \hat{S}_{-}=\hat{\beta}^{\dagger} \hat{\alpha}, \quad \hat{S}_{z}=\frac{1}{2}\left(\hat{\alpha}^{\dagger} \hat{\alpha}-\hat{\beta}^{\dagger} \hat{\beta}\right) \tag{4.4}
\end{equation*}
$$

the effective Hamiltonian governing the dynamics of the quantum optical system can be mapped in each dynamically invariant subspace into that of a spin $s$, namely

$$
\begin{equation*}
H_{s}(t)=\omega(t) \hat{S}_{+}+\omega^{*}(t) \hat{S}_{-}+\Omega(t) \hat{S}_{z} \tag{4.5}
\end{equation*}
$$

where the value of the spin is linked to the number of total excitations by $s=N / 2$. This is the keypoint which allows us to derive the exact analytical expression of the time evolution operator of the two coupled quantum harmonic oscillator model.

We know $[39,40]$ that the time evolution operator $U_{1 / 2}$ of $H_{1 / 2}$ for a spin $1 / 2$ may be written as

$$
U_{1 / 2}=\left(\begin{array}{cc}
a(t) & b(t)  \tag{4.6}\\
-b^{*}(t) & a^{*}(t)
\end{array}\right)
$$

where $a \equiv a(t)$ and $b \equiv b(t)$ are two parameter time-functions, being solutions of the system in Eq. (1.16) stemming directly from the equation $i \hbar \dot{U} 1 / 2=H_{1 / 2} U_{1 / 2}$.

The time evolution operator $U_{s}$, solution of the equation $i \dot{U}_{s}=H_{s} U_{s}$, in the standard ordered basis of the eigenstates of the third component $\left(\hat{s}^{Z}\right)$ of the spin $s:\{|m\rangle, m=s, s-1, \ldots,-s\}$, may be written in terms of the same two parameter time-functions $a$ and $b[39,40]$ as reported in Eqs. (3.77) and (3.78). Therefore, this means that by solving the problem for a single spin- $1 / 2$ we may derive and construct the solution for the analogous problem of a generic spin $s$ subjected to the same time-dependent magnetic field.

We noticed before that the total Hilbert space $\mathscr{H}$ of the two quantum harmonic oscillators is divided into dynamically invariant and orthogonal Hilbert subspaces $\mathscr{H}_{N}$ related to the different integer
eigenvalues of the integral of motion $\hat{\mathscr{N}}$, that is the different values of collective excitations of the system. We may write so

$$
\begin{equation*}
\mathscr{H}=\bigoplus_{N} \mathscr{H}_{N}, \tag{4.7}
\end{equation*}
$$

with $N=n_{1}+n_{2}$, and consequently the time evolution operator $V$ of $H_{h o}$ may be cast in the following form

$$
\begin{equation*}
V=\bigoplus_{N} V_{N}, \tag{4.8}
\end{equation*}
$$

where $V_{N}$ is a unitary operator responsible of the time evolution of the two harmonic oscillators in the subspace with $N$ excitations. In this manner it is easy to see that $V$ possesses the property

$$
\left\langle n_{1}, n_{2}\right| V\left|m_{1}, m_{2}\right\rangle=\left\{\begin{align*}
\neq 0, & n_{1}+n_{2}=m_{1}+m_{2}  \tag{4.9}\\
0, & n_{1}+n_{2} \neq m_{1}+m_{2}
\end{align*}\right.
$$

reflecting clearly the orthogonality between the Hilbert subspaces related to different values of total excitations.

By taking into account the following equality $V_{N}=U_{N / 2}$, on the basis of the J-S mapping, it is easy to check that the general probability amplitude in the coordinate representation, result

$$
\begin{align*}
\left\langle x_{1}^{\prime}, x_{2}^{\prime}\right| V\left|x_{1}, x_{2}\right\rangle & =\sum_{n_{1}, n_{2}, m_{1}, m_{2}=0}^{\infty}\left\langle x_{1}^{\prime}, x_{2}^{\prime} \mid n_{1}, n_{2}\right\rangle\left\langle n_{1}, n_{2}\right| V_{N}\left|m_{1}, m_{2}\right\rangle\left\langle m_{1}, m_{2} \mid x_{1}, x_{2}\right\rangle \\
& =\sum_{N=0}^{\infty} \sum_{n, m=0}^{N}\left\langle x_{1}^{\prime}, x_{2}^{\prime} \mid n, N-n\right\rangle\langle n, N-n| U_{N / 2}|m, N-m\rangle\left\langle m, N-m \mid x_{1}, x_{2}\right\rangle, \tag{4.10}
\end{align*}
$$

where we used the completeness relation $\sum_{n_{1}, n_{2}=0}^{\infty}\left|n_{1}, n_{2}\right\rangle\left\langle n_{1}, n_{2}\right|=1$, writeable as

$$
\begin{equation*}
\sum_{N=0}^{\infty} \sum_{n=0}^{N}|n, N-n\rangle\langle n, N-n|=1 \tag{4.11}
\end{equation*}
$$

with $n_{1}+n_{2}=N$. We see that the final expression in (4.10) is well defined since the general term $\langle n, N-n| U^{(N / 2)}|m, N-m\rangle$ may be recovered by Eqs. (3.77) and (3.78), while from the basic books of quantum mechanics it is well known that [43]

$$
\begin{equation*}
\langle x \mid n\rangle=\frac{1}{\pi^{1 / 4} \sqrt{2^{n} n!}} \frac{1}{x_{0}^{n+1 / 2}}\left(x-x_{0}^{2} \frac{d}{d x}\right)^{n} \exp \left\{-\frac{1}{2}\left(\frac{x}{x_{0}}\right)^{2}\right\} \tag{4.12}
\end{equation*}
$$

with $x_{0}=\sqrt{\hbar / m \tilde{\omega}}$, where $m$ and $\tilde{\omega}$ are the mass and the angular frequency of the classical oscillator, respectively. However, it is important to point out that, although we may write the formal expression of $\left\langle x_{1}^{\prime}, x_{2}^{\prime}\right| V\left|x_{1}, x_{2}\right\rangle$, such a formula cannot be practically exploited since in such a case an infinite number of invariant subspace are involved; the same happens, e.g., for coherent states.

### 4.1.2 Time evolution and energy mean value for NOON states

Our analysis results useful when initial conditions involving a finite number of subspaces are considered. In this respect, let us study the generalized NOON states belonging to the different subspaces, namely

$$
\begin{equation*}
\left|\Psi_{N}^{\theta, \phi}(0)\right\rangle=\cos (\theta)|N 0\rangle+e^{i \phi} \sin (\theta)|0 N\rangle, \quad N=, 1,2, \ldots \tag{4.13}
\end{equation*}
$$

On the basis of our previous analysis, it is easy to see that the evolved state of the general NOON state can be formally written as $\left|\Psi_{N}^{\theta, \phi}(t)\right\rangle=V_{N}\left|\Psi_{N}^{\theta, \phi}(0)\right\rangle=U_{N / 2}\left|\Psi_{N}^{\theta, \phi}(0)\right\rangle$.

It is possible to persuade oneself that, for a general excitation number $N$, we have

$$
\begin{align*}
& \left\langle\Psi_{N}^{\theta, \phi}(t)\right| \frac{\hat{\alpha}^{\dagger} \hat{\alpha}-\hat{\beta}^{\dagger} \hat{\beta}}{2}\left|\Psi_{N}^{\theta, \phi}(t)\right\rangle \\
& =\frac{N}{2}\left(|a|^{2}-|b|^{2}\right) \cos (2 \theta)+\operatorname{Re}\left[a b^{*} e^{-i \phi}\right] \sin (2 \theta) \delta_{1 N}  \tag{4.14a}\\
& \left\langle\Psi_{N}^{\theta, \phi}(t)\right| \hat{\alpha} \hat{\beta}^{\dagger}\left|\Psi_{N}^{\theta, \phi}(t)\right\rangle=\left[\left\langle\Psi_{N}^{\theta, \phi}(t)\right| \hat{\alpha}^{\dagger} \hat{\beta}\left|\Psi_{N}^{\theta, \phi}(t)\right\rangle\right]^{\dagger} \\
& =-N a b \cos (2 \theta)+\frac{a^{2} e^{-i \phi}-b^{2} e^{i \phi}}{2} \sin (2 \theta) \delta_{1 N} \tag{4.14b}
\end{align*}
$$

From the previous expression it is easy to check that for $N \geq 2$ and $\theta=\pi / 4$ the three quantities vanish. It is worth pointing out that such a circumstance is independent of the specific time-dependence of the Hamiltonian parameters. This fact means that in the case of the initial condition $\Psi_{1}^{\pi / 4, \phi}(0)$ the time evolution of the mean value of the energy reads

$$
\begin{equation*}
\left\langle\Psi_{1}^{\pi / 4, \phi}(t)\right| H(t)\left|\Psi_{1}^{\pi / 4, \phi}(t)\right\rangle=\Omega \operatorname{Re}\left[a b^{*} e^{-i \phi}\right]+\operatorname{Re}\left[\omega^{*}\left(a^{2} e^{-i \phi}-b^{2} e^{i \phi}\right)\right] \tag{4.15}
\end{equation*}
$$

while the following classes of NOON states

$$
\begin{equation*}
\left|\Psi_{N}^{\pi / 4, \phi}(0)\right\rangle=\frac{|N 0\rangle+e^{i \phi}|0 N\rangle}{\sqrt{2}}, \quad N \geq 2 \tag{4.16}
\end{equation*}
$$

independently of the time-dependent scenario, exhibit a constant vanishing mean value of the energy in time, that is:

$$
\begin{equation*}
\left\langle\Psi_{N}^{\pi / 4, \phi}(t)\right| H(t)\left|\Psi_{N}^{\pi / 4, \phi}(t)\right\rangle=0 \tag{4.17}
\end{equation*}
$$

where $\left|\Psi_{N}^{\pi / 4, \phi}(t)\right\rangle=V_{N}\left|\Psi_{N}^{\pi / 4, \phi}(0)\right\rangle=U_{N / 2}\left|\Psi_{N}^{\pi / 4, \phi}(0)\right\rangle$. We underline that such a result is a particular case due to the coincidence of different factors: the symmetry of the states, the su(2) symmetry of the dynamics and the specific operators we have taken into account. Indeed, it is possible to verify that if we consider, in the case $N=2$, the state $(|20\rangle+|11\rangle+|02\rangle) / \sqrt{3}$, we get a non-vanishing mean value of the energy. Analogously, if consider the non-linear operators $\left(\alpha \beta^{\dagger}\right)^{2},\left(\alpha^{\dagger} \beta\right)^{2},\left(\hat{\alpha}^{\dagger} \hat{\alpha}-\hat{\beta}^{\dagger} \hat{\beta}\right)^{2} / 4$ and the initial state $\left|\Psi_{2}^{\theta, \phi}(0)\right\rangle$ we obtain

$$
\begin{align*}
& \left\langle\Psi_{2}^{\theta, \phi}(t)\right| \frac{\left(\hat{\alpha}^{\dagger} \hat{\alpha}-\hat{\beta}^{\dagger} \hat{\beta}\right)^{2}}{4}\left|\Psi_{2}^{\theta, \phi}(t)\right\rangle=|a|^{4}+|b|^{4}+2 \operatorname{Re}\left[\left(a b^{*}\right)^{2} e^{-i \phi}\right] \sin (2 \theta),  \tag{4.18a}\\
& \left\langle\Psi_{2}^{\theta, \phi}(t)\right|\left(\hat{\alpha} \hat{\beta}^{\dagger}\right)^{2}\left|\Psi_{2}^{\theta, \phi}(t)\right\rangle=\left[\left\langle\Psi_{2}^{\theta, \phi}(t)\right|\left(\hat{\alpha}^{\dagger} \hat{\beta}\right)^{2}\left|\Psi_{2}^{\theta, \phi}(t)\right\rangle\right]^{\dagger} \\
& =\frac{\left(a^{4} e^{-i \phi}+b^{4} e^{i \phi}\right) \cos (\theta) \sin (\theta)+a^{2} b^{2}}{2} \tag{4.18b}
\end{align*}
$$

which are different from zero also for $\theta=\pi / 4$, so that the mean value of the energy is neither vanishing nor constant in time. We stress, moreover, that such a calculation shows that correlations between the inverted and the normal quantum harmonic oscillator are present since the covariances of the operators under scrutiny result different from zero.

### 4.1.3 Time evolution under specific scenarios

In this section we analyse specific time-dependent scenarios to show the practical applicability of our analysis and results previously discussed.

## Time-Independent Case

First of all, let us take into account the simplest case, that is when the Hamiltonian parameters are time-independent: $\Omega(t)=\Omega_{0}$ and $\omega(t)=\omega_{0}$. Moreover, let us consider, for simplicity, $\omega_{0}$ a real parameter; such a choice is justified by the fact that a unitary transformation (a rotation with respect to $\hat{z}$ ) can be always performed in order to make $\omega$ a real parameter. In this instance the two time-function parameters $a$ and $b$, solving the system in Eq. (1.16), acquire the following form

$$
\begin{equation*}
a(t)=\left[\cos (\tau)-i \frac{\Omega_{0}}{2 \hbar v} \sin (v t)\right], \quad b(t)=-i \frac{\omega_{0}}{\hbar v} \sin (v t) \tag{4.19}
\end{equation*}
$$

with $\hbar \nu \equiv \sqrt{\Omega_{0}^{2} / 4+\omega_{0}^{2}}$. In this way we can get explicit analytical expressions for all the formulas we obtained before. We can calculate, for example, the time evolution of the mean value of the energy. In Fig. 4.1 we report the $\theta$-dependence of such a quantity when the system is initialized in the state $\left|\Psi_{1}^{\theta, 0}\right\rangle$, whose general expression is reported in Eq. (4.15); it is easy to see that in this time scenario, as expected, the mean value energy is constant in time and depends only on the parameter $\theta$ [see Eq. (4.13)].


Figure 4.1: (Color online) Mean value of the energy in Eq. (4.15) scaled with respect to the parameter $\Omega(t)=\Omega_{0}$, with $\omega(t)=0.1 \Omega_{0}$ and versus the parameter $\theta$, when the quantum oscillator-amplifier system starts from the state $\left|\Psi_{1}^{\theta, 0}\right\rangle$ [Eq. (4.13)].

## Rabi Scenario

Now, we consider the real coupling parameter oscillating in time, namely $\omega(t)=\omega_{0} \cos \left(v_{0} t\right)$, and leave the parameter $\Omega(t)=\Omega_{0}$ constant. Such a physical scenario, in terms of the spin language, may be reduced to the well known Rabi model [31, 32]. Precisely, under the conditions $\omega_{0} / \Omega_{0} \ll 1$ and $v_{0}=\Omega_{0} / 2 \hbar$ (resonance condition), only the rotating terms of the time-dependent transverse field ( $\omega$ ) are relevant for the dynamics of the system, so that the counter rotating ones can be disregarded. In this instance, the coupling parameter becomes $\omega=\cos \left(v_{0} t\right)-i \sin \left(v_{0} t\right)$. The related dynamical problem may be exactly solved and the expressions of $a$ and $b$ defining the time-evolution operator, solutions of (1.16) read

$$
\begin{equation*}
a=\cos \left(k \tau^{\prime}\right) e^{-i \tau^{\prime}}, \quad b=-i \sin \left(k \tau^{\prime}\right) e^{-i \tau^{\prime}}, \quad \tau^{\prime}=v_{0} t, \quad k=\omega_{0} / \Omega_{0} \tag{4.20}
\end{equation*}
$$

The time evolution of the mean value of the energy [Eq. (4.15)] when the quantum oscillator-amplifier system starts from the state $\left|\Psi_{1}^{\pi / 4,0}\right\rangle$ [Eq. (4.13)], is reported in Fig. 4.2a, for $\omega_{0} / \Omega_{0}=0.1$, with respect to the dimensionless time $\tau^{\prime}=v_{0} t$. We see the presence of the typical oscillatory regime of the Rabi scenario, being

$$
\begin{equation*}
\left\langle\Psi_{1}^{\pi / 4,0}\right| U^{\dagger} H U\left|\Psi_{1}^{\pi / 4,0}\right\rangle=\omega_{0} \cos \left(k \tau^{\prime}\right) . \tag{4.21}
\end{equation*}
$$

## Landau-Majorana-Stückelberg-Zener Scenario

The Landau-Majorana-Stückelberg-Zener (LMSZ) scenario [33] is characterized by a linear longitudinal (in the $z$ direction) ramp, namely, $\Omega(t)=\gamma t$, with $t \in(-\infty, \infty)$ and a transverse (along the $x$ direction) constant field, $\omega=\omega^{*}=\omega_{0}$. The LMSZ scenario is an ideal model since it provides for an infinite duration of the physical procedure. To comply with more physical experimental condition, it is more appropriate to consider finite values for the initial and final time instants. In this case, the exact solution of $a(t)$ and $b(t)$ for the system in Eq. (1.16) [69] are reported in Eqs. (2.38).

The plot of the mean value of the energy for the initial condition $\left|\Psi_{1}^{\pi / 4,0}\right\rangle$ in such a scenario is reported in Fig. 4.2b. We note that the curve is symmetric with respect to the time instant $(t=0)$ in which the avoided crossing occurs. This circumstance can be understood by writing the state of the system at a general time instant $t$ :

$$
\begin{equation*}
U_{1 / 2}(t)\left|\Psi_{1}^{\pi / 4,0}\right\rangle=\frac{(a+b)|10\rangle+\left(a^{+}-b^{*}\right)|01\rangle}{\sqrt{2}}, \tag{4.22}
\end{equation*}
$$

and by considering that under the LMSZ scenario $a(t)[b(t)]$ goes from $1[0]$ to $0[1]$. Thus, it means that the system reaches asymptotically the state $(|10\rangle-|01\rangle) / \sqrt{2}$ which differs from the initial condition $[(|10\rangle+|01\rangle) / \sqrt{2}]$ only for a relative phase factor.

### 4.2 Two interacting standard quantum harmonic oscillators

Let us consider now the same model for two standard quantum harmonic oscillators:

$$
\begin{equation*}
H_{h o}^{\prime}=\frac{\Omega(t)}{2}\left(\hat{\alpha}^{\dagger} \hat{\alpha}+\hat{\beta}^{\dagger} \hat{\beta}\right)+\omega(t) \hat{\alpha}^{\dagger} \hat{\beta}+\omega^{*}(t) \hat{\beta}^{\dagger} \hat{\alpha} \tag{4.23}
\end{equation*}
$$



Figure 4.2: (Color online) Mean value of the energy when the oscillator-amplifier [oscillator-oscillator] system starts from $\left|\Psi_{1}^{\pi / 4,0}\right\rangle$ for a) the Rabi scenario with $\omega_{0} / \Omega_{0}=0.1$ and b) the LMSZ scenario when $\omega_{0}^{2} / \hbar \gamma=1$. Mean value of the energy when the oscillator-oscillator system starts from $\left|\Psi_{1}^{\pi / 4,0}\right\rangle$ for c ) the Rabi scenario with $\omega_{0} / \Omega_{0}=\omega_{0} / 2 \hbar v_{0}=0.1$ and d) the LMSZ scenario when $\omega_{0}^{2} / \hbar \gamma=1$.

It is easy to understand that the total excitation number $\hat{\mathscr{N}}=\hat{\alpha}^{\dagger} \hat{\alpha}+\hat{\beta}^{\dagger} \hat{\beta}$ is a constant of motion for this Hamiltonian too, $\left[H^{\prime}(t), \mathscr{N}\right]=0$. This fact implies that, also this time, we have an infinite number of dynamical invariant Hilbert subspaces related to the different eigenvalues $N=1,2 \ldots$ of $\hat{\mathscr{N}}$. It is possible to persuade oneself that, in this case, the two oscillator dynamical problem may be mapped within the $N+1$-dimensional subspace (linked to the eigenvalue $N$ of $\mathscr{N}$ ) into a spin- $N / 2$ dynamical problem related to the following Hamiltonian:

$$
\begin{equation*}
H_{N}=\frac{N}{2} \Omega(t) \hat{\mathbb{1}}+\omega(t) \hat{S}^{+}+\omega^{*}(t) \hat{S}^{-} \tag{4.24}
\end{equation*}
$$

In this instance, the time evolution operator governing the dynamics within such a subspace can be written as

$$
\begin{equation*}
V_{N}(t)=\exp \left\{-\frac{i}{\hbar} \frac{N}{2} \int_{0}^{t} \Omega\left(t^{\prime}\right) d t^{\prime}\right\} U_{N / 2}(t) \tag{4.25}
\end{equation*}
$$

with $U_{N / 2}$ defined in Eq. (3.77), where $a(t)$ and $b(t)$ are the solutions of the system of differential equations originating from the spin- $1 / 2$ dynamical problem:

$$
\left\{\begin{array}{l}
\dot{a}(t)=i \omega(t) b^{*}(t),  \tag{4.26}\\
\dot{b}(t)=-i \omega(t) a^{*}(t), \\
a(0)=1, \quad b(0)=0,
\end{array}\right.
$$

In the time-independent case, $\Omega(t)=\Omega_{0}$ and $\omega(t)=\omega_{0}$, the expressions of $a(t)$ and $b(t)$ are

$$
\begin{equation*}
a(t)=\cos \left(\omega_{0} t / \hbar\right), \quad b(t)=-i \sin \left(\omega_{0} t / \hbar\right) \tag{4.27}
\end{equation*}
$$

In the Rabi scenario, that is, when $\omega(t)=\omega_{0} e^{-i v_{0} t}$, the two parameter time functions read instead

$$
\begin{equation*}
a(t)=\cos (\tilde{\tau}), \quad b(t)=-i \frac{\omega_{0}}{\hbar v_{R}} \sin (\tilde{\tau}), \quad \tilde{\tau}=v_{R} t, \quad v_{R}=\sqrt{v_{0}^{2}+\omega_{0}^{2} / \hbar^{2}} \tag{4.28}
\end{equation*}
$$

In the LMSZ scenario $\left(\Omega(t)=\gamma t, \omega=\omega^{*}=\omega_{0}\right)$ the expressions of the two time functions are very similar to those in Eq.(4.29), namely

$$
\begin{equation*}
a(t)=\cos (\sqrt{\chi / 2} \tau), \quad b(t)=-i \sin (\sqrt{\chi / 2} \tau), \quad \tau=\sqrt{\gamma / \hbar} t, \quad \chi=2 \omega_{0}^{2} / \hbar \gamma \tag{4.29}
\end{equation*}
$$

since $\Omega(t)$, in case of two interacting standard oscillators, plays no role in determining $a(t)$ and $b(t)$, as it is clear from Eq. (4.26).

The time evolution of the mean value of the energy when the two interacting quantum oscillators are initially prepared in $\left|\Psi_{1}^{\pi / 4,0}\right\rangle$ is reported in Figs. 4.2c and 4.2d for the Rabi and the LMSZ scenario, respectively, with $\omega_{0} / \Omega_{0}=\omega_{0} / 2 \hbar v_{0}=0.1$ in the first case and $\omega_{0}^{2} / \hbar \gamma=1$ in the second case. We see that the Rabi scenario preserves, of course, its qualitative oscillatory regime, although the oscillation is consistently different presenting a beat effect, since

$$
\begin{equation*}
\left\langle\Psi_{1}^{\pi / 4,0}\right| U^{\dagger} H U\left|\Psi_{1}^{\pi / 4,0}\right\rangle=\frac{\Omega_{0}}{2}+\omega_{0} \cos \left(v_{0} t\right)\left[\cos ^{2}\left(v_{R} t\right)+\frac{\omega_{0}^{2}}{\hbar^{2} v_{R}^{2}} \sin \left(v_{R} t\right)\right] \tag{4.30}
\end{equation*}
$$

A drastic change, instead, happens in the LMSZ scenario for which we have

$$
\begin{equation*}
\left\langle\Psi_{1}^{\pi / 4,0}\right| U^{\dagger} H U\left|\Psi_{1}^{\pi / 4,0}\right\rangle=\sqrt{\hbar \gamma} \tau+\omega_{0} . \tag{4.31}
\end{equation*}
$$

This is due to the fact that the dynamics of the two-oscillator system is unaffected by the parameter $\Omega(t)$ which, in the LMSZ framework, is the main parameter driving the time evolution of the system and realizing the characteristic LMSZ dynamics as it happens for the oscillator-amplifier system.

To appreciate the difference between the dynamics of the two quantum systems even better, let us consider now the time evolution of the state $|N 0\rangle$; it is easy to see that

$$
\begin{equation*}
P_{N 0}^{0 N}=\langle 0 N \mid N 0(t)\rangle \equiv\langle 0 N| V_{N}(t)|N 0\rangle=\langle 0 N| U_{N / 2}(t)|N 0\rangle=|b(t)|^{2 N} . \tag{4.32}
\end{equation*}
$$

We note that in the time-independent case, for the two standard oscillators, $P_{N 0}^{0 N}=\sin ^{2 N}\left(\omega_{0} t / \hbar\right)$ presents oscillations with maximum amplitude. In the case of an oscillator coupled with a Glauber amplifier, instead, such a transition probability, $P_{N 0}^{0 N}=\left(\omega_{0} / \hbar v\right)^{2 N} \sin ^{2 N}(v t)$, cannot reach, in general, the maximum value $P_{N 0}^{0 N}=1$, unless in the more trivial case $\Omega_{0}=0$. The opposite situation occurs in the case of the Rabi scenario. We have, indeed, $P_{N 0}^{0 N}=\left(\omega_{0} / \hbar \nu_{R}\right)^{2 N} \sin ^{2 N}(\tilde{\tau})$ for two oscillators and $P_{N 0}^{0 N}=\sin ^{2 N}\left(k \tau^{\prime}\right)$ for the quantum oscillator-amplifier system. This circumstance can be traced back to the fact that the resonant condition cannot be satisfied in the case of two standard oscillators ( $\Omega_{0}$ plays no role in the dynamics). Finally, we underline that the LMSZ scenario, in case of two standard oscillators, does not


Figure 4.3: (Color online) Time evolution of the probability $P_{10}^{01}=\langle 01| U_{1 / 2}(t)|10\rangle=|b(t)|^{2}$ in the LMSZ scenario with $\omega_{0}^{2} / \hbar \gamma=1$ for a) the oscillator-amplifier system and b) the oscillator-oscillator system.
generate the typical LMSZ transition probability, but the behaviour of $P_{N 0}^{0 N}$ results sinusoidal in time: $P_{N 0}^{0 N}=\sin ^{2 N}(\tilde{\tau})$. The oscillator-amplifier system, instead, exhibits an asymptotic full transition from $|N 0\rangle$ to $|0 N\rangle$ under adiabatic conditions, that is, when $\omega_{0} / \gamma \ll 1$. The two different probabilities for the LMSZ scenario are reported in Figs. 4.3a and 4.3 b in case of $N=1$ with $\omega_{0}^{2} / \hbar \gamma=1$.

### 4.3 Summary and remarks

Jordan [198] and Schwinger [199] have shown that the angular momentum operators can be expressed in terms of quadratic expressions of two bosonic annihilation and creation operators $\hat{a}_{1}, \hat{a}_{2}$ and $\hat{a}_{1}^{\dagger}$,
$\hat{a}_{2}^{\dagger}$. Such a general statement is known as Jordan-Schwinger map (4.4). Namely, given three $N \times N$ matrices $A, B$ and $C$ such that $[A, B]=C$, the three operators $\hat{A}=\sum_{j, k=1}^{N} A_{j k} \hat{a}_{j}^{\dagger} \hat{a}_{k}, \hat{B}=\sum_{j, k=1}^{N} B_{j k} \hat{a}_{j}^{\dagger} \hat{a}_{k}$ and $\hat{C}=\sum_{j, k=1}^{N} C_{j k} \hat{a}_{j}^{\dagger} \hat{a}_{k}$ satisfy the commutation relation $[\hat{A}, \hat{B}]=\hat{C}$. If matrices $A, B$ and $C$ are $2 \times 2$ Pauli matrices this statement provides possibility to construct all the spin-states with $S=0,1 / 2,1,3 / 2, \ldots$ in terms of two oscillator states $\left|n_{1}, n_{2}\right\rangle$, where $n_{1}+n_{2}=2 s+1$. The original idea was to exploit the solutions of the non-stationary Schrödinger equation related to two-mode parametric oscillator to map them into solutions of the Schrödinger equation related to non-stationary Hamiltonians linear in the generators of the $\mathrm{SU}(2)$ group.

In this chapter, instead, we adopted exactly the opposite strategy. Through the Jordan-Schwinger mathematical trick, within each invariant subspace, it is possible to map the dynamical problem of the oscillator-amplifier system into that of a single spin- $j$ (the value of $j$ depends on the dimension of the subspace) characterized by a Hamiltonian linear in the su(2) generators. Thanks to the knowledge of the formal expression of the $\mathrm{SU}(2)$-group elements (representing the time evolution operators solution of the dynamical problem of the general single spin- $j$ ) we constructed the time evolution operator of the quantum oscillator-amplifier system. Moreover, on the basis of the knowledge of exact solutions related to specific time-dependent scenarios, we studied the exact dynamics of the system under such specific time-dependent models. Following the same approach, we solved and analysed also the dynamics of two interacting quantum harmonic oscillators, making a comparison between the two systems which brought to light relevant physical analogies and differences. We emphasize moreover that other exact or approximated solutions of the single qubit dynamical problem [35, 36, 37, 38, 200] may be exploited to study the dynamics of the system under different physical conditions with possible useful applications.

Finally, we wish to point out that the same strategy can be used for arbitrarily Hamiltonians presenting a linear form in the generators of any Lie algebra. Also these generators, indeed, can be expressed in terms of bosonic or fermionic creation and annihilation operators as quadratic forms in operators with time-dependent coefficients. In that case, it results of basic importance the knowledge of exact solutions of dynamical problems characterized by different symmetries. In this respect, it is interesting to underline that a solution method for dynamical problems related to $\operatorname{su}(1,1)$ Hamiltonians is presented in the following chapter. Such kind of Hamiltonians are very useful and important to treat and study open quantum systems living in finite Hilbert spaces and described by pseudo-Hermitian Hamiltonians, such as $P T$-symmetry physical systems [11, 27, 28, 29, 30]. Moreover, it is interesting to stress that in case of infinite dimensional Hilbert spaces, like quantum oscillators and amplifier, the representation of the $\mathrm{SU}(1,1)$ group results unitary and then appropriate to describe coherent dynamics of closed physical systems.

The results discussed in this chapter have been reported in Ref. [201].

## Chapter 5

## Non-Hermitian PT-symmetry su(1,1) Dynamical Problems

The interest towards the study of non-Hermitian Hamiltonians (NHH) has grown exponentially in the last decades and it is still growing. This is due not only to the applications they have in many different fields of physics [110], but also to the relevant role played in understanding and developing fundamental aspects of Quantum Mechanics.

To appreciate this point it is enough to observe that particular closed systems may often be described by a non-Hermitian Hamiltonian invariant under the space-time inversion (PT-symmetry), implying a possible extension of Quantum Mechanics [25, 26]. Many decades ago Feshbach employed for the first time non-Hermitian Hamiltonians to represent effectively the coupling between a discrete level and a continuum of states of a given quantum system [24]. Such an approach is still largely adopted nowadays to bring to light several physical aspects of open quantum systems [202], as for example phase transitions and exceptional points [111]. An effective non-Hermitian Hamiltonian is characterized by a secular equation with real coefficients, giving thus rise to either real or pairs of complex-conjugated eigenvalues [203]. Such a property guarantees that a non-Hermitian Hamiltonian belongs to the class of pseudo-Hermitian operators, provided it is diagonalizable and possesses a discrete spectrum [25]. This fact paved a way to significant research on specific non-Hermitian Hamiltonians [204], whose physical implementations may be found in different contexts, like optical microspiral cavities [205], microcavities perturbed by particles [206], or modelling the propagation of light in perturbed medium [207, 208].

We are mainly interested towards dynamical problems of two-level systems described by a timedependent pseudo-Hermitian su(1,1) Hamiltonians. Such nonautonomous systems were rarely studied in the context of pseudo-Hermitian dynamics. As we show, they may be of experimental interest, and one of our aims is finding special classes of new exactly solvable cases. The reason why we concentrate mainly on the dynamics of a two-level system stems from the fact that the dynamical problem of an N level system characterized by an $\operatorname{su}(1,1)$ Hamiltonian may be always traced back to that of a two-level system [209]. This implies that we may construct the solution of the $N$-level system by knowing that of the related two-level system [209]. Furthermore, we know that in conventional quantum mechanics a variety of complicated quantum-mechanical problems can be reduced to the two-level model [12]. In many contexts, for example nuclear magnetic resonance [13], quantum information processing [9] and polarization optics [14], essential changes in the system may be described in terms of a two-state
dynamics. The interest towards $\mathrm{su}(1,1)$-symmetric dynamical problem finds its reasons in the fact that many physical scenarios exhibit such a kind of symmetry in their Hamiltonian operators. For example, the dynamics of a $N=2 j+1$-level atom in a cascade coupling with a laser beam with time-dependent intensity and in the resonance condition (vanishing detuning) is characterized by a time-dependent Hamiltonian embedded in the $s u(1,1)$ algebra [209]. Another important su(1,1) physical scenario may be identified in the treatment of squeezed states of the electromagnetic field and scattering of projectiles from simple diatomic molecules [15]. All these systems have a group structure resulting in subdynamics with a su(1,1)-symmetry.

Moreover, a connection between su(1,1)-symmetric and PT-symmetric Hamiltonians can be easily found. The most general $2 \times 2$ null-trace matrix representing a Hamiltonian that meets all the conditions of $P T$ quantum mechanics has the following form [210]

$$
\left(\begin{array}{cc}
\alpha & i \beta  \tag{5.1}\\
i \beta & -\alpha
\end{array}\right),
$$

with real $\alpha$ and $\beta$. Non-Hermitian matrices of this structure comprise a proper sub-class of the set of all $\mathrm{su}(1,1)$ matrices. An important application of $P T$-symmetric Hamiltonians is the study and description of the dynamics of the so-called gain and loss systems [111, 211], which may be encountered and realized in different physical contexts, exhibiting several interesting properties. In particular, such systems can undergo a phase transition related to the $P T$-symmetry breaking [11, 27, 28, 29, 30]. In the cited papers an emphasis is put on how the phase transition may be governed experimentally by manipulating the gain and loss parameters and how it can be related to the change of the energy spectrum from a real to a complex one. One may, therefore, ask what happens if the parameter(s) governing the reality/complexity of the spectrum (and, consequently, the symmetry properties of the Hamiltonian) are time-dependent. From a theoretical point view several efforts are yet necessary for a total comprehension and unifying description of dynamics related to time-dependent non-Hermitian Hamiltonians. Quite recently, proposals and investigations of fundamental issues have been done [212, 213, 214, 215] and important physical aspects concerning time-dependent non-Hermitian Hamiltonians have been brought to light [68, 112]. However, very few attempts concerning the identification of classes of exactly solvable scenarios for physical systems described by time-dependent non-Hermitian Hamiltonians were presented in the literature.

### 5.1 Exactly solvable time-dependent su(1,1) Hamiltonian models

The $\operatorname{SU}(1,1)$ group is not compact and as such it does not have finite-dimensional unitary representations. Its lowest-dimensional faithful matrix representation consists of the set of all $2 \times 2$ unitdeterminant complex matrices $U$, satisfying the relation

$$
\begin{equation*}
\hat{\sigma}^{z} U^{\dagger} \hat{\sigma}^{z}=U^{-1} \tag{5.2}
\end{equation*}
$$

$\hat{\sigma}^{x}, \hat{\sigma}^{y}, \hat{\sigma}^{z}$ being the standard Pauli matrices. Generators of this non-unitary representation (i.e. a basis of the corresponding representation of the su(1,1) algebra) can be chosen as

$$
\begin{equation*}
\hat{K}^{0}=\frac{\hat{\sigma}^{z}}{2}, \quad \hat{K}^{1}=-i \frac{\hat{\sigma}^{y}}{2}, \quad \hat{K}^{2}=i \frac{\hat{\sigma}^{x}}{2} . \tag{5.3}
\end{equation*}
$$

They satisfy the relations [216]

$$
\begin{equation*}
\left[\hat{K}^{1}, \hat{K}^{2}\right]=-i \hat{K}^{0}, \quad\left[\hat{K}^{1}, \hat{K}^{0}\right]=-i \hat{K}^{2}, \quad\left[\hat{K}^{2}, \hat{K}^{0}\right]=i \hat{K}^{1} \tag{5.4}
\end{equation*}
$$

A $t$-dependent (in general, $t$ is a generic parameter) null-trace $2 \times 2 \mathrm{su}(1,1)$ matrix is a linear combination, with real $t$-dependent coefficients $\omega_{0}(t), \omega_{1}(t)$ and $\omega_{2}(t)$, of the generators $\hat{K}^{0}, \hat{K}^{1}$ and $\hat{K}^{2}$, namely

$$
\begin{equation*}
H(t)=\omega_{0}(t) \hat{K}^{0}+\omega_{1}(t) \hat{K}^{1}+\omega_{2}(t) \hat{K}^{2} \tag{5.5}
\end{equation*}
$$

In terms of Pauli matrices it can be cast as

$$
\begin{align*}
H(t) & =\Omega(t) \hat{\sigma}^{z}+i \omega_{x}(t) \hat{\sigma}^{x}-i \omega_{y}(t) \hat{\sigma}^{y}  \tag{5.6}\\
& =\Omega(t) \hat{\sigma}^{z}-\omega(t) \hat{\sigma}^{+}+\omega^{*}(t) \hat{\sigma}^{-},
\end{align*}
$$

where, conventionally, $\hat{\sigma}^{ \pm}=\left(\hat{\sigma}^{x} \pm i \hat{\sigma}^{y}\right) / 2$ and $\omega(t)$ is a complex parameter defined by $\omega(t)=\omega_{y}-$ $i \omega_{x} \equiv|\omega(t)| e^{i \phi_{\omega}(t)}$, and $\Omega(t)=\omega_{0}(t) / 2, \omega_{x}(t)=\omega_{2}(t) / 2, \omega_{y}(t)=\omega_{1}(t) / 2$. In this way, in the basis of $\hat{\sigma}^{z}$, the matrix representation of a general non-Hermitian operator $H(t)$ belonging to the su(1,1) algebra reads

$$
H(t)=\left(\begin{array}{cc}
\Omega(t) & -\omega(t)  \tag{5.7}\\
\omega^{*}(t) & -\Omega(t)
\end{array}\right)
$$

From Eq. (5.1) we see that the subclass of $P T$-symmetric su(1,1) Hamiltonians is identified by $\phi_{\omega}=$ $\pm \pi / 2$ or equivalently by $\omega_{y}=0$.

It is important to underline that $\mathrm{su}(1,1)$-symmetric Hamiltonians are pseudo-Hermitian, that is, by definition [25], there exists at least one non-singular Hermitian matrix $\eta$ such that

$$
\begin{equation*}
H^{\dagger}(t)=\eta H(t) \eta^{-1} \tag{5.8}
\end{equation*}
$$

It is easy to see that the simplest matrix satisfying condition (5.8) is

$$
\eta=\hat{\sigma}^{z}=\left(\begin{array}{cc}
1 & 0  \tag{5.9}\\
0 & -1
\end{array}\right) .
$$

A diagonalizable operator is pseudo-Hermitian, if and only if its eigenvalues are either real or grouped in complex-conjugated pairs [25]. This fact is physically relevant, since it turns out to be the feature possessed by the non-Hermitian Hamiltonians resulting by the procedure provided by Feshbach [24] to describe effectively a quantum system with a discrete spectrum coupled to a continuum. PseudoHermitian Hamiltonians, thus, play a very important role in the study of open quantum system [111, $212,213,214,215]$, especially in description of their particular experimentally detectable physical aspects [111, 11, 27, 28, 29, 30].

The $t$-parameter-dependent spectrum of $H(t)$ reads $E_{ \pm}(t)= \pm \sqrt{\Omega^{2}(t)-|\omega(t)|^{2}}$, which is real under the condition $|\omega(t)|^{2}<\Omega^{2}(t)$. The reality of the spectrum is a sufficient and necessary condition for $H(t)$ to be quasi-Hermitian [25]; the condition of quasi-Hermiticity consists in the existence of a positive-definite matrix $\eta_{+}$in the set of the matrices $\eta$ accomplishing the equality in Eq. (5.8) [25]. It can be verified that such a matrix reads

$$
\eta_{+}=\left(\begin{array}{cc}
1 & -\omega(t) / \Omega(t)  \tag{5.10}\\
-\omega^{*}(t) / \Omega(t) & 1
\end{array}\right)
$$

which is positive-definite for $|\omega(t)|^{2}<\Omega^{2}(t)$. In this case we may identify a new Hilbert space in which $H(t)$ is Hermitian or, in other words, we may define a new scalar product $\langle\cdot \mid \cdot\rangle_{\eta_{+}}$(defining the new Hilbert space), namely $\left\langle\cdot \mid \eta_{+} \cdot\right\rangle$ (where $\langle\cdot \mid \cdot\rangle$ is the standard Euclidean scalar product), with respect to which $H(t)$ is Hermitian. However, if the parameter $t$ represents the time, this condition is not sufficient for our Hamiltonian to describe a closed quantum physical system. In fact, it can be shown, that a quasi-Hermitian time-dependent Hamiltonian describes a closed quantum system characterized by a (pseudo-) unitary dynamics only if the positive-definite matrix $\eta_{+}$is time-independent [217]. This implies that a su(1,1) Hamiltonian (5.7) can describe a closed quantum system only if $\phi_{\omega}(t)=$ const. and $\Omega(t)$ and $|\omega(t)|$ have the same time-dependence, namely $\omega(t)=\left|\omega_{0}\right| f(t)$ and $\Omega(t)=\Omega_{0} f(t)$, with $\left|\omega_{0}\right|^{2}<\Omega_{0}^{2}$.

For all these reasons, in view of possible dynamical applications of finite dimensional $\mathrm{su}(1,1)$ symmetry Hamiltonians $H(t)$ in either classical or quantum contexts, we search solutions of the Cauchy problem ( $\hbar=1$ )

$$
\begin{equation*}
i \dot{U}(t)=H(t) U(t), \quad U(0)=\mathbb{1} \tag{5.11}
\end{equation*}
$$

which is the standard equation for the time evolution operator $U(t)$. For a Hermitian Hamiltonian, when the evolution of a state vector $|\psi(t)\rangle$ of the system in question is given by the the Schrödinger equation $i|\dot{\psi}(t)\rangle=H(t)|\psi(t)\rangle$, the operator $U(t)$ provides the solution $|\psi(t)\rangle=U(t)|\psi(0)\rangle$. Correspondingly, if a state of the system is described by a density matrix $\rho(t)$ evolving according to $i \rho(t)=[H(t), \rho(t)]$, the evolution is given as $\rho(t)=U(t) \rho(0) U^{\dagger}(t)$.

Since $H(t)$ is an element of the Lie algebra su(1,1), the evolution operator $U(t)$ is an element of the corresponding Lie group $\mathrm{SU}(1,1)$. It can be thus written as an exponential of a (time-dependent) element $X(t) \in \operatorname{su}(1,1)$, i.e. $U(t)=\exp (-i X(t))$. To find $X(t)$ for a time dependent $H(t)$, we have, in general, to evaluate a time-ordered integral. Wei and Norman [218] proposed an alternative way consisting in representing $U(t)$ in the form of a product of exponentials, each involving a single generator of the Lie algebra multiplied by a time-dependent coefficient. The resulting equations for these coefficients depend on the order of exponentials, but one can chose a canonical one that simplifies the equations maximally for all interesting algebras [219]. In particular, in our case we write the nonunitary operator $U(t)$ in the form,

$$
\begin{align*}
U(t) & \equiv e^{u_{1}(t) \hat{\sigma}^{+}} e^{-u_{2}(t) \hat{\sigma}^{z}} e^{u_{3}(t) \hat{\sigma}^{-}} \\
& =\left(\begin{array}{cc}
e^{-u_{2}(t)}+u_{1}(t) e^{u_{2}(t)} u_{3}(t) & u_{1}(t) e^{u_{2}(t)} \\
e^{u_{2}(t)} u_{3}(t) & e^{u_{2}(t)}
\end{array}\right), \tag{5.12}
\end{align*}
$$

getting from Eq. (5.11) the following system of differential equations

$$
\left\{\begin{array}{l}
\dot{u}_{1}(t)=i \omega(t)-2 i \Omega(t) u_{1}(t)+i \omega^{*}(t) u_{1}^{2}(t),  \tag{5.13}\\
\dot{u}_{2}(t)=i \Omega(t)-i \omega^{*}(t) u_{1}(t), \\
\dot{u}_{3}(t)=-i \omega^{*}(t) e^{-u_{2}(t)}
\end{array}\right.
$$

to be associated with the initial conditions $u_{j}(0)=0(j=1,2,3)$. Once the first Riccati equation is solved, the remaining two can be simply integrated so that the whole su(1,1)-symmetry Hamiltonian problem may be exactly solved. A similar Riccati equation may be obtained when the analogous problem for the $\mathrm{su}(2)$ case is treated and an interesting interplay between Physics and Mathematics has recently been reported [200].

Since no general method is available to solve the system (5.13) for arbitrary $\Omega(t)$ and $\omega(t)$, we look for specific relations of physical interest between the Hamiltonian entries so that the Riccati equation under scrutiny can be solved analytically. To this end let us consider the following change of variable

$$
\begin{equation*}
u_{1}(t)=i e^{i \phi_{\omega}(t)} Y(t) . \tag{5.14}
\end{equation*}
$$

Plugging this expression into the Riccati equation in Eq. (5.13), we arrive at the following RiccatiCauchy problem for the variable $Y(t)$ :

$$
\begin{equation*}
\dot{Y}(t)=-|\omega(t)| Y^{2}(t)-i\left[2 \Omega(t)+\dot{\phi}_{\omega}(t)\right] Y(t)+|\omega(t)|, \quad Y(0)=0 \tag{5.15}
\end{equation*}
$$

It is quite clear, then, that under the analytical constraint

$$
\begin{equation*}
2 \Omega(t)+\dot{\phi}_{\omega}(t)=2 v|\omega(t)| \tag{5.16}
\end{equation*}
$$

with $v$ a time-independent real non-negative dimensionless parameter, Eq. (5.15) becomes exactly solvable.

It is possible to adopt a different point of view to examine in depth the meaning of Eq. (5.16) if we consider the evolution of a state vector $|\psi(t)\rangle$ of the system. To this end, inspired by the seminal paper [32], we transform $|\psi(t)\rangle$ from the old basis to $|\tilde{\psi}(t)\rangle$ in a new basis,

$$
\begin{equation*}
|\psi(t)\rangle=\exp \left\{i \phi_{\omega}(t) \hat{\sigma}^{z} / 2\right\}|\tilde{\psi}(t)\rangle \tag{5.17}
\end{equation*}
$$

getting the following new time-dependent Schrödinger equation

$$
\begin{equation*}
i|\dot{\tilde{\psi}}(t)\rangle=H_{e f f}(t)|\tilde{\psi}(t)\rangle \tag{5.18}
\end{equation*}
$$

with

$$
\begin{equation*}
H_{e f f}(t)=\left[\Omega(t)+\frac{\dot{\phi}_{\omega}(t)}{2}\right] \hat{\sigma}^{z}-i|\omega(t)| \hat{\sigma}^{y} \tag{5.19}
\end{equation*}
$$

From this expression it is clear why the relation (5.16) is a solvability condition for our problem. Indeed, the corresponding Schrödinger equation

$$
\begin{equation*}
i|\dot{\tilde{\psi}}(t)\rangle=|\omega(t)|\left[2 v \hat{\sigma}^{z}-i \hat{\sigma}^{y}\right]|\tilde{\psi}(t)\rangle, \tag{5.20}
\end{equation*}
$$

may be easily solved, even if the effective Hamiltonian is time-dependent.
The solution $Y_{v}(t)$ of the particular Riccati equation, related to a specific value of $v$, reads

$$
\begin{equation*}
Y_{v}(t)=\frac{\sqrt{v^{2}-1} \tan \left[\sqrt{v^{2}-1} \chi(t)\right]-i v \tan ^{2}\left[\sqrt{v^{2}-1} \chi(t)\right]}{v^{2} \sec ^{2}\left[\sqrt{v^{2}-1} \chi(t)\right]-1} \tag{5.21}
\end{equation*}
$$

where the time-dependent positive function $\chi(t)$ is defined as

$$
\begin{equation*}
\chi(t)=\int_{0}^{t}|\omega(\tau)| d \tau \tag{5.22}
\end{equation*}
$$

We may identify different classes and related different solutions depending on the value of the parameter $v$. The case $v>1$ defines the trigonometric regime with solution $Y_{v}^{t}(t)$ in the form (5.21). For $0<v<1$ the solution $Y_{v}(t)$ is in the hyperbolic regime having the form

$$
\begin{equation*}
Y_{v}^{h}(t)=\frac{\sqrt{1-v^{2}} \tanh \left[\sqrt{1-v^{2}} \chi(t)\right]-i v \tanh ^{2}\left[\sqrt{1-v^{2}} \chi(t)\right]}{1-v^{2} \operatorname{sech}^{2}\left[\sqrt{1-v^{2}} \chi(t)\right]} \tag{5.23}
\end{equation*}
$$

The case $v=1$ defines the rational regime with

$$
\begin{equation*}
Y_{v}^{r}(t)=\frac{\chi(t)-i \chi^{2}(t)}{\chi^{2}(t)+1} \tag{5.24}
\end{equation*}
$$

Finally, for $v=0$ we have a real solution,

$$
\begin{equation*}
Y_{0}(t)=\tanh [\chi(t)] . \tag{5.25}
\end{equation*}
$$

In this way, through Eq. (5.14), we may construct the time evolution operator of Eq. (5.12) for our exactly solvable scenario. To this end, it is important to point out that the $\operatorname{SU}(1,1)$ group elements and then the time evolution operators generated by the Hamiltonians in Eq. (5.7) depend on only two complex parameters. Indeed, the Caley-Klein parametrization for the $\mathrm{SU}(1,1)$ group elements reads

$$
U(t)=\left(\begin{array}{cc}
a(t) & b(t)  \tag{5.26}\\
b^{*}(t) & a^{*}(t)
\end{array}\right),
$$

with $|a(t)|^{2}-|b(t)|^{2}=1$. Comparing this form with the one given in Eq. (5.12) it is easy to derive the following relations

$$
\begin{equation*}
u_{1}=\frac{b}{a^{*}}, \quad u_{2}=\log \left(a^{*}\right), \quad u_{3}=\frac{b^{*}}{a^{*}}, \tag{5.27}
\end{equation*}
$$

allowing us to simplify the matrix representation of the time evolution operator in terms of the $u_{j} s$ parameters as follows:

$$
U(t)=\left(\begin{array}{cc}
\exp \left[u_{2}^{*}(t)\right] & u_{1}(t) \exp \left[u_{2}(t)\right]  \tag{5.28}\\
u_{1}^{*}(t) \exp \left[u_{2}^{*}(t)\right] & \exp \left[u_{2}(t)\right]
\end{array}\right),
$$

with $e^{u_{2}^{*}(t)} e^{u_{2}(t)}\left(1-\left|u_{1}(t)\right|^{2}\right)=1$. We see that in this case the expressions of the entries are easily readable and symmetric. Moreover, only two out of the three initial parameters appear. Then, the evolution operator for our general exactly solvable scenario may be written down as

$$
U_{v}(t)=\left(\begin{array}{cc}
\exp \left[\mathfrak{r}_{v}(t)\right] \exp \left[-i \mathfrak{s}_{v}(t)\right] & \left|Y_{v}(t)\right| \exp \left[\mathfrak{r}_{v}(t)\right] \exp \left[i\left(\mathfrak{s}_{v}(t)+\mathfrak{y}_{v}(t)\right)\right]  \tag{5.29}\\
\left|Y_{v}(t)\right| \exp \left[\mathfrak{r}_{v}(t)\right] \exp \left[-i\left(\mathfrak{s}_{v}(t)+\mathfrak{y}_{v}(t)\right)\right] & \exp \left[\mathfrak{r}_{v}(t)\right] \exp \left[i \mathfrak{s}_{v}(t)\right]
\end{array}\right),
$$

with

$$
\begin{align*}
\mathfrak{r}_{v}(t) & =\int_{0}^{t}|\omega(\tau)| \operatorname{Re}\left[Y_{v}(\tau)\right] d \tau  \tag{5.30a}\\
\mathfrak{s}_{v}(t) & =\int_{0}^{t} \Omega(\tau) d \tau+\int_{0}^{t}|\omega(\tau)| \operatorname{Im}\left[Y_{v}(\tau)\right] d \tau  \tag{5.30b}\\
\mathfrak{y}_{v}(t) & =\frac{\pi}{2}+2 v \int_{0}^{t}|\omega(\tau)| d \tau-2 \int_{0}^{t} \Omega(\tau) d \tau+\varphi_{v}(t)  \tag{5.30c}\\
\varphi_{v}(t) & =-\arctan \left[\frac{v \tan \left[\sqrt{v^{2}-1} \chi(t)\right]}{\sqrt{v^{2}-1}}\right] \tag{5.30d}
\end{align*}
$$

Finally, it is easy to verify that the following identity

$$
\begin{equation*}
\operatorname{det}\left[U_{v}(t)\right]=\exp \left[2 \mathfrak{r}_{v}(t)\right]\left(1-\left|Y_{v}(t)\right|^{2}\right)=1 \tag{5.31}
\end{equation*}
$$

is fulfilled at any time instant $t$ for arbitrary $v$.

### 5.2 Non-Hermitian quantum mechanics issues

In what follows we aim at exploring the applicability of our results in a quantum dynamical context. We underline that such an objective is not trivial since in the non-Hermitian Hamiltonian-based quantum dynamics conceptual difficulties in the physical interpretation of the mathematical results, may occur.

### 5.2.1 Trace and positivity preserving non-linear equation of motion

In the two-dimensional su(1,1) case, in contrast to the $\operatorname{su}(2)$ one, the complex entries $a(t)$ and $b(t)$ appearing in the operator $U(t)$, [the solution of the Cauchy problem (5.11)] lack they usual physical meaning. Indeed, in the su(2) case we interpret $|a(t)|^{2}$ and $|b(t)|^{2}$ as probabilities, while for the su(1,1) case, considered in this paper, $|a(t)|^{2} \geq 1$ since $|a(t)|^{2}-|b(t)|^{2}=1$ and, consequently, $U(t)$ cannot be identified as the unitary time evolution generator of a closed Hamiltonian system. This is intrinsically related to the dynamics generated by a su( 1,1 ) finite-dimensional Hamiltonian. Indeed, as already mentioned earlier, only the infinite dimensional representations of $\mathrm{SU}(1,1)$ may be unitary.

A direct consequence of the non-unitarity of $U(t)$ obscuring the physical interpretation of the mathematical results we get from the study of the Cauchy problem (5.11), is that the Schrödinger-type time evolution of a density matrix $\rho^{\prime}(t)=U(t) \rho^{\prime}(0) U^{\dagger}(t)$ does not preserve the trace of $\rho^{\prime}$. To recover the necessary normalization condition at any time instant, following the approach introduced in Ref. [212], we put

$$
\begin{equation*}
\rho(t)=\frac{\rho^{\prime}(t)}{\operatorname{Tr}\left\{\rho^{\prime}(t)\right\}}, \tag{5.32}
\end{equation*}
$$

where $\rho^{\prime}(t)=U(t) \rho^{\prime}(0) U^{\dagger}(t)$ and $\dot{U}(t)=-i H(t) U(t)$.
This choice leads to a "new dynamics", that is, to a new Liouville-von Neumann equation governing the dynamics of our system, obtained by differentiating Eq. (5.32), namely

$$
\begin{equation*}
\dot{\rho}(t)=-i\left[H_{0}(t), \rho(t)\right]-\{\Gamma(t), \rho(t)\}+2 \rho(t) \operatorname{Tr}\{\rho(t) \Gamma(t)\}, \tag{5.33}
\end{equation*}
$$

where we put

$$
\begin{equation*}
H(t)=H_{0}(t)-i \Gamma(t), \tag{5.34}
\end{equation*}
$$

with $H_{0}^{\dagger}(t)=H_{0}(t)$ and $\Gamma^{\dagger}(t)=\Gamma(t)$. In fact, it is easy to check that the general su(1,1) Hamiltonian of the form (5.7), may be written in this way with

$$
\begin{equation*}
H_{0}(t)=\Omega(t) \hat{\sigma}^{z}, \quad \Gamma(t)=-\omega_{x}(t) \hat{\sigma}^{x}+\omega_{y}(t) \hat{\sigma}^{y} \tag{5.35}
\end{equation*}
$$

and $\omega(t) \equiv \omega_{y}(t)-i \omega_{x}(t) \equiv|\omega(t)| e^{i \phi_{\omega}(t)}$.
From a physical point of view, Eq.(5.33) possesses interesting properties [215] which make it a valid candidate to describe the quantum dynamics of physical systems characterized by a non-Hermitian

Hamiltonian like $P T$-symmetric systems [29, 30]. The three most important properties to be pointed out are: 1) a pure state remain pure at any time, while the purity of a mixed state, in general, changes in time; 2) the trace and positivity are preserved at any time since the new equation was constructed $a d$ hoc to satisfy this condition in order to recover the concept of probability and a statistical interpretation of the quantum dynamics related to Hermitian Hamiltonians; 3) the general solution of Eq. (5.33) reads, of course,

$$
\begin{equation*}
\rho(t)=\frac{U(t) \rho^{\prime}(0) U^{\dagger}(t)}{\operatorname{Tr}\left\{U(t) \rho^{\prime}(0) U^{\dagger}(t)\right\}}, \tag{5.36}
\end{equation*}
$$

where $U(t)$ is the (non-unitary) operator satisfying Eq. (5.11). Thus the solution of the non-linear problem (5.33) is traced back to solve our original problem (5.11). This circumstance means that, through the procedure exposed in Sec. 5.1, we are able to solve the generalized Liouville-von Neumann non-linear equation (5.33) for the class of time-dependent scenarios identified by the relation (5.16), whose time evolution operator $U_{v}(t)$ is reported in Eq. (5.29).

### 5.2.2 Semigroups of nonlinear positivity and trace preserving maps

Equation (5.33) was constructed, to some extent, ad hoc, merely postulating a way of keeping the proper normalization of the density matrix during the whole evolution. However, one can argue that the form of an evolution equation is dictated by the fact that it should describe a one-parameter positivity preserving semigroup modeling time evolution of the density matrix of a quantum system. Let us consider a general, positivity preserving map,

$$
\begin{equation*}
\phi_{t}(\rho)=U(t) \rho U^{\dagger}(t) . \tag{5.37}
\end{equation*}
$$

When $U(t)$ is a one-parameter semigroup $U(s+t)=U(s) U(t)$, then a reasonable demand is that $\phi_{t}(\rho)$ has the semigroup property, i.e. $\phi_{s} \circ \phi_{t}=\phi_{s+t}$. This means that evolution for time 0 to $s+t$ is composed from the evolution from 0 to $t$ followed by the evolution from $t$ to $t+s$.

Let us now consider the following map,

$$
\begin{equation*}
\hat{\phi}_{t}(\rho)=\frac{\phi_{t}(\rho)}{\operatorname{Tr}\left(\phi_{t}(\rho)\right)} . \tag{5.38}
\end{equation*}
$$

Such a map $\hat{\phi}_{t}$ happens also to describe a reasonable quantum evolution. It is clearly positivity- and trace-preserving and, moreover, has the semigroup property $\hat{\phi}_{s} \circ \hat{\phi}_{t}=\hat{\phi}_{s+t}$. Indeed [220],

$$
\begin{align*}
\hat{\phi}_{s} \circ \hat{\phi}_{t}(\rho) & =\hat{\phi}_{s}\left(\frac{\phi_{t}(\rho)}{\operatorname{Tr}\left(\phi_{t}(\rho)\right)}\right)=\frac{\phi_{s}\left(\frac{\phi_{t}(\rho)}{\operatorname{Tr}\left(\phi_{t}(\rho)\right)}\right)}{\operatorname{Tr}\left(\phi_{s}\left(\frac{\phi_{t}(\rho)}{\operatorname{Tr}\left(\phi_{t}(\rho)\right)}\right)\right)} \\
& =\frac{\frac{1}{\operatorname{Tr}\left(\phi_{t}(\rho)\right)} \phi_{s}\left(\phi_{t}(\rho)\right)}{\operatorname{Tr}\left(\frac{1}{\operatorname{Tr}\left(\phi_{t}(\rho)\right)} \phi_{s}\left(\phi_{t}(\rho)\right)\right)} \frac{\phi_{s}\left(\phi_{t}(\rho)\right)}{\operatorname{Tr}\left(\phi_{s}\left(\phi_{t}(\rho)\right)\right)} \\
& =\frac{\phi_{s+t}(\rho)}{\operatorname{Tr}\left(\phi_{s+t}(\rho)\right)}=\hat{\phi}_{s+t}(\rho), \tag{5.39}
\end{align*}
$$

from the linearity of $\phi_{t}$ and the trace. Moreover,

$$
\begin{equation*}
\hat{\phi}_{t}(\alpha \rho)=\hat{\phi}_{t}(\rho) \tag{5.40}
\end{equation*}
$$

The transition from the map (5.37) to the map (5.32) that preserves the semigroup property can be generalized as follows. Let $f$ be an arbitrary scalar function, $f: \mathscr{P} \rightarrow \mathbb{R}^{+}$, from the cone of positive operators $\mathscr{P}$ into positive reals $\mathbb{R}^{+}$. Then the map,

$$
\begin{equation*}
\tilde{\phi}_{t}(\rho)=f\left(\hat{\phi}_{t}(\rho)\right) \hat{\phi}_{t}(\rho) \tag{5.41}
\end{equation*}
$$

has also the semigroup property. Indeed, using (5.40), we get,

$$
\begin{align*}
\tilde{\phi}_{s} \circ \tilde{\phi}_{t}(\rho) & =\tilde{\phi}_{s}\left(\tilde{\phi}_{t}(\rho)\right)=\tilde{\phi}_{s}\left(f\left(\hat{\phi}_{t}(\rho)\right) \hat{\phi}_{t}(\rho)\right) \\
& =f\left(\hat{\phi}_{s}\left(f\left(\hat{\phi}_{t}(\rho)\right) \hat{\phi}_{t}(\rho)\right)\right) \hat{\phi}_{s}\left(f\left(\hat{\phi}_{t}(\rho)\right) \hat{\phi}_{t}(\rho)\right) \\
& =f\left(\hat{\phi}_{s}\left(\hat{\phi}_{t}(\rho)\right)\right) \hat{\phi}_{s}\left(\hat{\phi}_{t}(\rho)\right)=f\left(\hat{\phi}_{s+t}(\rho)\right) \hat{\phi}_{s+t}(\rho) \\
& =\tilde{\phi}_{s+t}(\rho), \tag{5.42}
\end{align*}
$$

Obviously, the above reasoning does not eliminate other generalizations of (5.38) preserving the semigroup property, but if we restrict (5.41) to the subspace $\mathscr{D}(\mathscr{H})$ of all density matrices upon the Hilbert space $\mathscr{H}$ of the system, we must have $f=1$, since at $t=0, \tilde{\phi}_{t=0}(\rho)=\rho=f(\rho) \rho$ whatever $\rho$ is. Therefore, Eq.(5.32) itself is less $a d$ hoc than it seems and in addition it derives from the same dynamical map generating the von Neumann-Liouville equation when $H=H^{\dagger}$.

### 5.2.3 Quantum dynamics of a su(1,1) "Rabi" scenario

In order to appreciate better the physical aspects of the generalized Liouville-von Neumann non-linear equation (5.33), we want to study now the "Rabi" scenario for the case of $s u(1,1)$ Hamiltonians and to point out differences and analogies with the $\operatorname{su}(2)$ case by bringing to light intriguing dynamical aspects. We know that the 'standard' Rabi scenario describes a spin- $1 / 2$ subjected to a time-dependent magnetic field precessing around the $\hat{z}$-axis. The matrix representation of a general su(2) Hamiltonian may written as

$$
\tilde{H}(t)=\tilde{\Omega}(t) \hat{\sigma}^{z}+\tilde{\omega}_{x}(t) \hat{\sigma}^{x}+\tilde{\omega}_{y}(t) \hat{\sigma}^{y}=\left(\begin{array}{cc}
\tilde{\Omega}(t) & \tilde{\omega}(t)  \tag{5.43}\\
\tilde{\omega}^{*}(t) & -\tilde{\Omega}(t)
\end{array}\right),
$$

with $\tilde{\omega}(t) \equiv \tilde{\omega}_{x}(t)-i \tilde{\omega}_{y}(t) \equiv|\tilde{\omega}(t)| e^{i \phi_{\tilde{\omega}}(t)}$ and where $\hat{\sigma}^{k}(k=x, y, z)$ are the Pauli matrices represented in the eigenbasis $\{| \pm\rangle\}$ of $\hat{\sigma}^{z}: \hat{\sigma}^{z}| \pm\rangle= \pm| \pm\rangle$. It is easy to see that the consideration of a magnetic field precessing around the $\hat{z}$-axis amounts to consider the three parameters $\tilde{\Omega},|\tilde{\omega}|$ and $\dot{\phi}_{\tilde{\omega}}$ time independent. Further, the well known Rabi's resonance condition, ensuring a complete periodic population transfer between the two states $|+\rangle$ and $|-\rangle$, acquires the form $\tilde{\Omega}+\dot{\phi}_{\tilde{\omega}} / 2=0$. From Sec. 1.3.1 we know that, also when the three parameters are time-dependent, the so-called generalized Rabi's resonance condition $\tilde{\Omega}(t)+\dot{\phi}_{\tilde{\omega}}(t) / 2=0$ is a necessary condition to obtain periodic oscillations with maximum amplitude.

We see from (5.35) that we may interpret the $\mathrm{su}(1,1)$ Hamiltonian as a Rabi problem with a complex transverse magnetic field. Analogously to the su(2) case, we may define the Rabi-like scenario for a $\operatorname{su}(1,1)$ dynamical problem the case in which the three parameters $\Omega,|\omega|$ and $\dot{\phi}_{\omega}$ are time independent.

Thus, the related solution for the quantum dynamics is given by Eqs. (5.29), (5.30a), (5.30b) and (5.30c) with $\Omega(\tau)=\Omega_{0},|\omega(\tau)|=\left|\omega_{0}\right|$ and $\dot{\phi}_{\omega}(t)=\dot{\phi}_{\omega}^{0}$.

Let us now study the time behavior of the Rabi's transition probability $P_{+}^{-}(t)$, that is the probability to find the system in the state $|-\rangle$ at time $t$ when it is initialized at time $t=0$ in the state $|+\rangle$. Starting thus form the initial state $\rho(0)=\rho^{\prime}(0)=|+\rangle\langle+|$ and employing the non-linear equation of motion (5.36) discussed before with the non-unitary operator $U(t)$ given by (5.29), we obtain for $P_{+}^{-}(t)=$ $\rho_{22}(t)$,

$$
\begin{equation*}
P_{+}^{-}(t)=\frac{|b(t)|^{2}}{|a(t)|^{2}+|b(t)|^{2}}=\frac{\left|Y_{v}(t)\right|^{2}}{1+\left|Y_{v}(t)\right|^{2}} \tag{5.44}
\end{equation*}
$$

In Figs. 5.2b and 5.1b we depict the transition probability $P_{+}^{-}$, against the dimensionless time $\tau=\left|\omega_{0}\right| t$ for different values of the parameter $v$. This is done in the case of a Rabi-like scenario, which amounts, as explained before, to considering the two parameters $\Omega$ and $|\omega|$, defining the operator $U(t)$ by Eqs. (5.29), (5.30a), (5.30b) and (5.30c), as independent of time.


Figure 5.1: (Color online) a) Time dependence of the transition probability $P_{+}^{-}$as a function of $\tau=\left|\omega_{0}\right| t$, for different values of $v: v=0 ; 0.7 ; 1 ; 2 ; 5$ correspond to the up-full blue, dashed green, dotted red, dot-dashed magenta and down-full brown curve, respectively; b) The plot illustrates ( $v=2 ; 1.2 ; 1.01 ; 1 \rightarrow$ dotted blue, dashed green, dot-dashed magenta, full red) the passage of $P_{+}^{-}(\tau)$ from the oscillatory regime to the plateau regime.

We note that we have oscillations when $v \geq 1$ of decreasing amplitude and period as long as $v$ increases; for $0 \leq v<1$, instead, an asymptotic regime appears. This constitutes a deep difference between the Rabi scenario in the $\operatorname{su}(2)$ and in the $\operatorname{su}(1,1)$ case. In the former, the behaviour of the transition probability $P_{+}^{-}(t)$ is always oscillatory in time and different values of $v$ are related to different amplitudes of the oscillations. In the latter, instead, two kinds of time behaviour appear depending on the value of the parameter $v$, with 1 as value of separation between the two regimes. It is important to highlight at this point that the existence of the two regimes, in general, is not related to the reality or complexity of the Hamiltonian spectrum. The latter, indeed, concerning the "Rabi" scenario we are analysing, is $t$-independent, the eigenvalues take the values $\pm \sqrt{\Omega_{0}^{2}-\left|\omega_{0}\right|^{2}}$, and within the solvability
condition (5.16), they are real if (without loosing generality that $\Omega_{0}>0$ )

$$
\begin{equation*}
v>1+\frac{\dot{\phi}_{\omega}^{0}}{\Omega_{0}} \tag{5.45}
\end{equation*}
$$

We see, then, that only if $\dot{\phi}_{\omega}^{0}=0$, the $v$-dependent transition between the two dynamical regimes coincides with the passage from a real to a complex spectrum. This happens to be the case for the generic $\operatorname{su}(1,1) 2 \mathrm{x} 2 P T$-symmetry matrix in Eq. (5.1) for which $\phi_{\omega}(t)=\pi / 2$, or for a $t$-independent $\operatorname{su}(1,1)$ matrix. Conversely, if $\dot{\phi}_{\omega}^{0} \neq 0$, two possible interesting cases arise. Namely, if $\dot{\phi}_{\omega}^{0}<0$ it means that the transition between the two dynamical regimes ( $v>1 \rightarrow v<1$ ) occurs while the spectrum keeps its reality, since, in this case, $1+\dot{\phi}_{\omega}^{0} / \Omega_{0}<1$. On the other hand, if $\dot{\phi}_{\omega}^{0}>0$, there is a range of values of $v$, namely $1<v<1+\dot{\phi}_{\omega}^{0} / \Omega_{0}$, for which the spectrum becomes complex without any appreciable evidence in the dynamical behavior of the system.

As a last remark we want to highlight a common feature of the $\operatorname{su}(2)$ and the $\operatorname{su}(1,1)$ cases. Note that the Rabi-like resonance condition $\Omega+\dot{\phi}_{\omega} / 2=0$ amounts to putting $v=0$ and the related up-full blue curve in Fig. 5.2b is the top limit one. We know that in the su(2) case this condition ensures the complete periodic population transfer between the two levels of the system, that is oscillations with maximum amplitude. Therefore, also in the $\operatorname{su}(1,1)$ case, the scenario related to the Rabi's resonance condition is the one with the maximum value for the transition probability at any time. However, it is important to note that in the su(1,1) case the transition probability, defined according to the framework delineated in Refs. [212] and [215], cannot overcome the value of $1 / 2$, meaning that, in this instance, we cannot have the complete population transfer.

### 5.3 Analytically solvable $2 \times 2 P T$-symmetry dynamics

This paragraph deals with physical systems living in a two-dimensional Hilbert space and describable by $2 \times 2$ time-dependent quasi-Hermitian $P T$-symmetry matrices. The $P T$-symmetry two-level model describes a general sink-source or gain-loss system. It proves to be very useful for the comprehension of basic theoretical concepts [221] and of many experimental results, e.g. [28] and [29]. Other physical systems, e.g. coupled waveguides [11, 207, 224], are exactly described by a two-dimensional $P T$-symmetry Hamiltonian; in such cases, like in other photonic structures [10], the dynamics of the physical system is governed by a Schrödinger-like equation where the time variable is substituted with the spatial one (the propagation direction).

The matrix representation of a sink-source system may be cast as follows

$$
\tilde{H}=\left(\begin{array}{cc}
-i r \sin \theta & \gamma  \tag{5.46}\\
\gamma & i r \sin \theta
\end{array}\right)
$$

where $r$ and $\theta$ are real parameters. The diagonal entry describes the energy time evolution in the sinksource [221]. The off-diagonal parameter $\gamma$ may be interpreted as the coupling existing between the one-state sink and the one-state source [221] and in the present work is thought to be time-dependent.

It has been highlighted [221] that this two-box model is able to capture in its parameter space the passage from a condition where the exchange of energy between the two boxes takes place enabling the system to reach equilibrium to the opposite physical situation. The existence of such a radical change
has been experimentally realized by parametrically changing the coupling constant $\gamma[11,28,29,221$, 224] and may be interpreted as an evidence of the transition from unbroken to broken $P T$-symmetry phase.

In the following we concentrate in time-dependent $P T$-symmetry Hamiltonian problems. To this end we introduce a prescribed time-variation of the coupling constant $\gamma$. Investigating this kind of problems may find applications whenever one is interested in controlling a gain-loss physical system, representable by the Hamiltonian (5.46). To find the time-evolution operator generated by $\tilde{H}(t)$ is, generally speaking, a challenging problem strongly dependent on the off-diagonal time-dependent element. For this reason we search a general mathematical protocol providing examples of time-dependent coupling parameters leading to the prediction of the exact quantum dynamics of the corresponding physical system. To this end, in the following, we strategically construct a tool aimed at solving the general dynamical problem generated by the class of $2 \times 2$ quasi-Hermitian $\mathrm{su}(1,1)$ Hamiltonians. This procedure is immediately exploitable for treating dynamical problems characterized by $P T$-symmetry since they constitute a sub-class of the more general class of bi-dimensional su(1,1) dynamical problems.

The approach we use is analogous to the one reported in Ref. [38] aimed at individuating exactly solvable two-dimensional su(2) dynamical problems. On the basis of the result [38] and taking account of the 'affinity' existing between the $\mathrm{SU}(2)$ and the $\mathrm{SU}(1,1)$ symmetry-groups (both are sub-groups of the more general $\operatorname{SL}(2, \mathbb{C})$ group), we extend the constructive method, successful for su(2) problems, to the $\operatorname{su}(1,1)$ case (see Appendix A.2). Thus, what is reported in the following possesses a twofold interest. We identify classes of exactly solvable dynamical problems governed by time-dependent bidimensional $\operatorname{su}(1,1)$ Hamiltonians, which is physically relevant in its own within the framework of pseudo- and quasi-Hermitian matrices. Moreover, through this general procedure, we get analytically solvable $P T$-symmetry dynamics with direct physical meaning thanks to the application to the general sink-source model and the gain-loss wave-guide scenarios.

### 5.3.1 Parametric solutions of the $\mathbf{s u}(1,1)$ dynamical problem

It is important to observe that the dynamical problem described by Eq. (5.33) can be reduced to the solution of the Schrödinger equation $i \dot{U}=H U$, giving rise to a system of linear differential equations which may be put in the form (hereafter we omit the explicit time-dependences, if not necessary)

$$
\begin{equation*}
\Omega=i\left[\dot{a} a^{*}-\dot{b} b^{*}\right], \quad \omega=i[-\dot{a} b+\dot{b} a] . \tag{5.47}
\end{equation*}
$$

Following the approach reported in Ref. [38], with appropriate changes to the class of $2 \times 2 \mathrm{su}(1,1)$ matrices (see Appendix A.2), the two entries $a$ and $b$ defining the time evolution matrix $U$ in Eq. (5.26) may be represented as follows

$$
\begin{align*}
& a=\cosh \left[\Lambda_{\theta}\right] \exp \left[i\left(\frac{\phi_{\omega}(t)-\phi_{\omega}(0)}{2}-\frac{\Theta}{2}-\mathscr{R}\right)\right],  \tag{5.48a}\\
& b=-i \sinh \left[\Lambda_{\theta}\right] \exp \left[i\left(\frac{\phi_{\omega}(t)+\phi_{\omega}(0)}{2}-\frac{\Theta}{2}+\mathscr{R}\right)\right], \tag{5.48b}
\end{align*}
$$

where

$$
\begin{align*}
\Lambda_{\theta} & =\int_{0}^{t}|\omega| \cos [\Theta] d t^{\prime}  \tag{5.49a}\\
\mathscr{R} & =\int_{0}^{t} \frac{|\omega| \sin [\Theta]}{\sinh \left[2 \Lambda_{\theta}\right]} d t^{\prime} \tag{5.49b}
\end{align*}
$$

$\Theta$ is an arbitrary, real, time-dependent function such that $\Theta(0)=0$ and $\Omega$ and $\omega$ appearing in $H$ are related through the following relation

$$
\begin{equation*}
\dot{\Theta}+2|\omega| \sin [\Theta] \operatorname{coth}\left[2 \Lambda_{\theta}\right]=2 \Omega+\dot{\phi}_{\omega} \tag{5.50}
\end{equation*}
$$

Equation (5.50) practically serves as a recipe in the sense that, choosing at will the function $\Theta(\Theta(0)=$ 0 ), it determines $\Omega(\omega)$ in terms of $\Theta$ and $\omega(\Omega)$ making the dynamical problem (5.47) exactly solvable.

Such a recipe may be even and easily exploited in the treatment of the dynamical problem generated by the Hamiltonian given by Eq. (5.46). The already discussed link between the PT Hamiltonian in Eq. (5.1) and the $\mathrm{su}(1,1)$ one in Eq. (5.46), in view of Eq. (5.50), provides indeed a possible time variation of the parameter $\gamma$, under the constraint $|r \sin \theta|=$ const.

We emphasize also that Eqs. (5.48) and (5.50) are parametric solutions of the Schrödinger equation and this means that they are valid and may be reinterpreted also for problems whose dynamics is ruled by a Schrödinger-like equation. In guided wave optics, for example, a space-dependent Schrödinger equation appears, as shown in Refs. [11, 224]; in such a case the space variable represents the propagation direction of the waves in the guides and a space-dependent coupling may be reached by varying the distance between the guides [10]. Thus, e.g. for the physical systems studied in Refs. [11, 224], we may interpret Eq. (5.50) as a prescription how to vary over space the coupling between the guides in such a way to have an exactly solvable system of space-dependent differential equations for the amplitudes of the waves propagating in the guides. Given an initial condition of the amplitudes, the latter may be written at a certain space point in terms of the solutions in Eqs. (5.48), provided that the time variable is appropriately substituted by the spatial one.

### 5.3.2 Exact PT-symmetry examples

In the following examples we consider $P T$-symmetry cases, that is, we set $\phi_{\omega}=\pi / 2$.

## Example 1

If we choose such a parameter $\Theta$ that, given $|\omega|$, satisfies

$$
\begin{equation*}
\int_{0}^{t}|\omega| \cos [\Theta] d t^{\prime}=\frac{1}{2} \operatorname{arcsinh}[\kappa], \quad \kappa=2 \int_{0}^{t}|\omega| d t^{\prime} \tag{5.51}
\end{equation*}
$$

from Eqs. (5.48) we get

$$
\begin{align*}
& a=\sqrt{\frac{\sqrt{1+\kappa^{2}}+1}{2}} \exp \left[-i\left(\frac{\Theta}{2}+\mathscr{R}\right)\right]  \tag{5.52a}\\
& b=\sqrt{\frac{\sqrt{1+\kappa^{2}}-1}{2}} \exp \left[-i\left(\frac{\Theta}{2}-\mathscr{R}\right)\right] \tag{5.52b}
\end{align*}
$$

where

$$
\begin{equation*}
\mathscr{R}=\frac{\operatorname{arcsinh}[\kappa]}{2} . \tag{5.53}
\end{equation*}
$$

In this instance, we actually have $\Theta=\arctan [\kappa]$ and the relation between the Hamiltonian parameters reads

$$
\begin{equation*}
\Omega=\frac{|\omega|}{2}\left[2+\frac{1}{1+\kappa^{2}}\right] . \tag{5.54}
\end{equation*}
$$

In the framework of gain-loss models we may interpret this relation as a prescription how to vary over time the coupling parameter $\gamma$ in Eq. (5.46) between the sink and the source in such a way that the dynamical problem is solved by Eqs. (5.52). Supposing $|r \sin \theta|=$ const. (in this case $0<\theta<\pi / 2$, in view of the choice $\phi_{\omega}=\pi / 2$; for $\pi / 2<\theta<\pi$ we have to set $\phi_{\omega}=-\pi / 2$ ), we may write Eq. (5.54) as

$$
\begin{equation*}
\gamma(\tau)=\frac{|r \sin \theta|}{2}\left[2+\frac{1}{1+\tau^{2}}\right], \tag{5.55}
\end{equation*}
$$

with $\tau=r \sin (\theta) t$. The parameter $\gamma$ is plotted in Fig. 5.2a as a function of the dimensionless parameter $\tau$.

If we suppose our system initially prepared in the state $\rho_{0}=|-\rangle\langle-|$, the probability of finding it in the opposite state, according to Eq. (5.36), is

$$
\begin{equation*}
P_{-}^{+}=\rho_{11}=\frac{|b|^{2}}{1+2|b|^{2}} \tag{5.56}
\end{equation*}
$$

where $\rho_{11}$ is the (1,1)-element of the matrix $\rho=U \rho_{0} U^{\dagger} / \operatorname{Tr}\left\{U \rho_{0} U^{\dagger}\right\}$, solution of the equation (5.33). The plot of $P_{-}^{+}$is reported in Fig. 5.2b against the dimensionless time $\tau$. We note that the value


Figure 5.2: (Color online) a) Time evolution of the coupling parameter $\gamma$ in Eq. (5.55) as a function of $\tau=r \sin (\theta) t ; \mathrm{b}$ ) Time dependence of the transition probability $P_{-}^{+}$in Eq. (5.56) (for $|b|$ in Eq. (5.52b)) as a function of $\tau=r \sin (\theta) t$. The upper line corresponds to $P_{-}^{+}=1 / 2$.
reached asymptotically by the transition probability is $1 / 2$. By Eq. (5.56) we see, indeed, that $1 / 2$ is the maximum value reachable by the transition probability, precisely when $|b| \gg 1$.

A direct physical application of current interest my be found in the framework of coupled wave guides. In Ref. [11], for example, a $P T$-symmetry physical scenario of optical beam propagation is investigated. Under appropriate conditions, the optical-field dynamics of the two coupled wave-guides is described by the following space-dependent Schrödinger-like equation

$$
i \frac{d}{d z}\binom{E_{1}}{E_{2}}=\left(\begin{array}{cc}
i \varepsilon & -\gamma  \tag{5.57}\\
-\gamma & -i \varepsilon
\end{array}\right)\binom{E_{1}}{E_{2}}
$$

where $E_{1,2}$ are the field amplitudes in the first and the second guide, respectively, $\varepsilon$ is the effective gain coefficient, $\gamma$ is the coupling constant and $z$ represents the one-dimensional location of the signals in the guides. In our case, we suppose a spatial configuration of the wave-guides such that the coupling parameter exhibits a spatial-dependence $\gamma \equiv \gamma(z)$ (reachable by varying the distance between he guides [10]). It is easy to see that, if we apply a unitary transformation accomplishing $\hat{\sigma}_{z} \rightarrow \hat{\sigma}_{x}, \hat{\sigma}_{x} \rightarrow-\hat{\sigma}_{z}$ and $\hat{\sigma}_{y} \rightarrow \hat{\sigma}_{y}$, the $P T$-symmetry 'Hamiltonian' governing the dynamics of the optical system becomes of the form (5.46). Then, in this instance, Eq. (5.54) reads

$$
\begin{equation*}
\gamma(\varepsilon, z)=\frac{\varepsilon}{2}\left[2+\frac{1}{1+(\varepsilon z)^{2}}\right] \tag{5.58}
\end{equation*}
$$

giving us a prescription how to spatially vary the coupling parameter between the two guides (in terms of the constant gain parameter), so that the system (5.57) may be analytically solved. In such a case the probability $P_{+}^{-}$represents the possibility to transfer the signal in the second wave-guide when it is initially injected in the first one. The space-dependence of the coupling parameter we are discussing has, then, the effect of asymptotically transferring half part of the initial optical signal from the first channel to the second one.

## Example 2

By choosing, instead, $\Theta$ such that

$$
\begin{equation*}
\int_{0}^{t}|\omega| \cos [\Theta] d t^{\prime}=\operatorname{arcsinh}[\kappa / 2] \tag{5.59}
\end{equation*}
$$

it is easy to verify that we get

$$
\begin{equation*}
\mathscr{R}=\frac{1}{2} \arctan [\kappa / 2] . \tag{5.60}
\end{equation*}
$$

In this case we have

$$
\begin{align*}
a & =\sqrt{1+\frac{\kappa^{2}}{4}} \exp \left[-i\left(\frac{\Theta}{2}+\mathscr{R}\right)\right]  \tag{5.61a}\\
b & =\frac{\kappa}{2} \exp \left[-i\left(\frac{\Theta}{2}-\mathscr{R}\right)\right] \tag{5.61b}
\end{align*}
$$

and the necessary condition that the Hamiltonian parameters must satisfy results in

$$
\begin{equation*}
\Omega=|\omega| . \tag{5.62}
\end{equation*}
$$

We see that this second choice turns out to be a trivial case. However, two interesting observations may be developed. First, it is worth noticing that, developing the same calculation within the framework of $\operatorname{su}(1,1)$ matrices, Eq. (5.62) becomes $2 \Omega+\dot{\phi}_{\omega}=2|\omega|$, which, in turn, is a particular case of the more general solvability condition reported in Eq. (5.16). It is possible to show that, within the class of $\mathrm{su}(1,1)$ matrices, this more general relation may be derived through our approach as reported in Appendix A.2.1. Second, the last example shows how a slight change in the choice of the function $\Theta$ might lead us to a significantly different scenario and then to a substantially different dynamics of the physical system. Then, this fact underlines the potentiality of the method [38], here proposed for $\operatorname{su}(1,1)$ matrices, in identifying exactly solvable scenarios of possible experimental interest.

Before closing this section, we emphasize that in the examples discussed before we were able to find the closed form of all the necessary quantities in order to solve the dynamical problem. However, if we were interested only in specific physical observables, it might happen that we are requested to find the explicit form of only few quantities. For example, if we were interested in the study of the transition probability $P_{-}^{+}$or in the knowledge of

$$
\begin{align*}
\left\langle\hat{\sigma}^{z}\right\rangle & =\operatorname{Tr}\left\{\rho \hat{\sigma}^{z}\right\}=-1 /\left(|a|^{2}+|b|^{2}\right)  \tag{5.63a}\\
\left\langle\hat{\sigma}^{x}\right\rangle & =\sqrt{\frac{\kappa^{2}}{1+\kappa^{2}}} \cos \left[\phi_{\omega}(t)-\Theta(t)-\pi / 2\right] \tag{5.63b}
\end{align*}
$$

for $\rho(0)=|-\rangle\langle-|$, it is sufficient to analytically write the expression of $|a|$ and $|b|$ ( $\Theta$ is chosen at will). In this way, we are not obliged to solve analytically the expression of the integral $\mathscr{R}$ [Eq. (5.49b)] involved in the exponentials in Eqs. (5.52b) and (5.61b), which results in some cases very hard to solve. Thus, this fact means that, concentrating only on specific physical quantities, the choices of $\Theta$ we may perform and then the classes of exactly solvable models we may identify become wider and wider. For example, if we choose $|\omega|=\left|\omega_{0}\right| \cos ^{2}(\tau)$ and $\Theta=\tau$ with $\tau=\left|\omega_{0}\right| t$, although we made relatively simple choices, we are not able to find the analytical expression of the integral $\mathscr{R}$ in Eq. (5.49b). However, we may derive the exact form of the transition probability $P_{-}^{+}$in Eq. (5.56) plotted in Fig. 5.3a and, through Eq. (5.50), we may write the exact time-dependence of $\Omega$ plotted in Fig. 5.3b for $\dot{\phi}_{\omega}=0$.

### 5.4 Summary and remarks

In this chapter we have first identified a non-trivial class of $\operatorname{su}(1,1)$ time-dependent Hamiltonian models for which exact solutions of the "dynamical" problem: $i \dot{U}(t)=H(t) U(t)$, may be provided. Secondly, we have constructed step by step a reasonable frame within which the knowledge of the non-unitary solution of the above mentioned equation may be legitimately exploited as a source for generating the time evolution of a generic initial state of the system represented by $H(t)$. Here "legitimately" means that the new dynamical equation for $\rho$ introduced in [212], rests on the introduction of a good simple dynamical map generating the standard von Neumann-Liouville equation when the system is described by a Hermitian Hamiltonian.

Exploiting this new point of view, we have treated the dynamics of an $s u(1,1)$ "Rabi" system generating results interpretable within the quantum context. We have evaluated analytically the transition


Figure 5.3: (Color online) Time dependence of a) the transition probability $P_{-}^{+}$and b ) the parameter $\Omega$ against the dimensionless time $\tau=\left|\omega_{0}\right| t$ for $|\omega|=\left|\omega_{0}\right| \cos ^{2}(\tau), \Theta=\tau$ and $\dot{\phi}_{\omega}=0$.
probability $P_{+}^{-}(t)$ under three different regimes, evidencing remarkable differences of the time behavior exhibited by the same probabilities in the Rabi su(2) problem. In addition, we have clarified that the passage from a $v$-regime to another one is governed by a condition on this parameter that does not coincide with the one ruling the transition from a real (time-independent) energy spectrum to a complex one. This result makes evident that such a coincidence might at most be only a particular case ( $\dot{\phi}_{\omega}=0$ ) of a wider scenario, where a direct link between the regime transition and the change in the spectrum of the Hamiltonian does not generally occur.

Moreover, get inspired by previous results in other contexts [38], we have developed a protocol through which we found a parametrization for the solutions of the dynamical problem related to twodimensional time-dependent quasi-Hermitian $\operatorname{su}(1,1)$ Hamiltonians. Such a result turns out to be of physical interest at the light of the fact that $2 \times 2 P T$-symmetry Hamiltonians, describing sink-source or gain-loss systems [221], are a special sub-class of the $\operatorname{su}(1,1)$ matrices.

This fact has allowed us to interpret transparently the solvability condition [Eq. (5.50)] of the dynamical problem from a physical point of view. Such a relation may be read as the prescription how to vary over time the coupling between the sink and the source in order to controllably drive the dynamics of the whole gain-loss system. Moreover, we have brought to light also the relevance of the result in guided wave optics scenarios [10, 11, 207, 224]. In such cases, the dynamical problem is converted in a space-dependent one obeying to a space-dependent Schrödinger-like equation. Thus, provided that the time variable is substituted with the spatial one, our solutions keep their validity. We emphasize that, as a byproduct, we then get prescriptions on how to vary the coupling (space distance) between the wave-guides as to have an analytically solvable model.

Our analytical results might furnish new experimentally stimulating and physically realizable scenarios. In this respect, we are confident in such a possibility, by taking account, for example, of timedependent exactly solvable models reproduced through coupled waveguides systems. The Landau-Majorana-Stuckelberg-Zener dynamics and the STIRAP process as showed in [10] are two of such examples.

Finally, we emphasize that the parametrized solutions of a $2 \times 2 \mathrm{su}(1,1)$ dynamical problem here reported possess a more general value. Indeed, as it happens in the su(2) dynamical case, a higher dimensional su(1,1) dynamical problem may be reduced to the $2 \times 2$ one and its solution may be written
in terms of the two parameters $a$ and $b$ defining the Cayley-Klein parametrization of the evolution operator in Eq. (5.26) [209].

The results discussed in this chapter have been published in Refs. [222, 223].

## Conclusions

Since its appearing Quantum Mechanics (QM) has provoked animated interpretative debates which have highlighted its profound philosophical implications. QM, in fact, with its basic principles has revolutionized Physics and the whole Science in both its ontological and epistemological aspects. The greatest innovation lies in the lost of the most important characteristic of the fundamental hard science: the determinism. QM is a non-deterministic but causal theory. The non-deterministic character stems from the fact that QM does not predict 'what is' or 'what happens', but only what can be observed with a certain probability once the experimental conditions are fixed. The Schrödinger equation, that is the fundamental equation of motion governing the dynamics of quantum physical systems, instead, introduces into the theory the aspect of mechanical causation. This causality, however, characterizes the evolution of the state of the quantum system in its Hilbert space and not in the real one, that is in the space of probability amplitudes and not in the actual physical one. In this respect, Heisenberg emphasized that QM has revived the concept of potentia [2], born with the Aristotelian philosophy: QM foresees the tendencies, that is the probabilities of the different scenarios that can arise from the evolution and the observation (measurement process) of a quantum physical system.

It is important to emphasize that the concept of probability in QM, however, is not related (only) to the epistemological uncertainties stemming from the operational limits in carrying out an experiment, as it is the case for Classical Physics (CP). It has a deeper character because it directly enters into the definition of the state of a quantum system. This shocking difference on the ontological level between QM and CP is what has always left perplexed one of the most important scientist of all times, Albert Einstein. In this respect, he clearly claimed the famous sentence: "God does not play dice" to externalize all his disagreement with such a drastic principle change. Einstein did not agree and did not accept that the object of scientific knowledge could be characterized by an intrinsic uncertainty. This uncertainty, that gives rise to the probabilistic character of QM, is intimately connected to the fact that the ontological definition of the object of study is affected by the circumstance that in QM an objective division between subject and object is not possible. As Heisenberg says, QM has lost that utopian ideal (typical of CP) consisting in the fundamental principle of the Cartesian philosophy that characterized the whole Science until the early 1900s: the separation between (God,) I and World. Heisenberg says precisely [2] "The mechanics of Newton and all the other parts of classical physics constructed after its model started from the assumption that one can describe the world without speaking about God or ourselves. This possibility soon seemed almost a necessary condition for natural science in general."; and he continues: "[...] in the Copenhagen interpretation of quantum theory we can indeed proceed without mentioning ourselves as individuals, but we cannot disregard the fact that natural science is formed by men. Natural science does not simply describe and explain nature; it is a part of the interplay between nature and ourselves; it describes nature as exposed to our method of questioning. This was
a possibility of which Descartes could not have thought, but it makes the sharp separation between the world and the I impossible.". Concerning such a question, to sustain the Heisenberg's thesis, C. F. F. von Weizsäcker said indeed: "Nature is earlier than man, but man is earlier than natural science" [2]. What we do is Science, being our understanding of Nature in relation to our methods and approaches. In order to succinctly and elegantly summarize this concept, N . Bohr referred to the old adage according to which "we are both actors and audience in the great drama of life" [1, 2].

The indetermination in the definition of the state of a quantum system to which we refer is that, for example, we have in the so-called coherent superpositions of quantum states. This type of states, in bipartite or multipartite systems, gives rise to the phenomenon of entanglement consisting in a correlation of quantum nature getting established between the subsystems. The peculiarity of the entanglement lies in the fact that two related subsystems can continue to "feel" each other even at very large distances. In fact, the measurement of the state of one of the two systems, causing its collapse, will immediately cause as well the collapse of the other subsystem in entanglement with the first one. Even this further aspect left Einstein totally unsatisfied, who, in this regard, spoke of "spooky action at distance". Einstein was the first to bring to light the physical relevance of these states; he, however, tried to exploit them to demonstrate the incompleteness of quantum theory to sustain the famous idea of the 'hidden variables theory'. Later, however, it was demonstrated that it is not possible to exchange information through the entanglement making signals travel above the speed of light, in accordance with the principle of relativity. Furthermore, thanks to the Bell's inequality, theoretically predicted in 1964 [225] and experimentally verified in 2015 through a loophole-free experiment [226], the descriptive completeness of quantum theory was confirmed, against the possibility of a 'wider' theory based on the existence of hidden local variables.

It is worth noticing that the development of sophisticated nano-technologies has been fundamental to verify and to deeply understand the basic principles of quantum theory, previously briefly discussed. To date, in fact, it is possible to measure with great accuracy the quantum states of physical systems, highlighting non-classical effects such as quantum interference as predicted by the theory. Furthermore, thanks to the development of increasingly accurate techniques for the coherent manipulation of quantum systems, it has been possible to generate overlaps of states such as 'Schroedinger cat' states [227] and thus, for multipartite systems, to generate entangled states [228].

In this sense, the physical scenarios consisting of trapped ions and atoms, nuclear and electronic spins in condensed matter and superconducting circuits based on the well-known Josephson junctions, have been and still are of fundamental importance. The great importance of these physical systems stems also from their versatility and controllability which makes them the most promising candidates as building blocks for the realization of possible future quantum computers. Indeed, these systems show their full potentiality as quantum simulators, that is, as systems capable of simulating the quantum dynamics of other quantum physical systems: the brilliant idea introduced for the first time by R. P. Feynman [181]. Using these technologies, for example, in N.I.S.T. laboratories were realized for the first time entangled states between quasi-classical states of harmonic oscillators and atomic states [228]; at the University of Innsbruck the "Cirac-Zoller C-Not" quantum gate was instead implemented [229]; finally, in both centres it was possible to achieve the teleportation of quantum states [230, 231].

The relevance of the work reported in this thesis with the scenarios described above lies in the fact that such physical systems are modelled, that is, formally described and mathematically treated, through the formalism of the spin variables. Trapped ions and atoms and superconducting circuits, in fact, under appropriate experimental conditions, actually behave as $N$-level (qudit) interacting systems.

In this thesis work, in addition to studying the effects of the interaction between effective qudits, it has been reported the analysis of the dynamics of these systems when they are subjected to the external action of time-dependent classical electromagnetic fields too. The theoretical study of such interacting spin systems, embracing a great variety of physical scenarios and possibilities of realization, allows, therefore, both to investigate basic aspects of quantum theory and to study and predict physical effects turning out to be relevant from an applicative point of view within information sciences and quantum computing.

This thesis work is basically focused on showing how it is possible to exploit the knowledge of exact solutions of the dynamical problem of a two-level system to obtain exactly solvable scenarios for more complex systems of interacting spin-qudits subjected to classical time-dependent fields. If we want to summarize in very few words the method we have used, we could borrow the famous Latin motto 'divide et impera'. The study of the models we consider starts from the analysis of the symmetries possessed by the Hamiltonian operator that allows the identification of invariant Hilbert subspaces. Within each subspace we describe the dynamics of the original system under scrutiny in terms of fictitious spin variables. For example, in case of subspaces within which the fictitious Hamiltonian is characterized by a $S U(2)$ symmetry, we can describe the problem in terms of a single spin $J$ (whose value depends on the size of the subspace). Thanks to the Group Theory, we can formally write the structure of the time evolution operator in terms of the solutions of the analogous problem relative to a single spin- $1 / 2[39,173]$. In this way, we can take advantage of the knowledge of exactly solvable single-qubit scenarios to solve the original problem (concerning many interacting spins) within the subspace under scrutiny. Our approach, therefore, consists in decomposing the original dynamical problem into independent dynamical sub-problems rewritten in terms of fictitious variables, in order to make it analytically treatable and solvable.

We showed how this approach allows to obtain analytical results in the case of two qubits (Chapter 2), two qutrit (Section 3.1), two qudits (Section 3.2) and $N$ qubits (section 3.3), interacting with each other and subjected to local or uniform time-dependent fields.

In the first two cases we have highlighted the possibility of obtaining coupling-based LMSZ transitions by applying only a longitudinal field linearly varying over time (the coupling plays the role of a fictitious transverse field that generates the avoided crossing). An application of interest that exploits such a physical effect consists in generating entangled states of the spins by suitably setting the slope variation of the field. It is curious that it is required a non-adiabatic dynamic, that is a sufficiently fast variation of the field, for the generation of these entangled states.

In the third case, instead, it is interesting to see how the symmetry of both the coupling (isotropic exchange) and the field (homogeneous) gives rise to subspaces all characterized by $\mathrm{SU}(2)$ symmetry. This circumstance, in addition to making the dynamical problem solvable for certain temporal scenarios, made it possible to identify classes of IFE states [174, 175, 176]. Such states are types of initial conditions for which the two qudits evolve over time in a completely independent manner, i.e., as if the other spin with which they are coupled were not present.

In the latter case, the peculiar characteristic of the considered model is the presence of N -order interaction terms, i.e., interactions that simultaneously involve all the spins present in the system. These interactions, although far from the standard physical contexts (nuclear, atomic and molecular), can be easily reproduced through quantum simulation technologies such as trapped ions [41] and superconducting circuits composed of interacting transom qubits [8]. We have shown how these systems can be of relevant interest for applications. In fact, thanks to this type of interactions, it is possible, for
example, to propagate the dynamics of a single spin, manipulated through the application of a timedependent local field, to all the other spins of the chain.

We have also shown that the dynamical decomposition technique can be very useful for exactly solving the dynamics of systems living infinite-dimensional Hilbert spaces. Indeed, we have solved and compared (Chapter 4) the exact dynamics of a system composed of a quantum harmonic oscillator and a Glauber amplifier (inverted quantum harmonic oscillator) with that of the analogous system composed of two standard quantum harmonic oscillators.

Finally, the resolutive approach [38] used in the first chapter to identify new temporal scenarios of interest for a single qubit, has been exploited for the identification of time-dependent two-dimensional non-Hermitian su(1,1)-symmetric Hamiltonians for which it is possible to solve the related dynamical problem. In this case, the dynamics of the system is based on a non-linear equation of motion which generalizes the Liouville-von Neumann equation to the case of non-Hermitian Hamiltonians. We have highlighted how the study of $\operatorname{su}(1,1)$-symmetry matrices finds an interesting application in the context of $P T$-symmetric Hamiltonians, being used to describe gain-loss open quantum systems such as, for example, coupled waveguide systems [10, 11].

In conclusion, it is important to underline that, in the analysed interacting spin models, we have taken into account the presence of an environment by considering noisy components of the field [177]. We have shown that, even in presence of these components varying randomly over time, it is possible, in some cases, to carry out the dynamical decomposition and solve the original problem in terms of relatively simpler problems. A possible perspective of the work reported in this thesis could consist in considering the spin systems coupled to one or more baths of harmonic oscillators. Also in this case it might be possible to identify fictitious dynamical sub-problems consisting of one or more interacting spins which in turn interact with (fictitious) baths. In this way, however, an exact resolution may be difficult to obtain. A possibility could consist in the numerical approach based on the quantum-classical Liouville-von Neuman equation, derivable through the partial Wigner transform [23]. In this case, the dynamical decomposition, in addition to identifying the physical properties of the system, would always be a useful tool also to make the numerical resolution procedure more efficient. Through this analysis it would be possible, therefore, to foresee undesired effects stemming from the coupling of the system with the environment so as to be able to minimize them in the experimental phase or perhaps to take advantage by exploiting them depending on the application tasks.

## Appendix A

## Parametric solutions of $\mathbf{2 x} 2$ dynamical problems

## A. 1 Solution approach of Ref. [38] for su(2) Hamitonians

The matrix representation of the general $2 \times 2 \mathrm{su}(2)$ Hamiltonian describing a spin- $1 / 2$ subjected to a time-dependent magnetic field may be cast in the following form

$$
H=\left(\begin{array}{cc}
\Omega(t) & \omega(t)  \tag{A.1}\\
-\omega^{*}(t) & -\Omega(t)
\end{array}\right)
$$

up to a constant term having no physical relevance. The unitary operator solution of the Schrödinger equation $i \hbar \dot{U}(t)=H(t) U(t)$ can be formally put as

$$
U=\left(\begin{array}{cc}
a & b  \tag{A.2}\\
-b^{*} & a^{*}
\end{array}\right)
$$

where $a$ and $b$ are two complex valued time-dependent functions satisfying $|a|^{2}+|b|^{2}=1$. By the Schrödinger equation we get the following system of linear differential equations:

$$
\left\{\begin{array}{l}
i \hbar \dot{a}=\Omega a-\omega b^{*}  \tag{A.3}\\
i \hbar \dot{b}=\omega a^{*}+\Omega b \\
a(0)=1, \quad b(0)=0
\end{array}\right.
$$

In accordance with the traditional procedure of resolution of a linear system of differential equations of the first order, one seeks the second-order linear non-autonomous differential equation in $a(t)$ or $b(t)$. Unfortunately, the resulting equation even if linear, cannot be solved unless some special links among its variable coefficients are given. The approach reported in [38], successfully reaches the objective of providing a useful strategy for "constructing" solvable $\mathrm{SU}(2)$ problems, togehther their exact solutions. The method consists in introducing an auxiliary function $X(t)$ enabling the explicit analytical representation of both $a(t)$ and $b(t)$ at the cost of precisely defining the specific Hamiltonian of the exactly solvable $\mathrm{SU}(2)$ problem within the same resolution protocol. In other words one may claim that $X(t)$ generates too the peculiar link between the time dependent components of the applied
magnetic field from the consistent construction of part of the solution. It is worthy to emphasize that, generally speaking, if such a link were given at will, there would be no certainty of being able to exactly solve the corresponding dynamical problem, for example starting from equations (A.3). Thus, the merit of the approach under scrutiny is just that of furnishing a self-consistent recipe to single out solvable $\mathrm{SU}(2)$ problems and to solve them.

Let us analyse in detail the above described method. Rewriting the Schrödinger equation as $H(t)=$ $i \hbar \dot{U}(t) U^{\dagger}(t)$ we get the following system of linear differential equations:

$$
\left\{\begin{array}{l}
\Omega(t)=i \hbar\left[\dot{a}(t) a^{*}(t)+\dot{b}(t) b^{*}(t)\right]  \tag{A.4}\\
\omega(t)=i \hbar[a(t) \dot{b}(t)-\dot{a}(t) b(t)]
\end{array}\right.
$$

Under the following conditions

$$
\begin{equation*}
U(0)=\mathbb{1} \quad \text { o } \quad a(0)=1, \quad b(0)=0 \tag{A.5}
\end{equation*}
$$

the second equation can be expressed in terms of $b$

$$
\begin{equation*}
b=-i \frac{a}{\hbar} \int_{0}^{t} \frac{\omega}{a^{2}} \tag{A.6}
\end{equation*}
$$

and the first one can be written as

$$
\begin{equation*}
\dot{a}=-\left(\frac{i}{\hbar} \Omega+\frac{\dot{X} X^{*}}{\hbar^{2}+|X|^{2}}\right) a \tag{A.7}
\end{equation*}
$$

where we used the expressions

$$
\begin{equation*}
b(t)=\frac{1}{\hbar} a X \quad \text { and } \quad \omega(t)=a^{2} \dot{X} \tag{A.8}
\end{equation*}
$$

with

$$
\begin{equation*}
X \equiv \int_{0}^{t} \frac{\omega}{a^{2}} \tag{A.9}
\end{equation*}
$$

being an auxiliary arbitrary function which can be chosen at will. In this way, the solution of the differential equation for $a$ reads

$$
\begin{equation*}
a(t)=\frac{\hbar}{\left(\hbar^{2}+|X|^{2}\right)^{1 / 2}} \exp \left\{-\frac{i}{\hbar} \int_{0}^{t} \Omega\left(t^{\prime}\right) d t^{\prime}-i \int_{0}^{t} \frac{\mathscr{J}\left[\dot{X} X^{*}\right]}{\hbar^{2}+|X|^{2}}\right\} \tag{A.10}
\end{equation*}
$$

Thus, prescribing the longitudinal component of the magnetic field and choosing at will the auxiliary function $X$ we may construct both the other Hamiltonian parameter $\omega$ and the parameters of the related time evolution operator. In this way, as explained before, the protocol enables in singling out time-dependent Hamiltonians for which we are able to solve the related dynamical problem and to explicitly construct the time-evolutio. operator.

It is possible to see that the following link between the Hamiltonian parameters

$$
\begin{equation*}
\frac{\Omega}{\hbar}+\frac{\dot{\phi}_{\omega}}{2}=\frac{|\omega|}{c} \tag{A.11}
\end{equation*}
$$

with the related solutions

$$
\begin{align*}
& a(t)=\left(\cos [\Phi(t)]-i \frac{1}{\sqrt{1+c^{2}}} \sin [\Phi(t)]\right) \exp \left\{i \frac{\phi_{\omega}(t)}{2}\right\},  \tag{A.12a}\\
& b(t)=\frac{c}{\sqrt{1+c^{2}}} \sin [\Phi(t)] \exp \left\{i\left(\frac{\phi_{\omega}(t)}{2}-\frac{\pi}{2}\right)\right\}, \tag{A.12b}
\end{align*}
$$

where

$$
\begin{equation*}
\Phi(t)=\frac{\sqrt{1+c^{2}}}{c} \int_{0}^{t} \frac{\left|\omega\left(t^{\prime}\right)\right|}{\hbar} d t^{\prime} \tag{A.13}
\end{equation*}
$$

can be derived by choosing

$$
\begin{equation*}
X=c \sin (\phi) e^{i \phi} \tag{A.14}
\end{equation*}
$$

By considering instead a general complex-valued $X$ function we get the most general relation

$$
\begin{equation*}
\frac{1}{2} \dot{\Theta}(t)+\frac{|\omega(t)|}{\hbar} \sin \Theta(t) \cot \left[\frac{2}{\hbar} \int_{0}^{t}\left|\omega\left(t^{\prime}\right)\right| \cos \Theta\left(t^{\prime}\right) d t^{\prime}\right]=\frac{\Omega(t)}{\hbar}+\frac{\dot{\phi}_{\omega}(t)}{2} \tag{A.15}
\end{equation*}
$$

and the solutions of the dynamical problem

$$
\begin{align*}
& a(t)=\cos \left[\frac{1}{\hbar} \int_{0}^{t}\left|\omega\left(t^{\prime}\right)\right| \cos \left[\Theta\left(t^{\prime}\right)\right] d t^{\prime}\right] \times \exp \left\{i\left(\frac{\phi_{\omega}(t)-\phi_{\omega}(0)}{2}-\frac{\Theta(t)}{2}-\mathscr{R}(t)\right)\right\},  \tag{A.16a}\\
& b(t)=\sin \left[\frac{1}{\hbar} \int_{0}^{t}\left|\omega\left(t^{\prime}\right)\right| \cos \left[\Theta\left(t^{\prime}\right)\right] d t^{\prime}\right] \times \exp \left\{i\left(\frac{\phi_{\omega}(t)+\phi_{\omega}(0)}{2}-\frac{\Theta(t)}{2}+\mathscr{R}(t)-\frac{\pi}{2}\right)\right\}, \tag{A.16b}
\end{align*}
$$

with

$$
\begin{equation*}
\mathscr{R}(t)=\int_{0}^{t} \frac{\left|\omega\left(t^{\prime}\right)\right| \sin \left[\Theta\left(t^{\prime}\right)\right]}{\sin \left[2 \int_{0}^{t^{\prime}}\left|\omega\left(t^{\prime \prime}\right)\right| \cos \left[\Theta\left(t^{\prime \prime}\right)\right] d t^{\prime \prime}\right]} d t^{\prime} \tag{A.17}
\end{equation*}
$$

## A. 2 Solution approach for su(1,1) dynamical problems

In the following we apply the method reported in ref. [38] to the class of $2 \times 2 \operatorname{su}(1,1)$ matrices. The Schrödinger equation $i \dot{U}=H U$, with $H$ and $U$ defined in Eq. (5.7) and (5.26), respectively, gives rise to a system of linear differential equations which may be put in the form

$$
\begin{equation*}
\Omega=i\left[\dot{a} a^{*}-\dot{b} b^{*}\right], \quad \omega=i[-\dot{a} b+\dot{b} a] . \tag{A.18}
\end{equation*}
$$

Let us introduce the following function

$$
\begin{equation*}
X=\int_{0}^{t} \frac{\omega}{a^{2}} d t^{\prime} \tag{A.19}
\end{equation*}
$$

By such a position and by the second equation in (A.18), we may write respectively

$$
\begin{equation*}
\omega=a^{2} \dot{X}, \quad b=-i a X \tag{A.20}
\end{equation*}
$$

Thus, the relation which the two functions $a$ and $b$ have to satisfy reads $|a|^{2}\left[1-|X|^{2}\right]=1$, implying $|X|^{2} \leq 1$. In this way, the first equation in (5.47) becomes a closed integral-differential equation for $a$, namely

$$
\begin{equation*}
\dot{a}=\left(-i \Omega+\frac{\dot{X} X^{*}}{1-|X|^{2}}\right) a, \tag{A.21}
\end{equation*}
$$

which is solved to yield

$$
\begin{equation*}
a=\frac{1}{\left[1-|X|^{2}\right]^{1 / 2}} \exp \left[-i \int_{0}^{t} \Omega d t^{\prime}+i \int_{0}^{t} \frac{\operatorname{Im}\left[\dot{X} X^{*}\right]}{1-|X|^{2}} d t^{\prime}\right] . \tag{A.22}
\end{equation*}
$$

Let us consider an arbitrary complex function $X$ in the form

$$
\begin{equation*}
X=A \exp [i \phi], \quad A(0)=0 \tag{A.23}
\end{equation*}
$$

with $\phi$ and $A$ real functions of time. The latter must satisfy the condition $A^{2} \leq 1$ due to the condition $|X|^{2} \leq 1$. The function $\dot{\phi}(t)$ has to satisfy

$$
\begin{equation*}
\dot{\phi}=\frac{\dot{A}}{A} \tan [\Theta], \tag{A.24}
\end{equation*}
$$

where $\Theta$ is a real function of time $t$, defined by

$$
\begin{equation*}
\Theta=\phi_{\omega}+\phi+2 \int_{0}^{t} \Omega d t^{\prime}-2 \int_{0}^{t} \frac{\dot{\phi}}{1-A^{2}} d t^{\prime}-2 \phi(0) \tag{A.25}
\end{equation*}
$$

By Eq. (A.24) we derive

$$
\begin{equation*}
\dot{A}^{2}+\dot{\phi}^{2} A^{2}=\dot{A}^{2}\left(1+\tan ^{2}[\Theta]\right)=|\omega|^{2}\left(1-|X|^{2}\right), \tag{A.26}
\end{equation*}
$$

implying

$$
\begin{equation*}
A=\tanh \left[\Lambda_{\theta}\right], \quad \dot{\phi}=\frac{2|\omega| \sin [\Theta]}{\sinh \left[2 \Lambda_{\theta}\right]}, \tag{A.27}
\end{equation*}
$$

with

$$
\begin{equation*}
\Lambda_{\theta}=\int_{0}^{t}|\omega| \cos [\Theta] d t^{\prime} \tag{A.28}
\end{equation*}
$$

so that we have to put $\sin [\Theta(0)]=0$, which is assured by assuming $\phi_{\omega}(0)=\phi(0)$, if we want to keep parameters well behaved. We see that the function $A$ in Eq. (A.27) satisfies the condition $A^{2} \leq 1$. From the equations in (A.27) we find that $\Theta$ must satisfy the following integral-differential equation

$$
\begin{equation*}
\dot{\Theta}+2|\omega| \sin [\Theta] \operatorname{coth}\left[2 \Lambda_{\theta}\right]=2 \Omega+\dot{\phi}_{\omega} \tag{A.29}
\end{equation*}
$$

The solutions $a$ and $b$ may be written as

$$
\begin{align*}
& a=\cosh \left[\Lambda_{\theta}\right] \exp \left[i\left(\frac{\phi_{\omega}(t)-\phi_{\omega}(0)}{2}-\frac{\Theta}{2}-\mathscr{R}\right)\right]  \tag{A.30a}\\
& b=-i \sinh \left[\Lambda_{\theta}\right] \exp \left[i\left(\frac{\phi_{\omega}(t)+\phi_{\omega}(0)}{2}-\frac{\Theta}{2}+\mathscr{R}\right)\right], \tag{A.30b}
\end{align*}
$$

with

$$
\begin{equation*}
\mathscr{R}=\int_{0}^{t} \frac{|\omega| \sin [\Theta]}{\sinh \left[2 \Lambda_{\theta}\right]} d t^{\prime} \tag{A.31}
\end{equation*}
$$

and putting $\Theta(0)=0$.

## A.2. 1 Special Case

To recover the solvability condition $\Omega(t)+\dot{\phi}_{\omega}(t) / 2=v|\omega(t)|$, let us assume the function $X$ as

$$
\begin{equation*}
X_{v}=v^{-1} \sin \phi_{v} \exp \left[i\left(\phi_{v}+\phi_{\omega}^{0}\right)\right], \quad \phi_{v}(0)=0 \tag{A.32}
\end{equation*}
$$

with $\phi_{\omega}^{0}=$ const., and then it is necessary that $\sin ^{2} \phi_{v}(t)<v^{2}$. Under this assumption and according to the general theory, the transverse field has to be put

$$
\begin{equation*}
\omega=\frac{v \dot{\phi}_{v}}{v^{2}-\sin ^{2} \phi_{v}} \times \exp \left\{-2 i \int_{0}^{t} \Omega d t^{\prime}+2 i \int_{0}^{t} \frac{v^{2} \dot{\phi}_{v}}{v^{2}-\sin ^{2} \phi_{v}} d t^{\prime}+i \phi_{\omega}^{0}\right\} \tag{A.33}
\end{equation*}
$$

Assuming $v$ and $\dot{\phi}$ positive we may write

$$
\begin{equation*}
|\omega|=\frac{v \dot{\phi}_{v}}{v^{2}-\sin ^{2} \phi_{v}}, \tag{A.34}
\end{equation*}
$$

and from Eq. (A.33) it is possible to derive

$$
\begin{equation*}
2 \Omega+\dot{\phi}_{\omega}=2 v|\omega|, \tag{A.35}
\end{equation*}
$$

being nothing but the relation we were looking for, got through an other approach in Sec. 5.1 where its physical reason has been brought to light. This relation is valid for the dynamical regimes $v<1$ and $v \geq 1$ with $v \geqslant 0$ and the consistency of the procedure leads to the following expression for $\phi_{v}$

$$
\begin{equation*}
\phi_{v}=\arctan \left[\frac{v}{\sqrt{v^{2}-1}} \tan \left(\sqrt{v^{2}-1} \int_{0}^{t}|\omega| d t^{\prime}\right)\right] . \tag{A.36}
\end{equation*}
$$

For this case the solutions $a_{v}$ and $b_{v}$ can be constructed and acquire different expressions depending on the value of $v$. In the regime $v>1$, we get

$$
\begin{align*}
a_{v} & =\left[\cos \left(\Lambda_{v}\right)-i \frac{v}{\sqrt{v^{2}-1}} \sin \left(\Lambda_{v}\right)\right] \exp \left\{i \frac{\phi_{\omega}(t)-\phi_{\omega}^{0}}{2}\right\},  \tag{A.37a}\\
b_{v} & =\frac{-i \sin \left(\Lambda_{v}\right)}{\sqrt{v^{2}-1}} \exp \left\{i \frac{\phi_{\omega}(t)+\phi_{\omega}^{0}}{2}\right\}, \tag{A.37b}
\end{align*}
$$

while, in the regime $0 \leq v<1$, we have

$$
\begin{align*}
& a_{v}=\left[\cosh \left(\Lambda_{v}^{\prime}\right)-i \frac{v}{\sqrt{1-v^{2}}} \sinh \left(\Lambda_{v}^{\prime}\right)\right] \exp \left\{i \frac{\phi_{\omega}(t)-\phi_{\omega}^{0}}{2}\right\},  \tag{A.38a}\\
& b_{v}=-i \frac{\sinh \left[\Lambda_{v}^{\prime}(t)\right]}{\sqrt{1-v^{2}}} \exp \left\{i \frac{\phi_{\omega}(t)+\phi_{\omega}^{0}}{2}\right\}, \tag{A.38b}
\end{align*}
$$

with

$$
\begin{equation*}
\Lambda_{v}=\sqrt{v^{2}-1} \int_{0}^{t}|\omega| d t^{\prime}, \quad \Lambda_{v}^{\prime}=\sqrt{1-v^{2}} \int_{0}^{t}|\omega| d t^{\prime} \tag{A.39}
\end{equation*}
$$

## Appendix B

## Two-qubits exactly solvable time-dependent scenarios

If we choose the two magnetic fields acting upon the two spin- $1 / 2$ 's as follows

$$
\begin{equation*}
\hbar \omega_{1 / 2}(t)=\frac{\left|\Gamma_{+}\right|}{\cosh \left(2 \tau_{+}\right)} \pm \frac{\left|\Gamma_{-}\right|}{\cosh \left(2 \tau_{-}\right)} \tag{B.1}
\end{equation*}
$$

the solutions for the entries of the time evolution operator (2.21) are

$$
\begin{align*}
& \left|a_{+}(t)\right|=\sqrt{\frac{\cosh \left(2 \tau_{+}\right)+1}{2 \cosh \left(2 \tau_{+}\right)}}, \quad\left|b_{+}(t)\right|=\sqrt{\frac{\cosh \left(2 \tau_{+}\right)-1}{2 \cosh \left(2 \tau_{+}\right)}} \\
& \phi_{a}^{+}(t)=-\arctan \left[\tanh \left(\tau_{+}\right)\right]-\tau_{+} \quad \phi_{b}^{+}(t)=\phi_{\Gamma_{+}-\arctan \left[\tanh \left(\tau_{+}\right)\right]+\tau_{+}-\frac{\pi}{2}}  \tag{B.2}\\
& \left|a_{-}(t)\right|=\sqrt{\frac{\cosh \left(2 \tau_{-}\right)+1}{2 \cosh \left(2 \tau_{-}\right)}}, \quad\left|b_{-}(t)\right|=\sqrt{\frac{\cosh \left(2 \tau_{-}\right)-1}{2 \cosh \left(2 \tau_{-}\right)}} \\
& \phi_{a}^{-}(t)=-\arctan \left[\tanh \left(\tau_{-}\right)\right]-\tau_{-} \quad \phi_{b}^{-}(t)=\phi_{\Gamma_{-}-\arctan \left[\tanh \left(\tau_{-}\right)\right]+\tau_{-}-\frac{\pi}{2}}
\end{align*}
$$

If, instead, the two local magnetic fields change in time as

$$
\begin{equation*}
\hbar \omega_{1 / 2}(t)=\frac{\left|\Gamma_{+}\right|}{\cosh \left(2 \tau_{+}\right)} \pm \frac{\left|\Gamma_{-}\right|}{4}\left[\frac{3}{\cosh \left(\tau_{-}\right)}-\cosh \left(\tau_{-}\right)\right] \tag{B.3}
\end{equation*}
$$

the solutions, in this case, read

$$
\begin{align*}
& \left|a_{+}(t)\right|=\sqrt{\frac{\cosh \left(2 \tau_{+}\right)+1}{2 \cosh \left(2 \tau_{+}\right)}}, \quad\left|b_{+}(t)\right|=\sqrt{\frac{\cosh \left(2 \tau_{+}\right)-1}{2 \cosh \left(2 \tau_{+}\right)}} \\
& \phi_{a}^{+}(t)=-\arctan \left[\tanh \left(\tau_{+}\right)\right]-\tau_{+} \quad \phi_{b}^{+}(t)=\phi_{\Gamma_{+}-\arctan \left[\tanh \left(\tau_{+}\right)\right]+\tau_{+}-\frac{\pi}{2}}^{\left|a_{-}(t)\right|=\frac{1}{\cosh \left(\tau_{-}\right)}, \quad\left|b_{-}(t)\right|=\tanh \left(\tau_{-}\right)} \\
& \phi_{a}^{-}(t)=-\arctan \left[\tanh \left(\frac{\tau_{-}}{2}\right)\right]-\frac{1}{2} \sinh \left(\tau_{-}\right), \quad \phi_{b}^{-}(t)=\phi_{\Gamma_{-}}-\arctan \left[\tanh \left(\frac{\tau_{-}}{2}\right)\right]+\frac{1}{2} \sinh \left(\tau_{-}\right)-\frac{\pi}{2} .
\end{align*}
$$

In the previous expressions we put

$$
\begin{equation*}
\tau_{ \pm}=\frac{\left|\Gamma_{ \pm}\right|}{\hbar} t, \quad\left|\Gamma_{ \pm}\right|=\sqrt{\left(\gamma_{x x} \mp \gamma_{y y}\right)^{2}+\left( \pm \gamma_{x y}+\gamma_{y x}\right)^{2}}, \quad \phi_{\Gamma_{ \pm}}=-\arctan \left[\frac{ \pm \gamma_{x y}+\gamma_{y x}}{\gamma_{x x} \mp \gamma_{y y}}\right] . \tag{B.5}
\end{equation*}
$$

In the previous formulas, $\tau_{+}$and $\tau_{-}$are scaled dimensionless times acting as independent variables; $\phi_{\Gamma_{+}}$and $\phi_{\Gamma_{-}}$are true parameters strictly related to the microscopic model. In our calculations we consider $\gamma_{x x}=\gamma_{y y}=\beta \gamma_{x y}=\beta \gamma_{y x}=c$ with $\beta=2$; we get $\left|\Gamma_{+}\right|=c=\left|\Gamma_{-}\right| / 2$ and $\phi_{\Gamma_{+}}=-\pi / 2, \phi_{\Gamma_{-}}=0$ and then $\tau_{-}=2 \tau_{+}$.

It is worth emphasizing that other two possible exactly solvable scenarios may be constructed, namely when the magnetic fields are

$$
\begin{align*}
& \hbar \omega_{1 / 2}(t)=\frac{\left|\Gamma_{+}\right|}{4}\left[\frac{3}{\cosh \left(\tau_{+}\right)}-\cosh \left(\tau_{+}\right)\right] \pm \frac{\left|\Gamma_{-}\right|}{\cosh \left(2 \tau_{-}\right)} \\
& \hbar \omega_{1 / 2}(t)=\frac{\left|\Gamma_{+}\right|}{4}\left[\frac{3}{\cosh \left(\tau_{+}\right)}-\cosh \left(\tau_{+}\right)\right] \pm \frac{\left|\Gamma_{-}\right|}{4}\left[\frac{3}{\cosh \left(\tau_{-}\right)}-\cosh \left(\tau_{-}\right)\right] \tag{B.6}
\end{align*}
$$

## Appendix C

## Quantum Discord for two-qubit X-states

## C. 1 Quantum Discord

The main feature of the quantum world, discriminating it from the classical one, is the possibility of representing a pure state as superposition of pure states. Indeed, while a quantum state of a bipartite system is not necessarily writeable as a tensor product of two independent pure states of the two subsystems, a pure state of a classical bipartite system turns out to be always factorizable since the superposition principle does not hold in this context [114]. This crucial difference leads to the following remarkable physical consequences. 1) Contrary to what happens in classical Physics, the knowledge that a non-factorizable state of a quantum bipartite system is pure does not lead to pure states of the two subsystems. 2) Non-factorizable states of a quantum bipartite system lead to non-locality effects christened by Schrödinger as entanglement.

Quantum entanglement represents one of the most important resources in quantum information [ 9,115$]$. At the same time, there exist quantum correlations, different from entanglement, with potential applications in quantum information tasks, for instance quantum nonlocality without entanglement [115]. Likewise, it was shown that there exist separable states which can produce a speeding of some protocols, in comparison to the classical states [119].

Such a kind of nonlocal correlation, introduced by Ollivier and Zurek [116, 117], is quantum discord, that received a lot of attention in the recent years [117, 123]. Quantum discord is defined as the difference between two different quantum analogues of classically equivalent expressions of the quantum mutual information, which is a measure of all correlations in a quantum state. In a bipartite state discord measures the total quantum correlations, without restricting to entanglement. Discord coincides with the entropy of entanglement for pure entangled states. Some mixed separable states can have non-zero discord, so that it is considered to represent a characteristic of the quantumness of such separable states.

The measure of the total correlations in a bipartite system $A B$ is given by the quantum mutual information [232]

$$
\begin{equation*}
\mathscr{I}\left(\rho^{A B}\right)=S\left(\rho^{A}\right)+S\left(\rho^{B}\right)-S\left(\rho^{A B}\right) . \tag{C.1}
\end{equation*}
$$

where $S(\rho)=-\operatorname{Tr}\left(\rho \log _{2} \rho\right)$ is the von Neuman entropy. $\rho^{A B}$ represents the density operator of the compound system $A+B$, whilst $\rho^{A(B)}=\operatorname{Tr}_{B(A)}\left(\rho^{A B}\right)$ is the reduced density matrix of the subsystem
$A(B)$. Quantum discord was determined [117] by using a measurement-based conditional density operator in order to generalize the classical mutual information. The considered von Neumann-type measurement consists of one-dimensional local projectors summing to identity. The quantum mutual information corresponding to the quantum conditional entropy associated to a measurement

$$
\begin{equation*}
S\left(\rho \mid B_{k}\right)=\sum_{k} p_{k} S\left(\rho_{k}\right) \tag{C.2}
\end{equation*}
$$

is given by [117]

$$
\begin{equation*}
\mathscr{I}\left(\rho \mid B_{k}\right)=S\left(\rho^{A}\right)-S\left(\rho \mid B_{k}\right) . \tag{C.3}
\end{equation*}
$$

Here $B_{k}$ is the set of the projectors which perform the measurement on the subsystem $B$ and $p_{k}=$ $\operatorname{Tr}\left(I \otimes B_{k}\right) \rho\left(I \otimes B_{k}\right)$ is the measurement probability for the $k$ th projector. We may write, indeed, the conditional density operator $\rho_{k}$, denoting the reduced density operator of subsystem $A$ after the local measurements and which is associated with the measurement outcome $k$, in the following form ( $I$ denotes the identity operator on the subsystem $A$ ):

$$
\begin{equation*}
\rho_{k}=\frac{1}{p_{k}}\left(I \otimes B_{k}\right) \rho\left(I \otimes B_{k}\right) . \tag{C.4}
\end{equation*}
$$

Quantum discord is interpreted as a measure of quantum correlations since it is defined by the difference between the mutual information $\mathscr{I}(\rho)$ and the classical correlations $\mathscr{C}(\rho)$

$$
\begin{equation*}
D(\rho)=\mathscr{I}(\rho)-\mathscr{C}(\rho) \tag{C.5}
\end{equation*}
$$

The measure of bipartite classical correlations $\mathscr{C}(\rho)=\sup _{B_{k}} \mathscr{I}\left(\rho \mid B_{k}\right)$ (sup is taken over all possible von Neumann local measurements $B_{k}$ ) represents the quantum mutual information induced by measurement.

When a bipartite system is in a pure state, entanglement and quantum discord give the same information on quantum correlations, while in a mixed state there might be quantum correlations - discord, even if the two subsystems are not entangled. Quantum discord has the peculiarity to be strictly related to the subsystem under measurement to investigate the existence of quantum correlations. This means that for a bipartite system composed by two subsystems $A$ and $B$, we speak of quantum discord with respect to the subsystem $A, D_{A}$, and $B, D_{B}$. It is useful to remind that quantum discord is zero for a general state of a bipartite system, $D_{B}\left(\rho_{A B}\right)=0$, if and only if the state can be written as

$$
\begin{equation*}
\rho_{A B}=\sum_{i} p_{i} \rho_{A}^{i} \otimes|i\rangle\left\langle\left. i\right|_{B}, \quad \sum_{i} p_{i}=1, \quad p_{i} \geq 0\right. \tag{C.6}
\end{equation*}
$$

that is if there exist an orthonormal basis for the subsystem with respect to which we calculate the quantum discord ( $B$ in this case) such that its state results diagonal.

The difficulty in calculating quantum discord consists in the complexity of the maximization procedure for computing the classical correlations, due to the fact that maximization has to be performed over all possible von Neumann measurements on party B. Analytical expressions for classical correlations and quantum discord are known for two-qubit Bell diagonal state and for some kinds of two-qubit $X$ states [123].

## C. 2 X-states: Fano parametrization and analytical discord

The Bloch generalization of the density operator of a qubit to the case of two-qubit systems is given by the parametrization introduced by Fano [233]. The general expression of a two-qubit density operator acting in the Hilbert space $\mathscr{H}_{A} \otimes \mathscr{H}_{B}$ is [233, 234]:

$$
\begin{equation*}
\rho=\frac{1}{4}\left(I \otimes I+\mathbf{r} \cdot \boldsymbol{\sigma} \otimes I+I \otimes \mathbf{s} \cdot \boldsymbol{\sigma}+\sum_{m, n=1}^{3} t_{m n} \sigma_{m} \otimes \sigma_{n}\right), \tag{C.7}
\end{equation*}
$$

where $\sigma_{j}$, with $j=1,2,3$ are the Pauli operators. Eq. (C.7) represents the Fano parametrization of $\rho$. The vectors $\mathbf{r}$ and $\mathbf{s}$ are real, their expressions being $r_{j}=\operatorname{Tr}\left(\rho \sigma_{j} \otimes I\right)$ and $s_{j}=\operatorname{Tr}\left(\rho I \otimes \sigma_{j}\right)$. In addition, the matrix $T$ defined by $t_{m n}$ is also a real matrix, with $t_{m n}=\operatorname{Tr}\left(\rho \sigma_{m} \otimes \sigma_{n}\right)$, where $m$ and $n=1,2,3$.

Let us briefly discuss the transformation of a two-qubit density operator under a local unitary transformation. One knows that for any unitary transformation $U$ there is a unique rotation $O$ such that:

$$
\begin{equation*}
U \mathbf{n} \cdot \boldsymbol{\sigma} U^{\dagger}=(O \mathbf{n}) \cdot \boldsymbol{\sigma} \tag{C.8}
\end{equation*}
$$

Let us denote by $\tilde{\rho}$ the transformed density operator obtained by applying a local unitary transformation $U_{A} \otimes U_{B}:$

$$
\begin{equation*}
\tilde{\rho}=U_{A} \otimes U_{B} \rho U_{A}^{\dagger} \otimes U_{B}^{\dagger} \tag{C.9}
\end{equation*}
$$

Hence, the parameters $\mathbf{r}, \mathbf{s}$, and $T$ transform as [234]:

$$
\begin{align*}
\tilde{\mathbf{r}} & =O_{A} \mathbf{r} ; \quad \tilde{\mathbf{s}}=O_{B} \mathbf{s}  \tag{C.10}\\
\tilde{T} & =O_{A} T O_{B}^{T} \tag{C.11}
\end{align*}
$$

where $O_{A}$ and $O_{B}$ are related to $U_{A}$ and $U_{B}$, respectively, through Eq. (C.8).
A generic X-state of a system of two spin-1/2's, $A$ and $B$, may be cast in the following form

$$
\rho_{X}=\left(\begin{array}{cccc}
\rho_{11} & 0 & 0 & \rho_{14}  \tag{C.12}\\
0 & \rho_{22} & \rho_{23} & 0 \\
0 & \rho_{32} & \rho_{33} & 0 \\
\rho_{41} & 0 & 0 & \rho_{44}
\end{array}\right)
$$

The unit trace and positivity conditions read $\sum_{i=1}^{4} \rho_{i i}=1, \rho_{11} \rho_{44} \geqslant\left|\rho_{14}\right|^{2}$ and $\rho_{22} \rho_{33} \geqslant\left|\rho_{23}\right|^{2}$, assuming in general $\rho_{14}=\left|\rho_{14}\right| e^{i \phi_{14}}$ and $\rho_{23}=\left|\rho_{23}\right| e^{i \phi_{23}}$. The Fano parametrization of an $X$ state is given by:

$$
\begin{align*}
\mathbf{r}_{\mathrm{X}}: & 0,0, r ; \\
\mathbf{s}_{\mathrm{X}}: & 0,0, s ;  \tag{C.13}\\
T_{\mathrm{X}}= & \left(\begin{array}{ccc}
t_{11} & t_{12} & 0 \\
t_{21} & t_{22} & 0 \\
0 & 0 & t_{33}
\end{array}\right) .
\end{align*}
$$

The link between the general form of the $X$ state (C.12) and its Fano parametrization (C.13) is given by
[?]:

$$
\begin{aligned}
r & =\rho_{11}+\rho_{22}-\rho_{33}-\rho_{44}, \\
s & =\rho_{11}-\rho_{22}+\rho_{33}-\rho_{44}, \\
T_{11} & =2 \operatorname{Re}\left[\rho_{23}+\rho_{14}\right], \\
T_{22} & =2 \operatorname{Re}\left[\rho_{23}-\rho_{14}\right], \\
T_{33} & =\rho_{11}-\rho_{22}-\rho_{33}+\rho_{44}, \\
T_{12} & =2 \operatorname{I} m\left[\rho_{23}-\rho_{14}\right] \\
T_{21} & =-2 \operatorname{Im}\left[\rho_{23}+\rho_{14}\right] .
\end{aligned}
$$

One can diagonalize $T$ by applying two rotations $O_{A}$ and $O_{B}$ along the $O x_{3}$-axis, associated to the following local unitary operation, according to Eqs. (C.8) and (C.11) [235]:

$$
\begin{equation*}
U_{A} \otimes U_{B}=e^{-i\left(\varphi_{14}+\varphi_{23}\right) \sigma_{3} / 4} \otimes e^{-i\left(\varphi_{14}-\varphi_{23}\right) \sigma_{3} / 4} \tag{C.14}
\end{equation*}
$$

This transformation leads to the canonical form of a general $X$ state, i.e. $\rho_{\mathrm{X}}^{\text {can }}=U_{A} \otimes U_{B} \rho_{\mathrm{X}} U_{A}^{\dagger} \otimes U_{B}^{\dagger}$ [235]:

$$
\rho_{\mathrm{X}}^{\text {can }}=\left(\begin{array}{cccc}
\rho_{11} & 0 & 0 & \left|\rho_{14}\right|  \tag{C.15}\\
0 & \rho_{22} & \left|\rho_{23}\right| & 0 \\
0 & \left|\rho_{32}\right| & \rho_{33} & 0 \\
\left|\rho_{41}\right| & 0 & 0 & \rho_{44}
\end{array}\right)
$$

Accordingly, the Fano parametrization of the canonical form of the $X$ state (C.15) is given by $T=$ $\operatorname{diag}\left(c_{1}, c_{2}, c_{3}\right)$ :

$$
\begin{align*}
r^{c a n} & =r=\rho_{11}+\rho_{22}-\rho_{33}-\rho_{44} \\
s^{c a n} & =s=\rho_{11}-\rho_{22}+\rho_{33}-\rho_{44} \\
c_{1} & =T_{11}^{c a n}=2\left(\left|\rho_{23}\right|+\left|\rho_{14}\right|\right)  \tag{C.16}\\
c_{2} & =T_{22}^{c a n}=2\left(\left|\rho_{23}\right|-\left|\rho_{14}\right|\right) \\
c_{3} & =T_{33}^{c a n}=T_{33}=\rho_{11}-\rho_{22}-\rho_{33}+\rho_{44}
\end{align*}
$$

Therefore, the canonical form of the Fano parametrization of the density operator of an $X$ state is given by:

$$
\begin{equation*}
\rho_{\mathrm{X}}^{c a n}=\frac{1}{4}\left(I \otimes I+r \sigma_{3} \otimes I+s I \otimes \sigma_{3}+\sum_{j=1}^{3} c_{j} \sigma_{j} \otimes \sigma_{j}\right) . \tag{C.17}
\end{equation*}
$$

Thus, it is possible to parametrize the generic $X$-state just with five parameters in the following way

$$
\rho_{X}=\frac{1}{4}\left(\begin{array}{cccc}
1+r+s+c_{3} & 0 & 0 & c_{1}-c_{2}  \tag{C.18}\\
0 & 1+r-s-c_{3} & c_{1}+c_{2} & 0 \\
0 & c_{1}+c_{2} & 1-r+s-c_{3} & 0 \\
c_{1}-c_{2} & 0 & 0 & 1-r-s+c_{3}
\end{array}\right)
$$

We underline that if $\mathbf{r}=\mathbf{s}=0, \rho$ becomes the Bell diagonal state.

As a measure of entanglement we shall use Wootter's concurrence (entanglement of formation [101] is a monotonically increasing function of the concurrence), which can be calculated by using the eigenvalues of $\rho \widetilde{\rho}$, where $\widetilde{\rho}=\sigma^{y} \otimes \sigma^{y} \rho^{*} \sigma^{y} \otimes \sigma^{y}$. The eigenvalues of $\rho \widetilde{\rho}$ for the state (C.18) are

$$
\begin{array}{ll}
\lambda_{1}=\frac{1}{16}\left(c_{1}-c_{2}-\sqrt{\left(1+c_{3}\right)^{2}-(r+s)^{2}}\right)^{2}, & \lambda_{2}=\frac{1}{16}\left(c_{1}-c_{2}+\sqrt{\left(1+c_{3}\right)^{2}-(r+s)^{2}}\right)^{2} \\
\lambda_{3}=\frac{1}{16}\left(c_{1}+c_{2}-\sqrt{\left(1-c_{3}\right)^{2}-(r-s)^{2}}\right)^{2}, & \lambda_{4}=\frac{1}{16}\left(c_{1}+c_{2}+\sqrt{\left(1-c_{3}\right)^{2}-(r-s)^{2}}\right)^{2}
\end{array}
$$

and the concurrence is given by

$$
\begin{equation*}
C(\rho)=\max \left\{2 \max \left\{\sqrt{\lambda_{1}}, \sqrt{\lambda_{2}}, \sqrt{\lambda_{3}}, \sqrt{\lambda_{4}}\right\}-\sqrt{\lambda_{1}}-\sqrt{\lambda_{2}}-\sqrt{\lambda_{3}}-\sqrt{\lambda_{4}}, 0\right\} \tag{C.19}
\end{equation*}
$$

For fixed $r$ and $s$, the previous states and their corresponding concurrence depend on three parameters.
For two-qubit $X$-states with density matrices of the form (C.18), the quantum discord can be computed analytically according to the procedure elaborated in Refs. [123, 124], and shortly described in the following. The quantum mutual information can be expressed in the form

$$
\begin{equation*}
\mathscr{I}(\rho)=S\left(\rho^{A}\right)+S\left(\rho^{B}\right)+u_{+} \log _{2} u_{+}+u_{-} \log _{2} u_{-}+v_{+} \log _{2} v_{+}+v_{-} \log _{2} v_{-}, \tag{C.20}
\end{equation*}
$$

with

$$
\begin{equation*}
S\left(\rho^{A}\right)=1+f(r), \quad S\left(\rho^{B}\right)=1+f(s), \quad f(t)=-\frac{1-t}{2} \log _{2}(1-t)-\frac{1+t}{2} \log _{2}(1+t), \quad 0 \leq t \leq 1 \tag{C.21}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{ \pm}=\frac{1}{4}\left[1-c_{3} \pm \sqrt{(r-s)^{2}+\left(c_{1}+c_{2}\right)^{2}}\right], \quad v_{ \pm}=\frac{1}{4}\left[1+c_{3} \pm \sqrt{(r+s)^{2}+\left(c_{1}-c_{2}\right)^{2}}\right] . \tag{C.22}
\end{equation*}
$$

being the two eigenvalues of $\rho_{X}$ in Eq. (C.18). After performing the von Neumann measurement $B_{i}$, $i=0,1$ for the subsystem $B$, one obtains the ensemble $\left\{\rho_{i}, p_{i}\right\}$ and then the classical correlations $\mathscr{C}(\rho)$ can be evaluated by

$$
\begin{equation*}
\mathscr{C}(\rho)=\sup _{B_{i}} \mathscr{I}\left(\rho \mid B_{i}\right)=S\left(\rho^{A}\right)-\min _{B_{i}} S\left(\rho \mid B_{i}\right), \tag{C.23}
\end{equation*}
$$

where

$$
\begin{equation*}
S\left(\rho \mid B_{i}\right)=p_{0} S\left(\rho_{0}\right)+p_{1} S\left(\rho_{1}\right) \tag{C.24}
\end{equation*}
$$

According to Refs. $[123,124]$ the minimum of the quantum conditional entropy (C.24) has to be taken over the following expressions:

$$
\begin{gather*}
S_{1}=-\frac{1+r+s+c_{3}}{4} \log _{2} \frac{1+r+s+c_{3}}{2(1+s)}-\frac{1-r+s-c_{3}}{4} \log _{2} \frac{1-r+s-c_{3}}{2(1+s)} \\
-\frac{1+r-s-c_{3}}{4} \log _{2} \frac{1+r-s-c_{3}}{2(1-s)}-\frac{1-r-s+c_{3}}{4} \log _{2} \frac{1-r-s+c_{3}}{2(1-s)},  \tag{C.25}\\
S_{2}=1+f\left(\sqrt{r^{2}+c_{1}^{2}}\right), \quad S_{3}=1+f\left(\sqrt{r^{2}+c_{2}^{2}}\right) . \tag{C.26}
\end{gather*}
$$

Finally, Li [124] formulated the following
Theorem: For any state $\rho$ of the form (C.18), the classical correlations of $\rho$ are given by

$$
\begin{equation*}
\mathscr{C}(\rho)=S\left(\rho^{A}\right)-\min \left\{S_{1}, S_{2}, S_{3}\right\} \tag{C.27}
\end{equation*}
$$

where $S_{1}, S_{2}, S_{3}$ are defined in Eqs. (C.25) and (C.26), respectively. The quantum discord is then given by

$$
\begin{equation*}
D(\rho)=\mathscr{I}(\rho)-\mathscr{C}(\rho) \tag{C.28}
\end{equation*}
$$

with $\mathscr{I}(\rho)$ given by Eq. (C.20). The same results are obtained by generalizing von Neumann measurements to POVM [123].

## Appendix D

## Exact treatment of the $\mathbf{N}$-qubit model

## D. 1 Transformation procedure

Let us consider the following $N$-spin model

$$
\begin{equation*}
H=\sum_{k=1}^{N} \hbar \omega_{k} \hat{\sigma}_{k}^{z}+\gamma_{x} \bigotimes_{k=1}^{N} \hat{\sigma}_{k}^{x}+\gamma_{y} \bigotimes_{k=1}^{N} \hat{\sigma}_{k}^{y}+\gamma_{z} \bigotimes_{k=1}^{N} \hat{\sigma}_{k}^{z}, \tag{D.1}
\end{equation*}
$$

describing $N$ distinguishable spins subjected, in general, to different magnetic fields and interacting between them only through $N$-wise interaction terms, that is each interaction term involves all the $N$-spins at the same time. $\hat{\sigma}^{x}, \hat{\sigma}^{y}$ and $\hat{\sigma}^{z}$ are the standard Pauli matrices.

This model may be exactly diagonalized by a process consisting in a chain of unitary transformations. To this end it is useful to start by considering the easiest case of two interacting spin $1 / 2$ 's. In this instance the Hamiltonian reads

$$
\begin{equation*}
H_{2}=\hbar \omega_{1} \hat{\sigma}_{1}^{z}+\hbar \omega_{2} \hat{\sigma}_{2}^{z}+\gamma_{x} \hat{\sigma}_{1}^{x} \hat{\sigma}_{2}^{x}+\gamma_{y} \hat{\sigma}_{1}^{y} \hat{\sigma}_{2}^{y}+\gamma_{z} \hat{\sigma}_{1}^{z} \hat{\sigma}_{2}^{z} \tag{D.2}
\end{equation*}
$$

and it is possible to verify that $\left[H_{2}, \hat{\sigma}_{1}^{z} \hat{\sigma}_{2}^{z}\right]=0$. Transforming $H_{2}$ through the following unitary and hermitian operator ( $\mathbb{1}$ is the identity operator in the four dimensional Hilbert subspace)

$$
\begin{equation*}
T_{12}=\frac{1}{2}\left[\mathbb{1}+\hat{\sigma}_{1}^{z}+\hat{\sigma}_{2}^{x}-\hat{\sigma}_{1}^{z} \hat{\sigma}_{2}^{x}\right], \tag{D.3}
\end{equation*}
$$

we get

$$
\begin{equation*}
T_{12}^{\dagger} H_{2} T_{12}=\tilde{H}_{2}=\hbar\left(\omega_{1}+\omega_{2} \hat{\sigma}_{2}^{z}\right) \hat{\sigma}_{1}^{z}+\gamma_{x} \hat{\sigma}_{1}^{x}-\gamma_{y} \hat{\sigma}_{2}^{z} \hat{\sigma}_{1}^{x}+\gamma_{z} \sigma_{2}^{z} \tag{D.4}
\end{equation*}
$$

It is easy to see that $\hat{\sigma}_{2}^{z}$ is constant of motion for $\tilde{H}$ and thus it may be treated as a parameter $(= \pm 1)$, rewriting

$$
\begin{equation*}
\tilde{H}_{\sigma_{2}^{z}}=\hbar\left(\omega_{1}+\omega_{2} \sigma_{2}^{z}\right) \hat{\sigma}_{1}^{z}+\left(\gamma_{x}-\gamma_{y} \sigma_{2}^{z}\right) \hat{\sigma}_{1}^{x}+\gamma_{z} \sigma_{2}^{z} \tag{D.5}
\end{equation*}
$$

This means that we have got two Hamiltonians of single spin-1/2, each one related to one of the two eigenvalues of $\hat{\sigma}_{2}^{z}, \pm 1$. So, in this manner, we have reduced the two-interacting-spin problem into two independent single-spin- $1 / 2$ problems, easier to be solved. Furthermore, it is worth to underline that each single-spin-1/2 Hamiltonian governs the dynamics of our two-spin system in one of the two dynamically invariant Hilbert subspace related to the two eigenvalue of $\hat{\sigma}_{2}^{z}$.

If we now consider the case of three spins, the Hamiltonian (D.1) reads

$$
\begin{equation*}
H_{3}=\hbar \omega_{1} \hat{\sigma}_{1}^{z}+\hbar \omega_{2} \hat{\sigma}_{2}^{z}+\hbar \omega_{3} \hat{\sigma}_{3}^{z}+\gamma_{x} \hat{\sigma}_{1}^{x} \hat{\sigma}_{2}^{x} \hat{\sigma}_{3}^{x}+\gamma_{y} \hat{\sigma}_{1}^{y} \hat{\sigma}_{2}^{y} \hat{\sigma}_{3}^{y}+\gamma_{z} \hat{\sigma}_{1}^{z} \hat{\sigma}_{2}^{z} \hat{\sigma}_{3}^{z} \tag{D.6}
\end{equation*}
$$

Now, it is possible to convince oneself that $\hat{\sigma}_{2}^{z} \hat{\sigma}_{3}^{z}$ is constant of motion and then if we apply the procedure previously used to the two spins 2 and 3 in $H_{3}$, we get the following new Hamiltonian

$$
\begin{equation*}
T_{23}^{\dagger} H_{3} T_{23}=\tilde{H}_{3}=\hbar \omega_{1} \hat{\sigma}_{1}^{z}+\hbar\left(\omega_{2}+\omega_{3} \sigma_{3}^{z}\right) \hat{\sigma}_{2}^{z}+\gamma_{x} \hat{\sigma}_{1}^{x} \hat{\sigma}_{2}^{x}-\gamma_{y} \sigma_{3}^{z} \hat{\sigma}_{1}^{y} \hat{\sigma}_{2}^{x}+\gamma_{z} \sigma_{3}^{z} \hat{\sigma}_{1}^{z} \tag{D.7}
\end{equation*}
$$

where $\sigma_{3}^{z}$ (integral of motion) appears as parameter and so we have two different Hamiltonians of two interacting spin $1 / 2$ 's. This time the unitary and hermitian operator accomplishing the transformation is

$$
\begin{equation*}
T_{23}=\frac{1}{2}\left[\mathbb{1}+\hat{\sigma}_{2}^{z}+\hat{\sigma}_{3}^{x}-\hat{\sigma}_{2}^{z} \hat{\sigma}_{3}^{x}\right] \tag{D.8}
\end{equation*}
$$

in accordance with the form of $T_{12}$. It is immediate, at this point, to understand that we may apply one more time the same procedure for $\tilde{H}_{3}$, using the operator written in Eq. (D.3) since $\hat{\sigma}_{1}^{z} \hat{\sigma}_{2}^{z}$ is constant of motion for $\tilde{H}_{3}$. Thus, we get

$$
\begin{equation*}
T_{12}^{\dagger} \tilde{H}_{3} T_{12}=T_{123}^{\dagger} H_{3} T_{123}=\tilde{\tilde{H}}_{3}=\hbar\left(\omega_{1}+\omega_{2} \sigma_{2}^{z}+\omega_{3} \sigma_{2}^{z} \sigma_{3}^{z}\right) \hat{\sigma}_{1}^{z}+\gamma_{x} \hat{\sigma}_{1}^{x}-\gamma_{y} \sigma_{3}^{z} \hat{\sigma}_{1}^{y}+\gamma_{z} \sigma_{3}^{z} \hat{\sigma}_{1}^{z} \tag{D.9}
\end{equation*}
$$

where we put $T_{123}=T_{23} T_{12}$. In this case we have two parameters, $\sigma_{2}^{2}$ and $\sigma_{3}^{2}$, and so we have four Hamiltonians of single spin-1/2 governing the dynamics of the three spin system in each of the four dynamically invariant subspaces related to the four pairs of the eigenvalues of the two constant of motion $\hat{\sigma}_{1}^{z} \hat{\sigma}_{2}^{z}$ and $\hat{\sigma}_{2}^{z} \hat{\sigma}_{3}^{z}$. Therefore, also in this case, we have reduced the initial dynamical problem of three interacting spins into independent problems of a single spin- $1 / 2$.

Basing on this last result we understand that, for the case of $N$ spins, if we apply the procedure previously exposed for three spins, to the last three spins, we obtain a new Hamiltonian characterized by the same structure of the original one with the parameters redefined and depending only on the first $N-2$ spins (the last two spins appear as parameter). One can imagine to iterate this procedure for each spin-triplet until the Hamiltonian is completely reduced to that of a single spin $1 / 2$. More precisely, it means that if we had, e.g., ten spins we could consider firstly the spin-triplet (8910) and diagonalize the Hamiltonian with respect to these three spins, obtaining a new Hamiltonian depending on the dynamical variables of the spin 8 and those of the other spins not involved in the transformation; the spins 9 and 10 would appear only through $\sigma_{9}^{z}$ and $\sigma_{10}^{z}$ having the role of parameters. At this point we should proceed by considering the spin-triplets (678), (456) and so on, diagonalizing every time with respect to the spin-triplet under consideration until we get a final Hamiltonian depending only on one spin- $1 / 2$, actually the first spin for the example taken into account. It is important to underline that in the case of odd number of spins, through this technique, we get directly a final Hamiltonian of a single spin- $1 / 2$, while for an even number of spin we get firstly a Hamiltonian of two spins which can be treated analogously to get the final one depending on just one spin.

It is appropriate to define and make clear what we intend for "diagonalize with respect to a spintriplet". Considering the generic spin-triplet $(i, j, k$ ) (with $i<j<k$ ), diagonalizing with respect the three spins $i, j$ and $k$ means to transform the Hamiltonian through the following operator

$$
\begin{equation*}
T_{i j k}=\frac{1}{4}\left[\mathbb{1}+\hat{\sigma}_{j}^{z}+\hat{\sigma}_{k}^{x}-\hat{\sigma}_{j}^{z} \hat{\sigma}_{k}^{x}\right]\left[\mathbb{1}+\hat{\sigma}_{i}^{z}+\hat{\sigma}_{j}^{x}-\hat{\sigma}_{i}^{z} \hat{\sigma}_{j}^{x}\right] \tag{D.10}
\end{equation*}
$$

acting only upon the dynamical variables of the three spins under consideration. As shown and explained before, this transformation leaves the Hamiltonian dependent on the dynamical variables of the first spin of the triplet ( $i$-th spin) and on those of all the other spins not affected by the transformation. The spins $j$ and $k$ appears only with $\hat{\sigma}_{j}^{z}$ and $\hat{\sigma}_{k}^{z}$ which, being constant of motion, may be treated as parameters and substituted with their eigenvalues in the expression of the transformed Hamiltonian.

It is useful now to observe what are the effects on the Hamiltonian after a diagonalization with respect to a spin-triplet:

- a -1 factor appears in the interaction term in $\gamma_{y}$;
- the $\sigma^{z}$ operator (parameter) of the last spin in the triplet appears in the interaction terms in $\gamma_{y}$ and $\gamma_{z} ;$
- the Pauli spin operators ( $\hat{\sigma}^{x}, \hat{\sigma}^{y}$ and $\hat{\sigma}^{z}$ ) of the first spin of the triplet under consideration remain unchanged in each relative interaction term ( $\gamma_{x}, \gamma_{y}$ and $\gamma_{z}$ ).

We observe also that, from Eqs. (D.4) and (D.9), it is easy to conjecture the general form of the factor multiplying $\hat{\sigma}_{1}^{z}$ and depending on the $\omega_{k}$ parameters, namely

$$
\begin{equation*}
\omega_{1}+\sum_{k=2}^{N} \omega_{k} \prod_{k^{\prime}=2}^{k} \sigma_{k^{\prime}}^{z} . \tag{D.11}
\end{equation*}
$$

For, we are able, via an induction procedure, to write the argued form of the final single-spin-1/2 Hamiltonian. In the case of an odd number of spins it reads

$$
\begin{equation*}
\tilde{H}=\hbar\left[\omega_{1}+\sum_{k=2}^{N} \omega_{k} \prod_{k^{\prime}=2}^{k} \sigma_{k^{\prime}}^{z}\right] \hat{\sigma}_{1}^{z}+\gamma_{x} \hat{\sigma}_{1}^{x}+\left[(-1)^{\frac{N-1}{2}} \gamma_{y}^{(N-1) / 2} \prod_{k=1}^{(N} \sigma_{2 k+1}^{z}\right] \hat{\sigma}_{1}^{y}+\left[\gamma_{z} \prod_{k=1}^{(N-1) / 2} \sigma_{2 k+1}^{z}\right] \hat{\sigma}_{1}^{z}, \tag{D.12}
\end{equation*}
$$

whereas for an even number of spins we have

$$
\begin{equation*}
\tilde{H}=\hbar\left[\omega_{1}+\sum_{k=2}^{N} \omega_{k} \prod_{k^{\prime}=2}^{k} \sigma_{k^{\prime}}^{z}\right] \hat{\sigma}_{1}^{z}+\gamma_{x} \hat{\sigma}_{1}^{x}+\left[(-1)^{\frac{N}{2}} \gamma_{y} \prod_{k=1}^{N / 2} \sigma_{2 k}^{z}\right] \hat{\sigma}_{1}^{x}+\gamma_{z} \prod_{k=1}^{N / 2} \sigma_{2 k}^{z} . \tag{D.13}
\end{equation*}
$$

It is of relevance to underline that $(N-1) / 2$ and $N / 2$, appearing respectively in Eq. (D.12) and (D.13), are the numbers of transformations to be applied to the original Hamiltonian in Eq. (D.1) to get the final ones. The total unitary operator accomplishing this chained transformations may be written as

$$
\begin{equation*}
T=\frac{1}{2^{N-1}} \prod_{k=0}^{N-2}\left[\mathbb{1}+\hat{\sigma}_{N-(k-1)}^{z}+\hat{\sigma}_{N-k}^{x}-\hat{\sigma}_{N-(k+1)}^{z} \hat{\sigma}_{N-k}^{x}\right] . \tag{D.14}
\end{equation*}
$$

## D. 2 Eigenvectors and breaking down of the Schrödinger equation

To understand the eigenvectors structure, let us consider, for the sake of simplicity, the simplest case of two spin-1/2's. By Eqs. (D.4) and (D.5), it is easy to understand that we may write the eigenvectors of $\tilde{H}$ as follows

$$
\begin{equation*}
\left|\tilde{\psi}_{i j}\right\rangle=\left|\phi_{i j}\right\rangle \otimes\left|\sigma_{2}^{z}=i\right\rangle \tag{D.15}
\end{equation*}
$$

with $i= \pm 1, j=1,2,\left|\sigma_{2}^{z}=1\right\rangle=(1,0)^{T}$ and $\left|\sigma_{2}^{z}=-1\right\rangle=(0,1)^{T}$. In the previous expressions, $\left|\phi_{1 i}\right\rangle$ $\left(\left|\phi_{-1 i}\right\rangle\right)$ are the two eigenvectors of $\tilde{H}_{+1}\left(\tilde{H}_{-1}\right)$. Finally, the eigenvectors of $H$ are easily derived by the relation

$$
\begin{equation*}
T\left|\tilde{\psi}_{i j}\right\rangle=\left|\psi_{i}\right\rangle . \tag{D.16}
\end{equation*}
$$

If the Hamiltonian $H$ is time-dependent, we have to study the time-dependent Schrödinger equation, namely

$$
\begin{equation*}
i \hbar|\dot{\psi}(t)\rangle=H(t)|\psi(t)\rangle \tag{D.17}
\end{equation*}
$$

Since $\frac{\partial}{\partial t} T=0$, it is easy to verify that we may write

$$
\begin{equation*}
i \hbar|\dot{\tilde{\psi}}(t)\rangle=\tilde{H}(t)|\tilde{\psi}(t)\rangle . \tag{D.18}
\end{equation*}
$$

By writing a general initial condition as follows

$$
|\tilde{\psi}(0)\rangle=\left(\begin{array}{l}
a  \tag{D.19}\\
b \\
c \\
d
\end{array}\right)=\binom{a}{c} \otimes\binom{1}{0}+\binom{b}{d} \otimes\binom{0}{1}
$$

since $\left[\tilde{H}(t), \sigma_{2}^{z}\right]=0$, we may write the evolved state at time $t$ as

$$
\begin{align*}
|\tilde{\psi}(t)\rangle & =\left(\begin{array}{c}
a(t) \\
b(t) \\
c(t) \\
d(t)
\end{array}\right)=\binom{a(t)}{c(t)} \otimes\binom{1}{0}+\binom{b(t)}{d(t)} \otimes\binom{0}{1}=  \tag{D.20}\\
& =\left|\tilde{\phi}_{1}\right\rangle_{1} \otimes\left|\sigma_{2}^{z}=1\right\rangle_{2}+\left|\tilde{\phi}_{-1}\right\rangle_{1} \otimes\left|\sigma_{2}^{z}=-1\right\rangle_{2}
\end{align*}
$$

where $\left|\tilde{\phi}_{ \pm 1}\right\rangle_{1}$ satisfy the following dynamical problems

$$
\begin{equation*}
i \hbar\left|\dot{\tilde{\phi}}_{ \pm 1}(t)\right\rangle=\tilde{H}_{ \pm 1}(t)\left|\tilde{\phi}_{ \pm 1}(t)\right\rangle \tag{D.21}
\end{equation*}
$$

being nothing but two independent single spin- $1 / 2$ time-dependent Schrödinger equations.
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