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1 Abstract 

Recent times have seen the emergence of prosumers with undispatchable renewable onsite 

generators, which can complicate operational planning of grids. The complication can be 

exacerbated when prosumers have the leeway to export excess generation to the grid, which may 

necessitate the development of a new paradigm for the operational planning of prosumer grids. In 

this paper, a computationally tractable robust microgrid operational dispatch model which uses 

diesel generators, a battery and interruptible loads to handle uncertainty in prosumer generation is 

proposed. Using the modified version of a microgrid in Guangdong Province, China, the CPLEX 

solver in the Advanced Interactive Multidimensional Modelling System environment is used to 

validate the effectiveness of the proposed model. The proposed robust model yields a higher 

objective function value than its deterministic counterpart; however, it guarantees system 

reliability under any realization of prosumer generation within specified bounds, which the 

deterministic model cannot guarantee. Further analysis shows that the optimal objective function 

value increases with the uncertainty level of prosumer generation. 

2 Nomenclature 1 

2.1 Sets 2 

g, G  Diesel generator index, number of diesel generators  3 

p, P  Prosumer index, number of prosumers 4 

2.2 Parameters 5 

∆t  Interval size 6 

ܽ௚, ௚ܾ  Cost coefficients of diesel generator g [$/(MW2h)]/ [$/MWh] 7 
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ܿ௚  Reserve cost factor for diesel generator g 8 

݀௚  Cost per unit of up & down regulation of diesel generator g [$/MW] 9 

e  Cost per unit of load curtailed [$/MW] 10 

f  Battery charging/discharging cost factor [$/MW2] 11 

௚ܲ
௠௜௡	&	 ௚ܲ௠௔௫ Minimum and maximum output limits of diesel generator g [MW] 12 

ܴ௚௎	&	ܴ௚஽ Maximum up & down regulation of diesel generator g [MW] 13 

 Reserve requirement [MW] 14  ݏܴ݁

 Required up & down regulation reserve [MW] 15  ܴ݃݁ܦ	&	ܴܷ݃݁

௚ܲ
௖௨௥௥  Current output of diesel generator g [MW] 16 

௖ܲ௨௥௧
௠௔௫  Available load curtailment capacity [MW] 17 

௕்ܲ௢ி௥௢
௠௔௫   Maximum power transfer to/from battery [MW] 18 

௕ܧ   Current battery content [MWh] 19 

௕ܧ
௠௜௡&	ܧ௕

௠௔௫ Minimum & maximum battery content [MWh] 20 

௣ܲ௥௢ீ௘௡,௣
ி஼  Power output forecast of prosumer p’s generator [MW] 21 

௣ܲ௥௢஽௘௠,௣ Prosumer p’s demand [MW] 22 

஽ܲ  Grid demand (excluding prosumer demand) [MW] 23 

2.3 Variables 24 

௚ܲ
௦௖௛  Scheduled output of diesel generator g [MW] 25 

௚ܲ
௥௘௦  Scheduled reserve from diesel generator g [MW] 26 

௚ܲ
௎ோ௘௚  Scheduled up regulation reserve from diesel generator g [MW] 27 

௚ܲ
஽ோ௘௚  Scheduled down regulation reserve from diesel generator g [MW] 28 

௖ܲ௨௥௧
௦௖௛   Scheduled load curtailment [MW] 29 

௕்ܲ௢ி௥௢
௦௖௛   Scheduled power transfer to/from battery [MW] 30 

்ܲ௢ி௥௢௉௥௢,௣ Power transfer to/fro prosumer p [MW] 31 
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3    Introduction 32 

Due to declining costs of solar energy systems and growing concerns over environmental 33 

pollution, among other factors, recent times have seen an emergence of a new kind of electricity 34 

consumers known as prosumers. Prosumers differ from consumers in that they own onsite 35 

generating facilities and can export electricity to the grid or other consumers [1]. While some 36 

prosumers’ local generators are dispatchable, most are undispatchable. Operators of grids 37 

(microgrid operators (MGO’s) for microgrids (MG’s)) that interconnect prosumers with 38 

undispatchable generation, especially if prosumers possess the license to export unused, surplus 39 

energy to the grid, are faced with an increased level of grid power supply/demand uncertainty. 40 

Hence, operational planning in prosumer grids could be more challenging. A promising approach 41 

to uncertainty handling in prosumer power grids is the involvement of demand-side resources in 42 

the operational planning of these grids. 43 

The involvement of demand-side resources in grid operations continues to attract the 44 

attention of researchers. The authors of [2] proposed a market model for the joint dispatch of 45 

energy and reserve in which electricity generators and consumers can both bid for energy and a 46 

number of reserve products. They reported that considerable social welfare gains may be derived 47 

from the additional scheduling flexibility that the provision of reserve capacities by demand-side 48 

resources provides. In [3], a study was carried out on a renewable energy-assisted MG which 49 

interconnects both commercial and industrial loads. Using various demand response programs, 50 

loads were involved in the energy and reserve dispatch process, and as a result, the MG’s operating 51 

cost dropped. A similar observation was made in [4] where a stochastic energy and reserve dispatch 52 

optimization model was proposed. In the paper, uncertainty in renewable generation was handled 53 

using reserve capacities from loads and diesel generators (DG’s); and with the participation of 54 

these demand-side resources, DG usage reduced as well as grid operating cost. Demand-side 55 

participation in energy and reserve dispatch was also studied on a smart distribution grid in [5]. In 56 

the paper, demand response aggregators aggregated load reduction offers from small and medium 57 

scale customers. Results obtained from investigating a distribution system corroborate those in [4] 58 

and [3]. The authors of [6] proposed an energy and reserve dispatch model for an MG with RE 59 

sources. In their proposed model, uncertainty in wind and solar power was balanced using demand-60 

side resources, dispatchable generators and energy from the main grid. Aggregation of the behind-61 

the-meter resources of large prosumers for participation in the energy and reserve dispatch process 62 
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of a renewable energy - assisted MG was proposed in [7]. The prosumer’s resources considered 63 

were flexible loads and batteries, and the MG’s operating cost was seen to reduce with their 64 

involvement. In [7], however, uncertainties in RE generation and load were not taken into account. 65 

The literature is replete with various approaches to operational planning in MG’s. One 66 

widely studied approach is the scenario-based method of handling uncertainties in operational 67 

dispatch models. A mixed-integer, non-linear energy and reserve dispatch formulation for an MG 68 

was developed in [8]. Wind speed and load were modelled using appropriate probability 69 

distribution functions, and different scenarios were generated using segmented probability 70 

distribution functions. MG operating cost and emission were minimized using the multi-objective 71 

formulation proposed in [9]. Various scenarios were generated using discretized probability 72 

distribution functions for solar irradiation, wind speed and load, but only the most likely scenarios 73 

were utilized in the formulation. With the aim of minimizing both operating and investment costs 74 

of an MG, a two-stage stochastic formulation was proposed in [10]. The scenario tree approach 75 

was used to model fluctuations in wind, solar and demand. In [11], uncertainties in solar, wind, 76 

load and price of electricity were handled in a proposed scenario-based approach. Forecasts were 77 

generated, and then multiple scenarios were constructed using the Monte Carlo Simulation with 78 

Latin Hypercube Sampling method. A scenario reduction approach was further applied to reduce 79 

computational time. The Monte Carlo Simulation is known to be a reasonably precise method of 80 

handling uncertainties; however computational burden can be very high for a large number of 81 

scenarios [8]. Moreover, it can be challenging to obtain accurate probability distribution functions 82 

for real life applications [12]. 83 

Another technique for solving optimization problems with uncertain parameters is the 84 

chance-constrained technique. It was used in [13] for a grid-connected MG, to handle demand and 85 

renewable energy (RE) uncertainties. A shortcoming of the technique is that the resulting model 86 

can be difficult to solve [14]. They are also usually intractable [15]. 87 

In the literature, robust optimization models have also been used to handle uncertainties in 88 

model parameters. In [16], load and RE uncertainty were modelled by an uncertainty set, and a 89 

scenario-based robust optimization model was used to generate an optimal solution that is robust 90 

against most of the possible realizations of demand and RE supply within the uncertainty set. The 91 

long term average operating cost of a grid was minimized with the use of a robust optimization 92 

technique in [17]. In the paper, the technique was used to handle worst-case realizations of load 93 
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and RE generation modelled by bounded uncertainty sets. A two-stage robust optimization model 94 

was proposed in [18] to minimize MG operating cost under worst-case realization of grid 95 

connection status and RE generation. In [19], a robust energy dispatch model was proposed to 96 

generate an optimal solution that is robust against any realization of uncertain parameters. Also, a 97 

robust approach to energy and ancillary services co-optimization in real-time markets was 98 

presented in [12]. In the paper, the approach generated optimal generator base points that are robust 99 

against any realization of uncertainty within a bounded uncertainty set. A robust approach to 100 

energy dispatch optimization in a renewable energy-assisted prosumer MG with demand response 101 

aggregators was presented in [20]. The ability to produce reasonable results even if realization of 102 

uncertainty is outside the forecasted uncertainty set is one strength of the robust optimization 103 

technique [21]. 104 

In power systems, uncertainty in renewable energy sources and demand can be handled by 105 

optimizing base-point generator outputs to meet demand and renewable energy forecasts, whilst 106 

satisfying constraints that ensure normal system operation irrespective of the actual demand and 107 

output of renewable energy generators. Variations from renewable energy and demand forecasts 108 

are then handled by using participation factors to adjust these generator outputs. This participation 109 

factor method is explored in [22] and extended in [20]. The main contribution of this work is the 110 

extension of this practice to prosumer microgrids with DGs, a battery and dispatchable loads. In 111 

the proposed model, DG’s, a battery and interruptible loads are assigned participation factors and 112 

used to provide robustness against uncertainty in prosumer generation. By involving these grid 113 

components, the grid operator has more grid-balancing resources from both the utility and the 114 

customer sides of the grid. Moreover, the model could be further advanced, to take advantage of 115 

the varying response times of the grid components involved. 116 

 117 

The rest of the paper is structured as follows: a brief description of the MG architecture is 118 

given in Section 4, and the deterministic and robust optimization models are developed in Section 119 

5. Section 6 contains the MG data and simulation parameters used. Simulation results are presented 120 

and discussed in Section 7. A brief conclusion and possible future work are given in Section 8. 121 

4    MG architecture 122 

Figure 1 shows the architecture of an islanded prosumer MG which interconnects DG’s, large 123 

prosumers, a battery bank, and interruptible and non-interruptible loads. Controllable resources 124 



6 
 

like DG’s, the battery and interruptible loads are connected, via local controllers, to a microgrid 125 

central controller (MGCC) which is managed by a MGO. 126 

 127 

 128 

Figure 1 Prosumer MG architecture of a network comprising DG’s, a battery, two prosumers, 129 

interruptible and uninterruptible loads 130 

5    Mathematical model 131 

5.1  Deterministic model 132 

The MGO’s cost metric comprises cost of energy, reserve and up & down regulation from DG’s, 133 

cost of demand curtailment and cost associated with battery charging and discharging, as detailed 134 

in (1). 135 

Min ∑ ቀܽ௚ ∗ ൫ ௚ܲ
௦௖௛൯

ଶ
∗ ݐ∆ ൅ ௚ܾ ∗ ௚ܲ

௦௖௛ ∗ ቁݐ∆ ൅ ∑ ܿ ∗ ቀܽ௚൫ ௚ܲ
௥௘௦൯

ଶ
∗ ݐ∆ ൅ ௚ܾ ∗ ௚ܲ

௥௘௦ ∗ ቁݐ∆ ൅ீ
௚ୀଵ

ீ
௚ୀଵ136 

∑ ݀௚ ∗ ൫ ௚ܲ
௎ோ௘௚ ൅ ௚ܲ

஽ோ௘௚൯ ൅ ݁ ∗ ௖ܲ௨௥௧
௦௖௛ ൅ ݂ ∗ ൫ ௕்ܲ௢ி௥௢

௦௖௛ ൯
ଶீ

௚ୀଵ             (1) 137 

In (1), ܽ௚, ௚ܾ are cost coefficients of diesel generator g, ܿ௚ is the reserve cost factor for diesel 138 

generator g, ݀௚ is the cost per unit of up & down regulation of diesel generator g, e is the cost per 139 

unit of load curtailed and f is the battery charging/discharging cost factor. 140 
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Constraint (2) is enforced to ensure that the resulting scheduled power output and down regulation 141 

do not go below the specified minimum power output of DG’s. 142 

௚ܲ
௠௜௡ ൑ ௚ܲ

௦௖௛ െ ௚ܲ
஽ோ௘௚					∀g ϵ [1, G]                      (2) 143 

Constraints (3) and (4) ensure that the scheduled down & up regulation reserves do not exceed the 144 

DG’s capability. 145 

௚ܲ
஽ோ௘௚ ൑ ܴ௚஽					∀g ϵ [1, G]                         (3) 146 

௚ܲ
௎ோ௘௚ ൑ ܴ௚௎					∀g ϵ [1, G]                            (4) 147 

Constraint (5) makes sure that the sum of scheduled energy, reserve and up regulation does not 148 

exceed the DG’s maximum power output level. 149 

௚ܲ
௦௖௛ ൅ ௚ܲ

௥௘௦ ൅ ௚ܲ
௎ோ௘௚ ൑ ௚ܲ

௠௔௫					∀g ϵ [1, G]                      (5) 150 

Provision of the required reserve, down regulation and up regulation capacities is guaranteed by 151 

enforcing constraints (6), (7) and (8) respectively. 152 

∑ ௚ܲ
௥௘௦ீ

௚ୀଵ ൒  g ϵ [1, G]                         (6) 153∀ ݏܴ݁

∑ ௚ܲ
஽ோ௘௚ீ

௚ୀଵ ൒  g ϵ [1, G]                      (7) 154∀					ܴ݃݁ܦ

∑ ௚ܲ
௎ோ௘௚ீ

௚ୀଵ ൒ ܷܴ݁݃					∀g ϵ [1, G]                        (8) 155 

Constraints (9) and (10) ensure that the difference between current power output and scheduled 156 

power output of DG does not exceed the DG’s regulation limit. 157 

௚ܲ
௖௨௥௥ െ ௚ܲ

௦௖௛ ൑ ܴ௚஽								∀g ϵ [1, G]                 (9) 158 

௚ܲ
௦௖௛ െ ௚ܲ

௖௨௥௥ ൑ ܴ௚௎								∀g ϵ [1, G]                     (10) 159 

Scheduled demand curtailment is kept below (or equal to) the available interruptible load capacity 160 

using constraint (11). 161 

௖ܲ௨௥௧
௦௖௛ ൑ ௖ܲ௨௥௧

௠௔௫                     (11) 162 

The rate of charge/discharge is kept within the battery’s power capacity using (12). Note that 163 

௕்ܲ௢ி௥௢
௦௖௛  is positive when the battery is charging, and negative when it is discharging. 164 

െ ௕்ܲ௢ி௥௢
௠௔௫ ൑ ௕்ܲ௢ி௥௢

௦௖௛ ൑ ௕்ܲ௢ி௥௢
௠௔௫                    (12) 165 

Constraint (13) ensures that the capacity limit of the battery is not exceeded. 166 

௕ܧ
௠௜௡ ൑ ௕ܧ ൅ ௕்ܲ௢ி௥௢

௦௖௛ ∗ ݐ∆ ൑ ௕ܧ
௠௔௫                  (13) 167 

Constraints (14) and (15) serve to enforce power balance within prosumers’ premises and the MG 168 

respectively. 169 

௣ܲ௥௢ீ௘௡,௣
ி஼ െ ௣ܲ௥௢஽௘௠,௣ ൅ ்ܲ௢ி௥௢௉௥௢,௣ ൌ 0					∀p ϵ [1, P]             (14) 170 
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∑ ௚ܲ
௦௖௛ீ

௚ୀଵ ൅ ௖ܲ௨௥௧
௦௖௛ െ ௕்ܲ௢ி௥௢

௦௖௛ െ ∑ ்ܲ௢ி௥௢௉௥௢,௣
௉
௣ୀଵ െ ஽ܲ ൌ 0              (15) 171 

5.2 Robust model 172 

In this work, prosumer generation forecast error is depicted as ݁ ௣ܲ௥௢ீ௘௡,௣, and is within the range 173 

[݁ ௣ܲ௥௢ீ௘௡,௣
௠௜௡ , ݁ ௣ܲ௥௢ீ௘௡,௣

௠௔௫ ]. Its determination follows the convention used in [7]. If Γ is taken to be the 174 

sum of forecast errors of prosumer generation forecasts then, 175 

߁ ൌ ∑ ݁ ௣ܲ௥௢ீ௘௡,௣
௉
௣ୀଵ                (16) 176 

The maximum and minimum values of Γ are therefore expressed respectively in (17). 177 

௠௔௫߁ ൌ ∑ ݁ ௣ܲ௥௢ீ௘௡,௣
௠௔௫௉

௣ୀଵ ௠௜௡߁	&	 ൌ ∑ ݁ ௣ܲ௥௢ீ௘௡,௣
௠௜௡௉

௣ୀଵ                 (17) 178 

The robust formulation generates an optimal base point schedule for DG generation ( ௚ܲ
௦௖௛), battery 179 

energy transfer ( ௕்ܲ௢ி௥௢
௦௖௛ ) and load curtailment ( ௖ܲ௨௥௧

௦௖௛ ). Each DG is assigned a participation factor, 180 

 ௖. After realization of uncertainty, the base 181ߣ ,௕, and demand curtailmentߣ ,௚, as well as the batteryߣ

point schedules of these components are adjusted by their respective participation factors as shown 182 

in (18), (19) & (20). 183 

௚ܲ
௔௖௧ ൌ ௚ܲ

௦௖௛ െ  g ϵ [1, G]             (18) 184∀ ߁௚ߣ

௖ܲ௨௥௧
௔௖௧ ൌ ௖ܲ௨௥௧

௦௖௛ െ  185 (19)               ߁௖ߣ

௕்ܲ௢ி௥௢
௔௖௧ ൌ ௕்ܲ௢ி௥௢

௦௖௛ ൅  186 (20)              ߁௕ߣ

,௚ߣ  ௕are non-negative variables. 187ߣ	&	௖ߣ

Inserting (14) into (15), equation (21) is obtained. 188 

∑ ௚ܲ
௦௖௛ீ

௚ୀଵ ൅ ௖ܲ௨௥௧
௦௖௛ െ ௕்ܲ௢ி௥௢

௦௖௛ െ ∑ ൫ ௣ܲ௥௢஽௘௠,௣ െ ௣ܲ௥௢ீ௘௡,௣
ி஼ ൯௉

௣ୀଵ െ ஽ܲ ൌ 0                         (21) 189 

Upon realization of uncertainty, (21) becomes (22). 190 

∑ ௚ܲ
௔௖௧ீ

௚ୀଵ ൅ ௖ܲ௨௥௧
௔௖௧ െ ௕்ܲ௢ி௥௢

௔௖௧ െ ∑ ቀ ௣ܲ௥௢஽௘௠,௣ െ ൫ ௣ܲ௥௢ீ௘௡,௣
ி஼ ൅ ݁ ௣ܲ௥௢ீ௘௡,௣൯ቁ

௉
௣ୀଵ െ ஽ܲ ൌ 0            (22) 191 

Inserting equations (18) through (20) into (22), (23) is obtained. 192 

∑ ൫ ௚ܲ
௦௖௛ െ ൯߁௚ߣ

ீ
௚ୀଵ ൅ ௖ܲ௨௥௧

௦௖௛ െ ߁௖ߣ െ ൫ ௕்ܲ௢ி௥௢
௦௖௛ ൅ ൯߁௕ߣ െ ∑ ቀ ௣ܲ௥௢஽௘௠,௣ െ ൫ ௣ܲ௥௢ீ௘௡,௣

ி஼ ൅௉
௣ୀଵ193 

݁ ௣ܲ௥௢ீ௘௡,௣൯ቁ െ ஽ܲ ൌ 0                    (23) 194 

Re-arranging (23), (24) is obtained. 195 

∑ ௚ܲ
௦௖௛ீ

௚ୀଵ ൅ ௖ܲ௨௥௧
௦௖௛ െ ௕்ܲ௢ி௥௢

௦௖௛ െ ∑ ൫ ௣ܲ௥௢஽௘௠,௣ െ ௣ܲ௥௢ீ௘௡,௣
ி஼ ൯௉

௣ୀଵ െ ஽ܲ െ ∑ ߁௚ߣ
ீ
௚ୀଵ െ ߁௖ߣ െ ߁௕ߣ ൅196 

∑ ݁ ௣ܲ௥௢ீ௘௡,௣
௉
௣ୀଵ ൌ 0                    (24) 197 

Equation (25) is obtained by inserting (16) into (24). 198 
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∑ ௚ܲ
௦௖௛ீ

௚ୀଵ ൅ ௖ܲ௨௥௧
௦௖௛ െ ௕்ܲ௢ி௥௢

௦௖௛ െ ∑ ൫ ௣ܲ௥௢஽௘௠,௣ െ ௣ܲ௥௢ீ௘௡,௣
ி஼ ൯௉

௣ୀଵ െ ஽ܲ െ ∑ ߁௚ߣ
ீ
௚ୀଵ െ ߁௖ߣ െ ߁௕ߣ ൅ ߁ ൌ 0 199 

                           (25) 200 

Equation (26) is obtained by inserting (21) into (25). 201 

൫1 െ ∑ ௚ߣ
ீ
௚ୀଵ െ ௖ߣ െ ߁௕൯ߣ ൌ 0                   (26) 202 

∑ ௚ߣ
ீ
௚ୀଵ ൅ ௖ߣ ൅ ௕ߣ ൌ 1                    (27) 203 

Equation (27) must be true to ensure energy balance in the MG after realization of uncertainty. 204 

After realization of uncertainty, the inequality in (28) must be enforced for all DG’s. 205 

௚ܲ
௦௖௛ െ ௚ܲ

஽ோ௘௚ ൑ ௚ܲ
௔௖௧ ൑ ௚ܲ

௦௖௛ ൅ ௚ܲ
௎ோ௘௚  ∀g ϵ [1, G]                           (28) 206 

Inserting (18) into (28), we get (29). 207 

௚ܲ
௦௖௛ െ ௚ܲ

஽ோ௘௚ ൑ ௚ܲ
௦௖௛ െ ߁௚ߣ ൑ ௚ܲ

௦௖௛ ൅ ௚ܲ
௎ோ௘௚					∀g ϵ [1, G]                     (29) 208 

Re-arranging (29) gives (30). 209 

െ ௚ܲ
௎ோ௘௚ ൑ ߁௚ߣ ൑ ௚ܲ

஽ோ௘௚ ∀g ϵ [1, G]            (30) 210 

To ensure a feasible DG output for any realization of uncertainty, (30) must hold for any value of 211 

 212 .߁

After realization of uncertainty, (31) must also be enforced for demand curtailment. 213 

௖ܲ௨௥௧
௔௖௧ ൑ ௖ܲ௨௥௧

௠௔௫                     (31) 214 

Inserting (19) into (31), we get (32). 215 

0 ൑ ௖ܲ௨௥௧
௦௖௛ െ ߁௖ߣ ൑ ௖ܲ௨௥௧

௠௔௫              (32) 216 

To ensure a feasible amount of demand curtailment for any realization of uncertainty, (32) must 217 

hold for any value of ߁. After realization of uncertainty, (33) must be enforced for battery power 218 

transfer. 219 

െ ௕்ܲ௢ி௥௢
௠௔௫ ൑ ௕்ܲ௢ி௥௢

௔௖௧ ൑ ௕்ܲ௢ி௥௢
௠௔௫                    (33) 220 

Inserting (20) into (33), we get (34). 221 

െ ௕்ܲ௢ி௥௢
௠௔௫ ൑ ௕்ܲ௢ி௥௢

௦௖௛ ൅ ߁௕ߣ ൑ ௕்ܲ௢ி௥௢
௠௔௫                   (34) 222 

To ensure a feasible amount of battery power transfer for any realization of uncertainty, (34) must 223 

hold for any value of 224 .߁ 

After realization of uncertainty, (35) must be enforced for battery capacity. 225 

௕ܧ
௠௜௡ ൑ ௕ܧ ൅ ௕்ܲ௢ி௥௢

௔௖௧ ∗ ݐ∆ ൑ ௕ܧ
௠௔௫                  (35) 226 

Inserting (20) into (35), we get (36). 227 

௕ܧ
௠௜௡ െ ௕ܧ ൑ ൫ ௕்ܲ௢ி௥௢

௦௖௛ ൅ ൯߁௕ߣ ∗ ݐ∆ ൑ ௕ܧ
௠௔௫ െ ௕ܧ                 (36) 228 
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To ensure a feasible amount of battery power transfer for any realization of uncertainty, (36) must 229 

hold for any value of 230 .߁ 

The complete robust formulation is made up of (1) through (10), (14), (15), (27), (30), (32), (34) 231 

& (36). Constraints (30), (32), (34) & (36) make the formulation quite difficult to solve as they 232 

must be satisfied for all possible realizations of uncertainty. They are therefore simplified as 233 

follows: 234 

Constraint (30) would only hold for any value of ߁, if (37) is enforced. 235 

ቐ
ݔܽ݉

ݔܽ݉߁൑߁൑݊݅݉߁
߁݃ߣ ൑ ܲ݃

ܴ݃݁ܦ

݉݅݊
ݔܽ݉߁൑߁൑݊݅݉߁

߁݃ߣ ൒ െܲ݃
ܷܴ݁݃    ∀g ϵ [1, G]                     (37) 236 

Similarly, Constraint (32) would only hold for any value of ߁, if (38) is enforced. 237 

ቐ
ݔܽ݉

ݔܽ݉߁൑߁൑݊݅݉߁
߁ܿߣ ൑ ݐݎݑܿܲ

݄ܿݏ

݉݅݊
ݔܽ݉߁൑߁൑݊݅݉߁

߁ܿߣ ൒ ݐݎݑܿܲ
݄ܿݏ െ ݐݎݑܿܲ

 238 (38)             ݔܽ݉

Constraint (34) would only hold for any value of ߁, if (39) is enforced. 239 

ቐ
ݔܽ݉

ݔܽ݉߁൑߁൑݊݅݉߁
߁ܾߣ ൑ ݋ݎܨ݋ܾܶܲ

ݔܽ݉ െ ݋ݎܨ݋ܾܶܲ
݄ܿݏ

݉݅݊
ݔܽ݉߁൑߁൑݊݅݉߁

߁ܾߣ ൒ െܾܲܶ݋ݎܨ݋
ݔܽ݉ െ ݋ݎܨ݋ܾܶܲ

݄ܿݏ              (39) 240 

Constraint (36) would only hold for any value of ߁, if (40) is enforced. 241 

൞
ݔܽ݉

ݔܽ݉߁൑߁൑݊݅݉߁
߁ܾߣ ൑

ܾܧ
ܾܧെݔܽ݉
ݐ∆

െ ݋ݎܨ݋ܾܶܲ
݄ܿݏ

݉݅݊
ݔܽ݉߁൑߁൑݊݅݉߁

߁ܾߣ ൒
ܾܧ
݉݅݊െܾܧ
ݐ∆

െ ݋ݎܨ݋ܾܶܲ
݄ܿݏ

             (40) 242 

The inequality constraints (37) through (40) have a form similar to (41), and according to [19], 243 

(41) is equivalent to (42). Also, (42) can be transformed into (43) according to [12] hence, (37), 244 

(38), (39) and (40) can be replaced with (44), (45), (46) and (47) respectively in the robust model. 245 

൝
ݔܽ݉

ݔܽ݉߁൑߁൑݊݅݉߁
݂ሺߣሻ߁ ൑ ܽ

݉݅݊
ݔܽ݉߁൑߁൑݊݅݉߁

݂ሺߣሻ߁ ൒ ܾ
               (41) 246 

൜
,ሻߣሺ݂ሺݔܽ݉ 0ሻݔܽ݉߁ ൅ ݉݅݊ሺ݂ሺߣሻ, 0ሻ݊݅݉߁ ൑ ܽ

,ሻߣሺ݂ሺݔܽ݉ 0ሻ݊݅݉߁ ൅ ݉݅݊ሺ݂ሺߣሻ, 0ሻݔܽ݉߁ ൒ ܾ
            (42) 247 

ቐ
߁1ݔ

ݔܽ݉ ൅ ߁2ݔ
݉݅݊ ൑ ܽ

߁1ݔ
݉݅݊ ൅ ߁2ݔ

ݔܽ݉ ൒ ܾ
1ݔ ൒ 0; 1ݔ ൒ ݂ሺߣሻ; 2ݔ ൑ 0; 2ݔ ൑ ݂ሺߣሻ

            (43) 248 
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൞

1ݔ
ݔܽ݉߁݃ ൅ 2ݔ

݊݅݉߁݃ ൑ ܲ݃
ܴ݃݁ܦ

1ݔ
݊݅݉߁݃ ൅ 2ݔ

ݔܽ݉߁݃ ൒ െܲ݃
ܷܴ݁݃

1ݔ
݃ ൒ 0; 1ݔ

݃ ൒ ;݃ߣ 2ݔ
݃ ൑ 0; 2ݔ

݃ ൑ ݃ߣ

∀g ϵ [1,G]              (44) 249 

ቐ
߁1ݕ

ݔܽ݉ ൅ ߁2ݕ
݉݅݊ ൑ ݐݎݑܿܲ

݄ܿݏ

߁1ݕ
݉݅݊ ൅ ߁2ݕ

ݔܽ݉ ൒ ݐݎݑܿܲ
݄ܿݏ െ ݐݎݑܿܲ

ݔܽ݉

1ݕ ൒ 0; 1ݕ ൒ ;ܿߣ 2ݕ ൑ 0; 2ݕ ൑ ܿߣ

             (45) 250 

ቐ
߁1ܽ

ݔܽ݉ ൅ ߁2ܽ
݉݅݊ ൑ ݋ݎܨ݋ܾܶܲ

ݔܽ݉ െ ݋ݎܨ݋ܾܶܲ
݄ܿݏ

߁1ܽ
݉݅݊ ൅ ߁2ܽ

ݔܽ݉ ൒ െܾܲܶ݋ݎܨ݋
ݔܽ݉ െ ݋ݎܨ݋ܾܶܲ

݄ܿݏ

ܽ1 ൒ 0; ܽ1 ൒ ;ܾߣ ܽ2 ൑ 0; ܽ2 ൑ ܾߣ

            (46) 251 

ە
ۖ
۔

ۖ
߁1ܿۓ

ݔܽ݉ ൅ ߁2ܿ
݉݅݊ ൑

ܾܧ
ܾܧെݔܽ݉
ݐ∆

െ ݋ݎܨ݋ܾܶܲ
݄ܿݏ

߁1ܿ
݉݅݊ ൅ ߁2ܿ

ݔܽ݉ ൒
ܾܧ
݉݅݊െܾܧ
ݐ∆

െ ݋ݎܨ݋ܾܶܲ
݄ܿݏ

ܿ1 ൒ 0; ܿ1 ൒ ;ܾߣ ܿ2 ൑ 0; ܿ2 ൑ ܾߣ

            (47) 252 

The inequality constraints (30), (32), (34) and (36) can now be replaced by (44) through (47); 253 

hence, the complete robust formulation is made up of (1) through (10), (14), (15), (27) and (44) 254 

through (47). 255 

6 Simulation setup 256 

An MG in Guangdong Province, China is modified and investigated in this study, albeit its power 257 

distribution network and associated power flows are not taken into consideration. The MG 258 

interconnects 7 similar DG’s, an industrial prosumer with wind turbines, a commercial prosumer 259 

with solar panels, and a battery storage system. DG parameters are chosen to be ܽ௚= 0.83 260 

$/(MW2h), ௚ܾ=70 $/MWh, c = 0.5, d = 2.9 $/MW, ܴ௚௎ = ܴ௚஽ = 0.025 MW, ௚ܲ௠௜௡ = 0, ௚ܲ௠௔௫ = 1 MW 261 

[22] and ௚ܲ
௖௨௥௥ = 0.7MW. Optimal schedules are expected to be generated every 5 minutes hence 262 

∆t = 0.083 hrs. Battery parameters are chosen to be ܧ௕
௠௜௡ = 0.1 MWH, ܧ௕

௠௔௫ = 3 MWH, ܧ௕  = 1.5 263 

MWH and ௕்ܲ௢ி௥௢
௠௔௫ = 0.5 MW. Industrial prosumer (having wind turbines) and commercial 264 

prosumer (having solar panels) generation are forecasted to be 2 MW and 0.6 MW respectively 265 

with forecast errors of 20 and 10% [7] respectively; their demands are taken to be 0.8 MW and 0.2 266 

MW respectively. The load curtailment cost is taken to be e = 11.81 $/MW and the cost factor 267 

associated with battery charging/discharging is assumed to be f = 1 $/MW2. Some other parameters 268 

are UReg = Dreg = 0.1 MW, Res = 0.2 MW, ஽ܲ= 6.8 MW and ௖ܲ௨௥௧
௠௔௫ = 1.5 MW. Other data for the 269 

MG can be found in [22]. A solver in Advanced Interactive Multidimensional Modelling Systems 270 

(which is also used in [23] and [24]) known as CPLEX 12.6.3 (also used in [25]) is used to solve 271 
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the proposed robust formulation on a PC with processor: Intel(R) Pentium (R) Dual CPU T2390 272 

@ 1.86GHz 1.87 GHz. 273 

7    Discussion of results 274 

Table 1 shows the optimal schedules obtained by both the deterministic and robust formulations. 275 

The effect of prosumer generation uncertainty gap, ߁௠௔௫ െ  ௠௜௡, on the optimal objective value is 276߁

depicted in Figure 2. Figure 3 is a plot of results obtained by keeping ߁௠௔௫ constant and varying 277 

 ௠௔௫. The robust optimal 278߁ ௠௜௡ constant and varying߁ ௠௜௡, and Figure 4 is obtained by keeping߁

schedule, as the uncertainty gap is varied, is plotted in Figure 5. Figures 6 & 7 show the optimal 279 

schedules generated with respect to magnitude of ߁௠௜௡ and ߁௠௔௫ respectively. 280 

 281 

In Table 1, the robust model is seen to yield a higher optimal objective value than the deterministic 282 

model; however, it guarantees stable grid operation for any realization of prosumer generation. 283 

Note that the DG’s, battery and interruptible loads are all used to provide robustness against 284 

uncertainty in prosumer generation. Taking a closer look at Table 1, it would be noticed that in 285 

seeking a robust solution, the robust formulation sacrifices costs associated with DG generation 286 

and demand curtailment, that is, DG output is higher and more demand is curtailed. On the other 287 

hand, the discharge rate of the battery is lower for the robust solution. By increasing DG output 288 

and demand curtailment, the robust solution protects against scenarios where the actual prosumer 289 

generation exceeds the forecasted value (in which case DG output and demand curtailment can be 290 

reduced to maintain power balance in the MG). Similarly, by reducing battery discharge rate, the 291 

robust solution protects against scenarios where the actual prosumer generation is below the 292 

forecasted value (in which case energy deficit can be supplied by the battery to maintain power 293 

balance). 294 

 295 

Table 1   Optimal schedules by deterministic and robust formulations 296 

Formulation 
DG Output 

(MW) 

Battery 

Power 

Transfer 

(MW) 

Demand 

Curtailment (MW) 

Optimal 

Objective value 

($) 
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Deterministic 4.725 -0.475 1E-6 29.059 

Robust 5.075 -0.105 0.02 31.467 

 297 

Note that when uncertainty range is 0 MW, that is, ߁௠௔௫ െ ௠௜௡߁ ൌ 0, the robust model 298 

generates an optimal schedule equal to that of the deterministic model. Consequently, in Figure 2, 299 

the optimal objective value obtained when uncertainty range is 0 MW is equal to that obtained by 300 

the deterministic model (shown in Table 1). Notice from Figure 2 that the optimal objective value 301 

remains unchanged when uncertainty range increases from 0 MW to 0.2 MW. This suggests that 302 

the robust schedule generated for an uncertainty range of 0 MW is able to handle an uncertainty 303 

gap of 0.2 MW. For a gap equal to or greater than 0.4 MW, the optimal objective value increases 304 

as seen in Figure 2. It is noteworthy to mention that for gaps of 2.4 MW and above, the robust 305 

model is infeasible. This is partly due to the physical limitation of DG’s (regulation capacity limit) 306 

and the battery (power transfer capacity limit). 307 

 308 

 309 

Figure 2 Effect of uncertainty level (߁௠௔௫ െ  ௠௜௡) of prosumer generation forecast on the optimal 310߁

objective value 311 

 312 
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 313 

The plot in Figure 3 is obtained by holding ߁௠௔௫constant, and varying ߁௠௜௡ from 0 to -2 MW, in 314 

steps of – 0.4 MW. The optimal objective value generated at each step is plotted against the 315 

magnitude of ߁௠௜௡. Note that an increase in ߁௠௜௡ increases the uncertainty gap to the left side 316 

(lower side) of the forecast. 317 

 318 

Figure 3 Effect of the magnitude of ߁௠௜௡(uncertainty gap below the forecast) on the optimal 319 

objective value 320 

 321 

The plot in Figure 4 is obtained by keeping ߁௠௜௡ constant and varying ߁௠௔௫. Note again 322 

that an increase in ߁௠௔௫ increases the uncertainty gap to the right side (higher side) of the forecast. 323 

Similar to the observation made in Figure 2, in Figures 3 & 4, the optimal objective value is seen 324 

to increase as the gap widens on either side of the forecast. In addition, it is interesting to note that 325 

the maximum value on the “Minimum aggregate forecast error” axis in Figure 3 is 2 MW while 326 

that on the “Maximum aggregate forecast error” axis in Figure 4 is 1 MW. This is so because for 327 

subsequent values on the axes (2.4 and 1.2 MW respectively), the robust model is infeasible. 328 

Hence, the model accommodates a wider uncertainty gap on the left side of the forecast than it 329 

does on its right side. This implies that with the state (power output of DG’s and energy content 330 

of battery) of the MG’s components used in the simulation, and component capacity limitations 331 



15 
 

(DG regulation capacity and battery transfer capacity), the MG is capable of supplying more 332 

energy than it can absorb. 333 

 334 

 335 

Figure 4 Effect of the magnitude of ߁௠௔௫ (uncertainty gap above the forecast) on the optimal 336 

objective value 337 

 338 

In Figures 5, 6 & 7, due to the relatively high cost of demand curtailment, the robust 339 

solution is reluctant to curtail demand. Also, to maintain power balance, DG schedules can be seen 340 

(in Figures 5, 6 & 7) to follow, closely, the trend of battery discharge, that is, as DG output 341 

increases, the power from the battery reduces (note that ௕்ܲ௢ி௥௢
௦௖௛  is positive when the battery is 342 

charging, and negative when it is discharging). 343 

 344 
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 345 

Figure 5 Optimal schedules with respect to uncertainty gap (߁௠௔௫ െ  ௠௜௡)  in prosumer generation 346߁

forecast 347 

 348 
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Figure 6 Optimal schedules with respect to magnitude of ߁௠௜௡ (uncertainty gap below the forecast) 349 

 350 

Figure 7 Optimal schedules with respect to magnitude of ߁௠௔௫ (uncertainty gap above the forecast) 351 

In developing a robust energy management model, the authors of [12] assigned participation 352 

factors to conventional generators, thereby employing these generators to handle uncertainty in 353 

wind power generation. In [20], participation factors were assigned to demand response 354 

aggregators, and a robust energy management model which employs these aggregators to handle 355 

uncertainty was developed. In this paper, a robust model where participation factors are assigned 356 

to conventional generators, a battery and flexible loads is proposed. By involving these grid 357 

components, the grid operator has more grid-balancing resources from both the utility and the 358 

customer sides of the grid. Moreover, the model could be further advanced, to take advantage of 359 

the varying response times of the grid components involved. 360 

8    Conclusion 361 

Extending the approach of participation factors for conventional generators, a computationally 362 

tractable robust MG operational dispatch model which uses DG’s, battery and interruptible loads 363 

to provide robustness against uncertainty in prosumer generation forecast has been developed. The 364 

model was tested on a modified version of a MG in China. To ensure robustness to uncertainty in 365 

prosumer generation forecast, DG generation and demand curtailment costs were sacrificed by the 366 

robust model. Consequently, the robust model yielded a higher objective function value than its 367 
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deterministic counterpart; however, it guarantees stable system operation for any realization of 368 

prosumer generation within specified uncertainty bounds, which the deterministic model cannot 369 

guarantee. Simulation results show that the optimal objective value of the robust model increases 370 

with the uncertainty gap of prosumer generation forecast. Also, depending on the status of DG’s 371 

and battery (that is, power output of DG’s and energy content of battery), and their capacity 372 

limitations (that is, DG regulation capacity and battery transfer capacity), an MG may capable of 373 

supplying more energy than it can absorb. 374 

This work may be extended by incorporating power flows and system constraints 375 

associated with the underlying MG distribution network into the robust model. 376 

 377 

 378 
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