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Abstract

It is known that electrical networks with resistors are related to the Laplace operator
and random walk on weighted graphs. Then the effective resistance is defined for
any finite or infinite network. In this thesis we consider a more general electrical
network with passive elements (resistors, capacitors and coils) and with an external
source of alternating voltage of frequency ω > 0 (AC network). Then the analogue
of resistance is called impedance. Although the notion of the effective impedance is
widely used in physical and mathematical literature, the problem of justification of
this notion in the presence of coils and capacitors was not satisfactorily solved.

Mathematically AC network can be represented by a locally finite connected graph
whose edges are endowed with weights depending on parameter λ (by the physical
meaning, λ = iω, where i is the imaginary unit). These weights are rational func-
tions of λ with real coefficients and correspond to physical admittances (inverses
of impedances). In this thesis, we construct two mathematical models of an AC
network.

In the first model we consider admittances of passive elements as complex valued
functions of λ ∈ C. The network is considered as a complex-weighted graph. We
firstly introduce a mathematically correct definition of the notion of effective admit-
tance (the inverse of the effective impedance) of a finite network. Then we prove
some estimates of the effective admittances of finite networks in terms of λ. Using
these estimates, we show that, for infinite networks, the sequence of effective admit-
tances of finite network approximations converges in certain regions of the complex
plane to a holomorphic function of λ, which allows to define the effective admit-
tance of an infinite network in these regions. As an example of an infinite network,
Feynman’s ladder is considered.

In the second model we consider admittances as elements of an ordered field. The
maximum principle holds for the Laplace operator with weights from an ordered
field, which allows to uniquely define the effective admittance as an element of the
ordered field. We apply these results to the ordered field of rational functions with
real coefficients R(λ). In some particular examples, we consider networks over the
Levi-Civita field R and show that the limit of the sequence of effective admittances
of finite network approximations does not always exist in non-Archimedean field.

For finite networks, we prove the equivalence of the two aforementioned definitions
of the effective admittance in the following sense: the effective admittance from the
first model is equal to the effective admittance from the second model (i.e. over
R(λ)), evaluated at the point λ, for all values of λ ∈ C except for a finite set lying
in {Reλ ≤ 0}.





Acknowledgments

Firstly, I would like to express my gratitude to my advisor Prof. Alexander Grig-
ory’an, who gave me the direction of research, for helpful and fruitful discussions
about graphs and networks.

Secondly, I would like to thank Prof. Moritz Kaßmann, the spokesperson of the
International Research Training Group 2235 (IRTG 2235) at Bielefeld University, in
which I have been doing my PhD studies.

I am grateful to Prof. Panki Kim for his supervision during my exchange stay at
Seoul National University.

I would like to express my gratitude to the lecturers at the Mathematical Department
of Bielefeld University, whose courses and seminars I have attended. Particularly I
would like to mention Prof. Sebastian Herr, whose course on analysis was very clear
and helpful, and Dr. Michael Hinz, who presented me the world of Dirichlet forms.

I would also like to thank Prof. Patricia Alonso Ruiz, Prof. Joe Chen and Prof.
Alexander Teplyaev for all the discussions and suggestions.

I would like to mention PhD students of the first generation of the IRTG 2235, some
of whom already graduated, with whom I had a lot of discussions and who made my
stay in Bielefeld enjoyable: Filip Bosnić, Guy Fabrice Foghem Gounoue, Dr. Anna
Gusakova, Jonas Jalowy, Dr. Peter Kuchling, Chengcheng Ling, Melissa Meinert,
Adam Mielke, Andre Schenke and Dr. Robert Schippa.

And last but not least, I would like to thank my parents, Elena and Yury, and my
brother Alexey for their constant support.

The financial support by the German Research Foundation (DFG) through the
International Research Training Group Searching for the regular in the irregular:
Analysis of singular and random systems (IRTG 2235) is gratefully acknowledged.





Contents

1 Introduction 1
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Description of the results . . . . . . . . . . . . . . . . . . . . . . . . . 2

2 Effective impedance of networks over C 7
2.1 Description of the model and definition of network . . . . . . . . . . 8
2.2 Notion of effective impedance for finite networks . . . . . . . . . . . 11

2.2.1 Definition of the effective impedance and Green’s formula . . 11
2.2.2 Basic properties of the effective impedance . . . . . . . . . . . 19
2.2.3 Examples of finite networks . . . . . . . . . . . . . . . . . . . 28
2.2.4 Calculation of the effective admittance of a finite αβ-network 38

2.3 On continuity of the effective admittance for finite networks . . . . . 40
2.3.1 Particular examples . . . . . . . . . . . . . . . . . . . . . . . 41
2.3.2 Continuity of the effective admittance for the network on C4

(cycle graph with four vertices) . . . . . . . . . . . . . . . . . 46
2.4 Estimates of the effective admittance for finite networks . . . . . . . 50

2.4.1 An upper bound of the admittance using Reλ . . . . . . . . . 50
2.4.2 An upper bound of the admittance using large Imλ . . . . . 54
2.4.3 An upper bound of the admittance using small Imλ . . . . . 56

2.5 Effective admittance of infinite networks . . . . . . . . . . . . . . . . 59
2.5.1 Main result . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
2.5.2 Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
2.5.3 Feynman’s ladder with zero at infinity . . . . . . . . . . . . . 68

3 Effective impedance of networks over an ordered field 75
3.1 Settings, assumptions and definitions . . . . . . . . . . . . . . . . . . 76
3.2 Finite networks over an ordered field . . . . . . . . . . . . . . . . . . 77

3.2.1 Definition of the effective impedance and main results . . . . 78
3.2.2 Basic properties . . . . . . . . . . . . . . . . . . . . . . . . . . 83
3.2.3 Examples of finite networks over the ordered field R(λ) . . . . 90

3.3 Effective admittance of infinite networks over an ordered field . . . . 93
3.3.1 Infinite networks with zero potential at infinity . . . . . . . . 94
3.3.2 Examples: ladder networks over the Levi-Civita field . . . . . 95

3.4 Relation to the networks over C . . . . . . . . . . . . . . . . . . . . . 104

A Analysis on Graphs 107

B Theory of Ordered Fields 109
B.1 Definitions and results on ordered fields . . . . . . . . . . . . . . . . 109
B.2 Levi-Civita field R . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

B.2.1 Basic definitions . . . . . . . . . . . . . . . . . . . . . . . . . 111



vi Contents

B.2.2 Topology in R, convergence and Cauchy-completness. . . . . 112

C Some Known Physical Laws and Statements 115

Bibliography 121



Chapter 1

Introduction

1.1 Motivation

Mathematically, an electrical network can be represented by a locally finite con-
nected graph whose edges are endowed with weights that are determined by the
physical properties of the connection between two nodes. Here we deal with the
networks consisting of resistors, coils and capacitors. Assuming that an external
periodic voltage of frequency ω > 0 is applied to the network, each edge xy between
the nodes x and y receives the impedance

zxy = Lxyiω +Rxy +
1

Cxyiω
= Lxyλ+Rxy +

1

Cxyλ
,

whereRxy is the resistance of this edge, Lxy is the inductance, Cxy is the capacitance,
and λ = iω, i is the imaginary unit.

x

Rxy Lxy
Cxy

y

Figure 1.1: One edge of a network with impedances

It was shown in [13] and [23] that there is a tight relation between electrical net-
works with exclusively resistors, attached to a source of direct current, and weighted
graphs. Ohm’s and Kirchhoff’s laws imply that the voltage in a finite network is a
solution of the Dirichlet problem for the discrete Laplace operator on the weighted
graph. Due to the maximum principle, the solution of the Dirichlet problem in this
case exists and is unique (see, for example, [17]). Hence, this provides a mathe-
matical justification of the notion of effective resistance as the inverse energy of the
solution of the Dirichlet problem. Moreover, the network that consists just of resis-
tors determines naturally a reversible Markov chain, and it is related to a random
walk on graphs (see e.g. [3], [11], [13], [18], [23], [32], [38]).
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For infinite (but locally finite) networks, again in absence of capacitors and coils,
one constructs first a sequence {Zn} of partial effective resistances that are the
effective resistances of an exhaustive sequence of finite networks, and then defines
the effective resistance Z of the entire network as the limit lim

n→∞
Zn. This limit

always exists due to the monotonicity of the sequence {Zn} (cf. [13], [18], [23], [32]).

In the case of finite networks with impedances and alternating current, the determi-
nant of the Dirichlet problem, corresponding to the complex Kirchhoff’s law (see e.g.
[14], [15], [31]), may vanish for some frequencies of the alternating current and the
system may have infinitely many solutions or no solution. To the best of our knowl-
edge, there has been no precise mathematical definition of an effective impedance
for these cases in the literature, although this notion is widely used in physics.

The case of infinite networks is even more complicated, since the sequence of the
partial effective impedances is complex-valued and depends on the frequency of an
alternating current. The monotonicity argument in this case is not available in the
field C of complex numbers.

One of the first examples of a computation of an effective impedance for an infi-
nite network was done by Richard Feynman in [15]. As it was observed later (cf.
[21], [33], [34], [35], [39]), the sequence {Zn} of partial effective impedances in this
network (named Feynman’s ladder) converges not for all values of the frequency ω,
which raises the question about the validity of Feynman’s computation as well as
the problem about a careful mathematical definition of the effective impedance for
infinite networks.

The other example of a calculation of an effective impedance for one particular
infinite network (fractal Feynman-Sierpinski AC circuit) is given in [1] and [10].
Moreover, in [1], [2] and [10] some relations between electrical networks and Dirichlet
forms on graphs and fractals are considered.

1.2 Description of the results

In this thesis we introduce two mathematical models of finite and infinite electri-
cal networks of alternating current (AC) with passive elements and we first give a
mathematical definition of an effective impedance for finite networks in each model.
For the convenience we will work with the admittance

ρxy =
1

zxy
=

1

Lxyλ+Rxy +
1

Cxyλ

=
λ

Lxyλ2 +Rxyλ+
1

Cxy

(1.2.1)

of an edge, i.e. the inverse of the impedance.

Let (V,E) be a finite connected graph, where V is a set of vertices, E is a set of edges.
Let each edge xy ∈ E is endowed with the admittance ρxy. Further, let B ⊂ V is
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a non-empty set of grounded vertices and a0 6∈ B, a0 ∈ V is the vertex, where the
potential (voltage) with amplitude 1 is maintained. We refer to the structure

Γ = {V, {ρxy}, a0, B}

as a finite network.

By Ohm’s complex law and Kirchhoff’s complex law, the complex voltage v(x) at
the vertex x satisfy the following system of linear equations:

∑
y:y∼x(v(y)− v(x))ρxy = 0 on V \B0,

v(a0) = 1,

v(x) = 0 on B,

(1.2.2)

where B0 = B ∪ a0.

The physical meaning of v(x) is that it is a (complex-valued) amplitude of the
voltage at the node x, while the actual alternating voltage at time t is equal to
Re(v(x)eiωt), where ω is the frequency of an alternating current.

We will consider the system (1.2.2) as a discrete boundary value Dirichlet problem.

In Chapter 2 we consider it over the field C of complex numbers with parame-
ter λ, i.e. we consider an admittance ρxy = ρ

(λ)
xy of an edge of a network as a

complex-valued function of λ. Although initially λ = iω, where ω > 0 is the fre-
quency of an alternating current, we will consider more general λ ∈ C (similarly
to [7]). One of our main contributions to analysis on graphs and theory of electri-
cal networks is Definition 2.2.3, which gives the mathematical notions of effective
impedance Z(λ) and effective admittance P(λ) for finite networks. We prove, that
the effective impedance and the effective admittance are well-defined, since in the
case of multiple solutions of Dirichlet problem for some λ, all these solutions have
the same energy. Moreover, we prove that the so defined effective impedance has
some expected properties: elementary transforms of an electrical network do not
change Z(λ) (see Subsection 2.2.2). Using Green’s formula (2.2.10), we prove that
the effective impedance is a positive real function of λ (see Corollary 2.2.17). The
concept of positive real function was introduced in [7] as one of the main properties
of physical effective impedance as a function of λ.

In Section 2.4 we give estimates of effective admittances for finite network in some
regions of the complex-plane λ. We prove (see Corollary 2.4.4), that for any network
the effective admittance P(λ) is holomorphic in the domain {Reλ > 0} and admits
there the estimate:

|P(λ)| ≤ C0
|λ|2

(
1 + |λ|2

)
(Reλ)3

,

where C0 does not depend on λ. Some other domains of the complex plane λ,
depending on

SD := sup
xy

1

CxyLxy
and S∗D := inf

xy

1

CxyLxy
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for a given network, are also considered (Theorem 2.4.7 and Theorem 2.4.10).

These estimates allow us to introduce the effective admittance for infinite networks
in certain domains using diagonal argument for the sequence {Pn(λ)} of the partial
effective admittances, i.e. the effective admittances of exhausted finite networks.

The main result of Chapter 2 is Theorem 2.5.2. It says that P (λ) := lim
n→∞

Pn (λ)

exists and is a holomorphic function of λ in the domain {Reλ > 0} as well as in
some other regions. In the case of a resistance free network, Corollary 2.5.4 says
that P (λ) is holomorphic in C \

[
−i
√
SD, i

√
SD
]
, where again

SD = sup
xy

1

CxyLxy
.

Moreover, as an important example we present the calculation of the effective ad-
mittance of the Feynman’s ladder with zero at infinity (see Subsection 2.5.3).

In Chapter 3 we consider networks over an arbitrary ordered field (K,�). The
motivation for this is the fact, that the field R(λ) of rational functions with real
coefficients is an ordered field, where admittances ρxy in the form (1.2.1) are positive
elements. The order “ �” in R(λ) is defined as follows: for any rational function

f(λ) =
bkλ

k + · · ·+ b1λ+ b0
dmλm + · · ·+ d1λ+ d0

∈ R(λ)

with bk 6= 0, dm 6= 0, write

f(λ) � 0, if
bk
dm

> 0

and say that f(λ) is positive (see [6, p. A.VI.21], [37, pp. 231–234] and Appendix
B).

Therefore, we can consider the Dirichlet problem (1.2.2) over R(λ). Fortunately,
the maximum principle holds for the Laplace operator with weights from an ordered
field, which allows to solve uniquely the Dirichlet problem and, hence, to define
the effective admittance over an ordered field (see Definition 3.2.4). In particular,
for any given physical network, one can uniquely define the effective admittance
as a rational function of λ with real coefficients. Then we investigate properties
of the effective admittance and prove Dirichlet/Thomson’s principle for networks
over an ordered field (Theorem 3.2.8). We make a first attempt to introduce an
effective admittance of an infinite network over an ordered field. We show, using
examples, that for a non-Archimedean ordered field the limit of the partial effective
admittances does not always exist. As examples we consider infinite ladder networks
over the Levi-Civita field, which is a Cauchy completion of R(λ).

In Section 3.4 we elaborate on connections between the models from Chapter 2 and
Chapter 3 for finite networks. Let us denote by PC(λ) the effective admittance con-
sidered in Chapter 2 (see Definition 2.2.3). Let PR(λ)(λ) be the effective admittance
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from Chapter 3 (see Definition 3.2.4) over the field K = R(λ). Note that PR(λ)(λ)

is a rational function of λ by definition. Therefore, it is a continuous function of
λ ∈ C, taking values in C ∪ {∞}. The arises question is whether

PC(λ) = PR(λ)(λ) (1.2.3)

for all λ ∈ C and for all networks, which can be considered in both approaches.

The answer is positive for all but finite number of values of λ. Moreover, the equality
holds for all λ such that Reλ > 0. Therefore, PC(λ) is a continuous function for
any λ in the right half-plane. We prove also that PC(λ) is a holomorphic function
in this region. The question, whether the equality (1.2.3) is true, remains open for
λ on the imaginary axis. For λ such that Reλ < 0 the effective admittances not
always coincide (see Examples 2.3.2 and 3.2.21 for λ = −1).

This thesis contains three appendixes. In Appendix A we collected definitions and
auxiliary results from analysis on graphs.

In Appendix B the concept of an ordered field is described. Appendix B also contains
the definitions and auxiliary results on the Levi-Civita field R.

In Appendix C some well-known physical laws and statements are presented.





Chapter 2

Effective impedance of networks
over C

In this chapter we consider an electrical network as a complex-weighted graph, whose
each edge xy is endowed with an impedance

zxy = z(λ)xy = Lxyλ+Rxy +
1

Cxyλ
,

whereRxy is the resistance of this edge, Lxy is the inductance, Cxy is the capacitance,
and λ ∈ C (see [7]). It will be more convenient for us to work with admittances
ρ
(λ)
xy = 1

z
(λ)
xy

. The case λ = iω, ω > 0 corresponds to a physical case of an alternating

current of the frequency ω.

If the network is finite then the problem of finding voltages amounts to a linear
system of Kirchhoff’s complex equations. We consider this problem as a boundary
value Dirichlet problem (see (2.2.1)). In absence of coils and capacitors this sys-
tem has always non-zero determinant, which implies that the effective impedance
(i.e. resistance) is well-defined and, of course, is independent of λ (see [13], [17],
[18], [23]). In the case of networks with passive elements, the determinant of the
Dirichlet problem can vanish for some frequencies ω (see Examples 2.2.34 and 2.3.1).
Therefore, the definitions of the effective impedance and of the effective admittance
in this case require substantial work, which is done in Section 2.2. In the same
Section the Green’s formula for networks is proved. Moreover, in Subsection 2.2.2
we justify an application of a star-mesh transform, as well as some other physical
transforms (including series law and Y −∆ transform) to our model.

In Section 2.3 we discuss an unsolved problem of continuity of the effective
impedance as a function of frequency ω > 0.

In Section 2.4 we give estimates for the effective admittance P(λ) of a given finite
network in terms of λ.

Then in Section 2.5 we introduce a notion of an effective admittance for an infi-
nite network. We define it exclusively for λ such that the sequence {Pn (λ)}∞n=1

of the effective admittances for the exhausted finite networks converges. There-
fore, we investigate the problem of convergence of the sequence {Pn (λ)} of the
partial effective admittances. The main result of this chapter, Theorem 2.5.2, says
that P (λ) := lim

n→∞
Pn (λ) exists and is a holomorphic function of λ in the domain
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{Reλ > 0} as well as in some other regions. In the case of a resistance free network,
Corollary 2.5.4 says that P (λ) is holomorphic in C \

[
−i
√
SD, i

√
SD
]
, where

SD = sup
xy

1

CxyLxy
.

The proof of the results about infinite networks is based on the estimates of effective
admittances for finite networks that are presented in Section 2.4. Moreover, in
Section 2.5 we give some examples, including Feynman’s ladder with zero at infinity.
The examples illustrate the domain of convergence of the sequence {Pn (λ)}.

This chapter is based on [25] and [26].

2.1 Description of the model and definition of network

Let us consider an electrical network, containing passive elements: resistors, ca-
pacitors and coils (or inductors). We assume that several nodes of a network are
grounded and at one node the potential (voltage) with amplitude 1 is maintained.
We will refer to nodes, which are neither grounded, nor have maintained potential,
inner nodes. By Superposition theorem (see Appendix C) the voltages at any physi-
cal electrical network with passive elements can be presented as a linear combination
of voltages in such networks. By Kirchhoff’s law, for any inner node of electrical
circuit the sum of currents flowing into the node is equal to the sum of currents
flowing out of that node: ∑

j

Ij(t) = 0,

where t is time and current I is considered as a function of time t.

x
I1(t)

I2(t)

I3(t)

I4(t)

I5(t)

Differentiating the last equality, one obtains∑
j

I ′j(t) = 0.
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Using the laws for voltage drop on passive elements ((C.0.1), (C.0.2), and (C.0.3)),
the last expression could be rewritten in the following form:

∑
y:y

C∼x

(v′′t (x, t)− v′′t (y, t))Cxy +
∑
y:y

R∼x

v′t(x, t)− v′t(y, t)
Rxy

+
∑
y:y

L∼x

v(x, t)− v(y, t)

Lxy
= 0,

(2.1.1)
where v(x, t) denote a potential (voltage) at the node x at time t, and y C∼ x, y R∼ x,
y
L∼ x mean that the edge xy is endowed with capacitor, resistor or coil respectively.

Properties of a system of differential equations for electrical networks are discussed
in [8] and [9]. In this thesis we will use just Kirchhoff’s complex law (C.0.5), which
follows from (2.1.1). Indeed, searching for the solution of this equation with a given
frequency ω (frequency of the alternating current), i.e. assuming v(x, t) = v(x)eiωt,
one obtains∑

y:y
C∼x

(v(x)− v(y))Cxyiω +
∑
y:y

R∼x

v(x)− v(y)

Rxy
+
∑
y:y

L∼x

v(x)− v(y)

Lxyiω
= 0,

where v(x) is called complex voltage and does not depend on t. If we refer to the

quantities Cxyiω,
1

Lxyiω
, Rxy as impedance (of the segment xy) and denote it by

zxy, we can rewrite Kirchhoff’s law in a complex form as

∑
y:y∼x

v(x)− v(y)

zxy
= 0

(see e.g. [14] and [15]). In this chapter we make a more general assumption, which
can be justified by series law (see Statement C.0.3 and Corollary 2.2.22). Assume
that each segment xy is equipped with a resistance Rxy, inductance Lxy, and ca-
pacitance Cxy, where Rxy, Lxy ∈ [0,+∞) and Cxy ∈ (0,+∞].

x

Rxy Lxy
Cxy

y

Figure 2.1: One edge of a network

Then the impedance of the segment xy is

z(λ)xy = Rxy + Lxyiω +
1

Cxyiω
= Rxy + Lxyλ+

1

Cxyλ
. (2.1.2)



10 Chapter 2. Effective impedance of networks over C

Although the impedance has physical meaning only for λ = iω, where ω is a positive
real number, we will consider more general λ ∈ C \ {0} (see [7]).

It will be convenient for us to use the inverse capacitance:

Dxy =
1

Cxy
∈ [0,+∞),

as well as the admittance ρxy:

ρ(λ)xy =
1

z
(λ)
xy

=
1

Lxyλ+Rxy +
Dxy

λ

=
λ

Lxyλ2 +Rxyλ+Dxy
. (2.1.3)

We always assume that for any edge

Rxy + Lxy +Dxy > 0.

For simplicity of notations we will sometimes omit the superscript in ρ(λ)xy when λ is
fixed.
Definition 2.1.1. Let (V,E) be a connected locally finite graph without loops, where
V is a set of vertices and E is a set of (unoriented) edges (see Definition A.0.1).
Assume that each edge xy is equipped with an admittance ρ(λ)xy in the form (2.1.3).
Let a0 ∈ V be a fixed vertex, and B ⊂ V , such that a0 6∈ B. We will denote
B0 = B ∪ {a0} the set of all boundary vertices.

We will extend ρ(λ)xy to all pairs x, y ∈ V by setting ρ(λ)xy = 0, if xy is not an edge.

Then the structure Γ = (V, ρ, a0, B) is called an (electrical) network. The graph
(V,E) is an underlying graph of the network Γ.

We will denote by |V | the number of vertices of a graph (i.e. the cardinality of the
set V ). The network is called finite, if |V | <∞. Otherwise, it is called infinite.

For a finite network the set B should be non-empty. B = ∅ in an infinite network
means the ground at infinity.

Any admittance ρ gives rise to a function on vertices as follows:

ρ(λ)(x) =
∑
y:y∼x

ρ(λ)xy .

Here and further in notations
∑
y

means
∑
y∈V

.

We use the term admittance, for a function ρ : V × V → C, where for any x, y ∈ V
ρxy has the representation (2.1.3) or is zero. The term (complex-)weight will be used
more general for any function ϕ : V × V → C. Then (complex-)weighted graph is a
graph endowed with complex weights.
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Then the complex voltage v : V → C in a finite network satisfies the following
conditions: 

∑
y:y∼x

(v(y)− v(x))ρxy = 0 on V \B0,

v(a0) = 1,

v(x) = 0 on B,

(2.1.4)

i.e. we consider B as a set of grounded nodes.

2.2 Notion of effective impedance for finite networks

In Subsection 2.2.1 we introduce notions of an effective impedance Z(λ) and an
effective admittance P(λ) of a finite electrical network. We prove Green’s formula
on networks (see e.g. [17] for Green’s formula on weighted graphs). As a corollary we
obtain a conservation of complex power (Theorem 2.2.8). Then we show that Z(λ)

and P(λ) are positive real functions of λ (see Corollary 2.2.17). In Subsection 2.2.2
we justify an application of some known physical transforms (star-mesh transform,
series law, Y −∆ and ∆− Y transforms) to a finite network.

2.2.1 Definition of the effective impedance and Green’s formula

Let Γ = (V, ρ, a0, B) be a finite network.
Definition 2.2.1. Define the weighted Laplace operator ∆ρ as follows: for any
function f : V → C

∆ρf(x) =
∑
y:y∼x

(f(y)− f(x))ρ(λ)xy =
∑
y:y∼x

(∇xyf)ρ(λ)xy ,

where
∇xyf = f(y)− f(x)

is the difference operator.

Therefore, we can rewrite (2.1.4) as follows:
∆ρv(x) = 0 on V \B0,

v(a0) = 1,

v(x) = 0 on B,

(2.2.1)

where B0 = B ∪ {a0}. We consider (2.2.1) as a discrete boundary value Dirichlet
problem.

If |V | = n, then (2.2.1) is a n × n system of linear equations. Let |B| = k. Then
the system (2.2.1) can be rewritten in a matrix form:

Av̂ = b, (2.2.2)
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where A is a symmetric (n− k − 1)-matrix, v̂,b are vector-columns of length (n−
k − 1):

A =



∑
x:x∼x1

ρxx1 −ρx1x2 . . . −ρx1xn−k−1

−ρx1x2
∑

x:x∼x2
ρxx2 . . . −ρx2xn−k−1

. . .

−ρx1xn−k−1
−ρx2xn−k−1

. . .
∑

x:x∼xn−k−1

ρxxn−k−1

 ,

b =
[
ρa0x1 , ρa0x2 , . . . , ρa0xn−k−1

]T
,

v̂ = [v(x1), v(x2), . . . , v(xn−k−1)]
T .

Note that we have denoted x ∈ V \ B0 by x1, . . . , xn−k−1 and we have substituted
v(a0) = 1, v(b) = 0 for any b ∈ B in the first (n − k − 1) equations. Moreover, we
have multipied each line by (−1).
Remark 2.2.2. The existence and uniqueness of the solution of (2.2.1) over C is
not always the case (see Examples 2.2.34, 2.2.36, 2.3.1 and 2.3.2).

Denote by Λ the set of all those values of λ for which ρ(λ)xy ∈ C \ {0} for all edges
xy. The complement C \ Λ consists of λ = 0 and of all zeros of the equations

Lxyλ
2 +Rxyλ+Dxy = 0. (2.2.3)

In particular, C \ Λ is a finite set. The roots of the equation (2.2.3) are

λ =
−Rxy ±

√
R2
xy − 4LxyDxy

2Lxy
.

Therefore, for every λ ∈ C \ Λ we have Reλ ≤ 0 so that

Λ ⊃ {Reλ > 0}.

Observe also that
Reλ > 0⇒ Re z(λ)xy > 0⇒ Re ρ(λ)xy > 0, (2.2.4)

since

Re z(λ)xy = Rxy + Lxy Reλ+
Dxy Reλ

|λ|2
and Re ρ(λ)xy =

Re z
(λ)
xy∣∣∣z(λ)xy

∣∣∣2 . (2.2.5)

Moreover, for λ ∈ Λ,

Reλ ≥ 0⇒ Re z(λ)xy ≥ 0⇒ Re ρ(λ)xy ≥ 0 (2.2.6)

In what follows we consider the Dirichlet problem (2.2.1) only for λ ∈ Λ.
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If v (x) is a solution of the Dirichlet problem (2.2.1) then the total current through
a0 is equal to ∑

x∈V
(1− v(λ)(x))ρ(λ)xa0 ,

which motivates the following definition.
Definition 2.2.3. Let v(x) be a solution of the Dirichlet problem (2.2.1). Define
the effective impedance of the network Γ by

Z(λ) =
1∑

x:x∼a0
(1− v(λ)(x))ρ

(λ)
xa0

(2.2.7)

and the effective admittance by

P(λ) =
1

Z(λ)
=
∑

x:x∼a0

(1− v(λ)(x))ρ(λ)xa0 , (2.2.8)

λ ∈ Λ. If (2.2.1) has no solution for some λ ∈ Λ, then we set Z(λ) = 0 and
P(λ) =∞.

We set P(λ) =∞ in the case of lack of solutions, since it corresponds to a physical
phenomenon of resonance (See Example 2.2.34). Note that Z(λ) and P(λ) take
values in C∪{∞}. We will prove below (see Theorem 2.2.8) , that in the case when
the Dirichlet problem (2.2.1) has multiple solutions for some λ, the values Z(λ) and
P(λ) are independent of the choice of the solution v(λ).

The effective admittance does not necessary possess the representation (2.1.3).

Observe immediately the following symmetry properties that will be used later on.
Lemma 2.2.4. (a) If λ ∈ Λ then also λ ∈ Λ and

P(λ) = P(λ). (2.2.9)

(b) Assume in addition that Rxy = 0 for all xy ∈ E. Then λ ∈ Λ implies −λ ∈ Λ

and
P(−λ) = −P(λ).

Proof. (a) If λ is a root of the equation Lxyλ2 + Rxyλ + Dxy = 0 then λ is also a
root, whence the first claim follows. If v is a solution of the Dirichlet problem (2.2.1)
for some λ, then clearly v is a solution of (2.2.1) with the parameter λ instead of λ,
since ρ(λ) = ρ(λ). Substituting into (2.2.8) and using ρ(λ) = ρ(λ) again, we obtain
(2.2.9).

(b) The proof is similar to (a) observing that if λ is a root of Lxyλ2 +Dxy = 0 then
−λ is also a root, and ρ(−λ) = −ρ(λ) in this case.
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Lemma 2.2.5 (Green’s formula). Let W ⊂ V . For any λ ∈ Λ and for any two
functions f, g : V → C the following identity is true:∑

x∈W
∆ρf(x)g(x) = −1

2

∑
x,y∈W

(∇xyf)(∇xyg)ρxy +
∑
x∈W

∑
y∈V \W

(∇xyf)g(x)ρxy.

(2.2.10)

Proof.

∑
x∈W

∆ρf(x)g(x) =
∑
x∈W

∑
y∈V

(f(y)− f(x))ρxy

 g(x)

=
∑
x∈W

∑
y∈V

(f(y)− f(x))g(x)ρxy

=
∑
x∈W

∑
y∈W

(f(y)− f(x))g(x)ρxy +
∑
x∈W

∑
y∈V \W

(f(y)− f(x))g(x)ρxy

=
∑
y∈W

∑
x∈W

(f(x)− f(y))g(y)ρxy +
∑
x∈W

∑
y∈V \W

(∇xyf)g(x)ρxy,

where in the last line we have switched notation of the variables x and y in the first
sum. Adding together the last two lines and dividing by 2, we obtain (2.2.10).

If we put W = V , then V \W is empty so that the last term in (2.2.10) vanishes,
and we obtain ∑

x∈V
∆ρf(x)g(x) = −1

2

∑
x,y∈V

(∇xyf)(∇xyg)ρxy. (2.2.11)

Corollary 2.2.6. For any function f : V → C,∑
x∈V

∆ρf(x) = 0. (2.2.12)

Proof. Apply (2.2.11) for g ≡ 1.

Lemma 2.2.7. For any solution v of the Dirichlet problem (2.2.1) we have∑
x:x∼a0

(1− v(x))ρxa0 = −∆ρv(a0) =
∑
b∈B

∆ρv(b), (2.2.13)

Moreover, ∑
x:x∼a0

(1− v(x))ρxa0 =
1

2

∑
x,y∈V

(∇xyv)(∇xyu)ρxy, (2.2.14)

where u : V → C is any function such that u(a0) = 1 and u|B ≡ 0.
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Proof. We have

∆ρv(a0) =
∑

x:x∼a0

(v(x)− v(a0))ρxa0 =
∑

x:x∼a0

(v(x)− 1)ρxa0

since v(a0) = 1. This proves the first identity in (2.2.13). Since by (2.2.12)∑
x∈V

∆ρf(x) = 0

and ∆ρv(x) = 0 for all x ∈ V \B0, we obtain

∆ρv(a0) +
∑
b∈B

∆ρv(b) = 0

whence the second identity in (2.2.13) follows.

Finally, to prove (2.2.14), we apply Green’s formula (2.2.11) to the right-hand side
and obtain

1

2

∑
x,y∈V

(∇xyv)(∇xyu)ρxy = −
∑
x∈V

∆ρv(x)u(x) = −∆ρv(a0),

because ∆ρv(x) = 0 for all x ∈ V \B0, while u(a0) = 1 and u|B ≡ 0.

Theorem 2.2.8. For any λ ∈ Λ the values of the effective admittance P(λ) and
the effective impedance Z(λ) do not depend on the choice of a solution v(λ) of the
Dirichlet problem (2.2.1). Besides, we have the identity

1

2

∑
x,y∈V

∣∣∣∇xyv(λ)∣∣∣2 ρ(λ)xy = P(λ) (2.2.15)

(conservation of complex power).

Physically, the left hand side in (2.2.15) means the sum of complex powers, absorbed
by passive elements, and the right hand size means the power, delivered by a source,
due to the unit voltage (comp. Statement C.0.4).

Proof. Let v1 and v2 be two solutions of (2.2.1) for the same λ. By (2.2.14) we have∑
x:x∼a0

(1− v1(x))ρxa0 =
1

2

∑
x,y∈V

(∇xyv1)(∇xyv2)ρxy

and also ∑
x:x∼a0

(1− v2(x))ρxa0 =
1

2

∑
x,y∈V

(∇xyv2)(∇xyv1)ρxy,

whence the identity∑
x:x∼a0

(1− v1(x))ρxa0 =
∑

x:x∼a0

(1− v2(x))ρxa0
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follows. Hence, v1 and v2 determine the same admittance and impedance. Applying
(2.2.14) with u = v1, we obtain

1

2

∑
x,y∈V

|∇xyv1|2ρxy =
1

2

∑
x,y∈V

(∇xyv1)(∇xyv1)ρxy = P(λ).

Let us denote by Λ1 the domain

Λ1 = {λ ∈ Λ such that the Dirichlet problem (2.2.1) has a solution},

i.e. the domain, where P(λ) 6=∞ is defined.

For any λ ∈ Λ1 the effective admittance can be written using the Dirichlet problem
in matrix form (2.2.2) of the Dirichlet problem:

P = (Ae− b)T v̂ +
∑
b∈B

ρa0b, (2.2.16)

where e = [1, 1, . . . , 1]T . Indeed,

(Ae− b)T v̂ +
∑
b∈B

ρa0b =

[∑
b∈B

ρbx1 ,
∑
b∈B

ρbx2 , . . . ,
∑
b∈B

ρbxn−k−1

]
v(x1)

v(x2)

. . .

v(x3)

+
∑
b∈B

ρa0b

=
n−k−1∑
i=1

∑
b∈B

ρbxiv(xi) +
∑
b∈B

ρa0b =
∑
b∈B

∑
x

ρxbv(x) =
∑
b∈B

∆ρv(b) = P

by (2.2.8) and (2.2.13), since v|B ≡ 0.

The identity (2.2.16) gives us another proof of the fact, that the effective admittance
(and, consequently, the effective impedance) does not depend on the choice of a
solution of the Dirichlet problem. Indeed, for any two solutions v1, v2 of (2.2.2) we
have

(Ae− b)T v̂1 =eTAT v̂1 − bT v̂1 = eTAv̂1 − (Av̂2)
T v̂1 = eTb− v̂T2 AT v̂1

=eTAv̂2 − v̂T2 Av̂1 = eTAv̂2 − v̂T2 b = eTAv̂2 − v̂T2 Av̂2
=eTAT v̂2 − v̂T2 AT v̂2 = eTAT v̂2 − (Av̂2)

T v̂2 = eTAT v̂2 − bT v̂2

=(Ae− b)T v̂2,

which, by (2.2.16) gives the required.
Theorem 2.2.9. (a) If for some λ ∈ Λ1 Re ρ

(λ)
xy ≥ 0 for all xy ∈ E, then

ReP(λ) ≥ 0 and ReZ(λ) ≥ 0. Moreover, if for some λ ∈ Λ1 Re ρ
(λ)
xy > 0

for all xy ∈ E, then ReP(λ) > 0 and ReZ(λ) > 0.

(b) If for some λ ∈ Λ1 Im ρ
(λ)
xy ≥ 0 for all xy ∈ E, then ImP(λ) ≥ 0. Moreover,

if for some λ ∈ Λ1 Im ρ
(λ)
xy > 0 for all xy ∈ E, then ImP(λ) > 0.
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(c) If for some λ ∈ Λ1 Im ρ
(λ)
xy ≤ 0 for all xy ∈ E, then ImP(λ) ≤ 0. Moreover,

if for some λ ∈ Λ1 Im ρ
(λ)
xy < 0 for all xy ∈ E, then ImP(λ) < 0.

Proof. (a) By the conservation of complex power (2.2.15) we have

ReP =
1

2

∑
x,y∈V

|∇xyv|2 Re ρxy =
∑
e∈E
|∇ev|2 Re ρe,

therefore, Re ρxy ≥ 0 for all xy implies ReP ≥ 0. Further, Re ρxy > 0 for all
xy implies ReP > 0 by connectedness of a graph and the fact, that v(a0) = 1

and v|B ≡ 0. The statements for ReZ follows from

ReZ = Re
1

P
=

ReP
|P|2

.

The statements about ImP are handled in the same way.

Corollary 2.2.10. For any λ ∈ Λ1, if Reλ > 0, then ReP(λ) > 0 and ReZ(λ) > 0

for any finite network. Moreover, if Reλ ≥ 0 then ReP(λ) ≥ 0 and ReZ(λ) ≥ 0.

Proof. It follows from (2.2.4) and (2.2.6).

Theorem 2.2.11. The Dirichlet problem (2.2.1) has a unique solution v = v(λ) for
all λ ∈ Λ0 where Λ0 is a subset of Λ such that Λ \Λ0 is finite. Besides, Λ0 contains
the domains

Λ ∩ {Re ρ(λ)xy > 0 ∀xy ∈ E}, (2.2.17)

Λ ∩ {Im ρ(λ)xy > 0 ∀xy ∈ E} and Λ ∩ {Im ρ(λ)xy < 0 ∀xy ∈ E}. (2.2.18)

Consequently, P(λ) is a rational C-valued function with real coefficients in Λ0 and,
hence, in any of the domains (2.2.17) and (2.2.18).

Proof. Let us consider the Dirichlet problem in the matrix form (2.2.2):

Av̂ = b.

Set also
D = det(A)

and let Dj be the determinant of the matrix obtained by replacing the column j in
the matrix A by the column b. Then, by Cramer’s rule,

v̂j =
Dj
D

(2.2.19)

provided D 6= 0. Of course, all these quantities are functions of λ. Since all the
coefficients Aij and bi are rational functions of λ with real coefficients, also D =

D(λ) and Dj = Dj(λ) are rational functions of λ with real coefficients. For all
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λ ∈ Λ but a finite number, all functions Dj(λ) and D(λ) take values in C. The
existence and uniqueness of a solution is equivalent to D(λ) 6= 0. Hence, define Λ0

as the subset of Λ where all functions Dj(λ) and D(λ) take values in C and, besides,
D (λ) 6= 0. Since D(λ) is a rational function of λ, it may vanish only when λ is a
root of the numerator of D(λ) or D(λ) ≡ 0. In the former case the number of such
values of λ is finite.

Hence, it suffices to exclude the latter case, that is, to show that Λ0 6= ∅. For that,
let us prove that Λ0 contains the domain (2.2.17) that in turn, by (2.2.4), contains
{Reλ > 0} and, hence, is non-empty. In order to show that D (λ) 6= 0 for any λ
from (2.2.17), it suffices to verify that the homogeneous Dirichlet problem{

∆ρu(x) = 0 on V \B0,

u(x) = 0 on B0

(2.2.20)

has a unique solution u ≡ 0. Indeed, by Green’s formula we have∑
xy∈E

|∇xyu|2 ρxy =
1

2

∑
x,y∈V

|∇xyu|2 ρxy = −
∑
x,y∈V

∆ρu(x)u(x)

=−
∑

x∈V \B0

∆ρu(x)u(x)−
∑
x∈B0

∆ρu(x)u(x) = 0,

since u is a solution of (2.2.20). Since Re ρxy > 0, we conclude that |∇xyu| = 0 on
all the edges. By the connectedness of the graph this implies that u = const. Since
u
∣∣
B0
≡ 0, we conclude that u ≡ 0.

In the same way the domains (2.2.18) are subsets of Λ0.

Finally, by the above argument (2.2.19), v(λ) (x) is a rational function of λ with real
coefficients, so that the last claim follows from (2.2.8).

Remark 2.2.12. Since {Reλ > 0} is contained in Λ0, we see that P(λ) is a holomor-
phic function in {Reλ > 0}. If Rxy > 0 for all xy ∈ E, then by also Λ∩ {Reλ ≥ 0}
is a subset of (2.2.17) by (2.2.6).
Remark 2.2.13. The uniqueness of the solution of the Dirichlet problem for the
domain (2.2.17) follows also from [36, Lemma 4.4].
Remark 2.2.14. Due to (2.1.3), (2.2.19) and (2.2.8) the effective admittance and
the effective impedance are rational functions of λ with real coefficients for λ ∈ Λ1.
Definition 2.2.15. [7, p. 25] A function F (λ) : S → C, where S ⊂ C, is called a
positive function, if it satisfies the following conditions:

• ReF (λ) > 0, when Reλ > 0,

• ReF (λ) ≥ 0, when Reλ = 0.

If in addition F (λ) is real for all real λ, then F (λ) is called a positive real function.
Remark 2.2.16. By (2.1.3), (2.2.4) and (2.2.6) the admittances ρ(λ)xy are positive
real functions of λ ∈ Λ.
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Corollary 2.2.17. An effective admittance P (λ) and an effective impedance Z(λ)

of a finite network are positive real functions of λ ∈ Λ1. Consequently, by Remark
2.2.12, they are positive real functions on {Reλ > 0}.

Proof. The positivity follows from Corollary 2.2.10.

2.2.2 Basic properties of the effective impedance

Star-mesh transform, series law, parallel law, Y − ∆ and ∆ − Y transforms are
wide used in physics. We give a rigorous justification of their use for our model and
describe the values of λ, for which they can be used. Note that the complex weights
of the edges, obtained after some of these transforms do not have representation
(2.1.3) in general. Therefore, strictly speaking, after transformations, we obtain not
networks, but complex-weighted graphs, whose weights are (rational) functions of λ.
Moreover, these functions can be not positive real (see Examples 2.2.41 and 2.2.42).
Theorem 2.2.18 (Star-mesh transform). Let Γ = (V, ρ, a0, B) be a finite network,
|V | = n, B0 = B ∪ {a0}, and x1, . . . , xm ∈ V , 3 ≤ m ≤ n, are such, that

• x1 6∈ B0,

• y 6∼ x1 for all y ∈ V \ {x2, . . . , xm},

Let λ ∈ Λ1 be such that
ρ(λ)(x1) 6= 0.

If one removes the vertex x1, edges x1xi, i = 2,m and change the weights of the
edges xixj , i, j = 2,m, i 6= j as follows

ρ̃xixj = ρxixj +
ρx1xiρx1xj
ρ(x1)

, (2.2.21)

not changing the other admittances, then for the new complex-weighted graph the
solution of the Dirichlet problem (2.2.1) for all the vertices will be the same as the
solution for the original network at corresponding vertices (for the same λ).

x1x9

x2

x3

x4

x5

x6

x7

x8

x9

x2

x3

x4

x5

x6

x7

x8

Figure 2.2: Star-mesh transform for m = 9
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Remark 2.2.19. The condition ρ(λ)(x1) 6= 0 is crucial (see Example 2.2.38).

Proof. Let us consider the Dirichlet problem for the network Γ in matrix form
(2.2.2), i.e.

Av̂ = b.

Without loss of generality we can assume that x1, . . . , xl 6∈ B0, where l = m −
|{x1, . . . , xm} ∩B0|. Writing equations for x1, . . . , xl as the first ones and denoting
k = |B|, we have

A =



ρ(x1) −ρx1x2 . . . −ρx1xl 0 . . . 0

−ρx1x2 ρ(x2) . . . −ρx2xl −ρx2xm+1 . . . −ρx2xn−k−1

. . . . . . . . . . . . . . . . . . . . .

−ρx1xl −ρx2xl . . . ρ(xl) −ρxlxm+1 . . . −ρxlxn−k−1

0 −ρx2xm+1 . . . −ρxlxm+1 ρ(xm+1) . . . −ρxm+1xn−k−1

. . . . . . . . . . . . . . . . . . . . .

0 −ρx2xn−k−1
. . . −ρxlxn−k−1

−ρxm+1xn−k−1
. . . ρ(xn−k−1)


,

since y 6∼ x1 for all y ∈ V \ {x2, . . . , xm}, and

b = (ρa0x1 , ρa0x2 , . . . , ρa0xl , ρa0xm+1 , . . . , ρa0xn−k−1
)T ,

Now we can verify, that star-mesh transform is an application of the Gaussian
elimination method for the first row. Indeed, applying the Gaussian elimination
method for the first row of the augmented matrix A = [A|b] we obtain the matrix
Ã =



1 − ρx1x2
ρ(x1)

. . . − ρx1xl
ρ(x1)

0 . . . 0
ρa0x1
ρ(x1)

0 ρ∗(x2) . . . −ρ̃x2xl −ρx2xm+1 . . . −ρx2xn−k−1
ρ∗a0x2

. . . . . . . . . . . . . . . . . . . . . . . .

0 −ρ̃x2xl . . . ρ∗(xl) −ρxlxm+1 . . . −ρxlxn−k−1
ρ∗a0xl

0 −ρx2xm+1 . . . −ρxlxm+1 ρ(xm+1) . . . −ρxm+1xn−k−1
ρa0xm+1

. . . . . . . . . . . . . . . . . . . . . . . .

0 −ρx2xn−k−1
. . . −ρxlxn−k−1

−ρxm+1xn−k−1
. . . ρ(xn−k−1) ρa0xn−k−1


,

since ρ(x1) 6= 0, where

ρ∗(xi) = ρ(xi)−
ρ2x1xi
ρ(x1)

and ρ∗a0xi = ρa0xi +
ρx1xiρa0x1
ρ(x1)

for all i = 2, l,
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and ρ̃xixj are as in (2.2.21). Note that for all i = 2, l

ρ̃(xi) =ρ(xi)− ρx1xi −
m∑
j=2
j 6=i

ρxixj +

m∑
j=2
j 6=i

ρ̃xixj

=ρ(xi)− ρx1xi −
m∑
j=2
j 6=i

ρxixj +
m∑
j=2
j 6=i

(
ρxixj +

ρx1xiρx1xj
ρ(x1)

)

=ρ(xi)− ρx1xi +
m∑
j=2
j 6=i

ρx1xiρx1xj
ρ(x1)

=ρ(xi)− ρx1xi +
ρx1xi
ρ(x1)

m∑
j=2
j 6=i

ρx1xj

=ρ(xi)− ρx1xi +
ρx1xi
ρ(x1)

m∑
j=2

ρx1xj −
ρx1xi
ρ(x1)

ρx1xi

=ρ(xi)− ρx1xi +
ρx1xi
ρ(x1)

ρ(x1)−
ρ2x1xi
ρ(x1)

=ρ(xi)−
ρ2x1xi
ρ(x1)

= ρ∗(xi)

and

ρ∗a0xi = ρa0xi +
ρx1xiρa0x1
ρ(x1)

=

{
ρ̃a0xi , if a0 ∈ {x2, . . . , xm}
ρa0xi , otherwise, since ρa0x1 = 0.

Hence, Ã

1 − ρx1x2
ρ(x1)

. . . − ρx1xl
ρ(x1)

0 . . . 0
ρa0x1
ρ(x1)

0 ρ̃(x2) . . . −ρ̃x2xl −ρx2xm+1 . . . −ρx2xn−k−1
ρ∗a0x2

. . . . . . . . . . . . . . . . . . . . . . . .

0 −ρ̃x2xl . . . ρ̃(xl) −ρxlxm+1 . . . −ρxlxn−k−1
ρ∗a0xl

0 −ρx2xm+1 . . . −ρxlxm+1 ρ(xm+1) . . . −ρxm+1xn−k−1
ρa0xm+1

. . . . . . . . . . . . . . . . . . . . . . . .

0 −ρx2xn−k−1
. . . −ρxlxn−k−1

−ρxm+1xn−k−1
. . . ρ(xn−k−1) ρa0xn−k−1


,

Therefore, we can eliminate the variable v(x1) from the Dirichlet problem, changing
complex weights as in the statement of the theorem.

Corollary 2.2.20. Under the star-mesh transform of a part of network the effective
admittance does not change for all λ ∈ Λ, such that

ρ(λ)(x1) 6= 0. (2.2.22)

Consequently, the effective impedance also does not change.
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Remark 2.2.21. Here we use the term “effective admittance” (resp. “effective
impedance”) refer to the quantity, calculated by (2.2.8) (resp. (2.2.7)) on a complex-
weighted graph with given boundary vertices a0 ∪B.

Proof. In the proof we will use the notations from the proof of the Theorem 2.2.18.
If the Dirichlet problem Av̂ = b has no solutions, it still will not have solutions
after the elimination of variable v(x1), since ρ(λ)(x1) 6= 0. Therefore, it is enough
to prove the statement for the case P(λ) <∞.

The case {x1, . . . , xm} ∩ B0 = ∅ is trivial. The cases, when {x1, . . . , xm} ∩ B = ∅
or {x1, . . . , xm} ∩ {a0} = ∅ are obvious, due to (2.2.8) and (2.2.13).

Otherwise, we can assume, without loss of generality, that xm = a0. Then, if we
denote the effective admittance of the new complex-weighted graph by P̃, we have

P =
∑
x 6=a0

(1− v(x))ρxa0

=(1− v(x1))ρx1a0 +

m−1∑
i=2

(1− v(xi))ρxia0 +
∑

x 6∈{x1,...,xm}

(1− v(x))ρxa0

=P̃ −
m−1∑
i=2

(1− v(xi))ρ̃xia0 + (1− v(x1))ρx1a0 +

m−1∑
i=2

(1− v(xi))ρxia0

=P̃ −
m−1∑
i=2

(1− v(xi))
ρx1a0ρx1xi
ρ(x1)

+ (1− v(x1))ρx1a0

=P̃ − ρx1a0
m−1∑
i=2

(1− v(xi))
ρx1xi
ρ(x1)

+

(
1−

m−1∑
i=2

v(xi)
ρx1xi
ρ(x1)

− ρx1a0
ρ(x1)

)
ρx1a0

=P̃ − ρx1a0

(
m−1∑
i=2

ρx1xi
ρ(x1)

−
m−1∑
i=2

v(xi)
ρx1xi
ρ(x1)

)
+

(
1−

m−1∑
i=2

v(xi)
ρx1xi
ρ(x1)

− ρx1a0
ρ(x1)

)
ρx1a0

=P̃ − ρx1a0

(
ρ(x1)

ρ(x1)
− ρx1xm
ρ(x1)

−
m−1∑
i=2

v(xi)
ρx1xi
ρ(x1)

)
+

(
1−

m−1∑
i=2

v(xi)
ρx1xi
ρ(x1)

− ρx1a0
ρ(x1)

)
ρx1a0

=P̃

since

v(x1) =
l∑

i=2

v(xi)
ρx1xi
ρ(x1)

+
ρx1a0
ρ(x1)

=
m−1∑
i=2

v(xi)
ρx1xi
ρ(x1)

+
ρx1a0
ρ(x1)

(see the first line of A and note that v(xj) = 0 for all j = j + 1,m− 1 and a0 =

xm).
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Series law and Y −∆ transform are particular cases of star-mesh transform. Since
multigraphs are not allowed in this thesis, we will use a modification of parallel law
and refer to it as parallel-series law.
Corollary 2.2.22 (Series law). Let Γ = (V, ρ, a0, B) be a finite network, B0 =

B ∪ {a0}. Let a, b, c ∈ V are such, that

• b 6∈ B0,

• a 6∼ c, a ∼ b, b ∼ c,

• b 6∼ x for all x 6∈ {a, c}.

Let λ ∈ Λ1 be such that ρ(λ)(b) 6= 0.

If one removes the vertex b, edges ab, bc and add the edge ac with the admittance

ρ̃ac =
ρabρbc
ρab + ρbc

,

not changing other admittances, then for the new network the solution of the Dirich-
let problem (2.2.1) for all the vertices will be the same as the solution for the orig-
inal network at corresponding vertices (for the same λ). The effective admittance
(impedance) of the new network coincide with the effective admittance (impedance)
of the original one.
Remark 2.2.23. After this transform the weights of the edges possess the repre-
sentation (2.1.3). Indeed,

ρ̃ac =
ρabρbc
ρab + ρbc

=

λ

Labλ2 +Rabλ+Dab
· λ

Lbcλ2 +Rbcλ+Dbc

λ

Labλ2 +Rabλ+Dab
+

λ

Lbcλ2 +Rbcλ+Dbc

=
λ

(Lab + Lbc)λ2 + (Rab +Rbc)λ+ (Dab +Dbc)
.

Therefore, we obtain a network.

Note that the corresponding equation for the impedances is then

z̃ac = zab + zbc,

which corresponds to the well-known physical series law.

a b czab zbc a cz̃ac = zab + zbc

Figure 2.3: Series law

Remark 2.2.24. ρ(b) = 0 means either b is an isolated vertex or zab = −zbc. In
the latter case zac should be calculated as 0 (ρac =∞), which is not allowed.

Proof. Apply Theorem 2.2.18 and Corollary 2.2.20 (x1 = b) for the case m = 3 and
ρac = 0.
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Corollary 2.2.25 (Parallel-series law). Let Γ = (V, ρ, a0, B) be a finite network,
B0 = B ∪ {a0}.
Let a, b, c ∈ V are such, that

• b 6∈ B0,

• a ∼ b, b ∼ c, a ∼ c,

• b 6∼ x for all x 6∈ {a, c}.

Let λ ∈ Λ1 be such that ρ(λ)(b) 6= 0.

If one removes the vertex b, edges ab, bc and add the edge ac with the admittance

ρ̃ac =
ρabρbc
ρab + ρbc

+ ρac,

not changing other admittances, then for the new complex-weighted graph the so-
lution of the Dirichlet problem (2.2.1) for all the vertices will be the same as the
solution on the original network for corresponding vertices (for the same λ). The
effective admittance (impedance) of the new network coincides with the effective ad-
mittance (impedance) of the original one.
Remark 2.2.26. Note that the corresponding equation for the impedances is then

1

z̃ac
=

1

zab + zbc
+

1

zac
.

This corresponds to an application of the physical series law and then an application
of the physical parallel law.

a

b

c

zab zbc

zac a cz̃ac

Figure 2.4: Parallel-series law

Proof. Apply Theorem 2.2.18 and Corollary 2.2.20 (x1 = b) for the case m = 3.

Theorem 2.2.27 (Y − ∆ transform). Let Γ = (V, ρ, a0, B) be a finite network,
B0 = B ∪ {a0}. Let a, b, c, d ∈ V are such, that

• d 6∈ B0,

• d ∼ a, d ∼ b, d ∼ c,

Let λ ∈ Λ1 be such that
ρ(λ)(d) 6= 0. (2.2.23)
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If one removes the vertex d, edges da, db, dc and set

ρ̃ab =
ρdaρdb

ρda + ρdb + ρdc
+ ρab,

ρ̃bc =
ρdbρdc

ρda + ρdb + ρdc
+ ρbc,

ρ̃ac =
ρdaρdc

ρda + ρdb + ρdc
+ ρac,

(2.2.24)

not changing other admittances, then for the new complex-weighted graph the so-
lution of the Dirichlet problem (2.2.1) for all the vertices will be the same as the
solution for the corresponding vertices at original network (for the same λ). The
effective admittance (impedance) of the new network coincides with the effective ad-
mittance (impedance) of the original one.
Remark 2.2.28. The corresponding equalities for the impedances are

z̃ab =
1

zdc
zdazdb + zdbzdc + zdazdc

+
1

zab

,

z̃bc =
1

zda
zdazdb + zdbzdc + zdazdc

+
1

zbc

,

z̃ac =
1

zdb
zdazdb + zdbzdc + zdazdc

+
1

zac

.

From the physical point of view, if ρab, ρbc, ρac are all equal to zero, then it is just
Y −∆ transform, otherwise, it is Y −∆ transform and the parallel law.
Remark 2.2.29. Example 2.2.38 shows that in the case

ρ(λ)(d) = ρ
(λ)
da + ρ

(λ)
db + ρ

(λ)
dc = 0

one can not use the expressions (2.2.24) formally, i.e. glue the vertices together.

a

b

c

d
zda

zdb

zdc

zab zbc

zac
a

b

c

z̃ab z̃bc

z̃ac

Figure 2.5: Y −∆ transform

Proof. Theorem 2.2.18 and Corollary 2.2.20 (x1 = d) for the case m = 4.
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The Y −∆ transform is invertible. In general, it is not the case for the star-mesh
transform.
Theorem 2.2.30 (∆− Y transform). Let Γ̃ = (Ṽ , ρ̃, a0, B) be a finite network and
let a, b, c ∈ V are such, that a ∼ b, b ∼ c, a ∼ c.

Let λ ∈ Λ1 be such that
1

ρ̃
(λ)
ab

+
1

ρ̃
(λ)
bc

+
1

ρ̃
(λ)
ac

6= 0. (2.2.25)

If one add a vertex d and edges da, db, dc setting

ρda =
ρ̃acρ̃bc + ρ̃acρ̃ab + ρ̃abρ̃bc

ρ̃bc
,

ρdb =
ρ̃acρ̃bc + ρ̃acρ̃ab + ρ̃abρ̃bc

ρ̃ac
,

ρdc =
ρ̃acρ̃bc + ρ̃acρ̃ab + ρ̃abρ̃bc

ρ̃ab
,

(2.2.26)

and remove the edges ab, bc, ac not changing other admittances, then for the new
complex-weighted graph (V = Ṽ ∪{d}, ρ), the solution of the Dirichlet problem (2.2.1)
for all the vertices will be the same as the solution for corresponding vertices at the
original network (for the same λ). Moreover, the effective admittance (impedance)
does not change under this transform.
Remark 2.2.31. The condition (2.2.25) can be rewritten as

ρ̃(λ)ac ρ̃
(λ)
bc + ρ̃(λ)ac ρ̃

(λ)
ab + ρ̃

(λ)
ab ρ̃

(λ)
bc 6= 0,

since

1

ρ̃
(λ)
ab

+
1

ρ̃
(λ)
bc

+
1

ρ̃
(λ)
ac

=
ρ̃
(λ)
ac ρ̃

(λ)
bc + ρ̃

(λ)
ac ρ̃

(λ)
ab + ρ̃

(λ)
ab ρ̃

(λ)
bc

ρ̃
(λ)
bc ρ̃

(λ)
ac ρ̃

(λ)
ab

.

Remark 2.2.32. The corresponding equalities for the impedances are

zda =
z̃abz̃ac

z̃ab + z̃bc + z̃ac
,

zdb =
z̃abz̃bc

z̃ab + z̃bc + z̃ac
,

zdc =
z̃bcz̃ac

z̃ab + z̃bc + z̃ac
,

and the condition (2.2.25) could be rewritten as z̃(λ)ab + z̃
(λ)
bc + z̃

(λ)
ac 6= 0.

Remark 2.2.33. The condition (2.2.25) is crucial, see Example 2.2.40.
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a

b

c

z̃ab z̃bc

z̃ac
a

b

c

d

zda

zdb

zdc

Figure 2.6: ∆− Y transform

Proof. To prove the theorem it is enough to express ρda, ρdb and ρdc from (2.2.24),
assuming ρab = 0, ρbc = 0, and ρac = 0. Summing up the inverses of all three
equations one obtains

1

ρ̃ab
+

1

ρ̃bc
+

1

ρ̃ac
=

(ρda + ρdb + ρdc)
2

ρdaρdbρdc

Since left hand side (consequently also right hand side) is not equal to zero by
(2.2.25), the last equation is equivalent to

ρ̃abρ̃bcρ̃ac
ρ̃abρ̃bc + ρ̃bcρ̃ac + ρ̃abρ̃ac

=
ρdaρdbρdc

(ρda + ρdb + ρdc)2
(2.2.27)

Multiplying the both sides of (2.2.27) by

1

ρ̃abρ̃ac
=

(ρda + ρdb + ρdc)
2

ρ2daρdbρdc
,

which follows from (2.2.24), we get

ρ̃bc
ρ̃abρ̃bc + ρ̃bcρ̃ac + ρ̃abρ̃ac

=
1

ρda
.

Then the equation for ρda follows. To obtain the equations for ρdb and ρdc one

should multiply (2.2.27) by
1

ρ̃abρ̃bcac
and

1

ρ̃acρ̃bc
respectively.

The fact that the effective admittance does not change follows from Theorem 2.2.27
since

ρ(d) =ρda + ρdb + ρdc =
(ρ̃acρ̃bc + ρ̃acρ̃ab + ρ̃abρ̃bc)

2

ρ̃bcρ̃acρ̃ab
,

=

(
1

ρ̃ab
+

1

ρ̃bc
+

1

ρ̃ac

)2

ρ̃abρ̃bcρ̃ac 6= 0.
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2.2.3 Examples of finite networks

Example 2.2.34 (Resonance). Let us consider a network consisting of one coil and
one capacitor (Figure 2.7), a0 = 1, B = {0}, L,C > 0.

0
2

1
1

Lλ

Cλ

Figure 2.7: LC-network

For this network Λ = C \ {0}. The Dirichlet problem is
(v(0)− v(2))

Lλ
+ (v(1)− v(2))Cλ = 0,

v(0) = 0,

v(1) = 1.

The determinant of this linear system is

D(λ) =
LCλ2 + 1

Lλ
.

Therefore, Λ0 = C \
{

0,± i√
LC

}
. The solution of the Dirichlet problem is

v = (v(0), v(1), v(2)) =

(
0, 1,

LCλ2

1 + LCλ2

)
, λ ∈ Λ0.

and the effective admittance is

P(λ) =
1

Lλ
v(2) =

Cλ

LCλ2 + 1
, λ ∈ Λ0.

In the case λ = ± i√
LC

the Dirichlet problem has no solution and we have P =∞

by definition. Therefore, in fact,

P(λ) =
Cλ

LCλ2 + 1
, for all λ ∈ Λ

and

Z(λ) =
LCλ2 + 1

Cλ
, for all λ ∈ Λ.

One can also calculate the effective impedance using the series law:

Z(λ) = Lλ+
1

Cλ
=
LCλ2 + 1

Cλ
.
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Note that the case λ =
i√
LC

(the frequency ω =
1√
LC

) corresponds to a resonance

in the network, which means the lack of a solution v(t) of (2.1.1) in the form v(x, t) =

v(x)eiωt. In this case the frequency ω is called resonance frequency. Then P = ∞
matches the physical phenomenon that in this case the current becomes arbitrary
large over time.
Example 2.2.35 (Simple network). Let us consider a network as at Figure 2.8,
a0 = 1, B = {0}, L,C > 0.

0

2

3

1

1

Lλ

1

Lλ

Cλ Cλ

Figure 2.8: Simple network

For this network Λ = C \ {0}. The Dirichlet problem is

(v(0)− v(2))

Lλ
+

(v(1)− v(2))

Lλ
= 0,

(v(0)− v(3))Cλ+ (v(1)− v(3))Cλ = 0,

v(0) = 0,

v(1) = 1.

The determinant of this linear system is

D(λ) =
4C

L
.

Therefore, Λ0 = C \ {0} = Λ. The solution of the Dirichlet problem is

v = (v(0), v(1), v(2), v(3)) =

(
0, 1,

1

2
,
1

2

)
and the effective admittance is

P(λ) =
1

Lλ
v(2) + Cλv(3) =

LCλ2 + 1

2Lλ
, λ ∈ Λ.

Then the effective impedance is

Z(λ) =
2Lλ

LCλ2 + 1
, λ ∈ Λ.
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Note that the impedances of the edges are

z02 = z12 = Lλ, z03 = z13 =
1

Cλ
,

and then the effective impedance can be calculated using series and parallel-series
laws (Corollaries 2.2.22 and 2.2.25).

Z(λ) =
1

P(λ)
=

1
1

z02 + z12
+

1

z03 + z13

=
1

1

2Lλ
+
Cλ

2

=
2Lλ

1 + LCλ2
.

Example 2.2.36 (Non-uniqueness of the solution of the Dirichlet problem). Let us
consider a network as at Figure 2.9, a0 = 1, B = {0}, L,C > 0.

0 1

2

3

Cλ

Cλ

Cλ

1

Lλ

Figure 2.9: Non-uniqueness of the solution of the Dirichlet problem

For this network Λ = C \ {0}. The Dirichlet problem is

(v(3)− v(2))

Lλ
+ (v(0)− v(2))Cλ = 0,

(v(2)− v(3))

Lλ
+ (v(0)− v(3))Cλ = 0,

v(0) = 0,

v(1) = 1.

The determinant of this linear system is

D(λ) =
LC2λ2 + 2C

L
.

Therefore, Λ0 = C \

{
0,±i

√
2

LC

}
. The solution of the Dirichlet problem is

v = (v(0), v(1), v(2), v(3)) = (0, 1, 0, 0) , λ ∈ Λ0.

and the effective admittance is

P(λ) = Cλv(1) = Cλ, λ ∈ Λ0.
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In the cases λ = ±i
√

2

LC
the Dirichlet problem has infinitely many solutions

v = (0, 1, c,−c), c ∈ C.

The effective admittance in this case is, obviously, also

P(λ) = Cλ, λ = ±i
√

2

LC
.

Therefore, P(λ) = Cλ, λ ∈ Λ.
Example 2.2.37 (Complex-weighted graph, which is not a network). Let us con-
sider the complex weights, which are not admittances (i.e. they do not posses the
representation (2.1.3)), to show that Theorem 2.2.11 is true only for networks.

0

2

3

1

λ

−λ

−λ

λ

1

Figure 2.10: Example of a complex-weighted graph, which is not a network

Let us consider the following Dirichlet problem (see Figure 2.10):
(v(0)− v(2))λ+ (v(1)− v(2))(−λ) + (v(3)− v(2)) = 0,

(v(0)− v(3))(−λ) + (v(1)− v(3))λ+ (v(2)− v(3)) = 0

v(0) = 0,

v(1) = 1.

The determinant of this system is

D = D(λ) ≡ 0

and the Dirichlet problem has infinitely many solutions

v(2) = c, v(3) = c+ λ, c ∈ C

for any λ ∈ C.
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Example 2.2.38 (Y −∆ transform). Let us consider a network as at Figure 2.11
(a0 = 1, B = {0}, L,C > 0). Then Λ = C \ {0}.

0
2 3

4

5
1

1

Lλ

1

Lλ

1

Lλ

1

Lλ

Cλ

Figure 2.11: An example of Y −∆ transform

The Dirichlet problem for this network is

(v(0)− v(2))

Lλ
+

(v(3)− v(2))

Lλ
= 0,

(v(2)− v(3))

Lλ
+

(v(4)− v(3))

Lλ
+ (v(5)− v(3))Cλ = 0,

(v(3)− v(4))

Lλ
= 0,

(v(3)− v(5))Cλ+
(v(1)− v(5))

Lλ
= 0,

v(0) = 0,

v(1) = 1,

and its determinant is

D(λ) =
3LCλ2 + 1

L4λ4
.

Therefore, Λ0 = C \
{

0,± i√
3LC

}
. The solution of the Dirichlet problem is

v(0) = 0,

v(1) = 1,

v(2) =
LCλ2

3LCλ2 + 1
,

v(3) =
2LCλ2

3LCλ2 + 1
,

v(4) =
2LCλ2

3LCλ2 + 1
,

v(5) =
2LCλ2 + 1

3LCλ2 + 1
.

The effective admittance is

P(λ) =
Cλ

3LCλ2 + 1
, λ ∈ Λ0.
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In the cases λ = ± i√
3LC

the Dirichlet problem has no solutions and P(λ) =∞ by

the definition. Therefore, in fact

P(λ) =
Cλ

3LCλ2 + 1
, λ ∈ Λ. (2.2.28)

The domain of holomorphicity of P(λ) is C \
{

0,± i√
3LC

}
= Λ0.

Let us apply the particular case of star-mesh transform, i.e. Y − ∆ transform, to
this network. In the case

ρ(3) =
2

Lλ
+ Cλ 6= 0,

we have by (2.2.24)

ρ̃24 =
ρ32ρ34

ρ32 + ρ34 + ρ35
=

1

Lλ(CLλ2 + 2)

ρ̃45 =
ρ34ρ35

ρ32 + ρ34 + ρ35
=

Cλ

CLλ2 + 2
,

ρ̃25 =
ρ32ρ35

ρ32 + ρ34 + ρ35
=

Cλ

CLλ2 + 2
.

(2.2.29)

The equations (2.2.29) suggest us to glue together vertices 2, 3, 4 and 5 in the case
2

Lλ
+ Cλ = 0 (i.e. λ = ±i

√
2

LC
), but the effective admittance of the obtained

network will not be the same. Indeed, by (2.2.28).

P

(
±i
√

2

LC

)
= ∓ i

5

√
2C

L
.

But the network, obtaining by gluing 2, 3, 4 and 5, is shown at Figure 2.12 and its
effective admittance is

P̃ =
1

2Lλ
= ∓ i

2

√
C

2L
6= ∓ i

5

√
2C

L
.

0 1
1

Lλ

1

Lλ

Figure 2.12: Suggested Y −∆ transform for the case λ = ±i
√

2

LC

Therefore, this example shows, that the condition (2.2.22) in Corollary 2.2.20 (and
the condition (2.2.23) in Y −∆ transform) is crucial.
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Example 2.2.39 (∆ − Y transform). Let us consider a network as at the Figure
2.13 (a0 = 1, B = {0}, L,C > 0). Then Λ = C \ {0}.

0
2

3

4
1

1

Lλ
Cλ 1

Lλ

1

Lλ

1

Lλ

Figure 2.13: An example of ∆− Y transform

The Dirichlet problem for this network is

(v(0)− v(2))

Lλ
+

(v(3)− v(2))

Lλ
+ (v(4)− v(2))Cλ = 0,

(v(2)− v(3))

Lλ
+

(v(4)− v(3))

Lλ
= 0,

(v(2)− v(4))Cλ+
(v(3)− v(4))

Lλ
+

(v(1)− v(4))

Lλ
= 0,

v(0) = 0,

v(1) = 1,

and its determinant is

D = D(λ) = −4CLλ2 + 4

L3λ3
.

Therefore, Λ0 = C \
{

0,±i 1√
LC

}
. The solution of the Dirichlet problem is

v(0) = 0,

v(1) = 1,

v(2) =
2LCλ2 + 1

4LCλ2 + 4
,

v(3) =
1

2
,

v(4) =
2LCλ2 + 3

4LCλ2 + 4
,

and the effective admittance is

P(λ) =
1

Lλ
v(2) =

2LCλ2 + 1

4L2Cλ3 + 4Lλ
, λ ∈ Λ0.

Since in the case λ = ±i 1√
LC

the Dirichlet problem has no solutions, we have, in

fact

P(λ) =
2LCλ2 + 1

4L2Cλ3 + 4Lλ
, λ ∈ Λ.
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The domain of holomorphicity of P(λ) is C \
{

0,±i 1√
LC

}
= Λ0.

After ∆− Y transform, adding the vertex 5, one gets by (2.2.26)

ρ52 =
ρ̃24ρ̃34 + ρ̃24ρ̃23 + ρ̃23ρ̃34

ρ̃34
=

2LCλ2 + 1

Lλ
,

ρ53 =
ρ̃24ρ̃34 + ρ̃24ρ̃23 + ρ̃23ρ̃34

ρ̃24
=

2LCλ2 + 1

CL2λ3
,

ρ54 =
ρ̃24ρ̃34 + ρ̃24ρ̃23 + ρ̃23ρ̃34

ρ̃23
=

2LCλ2 + 1

Lλ
,

(2.2.30)

if
1

ρ̃ab
+

1

ρ̃bc
+

1

ρ̃ac
= 2Lλ+

1

Cλ
6= 0 i.e. λ 6= ±i 1√

2LC
.

In the case λ = ±i 1√
2LC

the formulas (2.2.30) suggest us to make the graph dis-

connected, which matches the fact that P
(
±i 1√

2LC

)
= 0. But the next example

shows, that this is not a general case.
Example 2.2.40 (The condition (2.2.25) in ∆−Y transform). This example shows,
that the condition (2.2.25) in ∆−Y transform is crucial. Let us consider a network
as at Figure 2.14 (a0 = 1, B = {0}, L,C > 0). Then Λ = C \ {0}.

0
2 4

3
1

1

Lλ

Cλ

1

Lλ

1

Lλ

1

Lλ
1

Lλ

Figure 2.14: Condition (2.2.25) in ∆− Y transform

The Dirichlet problem for this network is

(v(0)− v(2))

Lλ
+

(v(3)− v(2))

Lλ
+ (v(4)− v(2))Cλ = 0,

(v(2)− v(3))

Lλ
+

(v(4)− v(3))

Lλ
+

(v(1)− v(3))

Lλ
= 0,

(v(2)− v(4))Cλ+
(v(3)− v(4))

Lλ
+

(v(1)− v(4))

Lλ
= 0,

v(0) = 0,

v(1) = 1,



36 Chapter 2. Effective impedance of networks over C

and its determinant is

D = D(λ) = −8CLλ2 + 8

L3λ3
.

Therefore, Λ0 = C \
{

0,±i 1√
LC

}
. The solution of the Dirichlet problem is



v(0) = 0,

v(1) = 1,

v(2) =
5LCλ2 + 3

8LCλ2 + 8
,

v(3) =
3

4
,

v(4) =
5LCλ2 + 7

8LCλ2 + 8
,

and the effective admittance is

P(λ) =
1

Lλ
v(2) =

5LCλ2 + 3

8L2Cλ3 + 8Lλ
, λ ∈ Λ0.

Since in the case λ = ±i 1√
LC

the Dirichlet problem has no solutions (P =∞), we

have, in fact

P(λ) =
5LCλ2 + 3

8L2Cλ3 + 8Lλ
, λ ∈ Λ.

The domain of holomorphicity of P(λ) is C \
{

0,±i 1√
LC

}
= Λ0.

After ∆− Y transform, applied to the vertices 2, 3 and 4, adding the vertex 5, one
gets by (2.2.26)

ρ52 =
ρ̃24ρ̃34 + ρ̃24ρ̃23 + ρ̃23ρ̃34

ρ̃34
=

2LCλ2 + 1

Lλ
,

ρ53 =
ρ̃24ρ̃34 + ρ̃24ρ̃23 + ρ̃23ρ̃34

ρ̃24
=

2LCλ2 + 1

L2Cλ3
,

ρ54 =
ρ̃24ρ̃34 + ρ̃24ρ̃23 + ρ̃23ρ̃34

ρ̃23
=

2LCλ2 + 1

Lλ
,

(2.2.31)

if
1

ρ̃ab
+

1

ρ̃bc
+

1

ρ̃ac
= 2Lλ+

1

Cλ
6= 0 i.e. λ 6= ±i 1√

2LC
.

In the case λ = ±i 1√
2LC

the formulas (2.2.31) suggest us to make the graph

disconnected, but for the original network

P
(
± i√

2LC

)
= ∓ i

8

√
2C

L
6= 0.
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Example 2.2.41 (The weights after Y − ∆ transform are not positive real func-
tions). Let us consider Y − ∆ transform on the part of a network as at Figure
2.15.

a

d

b

c

5

λ

λ

Figure 2.15: The weight after Y −∆ transform is not positive real function

After Y −∆ transform one get by (2.2.24)

ρ̃ab =
ρdaρdb

ρda + ρdb + ρdc
=

5λ

2λ+ 5

ρ̃bc =
ρdbρdc

ρda + ρdb + ρdc
=

λ2

2λ+ 5
,

ρ̃ac =
ρdaρdc

ρda + ρdb + ρdc
=

5λ

2λ+ 5
,

and ρ̃bc is not a positive real function. Indeed, taking λ = 1 + 2i, we get

ρ̃
(1+2i)
bc = − 1

13
+

8

13
i.

Moreover, for λ = i we have Re ρ̃
(i)
bc = − 5

29
< 0.

Example 2.2.42 (The weights after ∆ − Y transform are not positive real func-
tions). Let us consider ∆ − Y transform on the part of a network as at Figure
2.16.

a

b

c

1 λ

λ

Figure 2.16: The weight after ∆− Y transform is not positive real function
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After ∆− Y transform one get by (2.2.26)

ρda =
ρ̃acρ̃bc + ρ̃acρ̃ab + ρ̃abρ̃bc

ρ̃bc
= 2 + λ,

ρdb =
ρ̃acρ̃bc + ρ̃acρ̃ab + ρ̃abρ̃bc

ρ̃ac
= 2 + λ,

ρdc =
ρ̃acρ̃bc + ρ̃acρ̃ab + ρ̃abρ̃bc

ρ̃ab
= 2λ+ λ2,

and ρdc is not a positive real function. Indeed, taking λ = 1 + 2i, we get

ρ
(1+2i)
dc = −1 + 8i.

Moreover, for λ = i we have Re ρ
(i)
dc = −1 < 0.

2.2.4 Calculation of the effective admittance of a finite αβ-network

Consider the finite graph (V,E), where

V = {0, 1, 2, 3, 4, . . . (2n− 1), (2n− 2)} ∪ {2n}

and E is given by (2k− 2) ∼ 2k, k = 1, n and (2k− 1) ∼ 2k for k = 1, (n− 1) . Let
us consider a network as on Figure 2.17.

0 α 2 α 4 2k (2n− 2) α 2n

β

1

β

3

β

(2k − 1)

β

(2n− 3)

Figure 2.17: Finite ladder network

That is, let admittances of the edges (2k− 2) ∼ 2k be α = α(λ) and admittances of
the edges 2k − 1 ∼ 2k be β(λ). Set also a0 = 0, while

B = {1, 3, . . . , 2n− 3} ∪ {2n}.

We will refer to such a network as a finite αβ-network and denote it by Γαβn . The
Dirichlet problem (2.2.1) for this network is as follows:

v(2k − 2) + µv(2k − 1) + v(2k + 2)− (2 + µ)v(2k) = 0, k = 1, n− 1,

v(0) = 1,

v(2k − 1) = 0, k = 1, n− 1,

v(2n) = 0,

(2.2.32)
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where µ =
β

α
.

Substituting the equations from the third line of (2.2.32) to the first line and denoting
vk = v(2k), we obtain the following recurrence relation for vk:

vk+1 − (2 + µ) vk + vk−1 = 0. (2.2.33)

The characteristic polynomial of (2.2.33) is

ψ2 − (2 + µ)ψ + 1 = 0. (2.2.34)

By the definition of a network µ 6= 0 (i.e. µ(λ) 6= 0 for λ ∈ Λ). If µ 6= −4, then the
equation (2.2.34) has two different complex roots ψ1, ψ2 and its solution is

vk = c1ψ
k
1 + c2ψ

k
2 , (2.2.35)

where c1, c2 ∈ C are arbitrary constants.

We use the second and fourth equations of (2.2.32) as boundary conditions for this
recurrence equation. Substituting (2.2.35) in the boundary conditions we obtain the
following equations for the constants:{

c1 + c2 = 1,

c1ψ
n
1 + c2ψ

n
2 = 0.

Therefore, 
c1 =

1

1− ψ2n
1

=
−ψ2n

2

1− ψ2n
2

,

c2 =
1

1− ψ2n
2

=
−ψ2n

1

1− ψ2n
1

,

since ψ1ψ2 = 1 by (2.2.34).

Now we can calculate the effective admittance of Γαβn in the case µ 6= −4:

Pαβn =α (1− v(2)) = α (1− v1) = α (1− c1ψ1 − c2ψ2)

=
α
(
ψ2n−1
1 + 1

)
(ψ1 − 1)(

ψ2n
1 − 1

) =
α
(
ψ2n−1
2 + 1

)
(ψ2 − 1)(

ψ2n
2 − 1

) .
(2.2.36)

By Theorem 2.2.11 Pαβn is a rational function of α and β. Indeed, using binomial
expansion, it can be written as a rational function of α and β, without usage of ψ:

Pαβn =α (1− c1ψ1 − c2ψ2) = α

(
1− ψ1

1− ψ2n
1

− ψ2

1− ψ2n
2

)
=α

(
1−

ψ1

(
1− ψ2n

2

)
+ ψ2

(
1− ψ2n

1

)(
1− ψ2n

1

) (
1− ψ2n

2

) )
= α

(
1−

ψ1 + ψ2 −
(
ψ2n−1
2 + ψ2n−1

1

)
2−

(
ψ2n
1 + ψ2n

2

) )
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=α

1−
2 +

β

α
− 2

n−1∑
k=0

(
2n−1
2k

)(
1 +

β

2α

)2n−2k−1
(
β

α
+

(
β

2α

)2
)k

2− 2
n∑
k=0

(
2n
2k

)(
1 +

β

2α

)2n−2k
(
β

α
+

(
β

2α

)2
)k

 ,

since ψ1 + ψ2 = 2 + µ = 2 +
β

α
by (2.2.34).

Let us now consider the case µ = −4. Then the solution of the recurrence relation
(2.2.33) is

vk = c1(−1)k + c2k(−1)k,

where c1, c2 ∈ C are arbitrary constants. And using boundary conditions for the
recurrence relation, we obtain c1 = 1

c2 = − 1

n
.

Then the effective admittance is

Pn = α (1− v(2)) = α (1− v1) = α

(
1−

(
−1 +

1

n

))
=
α(2n− 1)

n
.

Therefore, for a finite αβ-network we have for λ ∈ Λ

Pn =


α(2n− 1)

n
,
β

α
= −4,

Pαβn , otherwise.
(2.2.37)

We will use this result later for calculations of effective admittances of infinite ladder
networks (for example, Feynman’s ladder with zero at infinity, see Subsection 2.5.3).

2.3 On continuity of the effective admittance for finite
networks

In this section we discuss a continuity of the effective admittance P(λ) in different
domains of a complex plane λ. By Theorem 2.2.11 P(λ) has not more than finitely
many discontinuities. From the same theorem and (2.2.4) it follows that the effective
admittance P(λ) is a continuous function of λ in the right-half plane {Reλ > 0}.
Example 2.3.2 shows, that P(λ) can be discontinuous for λ in the left-half plane
{Reλ < 0}. The continuity of the effective admittance P(λ) for λ = iω, ω > 0 is an
open question. This question is very interesting, since it corresponds to the physical
case. Example 2.3.1 shows, how the continuity can be attained in the case of zero
determinant of the Dirichlet problem. In Subsection 2.3.2 we present the proof of
the continuity of an effective admittance for λ = iω for the cycle graph with four
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vertices. We stress that the proof does not apply to general rational functions, but
hinges on the representation (2.1.3). Example 2.3.3 shows, that this representation,
as a condition, can not be omitted. Note that if for some λ0 ∈ Λ the solution of
the Dirichlet problem (2.2.2) has a limit v0 = lim

λ→λ0
v(λ), then v0 is a solution of the

Dirichlet problem
A(λ0)v̂ = b(λ0).

This follows from taking limits of sums and products. Therefore, λ0 ∈ Λ1 in this
case and P(λ) is continuous at λ0.

2.3.1 Particular examples

Example 2.3.1 (Continuity of the effective admittance). Let us consider the finite
network as at Figure 2.18, where R,L,C > 0, with a0 = 1, B = {0}. Then

Λ = C \
{

0,−R
L

}
.

0
1

Lλ+R

1

Cλ

2

1

Lλ
3

Cλ
4

Cλ
Cλ

1

Lλ

Figure 2.18: Finite network with continuous effective admittance for any λ ∈ Λ

The Dirichlet problem for this network is

(v(0)− v(2))Cλ+
(v(3)− v(2))

Lλ
= 0,

(v(0)− v(3))Cλ+
(v(2)− v(3))

Lλ
+

(v(1)− v(3))

Lλ
+ (v(4)− v(3))Cλ = 0,

(v(3)− v(4))Cλ+ (v(1)− v(4))Cλ = 0,

v(0) = 0,

v(1) = 1.
(2.3.1)

The determinant of this linear system is

D = D(λ) =
−C(3LCλ2 + 1)(LCλ2 + 2)

L2λ

and it has four zeros: ±i
√

2

LC
and ±i

√
1

3LC
.
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Therefore, Λ0 = C \

{
0,−R

L
,±i
√

2

LC
,±i
√

1

3LC

}
In the case D(λ) 6= 0 the solution of the Dirichlet problem (2.3.1) is

v(0) = 0,

v(1) = 1,

v(2) =
1

3LCλ2 + 1
,

v(3) =
LCλ2 + 1

3LCλ2 + 1
,

v(4) =
2LCλ2 + 1

3LCλ2 + 1
.

In this case

P(λ) = Cλv(2) + Cλv(3) +
1

Lλ+R
=
L2C2λ4 +RLC2λ3 + 5LCλ2 + 2RCλ+ 1

3L2Cλ3 + 3RLCλ2 + Lλ+R
.

In the cases λ = ±i
√

2

LC
the Dirichlet problem (2.3.1) has infinitely many solutions

v = (0, 1,−2c+ 1, 2c− 1, c) , c ∈ C.

Then

P

(
±i
√

2

LC

)
=

1

R± i
√

2L

C

.

In the case ±i
√

1

3LC
the Dirichlet problem (2.3.1) has no solution.

Therefore, the effective admittance is

P(λ) =



1

R± i
√

2L

C

, λ = ±i
√

2

LC
;

∞, λ = ±i
√

1

3LC
;

L2C2λ4 +RLC2λ3 + 5LCλ2 + 2RCλ+ 1

3L2Cλ3 + 3RLCλ2 + Lλ+R
, for the other λ ∈ Λ.

One can verify, that in fact

P(λ) =
L2C2λ4 +RLC2λ3 + 5LCλ2 + 2RCλ+ 1

3L2Cλ3 + 3RLCλ2 + Lλ+R
for any λ ∈ Λ.

Therefore, the domain of continuity of the effective admittance is C\
{

0,−R
L

}
= Λ

and the domain of holomorphicity is C \

{
0,−R

L
,±i
√

1

3LC

}
.
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Example 2.3.2 (Non-continuity of the effective admittance). Let us consider the
finite network as at Figure 2.19, where all inductances, capacitances and resistance
are equal to 1, with a0 = 1, B = {0}. Then Λ = C \ {0}.

0

λ
3

1

λ

1

4

2

1

λ 1
λ

λ
1

λ

Figure 2.19: Example of a finite network with non-continuous admittance

The Dirichlet problem for this network is



(v(0)− v(2))

λ
+ (v(1)− v(2))λ+ (v(3)− v(2)) = 0,

(v(0)− v(3))λ+
(v(1)− v(3))

λ
+ (v(2)− v(3)) = 0,

(v(0)− v(4))λ+
(v(1)− v(4))

λ
= 0,

v(0) = 0,

v(1) = 1.

The determinant of this system is

D = D(λ) =−
(

1

λ2
+

2

λ
+ 2 + 2λ+ λ2

)(
λ+

1

λ

)
=− 1

λ3
(λ+ 1)2(λ2 + 1)2,

and it is easy to see, that λ = ±i and λ = −1 are its zeros. Therefore, Λ0 =

C \ {0,±i,−1}.

In case D(λ) 6= 0 the solution of the Dirichlet problem is
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

v(0) = 0,

v(1) = 1,

v(2) =
λ

1 + λ
,

v(3) =
1

1 + λ
,

v(4) =
1

1 + λ2
.

and the effective admittance is

P(λ) =
1

λ
v(2) + λv(3) + λv(4) =

λ2 + λ+ 1

λ2 + 1
.

Note that the finite limit of v(λ) does not exist when λ goes to i or λ goes to −1.

The Dirichlet problem in the case λ = i is

−(v(0)− v(2))i+ (v(1)− v(2))i+ (v(3)− v(2)) = 0,

(v(0)− v(3))i− (v(1)− v(3))i+ (v(2)− v(3)) = 0,

(v(0)− v(4))i− (v(1)− v(4))i = 0,

v(0) = 0,

v(1) = 1.

and has no solution, which by definition of an effective impedance implies P(i) =∞.
The case λ = −i similarly has no solution.

The Dirichlet problem in the case λ = −1 is

−(v(0)− v(2))− (v(1)− v(2)) + (v(3)− v(2)) = 0,

−(v(0)− v(3))− (v(1)− v(3)) + (v(2)− v(3)) = 0,

−(v(0)− v(4))− (v(1)− v(4)) = 0,

v(0) = 0,

v(1) = 1.

and it has multiple solutions

v = (v(0), v(1), v(2), v(3), v(4)) =

(
0, 1, c, 1− c, 1

2

)
, c ∈ C.

Then

P(−1) = (−1)c+ (−1)(1− c) + (−1)
1

2
= −3

2
.
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Therefore, we have

P(λ) =


∞, λ = ±i,

−3

2
, λ = −1,

λ2 + λ+ 1

λ2 + 1
, otherwise (λ 6= 0),

and the domain of continuity of the effective admittance is C \ {0,−1}, since(
λ2 + λ+ 1

λ2 + 1

)∣∣∣∣
λ=−1

=
1

2
6= −3

2
.

The domain of holomorphicity is C \ {0,−1,±i} = Λ0.
Example 2.3.3 (Non-continuity of the admittance in the case of complex-weighted
graph, which is not a network). Let us consider graph with complex-weights of the
edges as at Figure 2.20. Note that here the weight of the edge 2 ∼ 3 is not in the
form (2.1.3) (and can not be rewritten in this form), so it is not a network.

0

1

3

2

λ

1

1

λ

λ+
1

λ
− 1 =

λ2 − λ+ 1

λ

Figure 2.20: Complex-weighted graph C4, which is not a network

Let us consider the following Dirichlet problem:

(v(0)− v(1))λ+
v(2)− v(1)

λ
= 0,

(v(0)− v(3)) + (v(2)− v(3))(λ+
1

λ
− 1) = 0,

v(0) = 0,

v(2) = 1.

The determinant of this system is

D = D(λ) =
1

λ2
(λ2 + 1)2

and its zeros are i and −i.
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In case D(λ) 6= 0 the solution of the Dirichlet problem is

v(1) =
1

λ2 + 1
, v(3) =

λ2 − λ+ 1

λ2 + 1
.

and it has no finite limit as λ→ i.

Let us calculate an analogue of the effective admittance:

P(λ) = λv(1) + v(3) = 1, λ 6= ±i, 0.

The Dirichlet problem in the cases λ = ±i is
(v(0)− v(1))i− (v(2)− v(1))i = 0,

(v(0)− v(3))− (v(2)− v(3)) = 0,

v(0) = 0,

v(2) = 1.

and, obviously, has no solutions.

Therefore,

P(λ) =

{
λv(1) + v(3) = 1, λ 6= ±i, 0
∞, λ = ±i,

is not a continuous function of λ = iω, ω > 0 at the point ω = 1.

2.3.2 Continuity of the effective admittance for the network on C4

(cycle graph with four vertices)

Proposition 2.3.4. For any network Γ, whose underlying graph is C4, the effective
admittance P(λ), λ ∈ Λ is a continuous function of λ = iω, where ω > 0.

Proof. Consider a network whose underlying graph is C4. More precisely, V =

{0, 1, 2, 3}, a0 = 2, B = {0} and

0 ∼ 1 ∼ 2 ∼ 3 ∼ 0.

Let the admittances of the edges be

ρ
(λ)
01 = α(λ) = α, ρ

(λ)
12 = β(λ) = β, ρ

(λ)
23 = ν(λ) = ν, ρ

(λ)
30 = γ(λ) = γ.

That is, all the functions α(λ), β(λ), ν(λ), γ(λ) are in the form (2.1.3), i.e.

λ

Lλ2 +Rλ+D
,L,R,D ≥ 0. (2.3.2)
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0

1

3

2

α(λ)

γ(λ)

β(λ)

ν(λ)

Figure 2.21: A network on C4

Then the Dirichlet problem for a given network is the following:
v(0)α+ v(2)β − v(1)(α+ β) = 0,

v(0)γ + v(2)ν − v(3)(γ + ν) = 0,

v(0) = 0,

v(2) = 1.

(2.3.3)

Let us denote v1 = v(1) and v3 = v(3). The solution of the Dirichlet problem (2.3.3)
is

v1 =
β

α+ β
and v3 =

ν

γ + ν
.

Therefore,

P(λ) = αv1 + γv3 =
αβ

α+ β
+

γν

γ + ν
. (2.3.4)

Let us prove that P(λ) is continuous at any λ0 = iω0. Without loss of generality
take λ0 = i (otherwise, change L,R,D). If α(i) + β(i) 6= 0 and γ(i) + ν(i) 6= 0 then
all is trivial. Assume that

(α+ β)(i) = 0. (2.3.5)

Then −i is also a root of α+ β, and we obtain,

(α+ β)(λ) = (λ2 + 1)Q1(λ), (2.3.6)

where Q1(λ) is a rational function with real coefficients such that Q1(i) ∈ C.

(Note that in fact Q1(i) 6= 0 because otherwise we have

(α+ β)(λ) = (λ2 + 1)2Q(λ),

which is not possible for functions α and β of type (2.3.2), since the degree of the
nominator of α+ β is at most 3.)
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Under the assumption (2.3.5) we have

v1(λ)→∞ as λ→ i. (2.3.7)

Our purpose is to show that

P(λ)→∞ as λ→ i, (2.3.8)

since P(i) =∞ because at λ = i the first equation of (2.3.3) in the view of (2.3.5)
has no solutions.

Let us now concentrate on (2.3.8). We have by conservation of complex power
(2.2.15) that

P = α|v1|2 + β|1− v1|2 + ν|1− v3|2 + γ|v3|2 for λ ∈ Λ1. (2.3.9)

Hence, if Reα(i) > 0 we have

ReP(λ) ≥ Reα(λ)|v1|2 →∞ as λ→∞,

and the same holds if Reβ(i) > 0. Hence, we assume in what follows

Reα(λ) = Reβ(λ) = 0.

(by (2.2.5) this is true not only for λ = i but for any λ = iω, ω > 0).

It follows from (2.3.4) and (2.3.7) that if |v3| remains bounded as λ→ i, then (2.3.8)
holds. Hence, we may assume in what follows that also

v3(λ)→∞ as λ→ i,

that is (γ + ν)(i) = 0 and, hence

(γ + ν)(λ) = (λ2 + 1)Q2(λ), (2.3.10)

where Q2(λ) is a rational function with real coefficients such that Q2(i) ∈ C.

(Similarly to Q1(i), we have Q2(i) 6= 0.)

Using (2.3.9) we obtain as above that

Re γ(λ) = Re ν(λ) = 0

for any λ = iω, ω > 0, since otherwise (2.3.8) is trivially satisfied.

Using (2.3.6) and (2.3.10), we obtain

P(λ) =

(
αβ

α+ β
+

γν

γ + ν

)
(λ) =

1

λ2 + 1

(
αβQ2 + γνQ1

Q1Q2

)
(λ).

In order to prove that P(λ)→∞ as λ→∞, it suffices to prove that

(αβQ2 + γνQ1)(i) 6= 0.
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We have from (2.3.6)
β(λ) = (λ2 + 1)Q1(λ)− α(λ)

and from (2.3.10)
ν(λ) = (λ2 + 1)Q2(λ)− γ(λ).

It follows that

αβQ2 + γνQ1 =αQ2((λ
2 + 1)Q1 − α) + γQ1((λ

2 + 1)Q2 − γ)

=(λ2 + 1)Q1Q2(α+ γ)− (α2Q2 + γ2Q1),

where we omit λ as a parameter of the functions for the brievity.

Hence, it remains to verify that

(α2Q2 + γ2Q1)(i) 6= 0.

Now we use an explicit form of admittances of edges. Let

α(λ) =
λ

L1λ2 +D1
and β(λ) =

λ

L2λ2 +D2
,

where L1, D1, L2, D2 are non-negative reals. We have

(α+ β)(λ) =
((L1 + L2)λ

2 +D1 +D2)λ

(L1λ2 +D1)(L2λ2 +D2)

so that (2.3.6) is only possible if

L1 + L2 = D1 +D2

and, hence,

(α+ β)(λ) =
(
λ2 + 1

) (L1 + L2)λ

(L1λ2 +D1)(L2λ2 +D2)

so that
Q1(λ) =

(L1 + L2)λ

(L1λ2 +D1)(L2λ2 +D2)
.

In the same way setting

γ(λ) =
λ

L3λ2 +D3
and ν(λ) =

λ

L4λ2 +D4
,

where L3, D3, L4, D4 are non-negative reals, we obtain from (2.3.10) that

L3 + L4 = D3 +D4

and
Q2(λ) =

(L3 + L4)λ

(L3λ2 +D3)(L4λ2 +D4)
.
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Therefore,(
α2Q2 + γ2Q1

)
(i)

=

(
λ2

(L1λ2 +D1)2
(L3 + L4)λ

(L3λ2 +D3)(L4λ2 +D4)
+

λ2

(L3λ2 +D3)2
(L1 + L2)λ

(L1λ2 +D1)(L2λ2 +D2)

)∣∣∣∣
λ=i

=

(
−1

(−L1 +D1)2
(L3 + L4)i

(−L3 +D3)(−L4 +D4)
+

−1

(−L3 +D3)2
(L1 + L2)i

(−L1 +D1)(−L2 +D2)

)
.

Since
D1 − L1 = L2 −D2 and D3 − L3 = L4 −D4

it follows that (
α2Q2 + γ2Q1

)
(i) =

i(L1 + L2 + L3 + L4)

(D1 − L1)2(D3 − L3)2
.

We see that this expression cannot vanish since otherwise we must have

L1 = L2 = L3 = L4 = 0

and, hence, also
D1 = D2 = D3 = D4 = 0

which is impossible.

Hence, all the above proves that

P(λ)→∞ as λ→ i,

which proves the continuity of P(λ) of λ = iω, ω > 0.

Remark 2.3.5. Example 2.3.3 shows that the representation of admittances (2.1.3)
is crucial for the proof.

2.4 Estimates of the effective admittance for finite net-
works

In this section we present estimates of the effective admittance for a given finite
network in terms of λ in different domains of a complex plane λ (see Corollaries
2.4.4 and 2.4.11, Theorems 2.4.7 and 2.4.10).

Let Γ = (V, ρ, a0, B) be a finite network.

2.4.1 An upper bound of the admittance using Reλ

Theorem 2.4.1. Let λ ∈ Λ be fixed and assume that, for some ε > 0,

inf
xy∈E

Re ρxy
|ρxy|

≥ ε. (2.4.1)
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Then
|P| ≤ 1

ε2

∑
x∼a0

|ρxa0 | . (2.4.2)

The same result is true if one assumes instead of (2.4.1) that

inf
xy∈E

Im ρxy
|ρxy|

≥ ε

or
inf
xy∈E

− Im ρxy
|ρxy|

≥ ε.

Proof. Under the hypothesis (2.4.1) the Dirichlet problem (2.2.1) has a unique so-
lution v by Theorem 2.2.11. We have by a conservation of a complex power (2.2.15)

|P| ≥ ReP =
∑
xy∈E

|∇xyv|2 Re ρxy ≥ ε
∑
xy∈E

|∇xyv|2 |ρxy| . (2.4.3)

Applying (2.2.14) with the function

u = 1{a0}

and using the inequality

2|z1z2| ≤ ε|z1|2 +
1

ε
|z2|2 for any z1, z2 ∈ C

we obtain

|P| ≤
∑
xy∈E

|∇xyv| |∇xyu| |ρxy| ≤
ε

2

∑
xy∈E

|∇xyv|2 |ρxy|+
1

2ε

∑
xy∈E

|∇xyu|2 |ρxy| .

Setting
U :=

∑
xy∈E

|∇xyu|2 |ρxy| =
∑
x∼a0

|ρxa0 | ,

we obtain
|P| ≤ ε

2

∑
xy∈E

|∇xyv|2 |ρxy|+
1

2ε
U.

Combing this with (2.4.3) yields

ε

2

∑
xy∈E

|∇xyv|2 |ρxy| ≤
1

2ε
U

whence by (2.2.15)

|P| =

∣∣∣∣∣∣
∑
xy∈E

|∇xyv|2 ρxy

∣∣∣∣∣∣ ≤
∑
xy∈E

|∇xyv|2 |ρxy| ≤
1

ε2
U.

The conditions with Im ρxy are handled in the same way.
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In order to be able to verify (2.4.1), we need the following lemma.
Lemma 2.4.2. Let L, R, D be non-negative real numbers and λ ∈ C \ {0}. If

z := R+ Lλ+
D

λ
6= 0

then
Re z

|z|
≥ Reλ

|λ|

and, for ρ =
1

z
,

Re ρ

|ρ|
≥ Reλ

|λ|
.

Proof. We have

Re z = R+ LReλ+
DReλ

|λ|2
≥
(
R+ L|λ|+ D

|λ|

)
Reλ

|λ|

and

|z| ≤ R+ L|λ|+ D

|λ|
,

whence
Re z

|z|
≥ Reλ

|λ|
.

Finally, we have

ρ =
1

z
=

Re z − i Im z

|z|2

and, hence,
Re ρ

|ρ|
=

Re z

|z|2
|z| = Re z

|z|
≥ Reλ

|λ|
.

Corollary 2.4.3. If Reλ > 0 then

|P(λ)| ≤ |λ|2

(Reλ)2

∑
x∼a0

∣∣∣ρ(λ)xa0

∣∣∣ . (2.4.4)

Proof. Indeed, we have for all xy ∈ E

Re ρ
(λ)
xy

|ρ(λ)xy |
≥ Reλ

|λ|
=: ε.

Substituting into (2.4.2) we obtain (2.4.4).
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Corollary 2.4.4. If Reλ > 0 then

|P(λ)| ≤ C0
|λ|2

(
1 + |λ|2

)
(Reλ)3

, (2.4.5)

where
C0 =

∑
x∼a0

1

Rxa0 + Lxa0 +Dxa0

.

Proof. We have for z = R+ Lλ+
D

λ

|z| ≥Re z ≥ R+ LReλ+
DReλ

|λ|2

≥(R+ L+D) min

(
1,Reλ,

Reλ

|λ|2

)
≥(R+ L+D) min

(
Reλ,

Reλ

|λ|2

)
=(R+ L+D)(Reλ) min

(
1, |λ|−2

)
=(R+ L+D)

Reλ

max (1, |λ|2)

≥(R+ L+D)
Reλ

1 + |λ|2
,

since
(Reλ)2

|λ|2
≤ 1 and, therefore, either Reλ ≤ 1 or

Reλ

|λ|2
≤ 1. It follows that, for

ρ =
1

z
,

|ρ| ≤ 1

R+ L+D

1 + |λ|2

Reλ
.

Hence, ∑
x∼a0

∣∣∣ρ(λ)xa0

∣∣∣ ≤ 1 + |λ|2

Reλ

∑
x∼a0

1

Rxa0 + Lxa0 +Dxa0

.

Substituting into (2.4.4) we obtain (2.4.5).

Remark 2.4.5. In the case L > 0 we can use in the domain {Reλ > 0} the estimate
|z| ≥ LReλ which implies

|ρ| ≤ 1

LReλ
.

Hence, if Lxa0 > 0 for all x ∼ a0 then∑
x∼a0

∣∣∣ρ(λ)xa0

∣∣∣ ≤ C ′ 1

Reλ
,

where
C ′ =

∑
x∼a0

1

Lxa0
.
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Therefore, by (2.4.4) in this case, in the domain {Reλ > 0} we have

|P(λ)| ≤ C ′|λ|2

(Reλ)3
.

2.4.2 An upper bound of the admittance using large Imλ

Lemma 2.4.6. Let R, L, D be non-negative numbers. Let L > 0 and λ ∈ C be
such that

Imλ > 0, |λ|2 > D

L
.

Then
z := R+ Lλ+

D

λ
6= 0

and for ρ =
1

z
we have

− Im ρ

|ρ|
≥

1− D

L|λ|2

|λ|+ D

L|λ|
+
R

L

Imλ (2.4.6)

and
|ρ| ≤ 1(

L− D

|λ|2

)
Imλ

.

Proof. We have

Im z = L Imλ− D Imλ

|λ|2
=

(
L− D

|λ|2

)
Imλ > 0.

In particular, z 6= 0. We have also

|z| ≤ R+ L|λ|+ D

|λ|
.

It follows that

− Im ρ

|ρ|
=

Im z

|z|2
|z| = Im z

|z|
≥

(
L− D

|λ|2

)
Imλ

R+ L|λ|+ D

|λ|

≥
1− D

L|λ|2

|λ|+ D

L|λ|
+
R

L

Imλ

which proves (2.4.6). Finally, we have

|ρ| = 1

|z|
≤ 1

Im z
=

1(
L− D

|λ|2

)
Imλ

.
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Theorem 2.4.7. Assume that Lxy > 0 for all xy ∈ E. Set

SD = sup
xy∈E

Dxy

Lxy
, SR = sup

xy∈E

Rxy
Lxy

,

and
C ′ =

∑
x∼a0

1

Lxa0
.

Then, in the domain,

Ω = {λ ∈ C | Imλ 6= 0 and |λ|2 > SD}

the function P(λ) is holomorphic and

|P(λ)| ≤ C ′(2|λ|+ SR)2|λ|6

(|λ|2 − SD)3| Imλ|3
.

√
SD

i
√
SD

Reλ

Imλ

Ω

Figure 2.22: The domain Ω = {λ ∈ C | Imλ 6= 0 and |λ|2 > SD}.

Proof. By the symmetry λ→ λ (see Lemma 2.2.4 (a)), it suffices to prove the both
claims in the domain

Ω+ = {λ ∈ C | Imλ > 0 and |λ|2 > SD}.

For λ ∈ Ω+ we have by Lemma 2.4.6 that zxy 6= 0, whence λ ∈ Λ. By Lemma 2.4.6
we have for all xy ∈ E and λ ∈ Ω+

− Im ρxy
|ρxy|

≥
1− Dxy

Lxy|λ|2

|λ|+ Dxy

Lxy|λ|
+
Rxy
Lxy

Imλ ≥
1− SD
|λ|2

|λ|+ SD
|λ|

+ SR

Imλ ≥
1− SD
|λ|2

2|λ|+ SR
Imλ > 0,

(2.4.7)
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since
SD
|λ|

< |λ|. By Theorem 2.2.11 we conclude that P(λ) is a holomorphic function

in Ω+.

Using (2.4.7), we obtain by Theorem 2.4.1 that for λ ∈ Ω+

|P(λ)| ≤

 2|λ|+ SR(
1− SD
|λ|2

)
Imλ


2 ∑
x∼a0

∣∣∣ρ(λ)xa0

∣∣∣ . (2.4.8)

Next, we have by Lemma 2.4.6

|ρxy| ≤
1(

Lxy −
Dxy

|λ|2

)
Imλ

≤ 1

Lxy

(
1− SD
|λ|2

)
Imλ

,

whence ∑
x∼a0

|ρxa0 | ≤
∑

x∼a0 (Lxa0)−1(
1− SD
|λ|2

)
Imλ

=
C ′(

1− SD
|λ|2

)
Imλ

.

It follows from (2.4.8) that

|P(λ)| ≤

 2|λ|+ SR(
1− SD
|λ|2

)
Imλ


2

C ′(
1− SD
|λ|2

)
Imλ

=
C ′(2|λ|+ SR)2(

1− SD
|λ|2

)3

(Imλ)3

which was to be proved.

Corollary 2.4.8. Under the hypothesis of Theorem 2.4.7, assume in addition that
Rxy = 0 for all xy ∈ E. Then P(λ) is holomorphic in C \ J where

J =
[
−i
√
SD, i

√
SD

]
.

Proof. In this case we have the symmetry P(−λ) = −P(λ) (see Lemma 2.2.4 (b)).
By Theorem 2.2.11 (see Remark 2.2.12) and Theorem 2.4.7 P(λ) is holomorphic in
the union

{Reλ 6= 0} ∪ {(Imλ)2 > SD},

that coincides with C \ J .

2.4.3 An upper bound of the admittance using small Imλ

Lemma 2.4.9. Let R, L, D be non-negative numbers. Let L > 0 and λ ∈ C be
such that

Imλ > 0 and |λ|2 < D

L
.
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Then
z := R+ Lλ+

D

λ
6= 0

and, for ρ =
1

z
, we have

Im ρ

|ρ|
≥

D

L|λ|2
− 1

|λ|+ D

L|λ|
+
R

L

Imλ (2.4.9)

and
|ρ| ≤ 1(

D

|λ|2
− L

)
Imλ

.

Proof. We have

− Im z = −L Imλ+
D Imλ

|λ|2
=

(
D

|λ|2
− L

)
Imλ > 0.

In particular, z 6= 0. We have also

|z| ≤ R+ L|λ|+ D

|λ|
.

It follows that

Im ρ

|ρ|
= − Im z

|z|
≥

(
D

|λ|2
− L

)
Imλ

R+ L|λ|+ D

|λ|

≥

D

L|λ|2
− 1

|λ|+ D

L|λ|
+
R

L

Imλ

which proves (2.4.9). Finally, we have

|ρ| = 1

|z|
≤ 1

− Im z
=

1(
D

|λ|2
− L

)
Imλ

.

Theorem 2.4.10. Assume that Lxy > 0 for all xy ∈ E. Set

SD = sup
xy∈E

Dxy

Lxy
, S∗D = inf

xy∈E

Dxy

Lxy
, SR = sup

xy∈E

Rxy
Lxy

,

and
C ′ =

∑
x∼a0

1

Lxa0
.

Then in the domain

Ω∗ = {λ ∈ C | Imλ 6= 0 and |λ|2 < S∗D}



58 Chapter 2. Effective impedance of networks over C

the function P(λ) is holomorphic and

|P(λ)| ≤ C ′(|λ|2 + SR|λ|+ SD)2|λ|4

(S∗D − |λ|2)3| Imλ|3
. (2.4.10)

√
S∗D

i
√
S∗D

Reλ

Imλ

Ω∗

Figure 2.23: The domain Ω∗ = {λ ∈ C | Imλ 6= 0 and |λ|2 < S∗D}

Proof. If S∗D = 0 then Ω∗ = ∅ and there is nothing to prove. Let S∗D > 0. By the
symmetry λ→ λ, it suffices to prove the both claims in the domain

Ω∗+ = {λ ∈ C | Imλ > 0 and |λ|2 < S∗D}.

For λ ∈ Ω∗+ we have by Lemma 2.4.9 that zxy 6= 0, whence λ ∈ Λ. By Lemma 2.4.9
we have for all xy ∈ E and λ ∈ Ω∗+

Im ρxy
|ρxy|

≥

Dxy

Lxy|λ|2
− 1

|λ|+ Dxy

Lxy|λ|
+
Rxy
Lxy

Imλ ≥

S∗D
|λ|2
− 1

|λ|+ SD
|λ|

+ SR

Imλ > 0, (2.4.11)

By Theorem 2.2.11 we conclude that P(λ) is a holomorphic function in Ω∗+.

Using (2.4.11), we obtain by Theorem 2.4.1 that for all λ ∈ Ω∗+

|P(λ)| ≤

 |λ|+
SD
|λ|

+ SR(
S∗D
|λ|2
− 1

)
Imλ


2 ∑
x∼a0

∣∣∣ρ(λ)xa0

∣∣∣ .
Next, we have by Lemma 2.4.9

|ρxy| ≤
1(

Dxy

|λ|2
− Lxy

)
Imλ

=
1

Lxy

(
Dxy

Lxy|λ|2
− 1

)
Imλ

≤ 1

Lxy

(
S∗D
|λ|2
− 1

)
Imλ

,
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whence ∑
x∼a0

|ρxa0 | ≤
∑

x∼a0 (Lxa0)−1(
S∗D
|λ|2
− 1

)
Imλ

=
C ′(

S∗D
|λ|2
− 1

)
Imλ

.

It follows that

|P(λ)| ≤
C ′
(
|λ|+ SD

|λ|
+ SR

)2

(
S∗D
|λ|2
− 1

)3

(Imλ)3

whence (2.4.10) follows.

Corollary 2.4.11. Under the hypothesis of Theorem 2.4.10, assume in addition
that Rxy = 0 for all xy ∈ E. Then P(λ) is holomorphic in the domain C \ J∗ where

J∗ =
[
i
√
S∗D, i

√
SD

]
∪
[
−i
√
SD,−i

√
S∗D

]
∪ {0}.

Proof. In this case we have the symmetry P(−λ) = −P(λ). By Theorem 2.2.11 (see
Remark 2.2.12), Theorems 2.4.7 and 2.4.10 P(λ) is holomorphic in the union

{Reλ 6= 0} ∪ {(Imλ)2 > SD} ∪ {0 < (Imλ)2 < S∗D}

that coincides with C \ J∗.

i
√
S∗D

i
√
SD

−i
√
S∗D

−i
√
SD

Reλ

Imλ

C \ J∗

Figure 2.24: The domain C \ J∗

2.5 Effective admittance of infinite networks

In the case of an infinite network with just resistors the effective resistance can be
defined as the limit of monotonically increasing sequence of the effective resistances
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of the exhausted finite networks (see [13], [18], [32]). In Subsection 2.5.1 we con-
sider a sequence of exhausted finite networks for an infinite network with passive
elements. We present a definition of an effective admittance P(λ) of an infinite net-
work (Definition 2.5.1) and consider the domains of the complex plane λ, where the
effective admittance is well-defined (see Theorem 2.5.2, which is the main theorem
of this chapter). The Corollaries 2.5.3 and 2.5.4 states the results for resistor-free
network.

In Subsection 2.5.2 we consider several examples of infinite networks, including two
different ladder networks.

2.5.1 Main result

Let Γ = (V, ρ, a0, B) be an infinite network.

Let dist (x, y) be the graph distance on V , that is, the minimal value of n such that
there exists a path {xk}nk=0 connecting x and y, that is,

x = x0 ∼ x1 ∼ ... ∼ xn = y.

Let us consider a sequence of finite graphs (Vn, En), n ∈ N, where

Vn = {x ∈ V | dist(a0, x) ≤ n}

and En consists of all the edges of E with the endpoints in Vn. We endow the finite
graph (Vn, En) with the admittance ρn = ρ|En .

Consider the set

∂Vn = {x ∈ V | dist(a0, x) = n},

that will be regarded as the boundary of the graph (Vn, En). Note that Vn =

∂Vn ∪ Vn−1. Let us set

Bn = (B ∩ Vn) ∪ ∂Vn

and consider the following sequence of finite networks

Γn = (Vn, ρn, a0, Bn), n ∈ N.
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a0

Figure 2.25: Infinite network Γ

a0 a0

Figure 2.26: Networks Γ1 and Γ2

Let Pn(λ) be the effective admittance of Γn.
Definition 2.5.1. Define the effective admittance of Γ as

P(λ) = lim
n→∞

Pn(λ)

for those λ ∈ C \ {0} where the limit exists.
Theorem 2.5.2. (a) The sequence {Pn(λ)} converges as n → ∞ locally uni-

formly in the domain {Reλ > 0}.
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(b) If Lxy > 0 for all xy ∈ E and

SD := sup
xy∈E

Dxy

Lxy
<∞ and SR := sup

xy∈E

Rxy
Lxy

<∞ (2.5.1)

then {Pn(λ)} converges as n→∞ locally uniformly in the domain

Ω = {λ ∈ C | Imλ 6= 0 and |λ|2 > SD}.

(c) If in addition to (2.5.1) also

S∗D := inf
xy∈E

Dxy

Lxy
> 0

then {Pn(λ)} converges as n→∞ locally uniformly in the domain

Ω∗ = {λ ∈ C | Imλ 6= 0 and |λ|2 < S∗D}.

In all the cases, the limit
P(λ) = lim

n→∞
Pn(λ)

is a holomorphic function in the domains in question.

Proof. (a) By Corollary 2.4.4, the sequence {Pn(λ)} is uniformly bounded in any
domain

{Reλ ≥ ε, |λ| ≤ c}

with 0 < ε < c <∞. Hence, the sequence {Pn(λ)} is precompact in such a domain
and, hence, has a convergent subsequence. By a diagonal process, we obtain a
convergent subsequence {Pnk(λ)} in the entire domain {Reλ > 0}, and the limit is
a holomorphic function in this domain. On the other hand, for positive real values
of λ also all ρ(λ)xy are real and positive on the edges, and in this case the sequence
{Pn(λ)} is known to be positive and decreasing (from the theory of random walks
on graphs, see e.g. [18], [32]). Hence, this sequence has a limit for all positive real
λ. Since every holomorphic function in {Reλ > 0} is uniquely determined by its
values on positive reals, we obtain that limPnk(λ) is independent of the choice of
a subsequence. Hence, the entire sequence {Pn(λ)} converges as n → ∞ in the
domain {Reλ > 0}, and the limit is a holomorphic function in this domain.

(b) By Theorem 2.4.7 all functions {Pn(λ)} are holomorphic in the domain

Ω = {λ ∈ C | Imλ 6= 0 and |λ|2 > SD}

and admit the estimate

|Pn(λ)| ≤ C ′(2|λ|+ SR)2|λ|6

(|λ|2 − SD)3| Imλ|3
.
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Hence, the sequence {Pn(λ)} is locally uniformly bounded in Ω and, hence, is pre-
compact. All the limits of convergent subsequences of {Pn(λ)} coincide by (a) in
the domain

Ω ∩ {Reλ > 0}

which implies that they coincide also in Ω. Hence, {Pn(λ)} converges in Ω to a
holomorphic function.

(c) By Theorem 2.4.10 all functions {Pn(λ)} are holomorphic

Ω∗ = {λ ∈ C | Imλ 6= 0 and |λ|2 < S∗D}

and admit the estimate

|Pn(λ)| ≤ C ′(|λ|2 + SR|λ|+ SD)2|λ|4

(S∗D − |λ|2)3| Imλ|3
.

Hence, the sequence {Pn(λ)} is locally uniformly bounded in Ω∗ and, hence, is
precompact. All the limits of convergent subsequences of {Pn(λ)} coincide in the
domain

Ω∗ ∩ {Reλ > 0}

which implies that they coincide also in Ω∗. Hence, {Pn(λ)} converges in Ω∗ to a
holomorphic function.

Corollary 2.5.3. Assume that Rxy = 0 for all xy ∈ E. Then P(λ) = lim
n→∞

Pn(λ)

is well-defined and holomorphic in the domain C \ J∗, where

J∗ =
[
i
√
S∗D, i

√
SD

]
∪
[
−i
√
SD,−i

√
S∗D

]
∪ {0}.

Proof. Note that we assume neither SD < ∞ nor S∗D > 0. By the symmetry
P(−λ) = −P(λ) an by Theorem 2.5.2, the sequence {Pn(λ)} converges locally
uniformly in the union

{Reλ 6= 0} ∪ {(Imλ)2 > SD} ∪ {0 < (Imλ)2 < S∗D}

that coincides with C \ J∗.

The next statement is a simplified version of Corollary 2.5.3.
Corollary 2.5.4. Assume that Rxy = 0 for all xy ∈ E and set

SD := sup
xy∈E

1

CxyLxy
.

Then P(λ) = lim
n→∞

Pn(λ) is well-defined and holomorphic in the domain

C \
[
−i
√
SD, i

√
SD

]
.
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2.5.2 Examples

Example 2.5.5 (Chain network). Consider the infinite graph (V,E), where

V = {0, 1, 2, . . . }

and E is given by
0 ∼ 1 ∼ 2 ∼ · · · ∼ n ∼ (n+ 1) ∼ . . .

Define the impedance of the edge k ∼ (k + 1) by

zk(k+1) = Lkλ+
Dk

λ
,

where Lk ≥ Dk > 0 (and Rk = 0) (see Figure 2.27), i.e. ρk(k+1) =
λ

Lkλ2 +Dk
.

0

1

L0λ

λ

D0

1

1

L1λ

λ

D1

2 (n− 1)

1

L(n−1)λ

λ

D(n−1)

n

Figure 2.27: Chain network

Set a0 = 0 and B = ∅. Then we have Vn = {0, ..., n} and Bn = {n}. It follows by
series law (Theorem 2.2.22), that

Pn(λ) =
1

n−1∑
k=0

(
Lkλ+

Dk

λ

) =
1

lnλ+
dn
λ

,

where

ln =
n−1∑
k=0

Lk and dn =
n−1∑
k=0

Dk.

Assume further that
∞∑
k=0

Lk =

∞∑
k=0

Dk =∞

that is
lim
n→∞

ln = lim
n→∞

dn = +∞.

Then for any λ with Reλ 6= 0 we obtain

Re

(
lnλ+

dn
λ

)
→∞

whence
P(λ) = lim

n→∞
Pn(λ) = 0.
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For λ = iω with real ω we have

Pn(iω) = − i

lnω −
dn
ω

.

Assume in addition that
∞∑
k=0

(Lk −Dk) =: c ∈ (0,∞)

that is
lim
n→∞

(ln − dn) = c ∈ (0,∞).

Then for ω = 1 we have
Pn(i) = − i

ln − dn
,

whence
P(i) = lim

n→∞
Pn(i) = − i

c
.

It follows also that
P(−i) =

i

c
.

For ω 6= ±1 we have

lnω −
dn
ω

= (ln − dn)ω + dn

(
ω − 1

ω

)
→ ±∞

whence it follows that
P(iω) = lim

n→∞
Pn(iω) = 0.

Hence, for any λ ∈ C \ {0} we have

P(λ) =

−
λ

c
, if λ = ±i

0, otherwise.

In particular, P(λ) is holomorphic in C \ {±i, 0} but is discontinuous at λ = ±i.

On the other hand we have

SD = sup
n

Dn

Ln
and S∗D = inf

n

Dn

Ln
.

Since c <∞ then necessarily SD = 1. Since c > 0 then S∗D < 1.

Wee see that the points λ = ±i (where P looses continuity) lie in the set

J∗ =
[
−i
√
SD,−i

√
S∗D

]
∪
[
i
√
S∗D, i

√
SD

]
∪ {0}

that matches Corollary 2.5.3. For example, choose

Ln = 1 and Dn = 1− ε2−n,
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where ε > 0. Then SD = 1 and S∗D = 1− ε, so that the interval[
i
√
S∗D, i

√
SD

]
= [i
√

1− ε, i],

containing λ = i, can have an arbitrary small length.
Example 2.5.6 (Modified ladder). Consider the infinite graph (V,E), where

V = {0, 1, 2, 3, 4, . . . }

and E is given by (2k− 2) ∼ 2k and (2k− 1) ∼ 2k for k = 1,∞ . Let us consider a
network as at Figure 2.28.

0

1

λ
2

1

λ
4

1

Lλ

λ

D

1

1

Lλ

λ

D

3

(2n− 2)

1

λ
2n

1

Lλ

λ

D

(2n− 3)

1

Lλ

λ

D

(2n− 1)

Figure 2.28: Modified ladder network

That is, let the admittances of the edges (2k−2) ∼ 2k be
1

λ
and the admittances of

the edges 2k− 1 ∼ 2k be
λ

Lλ2 +D
, where L > 0 and D > 0. Set also a0 = 0, while

B = {1, 3, . . . }.

This network is similar to Feynman’s ladder network (see [15]), but we add coils to
the “vertical” edges and ground at infinity. Clearly, we have

Vn = {0, 1, . . . , 2n− 2} ∪ {2n} and Bn = {1, 3, . . . , 2n− 3} ∪ {2n}.

Therefore, this network can be exhausted by finite αβ-networks (see Subsection

2.2.4, α =
1

λ
, β =

λ

Lλ2 +D
), whose effective admittances by (2.2.36) and (2.2.37)

are

Pn(λ) =



α(2n− 1)

n
, if µ = −4,

α
(
ψ2n−1
1 + 1

)
(ψ1 − 1)(

ψ2n
1 − 1

) , otherwise,

not defined, λ ∈

{
0,±i

√
D

L

}
,
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where µ =
λ2

Lλ2 +D
.

Since ψ1,2 are the square roots of the equation

ψ2 − (2 + µ)ψ + 1 = 0, (2.5.2)

we can assume, without loss of generality, that |ψ1| ≤ |ψ2|. Then, since ψ1ψ2 = 1

by (2.5.2), we have either |ψ1| < 1 < |ψ2| or |ψ1| = |ψ2| = 1.

In the case |ψ1| < 1 < |ψ2| we obtain

P = P(λ) = lim
n→∞

Pn(λ) =
1− ψ1

λ
.

In the case |ψ1| = |ψ2| = 1, ψ1 6= ψ2 6= −1 the sequence {Pn(λ)} has no limit.

In the case |ψ1| = |ψ2| = −1 (i.e. µ = −4)

P = P(λ) = lim
n→∞

Pn(λ) =
2

λ
.

Therefore, for the infinite network we have

P(λ) =


1− ψ1

λ
, if |ψ1| < 1 < |ψ2|,

2

λ
, if ψ1 = ψ2 = −1,

not defined, otherwise.

(2.5.3)

We will reformulate the identity (2.5.3) in terms of λ, but firstly we prove an auxiliary
claim.
Claim 2.5.7. Let µ 6= −4 and µ 6= 0. Then the condition |ψ1| = |ψ2| = 1 occurs if
and only if µ ∈ (−4, 0).

Proof. “⇒” Let |ψ1| = 1. Then |ψ2| = 1. Since µ 6= 0 and µ 6= −4, it follows
from (2.5.2) and |ψ1| = |ψ2| = 1 that ψ1, ψ2 6∈ R. Therefore, ψ2 = ψ1, since
ψ1ψ1 = |ψ1|2 = 1. Moreover, by (2.5.2) we have 2 + µ = ψ1 + ψ2 ∈ R, i.e. µ ∈ R.
Also ψ1, ψ2 6∈ R means that the determinant of (2.5.2)

(2 + µ)2 − 4 = 4µ+ µ2

is not positive, i.e. µ 6∈ (−∞,−4) ∪ (0,∞). Therefore,

µ ∈ R \ ((−∞,−4) ∪ (0,∞))

which was to be proved.

“⇐” Let µ ∈ (−4, 0). Then the determinant of (2.5.2) is negative and

|ψ1,2|2 =

∣∣∣∣∣1 +
µ

2
± i
√
−µ−

(µ
2

)2∣∣∣∣∣
2

=
(

1 +
µ

2

)2
− µ−

(µ
2

)2
= 1.
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Since µ = −4 at the points λ = ±i
√

D

L+ 1/4
, we have

P(λ) =



1− ψ1

λ
, if λ ∈ C \

([
−i

√
D

L+ 1/4
, i

√
D

L+ 1/4

]⋃{
±i
√
D

L

})
,

2

λ
, if λ = ±i

√
D

L+ 1/4
,

not defined, if λ ∈

(
−i

√
D

L+ 1/4
, i

√
D

L+ 1/4

)⋃{
±i
√
D

L

}
,

where ψ1 is the root of the equation (2.5.2) with |ψ| < 1. Note that this function is

continuous at the points λ = ±i
√

D

L+ 1/4
. Indeed,

ψ → −1,

when λ→ ±i
√

D

L+ 1/4
, since roots of the quadratic equation are continuous func-

tions of coefficients. Hence, the continuity of P(λ) at given points follows. Therefore,
P (λ) is well-defined and continuous in the domain

C \

((
−i

√
D

L+ 1/4
, i

√
D

L+ 1/4

)⋃{
±i
√
D

L

})
.

In particular, the domain of holomorphicity of P (λ) is

C \

([
−i

√
D

L+ 1/4
, i

√
D

L+ 1/4

]⋃{
±i
√
D

L

})
. (2.5.4)

On the other hand we have S∗D = 0, SD =
D

L
, therefore, the Corollary 2.5.3 states,

that P (λ) is holomorphic in the domain

C \

[
−i
√
D

L
, i

√
D

L

]
. (2.5.5)

Comparison of (2.5.4) and (2.5.5) shows the sharpness of Corollary 2.5.3.

2.5.3 Feynman’s ladder with zero at infinity

Consider the infinite ladder network (V,E), where

V = {0, 1, 2, 3, 4, . . . }
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and E is given by (2k − 2) ∼ 2k and (2k − 1) ∼ 2k for k = 1,∞ (see Figure 2.29)

0

1

Lλ
2

1

Lλ
4

Cλ

1

Cλ

3

(2n− 2)

1

Lλ
2n

Cλ

(2n− 3)

Cλ

(2n− 1)

Figure 2.29: Feynman’s ladder with zero at infinity

Let the admittance of the edges (2k − 2) ∼ 2k be
1

Lλ
and admittance of the edges

2k − 1 ∼ 2k be Cλ, where L > 0 and C > 0. Set also a0 = 0, while B = {1, 3, . . . }.

This network is very similar to Feynman’s ladder network (see [15]), but has ground
at infinity.

Theorem 2.5.2 is applicable in this case only in the right half-plane {Reλ > 0}. In
this subsection we will analyze the behavior of the sequence of the effective admit-
tances for the exhausted networks in the whole plane and compare our calculations
with the result stated by Richard Feynman in [15].

This network can be exhausted by finite αβ-networks (see Subsection 2.2.4, α =
1

Lλ
,

β = Cλ), whose effective admittances by (2.2.36) and (2.2.37) are

Pn(λ) =



2n− 1

Lλn
, if µ = −4,

not defined, if λ = 0,

Pαβn (λ) =

(
ψ2n−1
1 + 1

)
(ψ1 − 1)

Lλ
(
ψ2n
1 − 1

) , otherwise,

where µ = LCλ2 and ψ1 is any root of the equation

ψ2 −
(
2 + LCλ2

)
ψ + 1 = 0. (2.5.6)

Let us analyze the sequence {Pαβn (λ)}, n→∞.

Since ψ1 is any root of the quadratic equation (2.5.6), we can assume, without loss
of generality, that |ψ1| ≤ 1 ≤ |ψ2|. Note that then {Pαβn (λ)} has limit if and only if

|ψ1| < 1. This limit is equal to
1− ψ1

Lλ
.

Claim 2.5.8. Let λ ∈ C \ {0}, λ2 6= − 4

LC
. Then the condition |ψ1| = |ψ2| = 1

occurs if and only if λ2 ∈
(
− 4

LC
, 0

)
.
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Proof. The proof follows the same outline as the proof of Claim 2.5.7.

Therefore, for any λ ∈ C \

[
−i
√

4

LC
, i

√
4

LC

]
we can write

ψ1(λ) = 1 +
LCλ2

2
+ λξ(λ), (2.5.7)

where ξ(λ) is the square root of LC +
L2C2λ2

4
, such that |ψ1(λ)| < 1.

Let us denote γ = LC +
L2C2λ2

4
. Let us consider γ ∈ C \ (−i∞, 0), i.e. γ = reiφ,

φ ∈
(
−π

2
,
3π

2

)
in a polar coordinates. Then there are two continuous functions

ξ1, ξ2, which give square roots of γ:

ξ1(γ) =
√
re
i
φ

2 , ξ2(γ) = −ξ1(γ)

(see Figure 2.30).

Re

Im

ξ1

Re

Im

ξ2

Figure 2.30: The images of ξ1 and ξ2

Since

γ =LC +
L2C2λ2

4
= LC +

L2C2 (Reλ+ i Imλ)2

4

=LC +
L2C2 (Reλ)2 − L2C2 (Imλ)2

4
+ i

L2C2(Reλ)(Imλ)

2
,

ξ1(γ(λ)) and ξ2(γ(λ)) are defined for all λ ∈ C \ Λ, where

Λ =

{
1 +

LC (Reλ)2 − LC (Imλ)2

4
= 0 and (Reλ) (Imλ) < 0

}
,
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see Figure 2.31.

Reλ

Imλ

i

√
4

LC

−i
√

4

LC

Figure 2.31: The domain of ξ1,2(γ(λ))

Since the functions

∣∣∣∣1 +
LCλ2

2
+ λξ1(λ)

∣∣∣∣ and
∣∣∣∣1 +

LCλ2

2
+ λξ2(λ)

∣∣∣∣
are continuous on λ, the choice of the function ξ1(λ) or ξ2(λ) in (2.5.7), can not
change inside the domains

Ω1 =

{
Re2 λ− Im2 λ > −

√
4

LC
,Reλ > 0

}
∪

{
Re2 λ− Im2 λ < −

√
4

LC
, Imλ > 0

}

and

Ω2 =

{
Re2 λ− Im2 λ > −

√
4

LC
,Reλ < 0

}
∪

{
Re2 λ− Im2 λ < −

√
4

LC
, Imλ < 0

}

(see Figure 2.32).
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Reλ

Imλ

i

√
4

LC

−i
√

4

LC

Ω1

Ω2

Figure 2.32: The domains Ω1 and Ω2

Taking λ = 2 ∈ Ω1 we have∣∣∣∣1 +
LCλ2

2
+ λξ1(γ(λ))

∣∣∣∣ =
∣∣1 + 2LC + 2ξ1(LC + L2C2)

∣∣ =
∣∣∣1 + 2LC + 2

√
LC + L2C2

∣∣∣ > 1.

Therefore,

ψ1(λ) = 1 +
LCλ2

2
+ λξ2(γ(λ)), λ ∈ Ω1.

In the same way, taking λ = −2 ∈ Ω2 we obtain∣∣∣∣1 +
LCλ2

2
+ λξ1(γ(λ))

∣∣∣∣ =
∣∣1 + 2LC − 2ξ1(LC + L2C2)

∣∣ =
∣∣∣1 + 2LC − 2

√
LC + L2C2

∣∣∣ < 1.

Therefore,

ψ1(λ) = 1 +
LCλ2

2
+ λξ1(γ(λ)), λ ∈ Ω2.

Therefore, we can calculate the effective admittance of the infinite network for any

λ ∈ C \

(
Λ ∪

[
−i
√

4

LC
, i

√
4

LC

])
as

P(λ) =
1− ψ1

Lλ
=


−Cλ

2
− ξ2(γ(λ))

L
, λ ∈ Ω1,

−Cλ
2
− ξ1(γ(λ))

L
, λ ∈ Ω2.

The effective admittance for the λ ∈ Λ we can calculate, considering another cut of
the plane γ. Moreover, since the cut (−i∞, 0) has been chosen arbitrary, the limits
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of the effective admittances from the both sides of the curves Λ will coincide and
give the required quantity.

Therefore, we can calculate the effective admittance of the infinite network for any

λ ∈ C \

[
−i
√

4

LC
, i

√
4

LC

]
.

A natural question is whether the right and left limits of the effective admittance (or

of the ξ1(λ), ξ2(λ)) at the segment

[
−i
√

4

LC
, i

√
4

LC

]
coincide (see Figure 2.33).

The answer is negative.

Reλ

Imλ

i

√
4

LC

−i
√

4

LC

Figure 2.33: The limits of ξ1(λ) and ξ2(λ)

Indeed, let λ = ε+ iω, 1� ε > 0, ω ∈

(
−
√

4

LC
,

√
4

LC

)
, λ ∈ Ω1. Then

γ(ε+ iω) = LC +
L2C2

4

(
ε2 − ω2

)
+ i

L2C2

2
εω

and

lim
λ→+iω

P(λ) = lim
ε→0

(
−C(ε+ iω)

2
− ξ2(γ(ε+ iω))

L

)
=− Ciω

2
+

√
C

L
− C2ω2

4
,

(2.5.8)

since Re γ > 0, | Im γ| � 1 provides Re ξ2 < 0.

Let λ = −ε+ iω, 1� ε > 0, ω ∈

(
−
√

4

LC
,

√
4

LC

)
, λ ∈ Ω2. Then

γ(−ε+ iω) = LC +
L2C2

4

(
ε2 − ω2

)
− iL

2C2

2
εω



74 Chapter 2. Effective impedance of networks over C

and

lim
λ→−iω

P(λ) = lim
ε→0

(
−C(−ε+ iω)

2
− ξ1(γ(−ε+ iω))

L

)
=− Ciω

2
−
√
C

L
− C2ω2

4
,

since Re γ > 0, | Im γ| � 1 provides Re ξ1 > 0.

The limit (2.5.8) coincides with the one, stated by R. Feynman in [15]. Indeed, by
[15, p. 22-13] we have the effective admittance

P =
1

Z
=

1

iωL/2 +
√

(L/C)− (ω2L2/4)
=

iωL/2−
√

(L/C)− (ω2L2/4)

(iωL/2)2 − ((L/C)− (ω2L2/4))

=− C

L

(
iωL

2
−
√

(L/C)− (ω2L2/4)

)
= −Ciω

2
+

√
C

L
− C2ω2

4
.

This corresponds to the ideas in [1] and in [39] to calculate the effective impedance
as right half-plane limit. Physically it makes sense, since the real resistance in any
part of a physical network is always greater than zero. Unfortunately, as one can see
in Example 2.5.5, the right half-plane limit does not necessarily coincide with the
effective admittance at the point, provided by Definition 2.5.1 (look at the points
±i in Example 2.5.5).



Chapter 3

Effective impedance of networks
over an ordered field

A physical electrical network with impedances can contain three types of passive
elements:

• resistor, whose impedance is R ∈ [0,∞),

• inductor (coil), whose impedance is Liω, L ∈ [0,∞),

• capacitor, whose impedance is
D

iω
, D ∈ [0,∞),

where ω > 0 is the frequency of an alternating current, i is the imaginary unit (see
[14] and Appendix C).

If we denote λ = iω (see [2], [7]), then the impedance of the edge xy of a network is

zxy = Rxy + Lxyiω +
Dxy

iω
= Rxy + Lxyλ+

Dxy

λ
,

where Rxy, Lxy, Dxy ≥ 0 and Rxy + Lxy +Dxy 6= 0.

Therefore, the admittance of an edge

ρxy =
1

zxy
=

λ

Lxyλ2 +Rxyλ+Dxy
, Lxy, Rxy, Dxy ≥ 0, Lxy+Rxy+Dxy 6= 0. (3.0.1)

can be considered as an element of the ordered field (R(λ),�) of rational functions
with real coefficients (see [37]). This ordered field is non-Archimedean. Its smallest
extension, which is both real-closed and complete in the order topology is the Levi-
Civita field R (see e.g. [30]). See also Appendix B.

In this chapter we introduce and consider a more general concept of a network over
an arbitrary ordered field.

In Section 3.1 we introduce a notion of a network over an ordered field K (see
Appendix B for more details about ordered fields). In Section 3.2 we prove that
the maximum principle holds for the weighted Laplace operator with weights from
K, which allows us to solve uniquely the discrete boundary value Dirichlet problem
over K. Therefore, we define an effective admittance of a network as an element of
K. Then we investigate properties of the effective admittance and give examples.
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For the Archimedean field (R, >) the effective admittance of infinite network is de-
fined as the limit of the decreasing sequence {Pn}∞n=1 of partial effective admittances
(i.e the effective admittances of the exhausted finite networks), since the admittance
is this case is just capacitance (see [13], [18], [32]). In Section 3.3 we prove the mono-
tonicity of the sequence {Pn}∞n=1 for any ordered field (Theorem 3.3.1). Then we
consider several examples of infinite networks over the Levi-Civita field R to show,
that the monotonicity does not imply convergence in the case of a non-Archimedean
field.

In Section 3.4 we show some relations between networks over C, introduced in
Chapter 2, and networks over an ordered field, discussed in this chapter.

This chapter is based on [24] and [26].

3.1 Settings, assumptions and definitions

In this section we remind some definitions from theory of ordered fields (see also
Appendix B), introduce notations and define a network over an ordered field.

Let (K,�) be an arbitrary ordered field (see Definition B.1.1). We say that k ∈ K
is positive if k � 0. For k1, k2 ∈ K we will write

k1 � k2, if k1 � k2 or k1 = k2.

Moreover, we will write
k1 ≺ k2, if k2 � k1

and
k1 � k2, if k1 ≺ k2 or k1 = k2.

Definition 3.1.1. [6, p. A.VI.21] Define in R(λ) an order “ �” as follows: for any
rational function

f(λ) =
bkλ

k + · · ·+ b1λ+ b0
dmλm + · · ·+ d1λ+ d0

∈ R(λ)

with bk 6= 0, dm 6= 0, write

f(λ) � 0, if
bk
dm

> 0

and
f(λ) � g(λ), if f(λ)− g(λ) � 0.

Statement 3.1.2. (see [6, p. A.VI.21], [37, pp. 231–234]) (R(λ),�) is an ordered
field.
Remark 3.1.3. The field (R(λ),�) is non-Archimedean. Indeed, λ � n for any
n ∈ N, i.e. n = 1 + · · ·+ 1︸ ︷︷ ︸

n

.
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The admittance ρxy in the form (3.0.1) is, obviously, a positive element of R(λ).

Further in this section the definitions will be given for an arbitrary ordered field
(K,�).
Definition 3.1.4. Let (V,E) be a connected locally finite graph, where V is a set of
vertices and E is a set of (unoriented) edges (see Definition A.0.1). Let ρ : E → K
be a positive function (i.e. for every xy ∈ E, ρxy � 0 in K). Let us extend ρxy to
all pairs x, y ∈ V by setting ρxy = 0 if xy is not an edge (also ρxx = 0).

Then a network over the ordered field K is a structure

Γ = (V, ρ, a0, B),

where a0 ∈ V , B ⊂ V is not empty, and a0 6∈ B. We will denote by B0 = B ∪ {a0}
the set of boundary vertices.

The function ρxy is called admittance or weight. The function zxy =
1

ρxy
is called

impedance.

The weight ρxy gives rise to a function on vertices as follows:

ρ(x) =
∑
y

ρxy, (3.1.1)

where the notation
∑
y

means
∑
y∈V

. Then ρ(x) is called the weight of a vertex x. By

properties of an ordered field, we have ρ(x) � 0 for any x ∈ V .

By |V | we will denote the cardinality of a set V . If |V | < ∞ the network is called
finite. Otherwise, it is called infinite.
Definition 3.1.5. For any function f : V → K the weighted Laplace operator ∆ρ

is defined as
∆ρf(x) =

∑
y

(f(y)− f(x))ρxy =
∑
y

(∇xyf)ρxy,

where
∇xyf = f(y)− f(x)

is the difference operator.

In this chapter we will write network instead network over an ordered field for
brievity.

3.2 Finite networks over an ordered field

In this section we assume that Γ = (V, ρ, a0, B) is a finite network over an ordered
field (K,�). By Kirchhoff’s complex law and Ohm’s complex law (see Appendix
C) the complex voltages in the network, where all the nodes b ∈ B are grounded
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and at the node a0 an external periodic voltage with the amplitude 1 and frequency
ω = −iλ ∈ R is maintained, satisfy the following linear system:

∆ρv(x) = 0 on V \B0,

v(a0) = 1,

v(x) = 0 on B.

Therefore, this system, as a boundary value Dirichlet problem, is also satisfied over
the field R(λ). We consider more general the Dirichlet problem (3.2.1) over an
ordered field K. We prove the maximum/minimum principle (Lemma 3.2.2) and
uniqueness of the solution of the Dirichlet problem (Theorem 3.2.1). Then we in-
troduce notions of effective admittance and effective impedance for a network over
an ordered field (Definition 3.2.4). Moreover, we prove Green’s formula (Theorem
3.2.5) and Dirichlet/Thomson’s principle (Theorem 3.2.8). The proofs are analogous
to the case K = R (see [17] and [23]). In Subsection 3.2.3 we give several examples
of finite networks over the ordered field R(λ).

3.2.1 Definition of the effective impedance and main results

Let Γ = (V, ρ, a0, B) be a finite network over an ordered filed K, B0 = B ∪ {a0}.
Theorem 3.2.1. The following Dirichlet problem:

∆ρv(x) = 0 on V \B0,

v(a0) = 1,

v(x) = 0 on B.

(3.2.1)

where v : V → K is an unknown function, has always a unique solution over K.

The key point for the proof of Theorem 3.2.1 is the following lemma.
Lemma 3.2.2 (A maximum/minimum principle). Let W be a non-empty subset of
V , such that V \W is also non-empty. Then, for any function u : V → K, that
satisfies ∆ρu(x) � 0 (i.e. u is subharmonic) on V \W , we have

max
V \W

u � max
W

u (3.2.2)

and for any function u : V → K, that satisfies ∆ρu(x) � 0 (i.e. u is superharmonic)
on V \W , we have

min
V \W

u � min
W

u. (3.2.3)

Proof. It is enough to proof the first claim (then the second claim follows by changing
u to −u). Set

M = max
V \W

u,

and assume, from the contrary, that M � maxW u. Let us consider the set

S = {x ∈ V : u(x) = M}.
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Claim 1. If x ∈ S, then all neighbors of x also belong to S.

Clearly, S ⊂ V \W and S is non-empty. Hence, for any x ∈ S we have ∆ρu(x) � 0

which can be rewritten in the form

u(x) �
∑
y:y∼x

ρxy
ρ(x)

u(y). (3.2.4)

By properties of positive elements, we have
ρxy
ρ(x)

� 0 for any y ∼ x.

Also, for any y ∈ V we have u(y) �M by the definition of maximum. Therefore,
ρxy
ρ(x)

u(y) =
ρxy
ρ(x)

M, if u(y) = M, (3.2.5)

and
ρxy
ρ(x)

u(y) ≺ ρxy
ρ(x)

M, if u(y) ≺M, (3.2.6)

where the last line is true by properties of positive elements. If there exist y0 ∼ x

such that u(y0) ≺ M , then, summing up all the equalities (3.2.5) and inequalities
(3.2.6), we obtain ∑

y∼x

ρxy
ρ(x)

u(y) ≺
∑
y∼x

ρxy
ρ(x)

M. (3.2.7)

But ∑
y∼x

ρxy
ρ(x)

M = M = u(x),

therefore, (3.2.7) is a contradiction with (3.2.4).

Claim 2. Let S be a non-empty set of vertices of a connected graph (V,E) such that
x ∈ S implies that all neighbours of x belong to S. Then S = V .

Indeed, let x ∈ S and y be any other vertex. Then by the definition of connected
graph, there is a path {xk}nk=0 between x and y, that is,

x = x0 ∼ x1 ∼ x2 ∼ · · · ∼ xn = y.

Since x0 ∈ S and x1 ∼ x0, we obtain x1 ∈ S. Since x2 ∼ x1, we obtain x2 ∈ S. By
induction, we conclude that all xk ∈ S, whence y ∈ S.

It follows from two claims that set S must coincide with V , which is not possible
since u(x) ≺M for any x ∈W . This contradiction shows that M � maxW u.

Proof of the Theorem 3.2.1. Let us first proof the uniqueness. If we have two solu-
tions v1 and v2 of (3.2.1), then the difference u = v1 − v2 satisfies the conditions{

∆ρu(x) = 0 on V \B0,

u(x) = 0 on B0,
(3.2.8)
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and, by Lemma 3.2.2

0 = max
B0

u � max
V \B0

u � min
V \B0

u � min
B0

u = 0,

whence, u ≡ 0 since u|B0
= 0.

Let us now prove the existence of a solution of (3.2.1). For any x ∈ V \B0, rewrite
the equation ∆ρv(x) = 0 in the form∑

y∈V \B0

ρxy
ρ(x)

v(y)− v(x) = −
∑
b∈B0

ρxb
ρ(x)

v(b). (3.2.9)

Let us denote by F the set of all functions v on V \ B0 with values in Km, where
m = |V | − |B0|. Then the left hand side of (3.2.9) can be regarded as an operator
in this space; let us denote it by Lv, that is

Lv(x) =
∑

y∈V \B0

ρxy
ρ(x)

v(y)− v(x), (3.2.10)

for all x ∈ V \B0. Rewrite the equation (3.2.9) in the form Lv = h, where h is the
right hand side of (3.2.9), which is a given function on V \ B0. Note that F is a
linear space over the field K. Since the family {1{x}}x∈V \B0

of indicator functions
form a basis in F , we obtain that dimF = m <∞. Hence, the operator L : F → F
is a linear operator in a finitely dimensional space, and the first part of the proof
shows that Lv = 0 implies v = 0 (indeed, just set v(b) = 0 for any b ∈ B0 in (3.2.9)),
that is, the operator L is injective. By Linear Algebra, any injective operator acting
in the spaces of equal dimensions, must be bijective. Hence, for any h ∈ F (in
particular, for h(x) = −

∑
b∈B0

ρxb
ρ(x)

v(b) = −ρxa0
ρ(x)

), there is a solution, which finishes

the proof.

Corollary 3.2.3. For the solution v : V → K of (3.2.1) the following inequality

0K � v(x) � 1K (3.2.11)

is true for any x ∈ V .

Proof. Apply Lemma 3.2.2 for W = B0.

Now we can define the effective admittance of a network over an ordered field.
Definition 3.2.4. Let v be the solution of the Dirichlet problem (3.2.1) for the
network. Then define the effective admittance by

P =
∑
x

(1− v(x))ρxa0 (3.2.12)

If P 6= 0, then we define the effective impedance by

Z =
1

P
=

1∑
x

(1− v(x))ρxa0
,
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Since by Theorem 3.2.1 the Dirichlet problem (3.2.1) has exactly one solution over
the field K, the effective admittance is always well-defined as an element of K.

Moreover, by (3.2.11) we have P � 0 and, hence, if P 6= 0, then Z � 0.
Theorem 3.2.5 (Green’s formula over an ordered field). Let Γ be a finite network
over an ordered field K with the vertex set V , and let W be a non-empty subset of
V . Then, for any two functions f, g : V → K,

∑
x∈W

∆ρf(x)g(x) = −1

2

∑
x,y∈W

(∇xyf)(∇xyg)ρxy +
∑
x∈W

∑
y∈V \W

(∇xyf)g(x)ρxy.

(3.2.13)
If W = V , then the last term in (3.2.13) vanishes, and we obtain

∑
x∈V

∆ρf(x)g(x) = −1

2

∑
x,y∈V

(∇xyf)(∇xyg)ρxy (3.2.14)

Proof.

∑
x∈W

∆ρf(x)g(x) =
∑
x∈W

∑
y∈V

(f(y)− f(x))ρxy

 g(x)

=
∑
x∈W

∑
y∈V

(f(y)− f(x))g(x)ρxy

=
∑
x∈W

∑
y∈W

(f(y)− f(x))g(x)ρxy +
∑
x∈W

∑
y∈V \W

(f(y)− f(x))g(x)ρxy

=
∑
y∈W

∑
x∈W

(f(x)− f(y))g(y)ρxy +
∑
x∈W

∑
y∈V \W

(∇xyf)g(x)ρxy,

where in the last line we have switched notation of the variables x and y in the first
sum. Adding together the last two lines and dividing by 2 (it is possible, since any
ordered field has characteristic 0, see e.g. [37]), we obtain

∑
x∈W

∆ρf(x)g(x) = −1

2

∑
x∈W

∑
y∈W

(∇xyf)(∇xyg)ρxy +
∑
x∈W

∑
y∈V \W

(∇xyf)g(x)ρxy,

which was to be proved.

Corollary 3.2.6. For any function f : V → K,∑
x∈V

∆ρf(x) = 0. (3.2.15)

Proof. Apply (3.2.14) for g ≡ 1.
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Lemma 3.2.7. For any network we have

P = −∆ρv(a0) =
∑
b∈B

∆ρv(b), (3.2.16)

where v is the solution of the Dirichlet problem (3.2.1).

Proof. Using v(a0) = 1, we obtain

∆ρv(a0) =
∑

x:x∼a0

(v(x)− v(a0))ρxa0 =
∑

x:x∼a0

(v(x)− 1)ρa0x = −P. (3.2.17)

The second equality in (3.2.16) follows from (3.2.15), since v is the solution of the
Dirichlet problem (3.2.1).

Theorem 3.2.8 (Conservation of energy, Dirichlet/Thomson’s principle). Let v be
the solution of the Dirichlet problem (3.2.1) for network Γ over the ordered field K.
Then

1

2

∑
x,y∈V

(∇xyv)2ρxy = P. (3.2.18)

Morover, for any other function f : V → K such that f(a0) = 1 and f |B ≡ 0, the
following inequality holds:

1

2

∑
x,y∈V

(∇xyv)2ρxy �
1

2

∑
x,y∈V

(∇xyf)2ρxy (3.2.19)

We will call the equality (3.2.18) conservation of energy (similarly to the real case,
see [18, p. 8]).

The inequality (3.2.19) states the Dirichlet/Thomson’s principle (see [18, p. 9], [23,
p. 121], [32, p. 29]), that the solution of the Dirichlet problem minimizes the energy.

Proof. Applying (3.2.14) to the left hand side of (3.2.18) we obtain

1

2

∑
x,y∈V

(∇xyv)2ρxy = −
∑
x∈V

∆ρv(x)v(x)

= −
∑

x∈V \B0

∆ρv(x)v(x)−∆ρv(a0)v(a0)−
∑
b∈B

∆ρv(b)v(b)

= −∆ρv(a0),

since v is the solution of (3.2.1). The statement (3.2.18) is proved due to Lemma
3.2.7.
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Let g = f − v. Then g(b) = 0 for any b ∈ B0. Therefore,

1

2

∑
x,y∈V

(∇xyf)2ρxy =
1

2

∑
x,y∈V

(∇xy(g + v))2ρxy =
1

2

∑
x,y∈V

(∇xyg +∇xyv)2ρxy

=
1

2

∑
x,y∈V

((∇xyg)2 + 2(∇xyg)(∇xyv) + (∇xyv)2)ρxy

=
1

2

∑
x,y∈V

(∇xyv)2ρxy +
1

2

∑
x,y∈V

(∇xyg)2ρxy +
∑
x,y∈V

(∇xyv)(∇xyg)ρxy,

where the last term vanishes by Green’s formula (3.2.14), since g(b) = 0 for any
b ∈ B0 and v is the solution of the Dirichlet problem (3.2.1), and the second term
is greater then zero whenever g 6≡ 0. Therefore, (3.2.19) is proved and an equality
is attained if and only if f ≡ v.

3.2.2 Basic properties

In this subsection we present some transforms of a finite network, which do not
change the solution of the Dirichlet problem (3.2.1) nor the effective admittance
of the network. Particularly we prove that some known physical transforms (i.e.
star-mesh transform, Y −∆ transform, series law) follow from Gaussian elimination
method for the Dirichlet problem. Moreover, edges of networks have positive weights
after these transforms.
Theorem 3.2.9 (Star-mesh transform over an ordered field). Let Γ = (V, ρ, a0, B)

be a finite network over an ordered field K, |V | = n, B0 = B∪{a0}, and x1, . . . , xm ∈
V , 3 ≤ m ≤ n, are such that

• x1 6∈ B0,

• y 6∼ x1 for all y ∈ V \ {x2, . . . , xm},

If one removes the vertex x1, edges x1xi, i = 2,m and change the admittances of the
edges xixj , i, j = 2,m, i 6= j as follows:

ρ̃xixj = ρxixj +
ρx1xiρx1xj
ρ(x1)

, (3.2.20)

not changing the other admittances, then for the new network the solution of the
Dirichlet problem (3.2.1) for all the vertices will be the same as the solution of the
Dirichlet problem on the original network at corresponding vertices.
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x1

x2

x3

x4

x5

x6

x7

x2

x3

x4

x5

x6

x7

Figure 3.1: Star-mesh transform over an ordered field for m = 7

Proof. Without loss of generality we can assume that x1, . . . , xl 6∈ B0, where l =

m − |{x1, . . . , xm} ∩ B0|. Let k = |B|. Then the Dirichlet problem (3.2.1) for the
network Γ can be rewritten in a matrix form

Av̂ = b,

where

A =



ρ(x1) −ρx1x2 . . . −ρx1xl 0 . . . 0

−ρx1x2 ρ(x2) . . . −ρx2xl −ρx2xm+1 . . . −ρx2xn−k−1

. . . . . . . . . . . . . . . . . . . . .

−ρx1xl −ρx2xl . . . ρ(xl) −ρxlxm+1 . . . −ρxlxn−k−1

0 −ρx2xm+1 . . . −ρxlxm+1 ρ(xm+1) . . . −ρxm+1xn−k−1

. . . . . . . . . . . . . . . . . . . . .

0 −ρx2xn−k−1
. . . −ρxlxn−k−1

−ρxm+1xn−k−1
. . . ρ(xn−k−1)


,

v̂ = [v(x1), v(x2), . . . , v(xl), v(xm+1), . . . , v(xn−k−1)]
T ,

and
b = [ρa0x1 , ρa0x2 , . . . , ρa0xl , ρa0xm+1 , . . . , ρa0xn−k−1

]T ,

since y 6∼ x1 for all y ∈ V \ {x2, . . . , xm}, v(a0) = 1, v|B ≡ 0.

We will show, that the star-mesh transform is an application of Gaussian elimination
method for the first row. Indeed, applying Gaussian elimination method for the first
row of the augmented matrix Ā = [A|b] we obtain the matrix Ã =

1 − ρx1x2
ρ(x1)

. . . − ρx1xl
ρ(x1)

0 . . . 0
ρa0x1
ρ(x1)

0 ρ∗(x2) . . . −ρ̃x2xl −ρx2xm+1 . . . −ρx2xn−k−1
ρ∗a0x2

. . . . . . . . . . . . . . . . . . . . . . . .

0 −ρ̃x2xl . . . ρ∗(xl) −ρxlxm+1 . . . −ρxlxn−k−1
ρ∗a0xl

0 −ρx2xm+1 . . . −ρxlxm+1 ρ(xm+1) . . . −ρxm+1xn−k−1
ρa0xm+1

. . . . . . . . . . . . . . . . . . . . . . . .

0 −ρx2xn−k−1
. . . −ρxlxn−k−1

−ρxm+1xn−k−1
. . . ρ(xn−k−1) ρa0xn−k−1


,
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since ρ(x1) 6= 0, where

ρ∗(xi) = ρ(xi)−
ρ2x1xi
ρ(x1)

and ρ∗a0xi = ρa0xi +
ρx1xiρa0x1
ρ(x1)

for all i = 2, l

and ρ̃xixj as in (3.2.20).

Note that for all i = 2, l

ρ̃(xi) =ρ(xi)− ρx1xi −
m∑
j=2
j 6=i

ρxixj +
m∑
j=2
j 6=i

ρ̃xixj

=ρ(xi)− ρx1xi −
m∑
j=2
j 6=i

ρxixj +

m∑
j=2
j 6=i

(
ρxixj +

ρx1xiρx1xj
ρ(x1)

)

=ρ(xi)− ρx1xi +

m∑
j=2
j 6=i

ρx1xiρx1xj
ρ(x1)

=ρ(xi)− ρx1xi +
ρx1xi
ρ(x1)

m∑
j=2
j 6=i

ρx1xj

=ρ(xi)− ρx1xi +
ρx1xi
ρ(x1)

m∑
j=2

ρx1xj −
ρx1xi
ρ(x1)

ρx1xi

=ρ(xi)− ρx1xi +
ρx1xi
ρ(x1)

ρ(x1)−
ρ2x1xi
ρ(x1)

=ρ(xi)−
ρ2x1xi
ρ(x1)

= ρ∗(xi)

ρ∗a0xi = ρa0xi +
ρx1xiρa0x1
ρ(x1)

=

{
ρ̃a0xi , if a0 ∈ {x2, . . . , xm}
ρa0xi , otherwise, since then ρa0x1 = 0.

Hence, Ã =

1 − ρx1x2
ρ(x1)

. . . − ρx1xl
ρ(x1)

0 . . . 0
ρa0x1
ρ(x1)

0 ρ̃(x2) . . . −ρ̃x2xl −ρx2xm+1 . . . −ρx2xn−k−1
ρ∗a0x2

. . . . . . . . . . . . . . . . . . . . . . . .

0 −ρ̃x2xl . . . ρ̃(xl) −ρxlxm+1 . . . −ρxlxn−k−1
ρ∗a0xl

0 −ρx2xm+1 . . . −ρxlxm+1 ρ(xm+1) . . . −ρxm+1xn−k−1
ρa0xm+1

. . . . . . . . . . . . . . . . . . . . . . . .

0 −ρx2xn−k−1
. . . −ρxlxn−k−1

−ρxm+1xn−k−1
. . . ρ(xn−k−1) ρa0xn−k−1


,

Therefore, we can eliminate the variable v(x1) from the Dirichlet problem, changing
admittances as in the statement of the theorem.
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Corollary 3.2.10. Under the star-mesh transform of the network the effective ad-
mittance does not change.

Proof. In the proof we will use the notations from the proof of the Theorem 3.2.9.

The case {x1, . . . , xm} ∩ B0 = ∅ is trivial. The cases, when {x1, . . . , xm} ∩ B = ∅
or {x1, . . . , xm} ∩ {a0} = ∅ are obvious, due to (3.2.16).

Otherwise, we can assume, without loss of generality, that xm = a0. Then, denoting
the effective admittance of the new network by P̃, we have

P =
∑
x 6=a0

(1− v(x))ρxa0

=(1− v(x1))ρx1a0 +

m−1∑
i=2

(1− v(xi))ρxia0 +
∑

x 6∈{x1,...,xm}

(1− v(x))ρxa0

=P̃ −
m−1∑
i=2

(1− v(xi))ρ̃xia0 + (1− v(x1))ρx1a0 +

m−1∑
i=2

(1− v(xi))ρxia0

=P̃ −
m−1∑
i=2

(1− v(xi))
ρx1a0ρx1xi
ρ(x1)

+ (1− v(x1))ρx1a0

=P̃ − ρx1a0
m−1∑
i=2

(1− v(xi))
ρx1xi
ρ(x1)

+

(
1−

m−1∑
i=2

v(xi)
ρx1xi
ρ(x1)

− ρx1a0
ρ(x1)

)
ρx1a0

=P̃ − ρx1a0

(
m−1∑
i=2

ρx1xi
ρ(x1)

−
m−1∑
i=2

v(xi)
ρx1xi
ρ(x1)

)
+

(
1−

m−1∑
i=2

v(xi)
ρx1xi
ρ(x1)

− ρx1a0
ρ(x1)

)
ρx1a0

=P̃ − ρx1a0

(
ρ(x1)

ρ(x1)
− ρx1xm
ρ(x1)

−
m−1∑
i=2

v(xi)
ρx1xi
ρ(x1)

)
+

(
1−

m−1∑
i=2

v(xi)
ρx1xi
ρ(x1)

− ρx1a0
ρ(x1)

)
ρx1a0

=P̃,

since

ρ(x1) =
m∑
i=2

ρx1xi and v(x1) =
l∑

i=2

v(xi)
ρx1xi
ρ(x1)

+
ρx1a0
ρ(x1)

=
m−1∑
i=2

v(xi)
ρx1xi
ρ(x1)

+
ρx1a0
ρ(x1)

(see the first line of Ã and note that v(xj) = 0 for all j = j + 1,m− 1 and a0 =

xm).

Series law and Y −∆ transform are particular cases of a star-mesh transform. Since
multigraphs are not allowed in this thesis, we will use a modification of parallel law
and refer to it as parallel-series law.
Corollary 3.2.11 (Series law over an ordered field). Let Γ = (V, ρ, a0, B) be a finite
network over an ordered field, B0 = B ∪ {a0}. Let a, b, c ∈ V are such, that
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• b 6∈ B0,

• a 6∼ c, a ∼ b, b ∼ c,

• b 6∼ x for all x ∈ V \ {a, c}.

If one removes the vertex b, edges ab, bc and add the edge ac with the admittance

ρ̃ac =
ρabρbc
ρab + ρbc

,

not changing other admittances, then for the new network the solution of the Dirich-
let problem (3.2.1) for all the vertices will be the same as the solution of the Dirichlet
problem on the original network at corresponding vertices. The effective admittance
of the new network coincides with the effective admittance of the original one.
Remark 3.2.12. The corresponding equation for impedances is then

z̃ac = zab + zbc,

which corresponds to the well-known physical series law.

a b czab zbc a cz̃ac = zab + zbc

Figure 3.2: Series law over an ordered field

Proof. Apply Theorem 3.2.9 and Corollary 3.2.10 (x1 = b) for the case m = 3 and
ρac = 0.

Corollary 3.2.13 (Parallel-series law over an ordered field). Let Γ = (V, ρ, a0, B)

be a finite network over an ordered field, B0 = B ∪ {a0}.
Let a, b, c ∈ V are such, that

• b 6∈ B0,

• a ∼ b, b ∼ c, a ∼ c,

• b 6∼ x for all x ∈ V \ {a, c}.

If one removes the vertex b, edges ab, bc and add the edge ac with the admittance

ρ̃ac =
ρabρbc
ρab + ρbc

+ ρac,

not changing other admittances, then for the new network the solution of the Dirich-
let problem (3.2.1) for all the vertices will be the same as the solution of the Dirichlet
problem on the original network for corresponding vertices. The effective admittance
of the new network coincides with the effective admittance of the original one.
Remark 3.2.14. The corresponding equation for the impedances is then

1

z̃ac
=

1

zab + zbc
+

1

zac

which corresponds to an application of the physical series law and then an applica-
tion of the physical parallel law.
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a

b

c

zab zbc

zac a cz̃ac

Figure 3.3: Parallel-series law over an ordered field

Proof. Apply Theorem 3.2.9 and Corollary 3.2.10 (x1 = b) for the case m = 3.

Theorem 3.2.15 (Y −∆ transform over an ordered field). Let Γ = (V, ρ, a0, B) be
a finite network, B0 = B ∪ {a0}. Let a, b, c, d ∈ V are such, that

• d 6∈ B0,

• d ∼ a, d ∼ b, d ∼ c,

• d 6∼ x for all x ∈ V \ {a, b, c}.

If one removes the vertex d, edges da, db, dc and set

ρ̃ab =
ρdaρdb

ρda + ρdb + ρdc
+ ρab,

ρ̃bc =
ρdbρdc

ρda + ρdb + ρdc
+ ρbc,

ρ̃ac =
ρdaρdc

ρda + ρdb + ρdc
+ ρac,

(3.2.21)

not changing other admittances, then for the new network the solution of the Dirich-
let problem (3.2.1) for all the vertices will be the same as the solution of the Dirichlet
problem on the original network for the corresponding vertices. The effective admit-
tance of the new network coincides with the effective admittance of the original one.
Remark 3.2.16. The corresponding equalities for the impedances are

1

z̃ab
=

zdc
zdazdb + zdbzdc + zdazdc

+
1

zab
,

1

z̃bc
=

zda
zdazdb + zdbzdc + zdazdc

+
1

zbc
,

1

z̃ac
=

zdb
zdazdb + zdbzdc + zdazdc

+
1

zac
.

(3.2.22)

From the physical point of view, if ρab, ρbc, ρac are all equal to zero, then it is just
Y −∆ transform, otherwise, it is Y −∆ transform and the parallel law.
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a

b

c

d
zda

zdb

zdc

zab zbc

zac
a

b

c

z̃ab z̃bc

z̃ac

Figure 3.4: Y −∆ transform over an ordered field

Proof. Theorem 3.2.9 and Corollary 3.2.10 (x1 = d) for the case m = 4.

The Y − ∆ transform is invertible. In general, it is not the case for a star-mesh
transform.
Theorem 3.2.17 (∆− Y transform over an ordered field). Let Γ̃ = (V, ρ̃, a0, B) be
a finite network and let a, b, c ∈ V are such, that a ∼ b, b ∼ c, and a ∼ c. If one add
a vertex d and edges da, db, dc setting

ρda =
ρ̃acρ̃bc + ρ̃acρ̃ab + ρ̃abρ̃bc

ρ̃bc
,

ρdb =
ρ̃acρ̃bc + ρ̃acρ̃ab + ρ̃abρ̃bc

ρ̃ac
,

ρdc =
ρ̃acρ̃bc + ρ̃acρ̃ab + ρ̃abρ̃bc

ρ̃ab
,

and remove the edges ab, bc, ac not changing other admittances, then for the new
network

Γ = (V ∪ {d}, ρ, a0, B),

the solution of the Dirichlet problem (3.2.1) for any vertex in V will be the same as
the solution of the Dirichlet problem on the original network for the corresponding
vertex. Moreover, the effective admittance does not change under this transform.
Remark 3.2.18. The corresponding equalities for the impedances are

zda =
z̃abz̃ac

z̃ab + z̃bc + z̃ac
,

zdb =
z̃abz̃bc

z̃ab + z̃bc + z̃ac
,

zdc =
z̃bcz̃ac

z̃ab + z̃bc + z̃ac
.
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a

b

c

z̃ab z̃bc

z̃ac
a

b

c

d

zda

zdb

zdc

Figure 3.5: ∆− Y transform over an ordered field

Proof. To prove the theorem it is enough to express ρda, ρdb and ρdc from (3.2.21),
assuming ρab = 0, ρbc = 0, and ρac = 0. Summing up the inverses of all three
equations one obtains

1

ρ̃ab
+

1

ρ̃bc
+

1

ρ̃ac
=

(ρad + ρbd + ρcd)
2

ρdaρdbρdc

Since both sides are strictly positive, the last equation is equivalent to

ρ̃abρ̃bcρ̃ac
ρ̃abρ̃bc + ρ̃bcρ̃ac + ρ̃abρ̃ac

=
ρdaρdbρdc

(ρad + ρbd + ρcd)2
(3.2.23)

Multiplying the both sides of (3.2.23) by

1

ρ̃abρ̃ac
=

(ρad + ρbd + ρcd)
2

ρ2daρdbρdc
,

which follows from (3.2.21), we get

ρ̃bc
ρ̃abρ̃bc + ρ̃bcρ̃ac + ρ̃abρ̃ac

=
1

ρda
.

Then the equation for ρda follows. To obtain the equations for ρdb and ρdc one

should multiply (3.2.23) by
1

ρ̃abρ̃bc
and

1

ρ̃acρ̃bc
respectively.

The fact that effective impedance and effective admittance do not change follows
from Theorem 3.2.15.

Remark 3.2.19. All described in this section transforms preserve the positivity of
admittances and impedances on the edges.

3.2.3 Examples of finite networks over the ordered field R(λ)

Example 3.2.20 (Simple network over R(λ)). Let us consider a network as at
Figure 3.6, a0 = 1, B = {0}, where the weights are considered as elements of R(λ).
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0

2

3

1

1

λ

1

λ

λ λ

Figure 3.6: Simple network over R(λ)

The Dirichlet problem for this network is



(v(0)− v(2))

λ
+

(v(1)− v(2))

λ
= 0,

(v(0)− v(3))λ+ (v(1)− v(3))λ = 0,

v(0) = 0,

v(1) = 1.

The determinant of this linear system is

D(λ) = 4.

The solution of the Dirichlet problem is

v = (v(0), v(1), v(2), v(3)) =

(
0, 1,

1

2
,
1

2

)

and the effective admittance is

P(λ) =
1

λ
v(2) + λv(3) =

λ2 + 1

2λ
.

Note that the effective admittance can be also calculated using series and parallel-
series laws (Corollaries 3.2.11 and 3.2.13).
Example 3.2.21 (Network over R(λ)). Let us consider the finite network over R(λ)

as at Figure 3.7 with a0 = 1, B = {0}.
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0
λ 3

1

λ

1

4

2

1

λ 1
λ

λ
1

λ

Figure 3.7: Network over R(λ)

The Dirichlet problem for this network is

(v(0)− v(2))

λ
+ (v(1)− v(2))λ+ (v(3)− v(2)) = 0,

(v(0)− v(3))λ+
(v(1)− v(3))

λ
+ (v(2)− v(3)) = 0,

(v(0)− v(4))λ+
(v(1)− v(4))

λ
= 0,

v(0) = 0,

v(1) = 1.

The determinant of this system is

D = D(λ) =−
(

1

λ2
+

2

λ
+ 2 + 2λ+ λ2

)(
λ+

1

λ

)
=− 1

λ3
(λ+ 1)2(λ2 + 1)2,

and the solution of the Dirichlet problem is



v(0) = 0,

v(1) = 1,

v(2) =
λ

1 + λ
,

v(3) =
1

1 + λ
,

v(4) =
1

1 + λ2
.

Then the effective admittance is

P(λ) =
1

λ
v(2) + λv(3) + λv(4) =

λ2 + λ+ 1

λ2 + 1
. (3.2.24)
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Example 3.2.22 (One more network over R(λ)). Let us consider the finite network
over R(λ) as at Figure 3.8 with a0 = 2, B = {0}.

0

1

3

2

λ

1

1

λ

λ+
1

λ
− 1 =

λ2 − λ+ 1

λ

Figure 3.8: One more network over R(λ)

The Dirichlet problem is as follows:

(v(0)− v(1))λ+
v(2)− v(1)

λ
= 0,

(v(0)− v(3)) + (v(2)− v(3))(λ+
1

λ
− 1) = 0,

v(0) = 0,

v(2) = 1.

The determinant of this system is

D = D(λ) =
1

λ2
(λ2 + 1)2.

The solution of the Dirichlet problem is

v(1) =
1

λ2 + 1
, v(3) =

λ2 − λ+ 1

λ2 + 1
.

and the effective admittance is

P(λ) = λv(1) + v(3) = 1.

3.3 Effective admittance of infinite networks over an or-
dered field

In this section we consider infinite networks over an ordered field. In Subsection
3.3.1 we generalize the concept of effective admittance for infinite networks (see
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e.g. [18], [32]) to the case of an ordered field. Unfortunately, in the case of non-
Archimedean field the effective admittance can not be defined as a limit of partial
effective admittances for any infinite network even in the case of Cauchy complete
field (see Subsection 3.3.2 for the examples).

3.3.1 Infinite networks with zero potential at infinity

Let Γ = (V, ρ, a0, B) be an infinite network over an ordered field (K,�).

Let dist (x, y) be the graph distance on V , that is, the minimal value of n such that
there exists a path {xk}nk=0 connecting x and y, that is,

x = x0 ∼ x1 ∼ ... ∼ xn = y.

Let us consider the sequence of finite graphs (Vn, ρ|Vn×Vn), where

Vn = {x ∈ V | dist(a0, x) ≤ n}, n ∈ N.

We denote by
∂Vn = {x ∈ V | dist(a0, x) = n}

the boundary of the graph (Vn, ρ|Vn×Vn). Note that Vn+1 = ∂Vn+1 ∪ Vn.

Let us denote Bn = B ∩ Vn. Let

Γn = (Vn, ρ|Vn×Vn , a0, Bn ∪ ∂Vn), n ∈ N

Then {Γn}∞n=1 is the sequence of finite networks exhausted the infinite network Γ.

This is an analogue of the approach to infinite networks with real weights in [18]
and [32].

Let us consider the Dirichlet problem (3.2.1) on each Γn:

∑
y:y∼x

(v(n)(y)− v(n)(x))ρxy = 0 on Vn \ (∂Vn ∪Bn ∪ {a0}),

v(n)(x) = 0 on ∂Vn ∪Bn,

v(n)(a0) = 1.

(3.3.1)

Let us denote by Pn the effective admittance of Γn.
Theorem 3.3.1. For any infinite network over (K,�),

Pn+1 � Pn. (3.3.2)

Proof. By Dirichlet/Thomson’s principle we have

Pn+1 �
1

2

∑
x,y∈Vn+1

(∇xyf)2ρxy (3.3.3)
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for any f : Vn+1 → K such that f(a0) = 1, f |∂Vn+1∪Bn+1
≡ 0.

Since (Vn+1 \ ∂Vn+1) = Vn and Bn+1 ∩ Vn = Bn, the inequality (3.3.3) is true for

f(x) =

{
v(n)(x), if x ∈ Vn,
0, if x ∈ ∂Vn+1,

where v(n) is the solution of (3.3.1) for Γn. Then

1

2

∑
x,y∈Vn+1

(∇xyf)2ρxy =
1

2

∑
x,y∈Vn

(∇xyf)2ρxy +
1

2

∑
x,y∈∂Vn+1

(∇xyf)2ρxy

=
1

2

∑
x,y∈Vn

(∇xyv(n))2ρxy + 0 = Pn + 0,

where the last equality is true by conservation of energy (3.2.18). Together with
(3.3.3), it gives us (3.3.2).

Remark 3.3.2. Even in a Cauchy complete non-Archimedean ordered field inequal-
ities (3.3.2) for all n ∈ N do not imply, that the sequence {Pn}∞n=1 converges.
Definition 3.3.3. If for a given infinite network Γ the limit of effective admittances
of the exhausted finite networks exists in K, we refer to this limit as the effective
admittance of the network Γ (with zero potential at infinity) and denote it by P.

3.3.2 Examples: ladder networks over the Levi-Civita field

In this subsection we investigate the behaviour of the sequence {Pαβn }∞n=1 of effective
admittances of finite networks exhausted the ladder network (αβ-network) as at
Figure 3.9 (α, β ∈ K, α, β � 0).

0 α 2 α 4 (2n− 2) α 2n

β

1

β

3

β

(2n− 3)

β

(2n− 1)

Figure 3.9: Infinite αβ-network over an ordered field

Namely,
V = {0, 1, 2, . . . }, B = {1, 3, . . . }, a0 = 0.

The admittances of the edges (2k− 2) ∼ 2k are α and the admittances of the edges
(2k − 1) ∼ 2k are β.

We will refer to such a network as an infinite αβ-network over an ordered field K
and denote it by ΓαβK .
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This network is similar to Feynman’s ladder network and CL-network (see [15], [39]),
but has zero potential at infinity. Therefore, for any ordered field K the Theorem
3.3.1 is true for this network. We will show (Example 3.3.6 and Example 3.3.10)
that whether {Pn}∞n=1 converges in Cauchy completion of K depends on α and β.

3.3.2.1 Finite ladder network over ordered field

Let {Γn}n∈N be a sequence of finite networks exhausted an αβ-network (see Figure
3.10).

0 α 2 α 4 2k (2n− 2) α 2n

β

1

β

3

β

(2k − 1)

β

(2n− 3)

Figure 3.10: Finite ladder network

The Dirichlet problem (3.2.1) for the network Γn is the following
αv(2k − 2) + βv(2k − 1) + αv(2k + 2)− (2α+ β)v(2k) = 0 for k = 1, n− 1,

v(2n) = 0,

v(2k − 1) = 0 for k = 1, n− 1,

v(0) = 1.
(3.3.4)

Denoting vk = v(2k) we obtain the following recurrence relation for vk, k = 1, n− 1

vk+1 −
(

2 +
β

α

)
vk + vk−1 = 0 (3.3.5)

since v(2k − 1) = 0 for k = 1, n− 1. The characteristic polynomial of (3.3.5) is

ψ2 −
(

2 +
β

α

)
ψ + 1 = 0. (3.3.6)

Its roots are
ψ1,2 = 1 +

β

2α
± ξ,

where

ξ =

√
β

α
+

(
β

2α

)2

. (3.3.7)

Note that ξ should not necessary belong to K. It is known, that any ordered field
posses a real-closed extension K. Then in K exists exactly one positive square root
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of
β

α
+

(
β

2α

)2

(see [6, pp. A.VI.23–A.VI.28] and Appendix B). Therefore, we fix

the extension K, denote the positive square root by ξ, and make all the further
calculations in K.

The solution of the recurrence relation (3.3.5) is

vk = c1ψ
k
1 + c2ψ

k
2 , (3.3.8)

where c1, c2 ∈ K are arbitrary constants.

We use the second and the forth equations in (3.3.4) as boundary conditions for this
recurrence equation. Substituting (3.3.8) in the boundary conditions we obtain the
following equations for the constants:{

c1 + c2 = 1,

c1ψ
n
1 + c2ψ

n
2 = 0.

Therefore, 
c1 =

1

1− ψ2n
1

,

c2 =
1

1− ψ2n
2

=
−ψ2n

1

1− ψ2n
1

,

since ψ1ψ2 = 1 by (3.3.6).

Now we can calculate the effective admittance of Γn:

Pn =α (1− v(2)) = α (1− v1) = α (1− c1ψ1 − c2ψ2)

=

α

((
1 +

β

2α
+ ξ

)2n−1
+ 1

)(
β

2α
+ ξ

)
(

1 +
β

2α
+ ξ

)2n

− 1

.
(3.3.9)

Since Pn is an element of K as a rational function of the solution of the Dirichlet
problem (3.2.1) over K, it can be written without ξ:

Pn =α (1− c1ψ1 − c2ψ2) = α

(
1− ψ1

1− ψ2n
1

− ψ2

1− ψ2n
2

)
=α

(
1−

ψ1

(
1− ψ2n

2

)
+ ψ2

(
1− ψ2n

1

)(
1− ψ2n

1

) (
1− ψ2n

2

) )
= α

(
1−

ψ1 + ψ2 −
(
ψ2n−1
2 + ψ2n−1

1

)
2−

(
ψ2n
1 + ψ2n

2

) )

=α

1−
2 +

β

α
− 2

n−1∑
k=0

(
2n−1
2k

)(
1 +

β

2α

)2n−2k−1
(
β

α
+

(
β

2α

)2
)k

2− 2
n∑
k=0

(
2n
2k

)(
1 +

β

2α

)2n−2k
(
β

α
+

(
β

2α

)2
)k

 ,

where in the last line we have used a binomial expansion.
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3.3.2.2 Infinite ladder networks over the Levi-Civita field R

We will consider two examples of αβ-network over the Levi-Civita field. Firstly, let
us describe the Levi-Civita field R. We take the definition of R and theorems about
its properties from [4], [28], [29] and [30]. For more details see Appendix B.
Definition 3.3.4. A subset M of the rational numbers Q is called left-finite if for
every r ∈ Q there are only finitely elements of M that are smaller than r.

Then the Levi-Civita field R is the set of all real valued functions on Q with left-finite
support with the following operations:

for any α, β ∈ R

• addition is defined component-wise

(α+ β)(q) = α(q) + β(q),

• multiplication is defined as follows

(α · β)(q) =
∑

qα,qβ∈Q,
qα+qβ=q

α(qα) · β(qβ).

It is proved in [4], that R is an ordered field with a set of positive elements

R+ = {α ∈ R | α(min{q ∈ Q | α(q) 6= 0}) > 0}. (3.3.10)

We denote by τ the following element in R:

τ(q) =

{
1, if q = 1,

0, otherwise,
(3.3.11)

which plays role of infinitesimal in the Levi-Civita field. Therefore, the Levi-Civita
field is non-Archimedean.

By [4] we can write any α ∈ R as

α =

∞∑
i=1

α(qi)τ
qi , (3.3.12)

since αn =
n∑
i=1

α(qi)τ
qi converges strongly to the limit α in the order topology (see

Subsection B.2.2).

The set of all polynomials over real numbers

R[τ ] = {b0 + b1τ + · · ·+ bnτ
n | bi ∈ R, n ∈ N0}
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is a subring of the Levi-Civita field due to (3.3.12). Therefore, since R is a field,
the field of rational functions with real coefficients

R(τ) =

{
bkτ

k + bk+1τ
k+1 + · · ·+ bnτ

n

dlτ l + dl+1τ l+1 + · · ·+ dmτm
| bi, di ∈ R, n,m, k, l ∈ N0, n ≥ k,m ≥ l

}
is isomorphic to a subfield of the Levi-Civita field.

Note that the corresponding order in the field R(τ) is the following:

bkτ
k + bk+1τ

k+1 + · · ·+ bnτ
n

dlτ l + dl+1τ l+1 + · · ·+ dmτm
� 0 if

bk
dl
> 0, (3.3.13)

assuming k ≤ n, l ≤ m, bk 6= 0, dl 6= 0. Therefore, we can consider the Levi-Civita
fieldR as an ordered extension of the ordered field R(τ) with the positiveness defined
as (3.3.13).
Example 3.3.5. Let us find the element in R, which corresponds to the rational

function
1

3− 4τ + τ2
, i.e. we should find the sequences {qi} ∈ Q and {α(qi)} ∈ R

such that

(
3− 4τ + τ2

)( ∞∑
i=1

α(qi)τ
qi

)
= 1.

Comparing the coefficients at powers of τ at right hand side and left hand side,
starting from the lowest power, one obtains

q1 = 0, α(q1) =
1

3
,

q2 = 1, α(q2) =
4

9
,

and the recurrence relation

qi = qi−1 + 1, 3α(qi)− 4α(qi−1) + α(qi−2) = 0 for i > 2.

Therefore, solving the recurrence relation for α(qi), we obtain

α(qi) = − 1

2 · 3i
+

1

2

and
1

3− 4τ + τ2
=

∞∑
i=1

(
− 1

2 · 3i
+

1

2

)
τ i−1.

To considerR as an ordered extension of the ordered field R(λ) with the positiveness
defined in Definition 3.1.1, we make a substitution

τ =
1

λ
. (3.3.14)
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Consequently, we can consider admittances in the from (3.0.1), i.e.

ρxy =
λ

Lxyλ2 +Rxyλ+Dxy
=

τ−1

Lxyτ−2 +Rxyτ−1 +Dxy
=

τ

Lxy +Rxyτ +Dxyτ2
,

Lxy, Rxy, Dxy ≥ 0, Lxy + Rxy + Dxy 6= 0, as elements of the Levi-Civita field and
investigate the behavior of the sequence of effective admittances of finite networks.
By [4] the Levi-Civita field is Cauchy complete in order topology and real-closed.
Example 3.3.6 (Feynman’s ladder). Let us consider the Feynman’s infinite ladder
LC-network, assuming that it has zero potential at infinity. It is an αβ-network

with α =
1

Lλ
= L−1τ , β = Cλ = Cτ−1, where L,C > 0, α, β ∈ R.

Statement 3.3.7. For the Feynman’s ladder LC-network (α = L−1τ , β = Cτ−1,
where L,C > 0) with zero potential at infinity

Pn →
β

β

2α
+ ξ

as n→∞ (3.3.15)

in the order topology of the Levi-Civita field, where Pn is the sequence of the effective
admittances of the exhausted finite networks, ξ is as in (3.3.7).
Remark 3.3.8. For the Feynman’s ladder LC-network

β

β

2α
+ ξ

= − C
2τ

+
τ

L

√
LC

τ2
+

(
LC

2τ2

)2

and the motivation for this quantity was Feynman’s calculations for infinite ladder
LC-network (see [15, p. 22-13]).

Proof. Firstly, we should write ξ as an element of the Levi-Civita field, i.e. as a
power series (3.3.12).

ξ =

√
LC

τ2
+

(
LC

2τ2

)2

=
LC

2τ2

√
4τ2

LC
+ 1 =

LC

2τ2

∞∑
k=0

(1

2
k

)(
4τ2

LC

)k
=
LC

2τ2
· 1 +

LC

2τ2
· 1

2
· 4τ2

LC
− 1

8
· LC

2τ2
·
(

4τ2

LC

)2

+ o
(
τ2
)

=
LC

2
τ−2 + 1− τ2 + o

(
τ2
)
.

Note that here and further o (τm), where m ∈ Z, means
∞∑

k=m+1

akτ
k, ak ∈ R.
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Let us calculate the difference Pn −
β

β

2α
+ ξ

(see (3.3.9)).

Pn −
β

β

2α
+ ξ

=

α

(
β

2α
+ ξ

)((
1 +

β

2α
+ ξ

)2n−1
+ 1

)
(

1 +
β

2α
+ ξ

)2n

− 1

− β

β

2α
+ ξ

=

α

(
β

2α
+ ξ

)2
((

1 +
β

2α
+ ξ

)2n−1
+ 1

)
− β

((
1 +

β

2α
+ ξ

)2n

− 1

)
((

1 +
β

2α
+ ξ

)2n

− 1

)(
β

2α
+ ξ

)
The nominator A of the last expression is

A =α

((
1 +

β

2α
+ ξ

)2n−1
+ 1

)(
β

2α
+ ξ

)2

− β

((
1 +

β

2α
+ ξ

)2n

− 1

)

=α (A1 + 1)

(
β

2α
+ ξ

)2

− β
((

1 +
β

2α
+ ξ

)
A1 − 1

)
,

where A1 =

(
1 +

β

2α
+ ξ

)2n−1
.

Since (
β

2α
+ ξ

)2

=
β2

4α2
+
β

α
ξ + ξ2 =

β2

2α2
+
β

α
+
β

α
ξ =

β

α

(
β

2α
+ 1 + ξ

)
and

ξ2 =
β

α
+

β2

4α2
,

we have

A =α (A1 + 1)
β

α

(
β

2α
+ 1 + ξ

)
− β

((
1 +

β

2α
+ ξ

)
A1 − 1

)
=A1 · 0 + 2β +

β2

2α
+ βξ = 2α

(
β

α
+

β2

4α2
+

β

2α
ξ

)
=2α

(
ξ2 +

β

2α
ξ

)
= 2αξ

(
ξ +

β

2α

)
.

Therefore,

Pn −
β

β

2α
+ ξ

=
2αξ(

1 +
β

2α
+ ξ

)2n

− 1

. (3.3.16)
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The right hand side of the last expression is positive in R (since α, β, ξ � 0),
therefore ∣∣∣∣∣∣∣Pn −

β

β

2α
+ ξ

∣∣∣∣∣∣∣ =
2αξ(

1 +
β

2α
+ ξ

)2n

− 1

=
2τξ

L

((
1 +

LC

2τ2
+ ξ

)2n

− 1

)

=
LCτ−1 + 2τ − 2τ3 + o

(
τ3
)

L
(

(LCτ−2 + 2− τ2 + o (τ2))2n − 1
)

=
LCτ−1 + 2τ − 2τ3 + o

(
τ3
)

L (LCτ−2)2n + o (τ−4n)

=
(
Cτ−1 + o

(
τ−1

))( 1

(LC)2n
τ4n + o

(
τ4n
))

=
C

(LC)2n
τ4n−1 + o

(
τ4n−1

)
→ 0,

when n→∞. Indeed, for any ε � 0, ε =
∞∑
i=1

ε(qi)τ
qi we have

C

(LC)2m
τ4m−1 + o

(
τ4m−1

)
≺ ε

for any m >

⌊
q1 + 1

4

⌋
+ 1.

Remark 3.3.9. From the proof one can see that (3.3.15) is true for αβ-network

whenever for any γ ∈ R exists N0 ∈ N such that n > N0 implies
(
β

α

)n
� γ (see

denominator in (3.3.16)).
Example 3.3.10 (CL-network). Let us consider ladder CL-network ([39]), assum-
ing that it has zero potential at infinity. Namely, αβ-network with α = Cτ−1,
β = L−1τ .
Statement 3.3.11. For the CL-network (α = Cτ−1, β = L−1τ , L,C > 0) the
effective admittances of the exhausted finite networks do not converge in R.

Proof. In this case

ξ =

√
α

β
+

(
α

2β

)2

=
τ√
CL

+

(
τ

2
√
CL

)3

+ o(τ3).
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Let us prove, that {Pn}∞n=1 is not a Cauchy sequence in R. Indeed, by (3.3.9)

Pn+1 − Pn =

α

(
β

2α
+ ξ

)((
1 +

β

2α
+ ξ

)2n+1

+ 1

)
(

1 +
β

2α
+ ξ

)2n+2

− 1

−
α

(
β

2α
+ ξ

)((
1 +

β

2α
+ ξ

)2n−1
+ 1

)
(

1 +
β

2α
+ ξ

)2n

− 1

=α

(
β

2α
+ ξ

)
(

1 +
β

2α
+ ξ

)2n+1

+ 1(
1 +

β

2α
+ ξ

)2n+2

− 1

−

(
1 +

β

2α
+ ξ

)2n−1
+ 1(

1 +
β

2α
+ ξ

)2n

− 1


Since

ψ1 = 1 +
β

2α
+ ξ = 1 +

τ√
CL

+ o
(
τ1
)
,

we can rewrite

Pn+1 − Pn = α

(
β

2α
+ ξ

)(
ψ2n+1
1 + 1

ψ2n+2
1 − 1

− ψ2n−1
1 + 1

ψ2n
1 − 1

)
=α

(
β

2α
+ ξ

) (
ψ2n+1
1 + 1

) (
ψ2n
1 − 1

)
−
(
ψ2n−1
1 + 1

) (
ψ2n+2
1 − 1

)(
ψ2n+2
1 − 1

) (
ψ2n
1 − 1

)
=Cτ−1

(
τ√
CL

+ o
(
τ1
)) (ψ2n+1

1 + 1
) (
ψ2n
1 − 1

)
−
(
ψ2n−1
1 + 1

) (
ψ2n+2
1 − 1

)(
ψ2n+2
1 − 1

) (
ψ2n
1 − 1

)
Substituting (

ψ2n+1
1 + 1

) (
ψ2n
1 − 1

)
−
(
ψ2n−1
1 + 1

) (
ψ2n+2
1 − 1

)
=

(
2 +

τ√
CL

(2n+ 1) + o
(
τ1
))( τ√

CL
(2n) + o

(
τ1
))

−
(

2 +
τ√
CL

(2n− 1) + o
(
τ1
))( τ√

CL
(2n+ 2) + o

(
τ1
))

=− 4
τ√
CL

+ o
(
τ1
)

in the nominator and(
ψ2n+2
1 − 1

) (
ψ2n
1 − 1

)
=

(
τ√
CL

(2n+ 2) + o
(
τ1
))( τ√

CL
(2n) + o

(
τ1
))

=
τ2

CL
(4n2 + 4n) + o

(
τ2
)

in the denominator, we obtain

Pn+1 − Pn =

(
C√
CL

+ o
(
τ0
))(

−4
τ√
CL

+ o
(
τ1
))( CL

4n2 + 4n
τ−2 + o

(
τ−2

))
=
−4C

4n2 + n
τ−1 + o

(
τ−1

)
� τ for any n ∈ N and for any L,C > 0.

Therefore, {Pn}∞n=1 is not a Cauchy sequence in R.
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Therefore, the following question:

Under what conditions the effective admittance of infinite network over
non-Archimedean field could be defined?

remains open. Note that Remark 3.3.9 gives a sufficient condition for αβ-network.

3.4 Relation to the networks over C

In this section we consider some relations between finite networks, introduced in
Chapter 2 (Definition 2.1.1) and ones over an ordered field R(λ) (Definition 3.1.4,
K = R(λ)).

Denote by PC(λ) the effective admittance considered in Chapter 2 for a finite net-
work (see Definition 3.2.4). The effective admittance from present chapter (see
Definition 3.2.4) for the field K = R(λ) will be denoted by PR(λ)(λ). Note that it
was already defined as a rational function on λ. Any rational function of λ ∈ C
takes values in C ∪ {∞} (for any λ ∈ C). 1 Consequently, any rational function
is continuous with the values in C ∪ {∞}. In particular, PR(λ)(λ) is a continuos
function of λ ∈ C with values in C ∪ {∞} (including the value ∞).

Firstly, let us point out, that the admittance of an edge in form (2.1.3), i.e.

ρ(λ)xy =
1

Lxyλ+Rxy +
Dxy
λ

=
λ

Lxyλ2 +Rxyλ+Dxy
, Rxy + Lxy +Dxy > 0

is always a positive function in R(λ) (see Definition 3.1.1). But the opposite is not
true. For example, the rational function

λ2 − λ+ 1

λ

is positive in R(λ), but it is not an admittance. Therefore, the weighted graph from
Example 2.3.3 and Example 3.2.22 is not a network by definition from Chapter 2,
but it is a network over an ordered field R(λ).

For finite networks, which can be considered in both approaches (i.e. for all networks
by Definition 2.1.1), the question

for which λ ∈ C \ {0} one have PC(λ) = PR(λ)(λ)?

is the same as the question of continuity of PC(λ), discussed in Subsection 2.3.
Indeed, By Cramer’s rule, applied in C, the function PC(λ) is also a rational function
of λ at all λ, where the determinant D(λ) of the Dirichlet problem does not vanish

1For any rational function P (λ)
Q(λ)

with polynomials P , Q, one can always assume that P and Q

have no common zeros, since otherwise their common linear factor can be cancelled. Hence, one
avoids indeterminate form 0

0
.
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(see Theorem 2.2.11). Moreover, at those λ, where D(λ) 6= 0 the equality PC(λ) =

PR(λ)(λ) is true by Cramer’s rule.

By Theorem 2.2.11, D(λ) vanishes only at finitely many values of λ, therefore, the
identity will be true at λ = λ0 if we know that PC(λ) is continuous in λ0. Hence, by
the same theorem, the identity is true for all but finite number of values λ, and the
identity is true for all λ such that Reλ > 0. The question remains open for λ on
the imaginary axis. For λ such that Reλ < 0 the effective admittances not always
coincide (see Examples 2.3.2 and 3.2.21 for λ = −1).

An interesing observation is that Theorem 3.2.1 provides another proof of Theorem
2.2.11. Namely, the fact that the determinant of the Dirichlet problem (2.2.1) is not
constantly zero follows from Theorem 3.2.1, applied in the ordered field K = R(λ).





Appendix A

Analysis on Graphs

Here we recall some definitions from analysis on graphs (see, e.g. [17]).
Definition A.0.1. A graph G is a couple (V,E) where V is a set of vertices, that
is, an arbitrary set, whose elements are called vertices, and E is a set of edges,
that is E consists of some unordered couples (x, y) where x, y ∈ V, x 6= y. We write
x ∼ y (x is adjoint to y) if (x, y) ∈ E. We denote the edge (x, y) by x ∼ y or xy.

For each point x, define its degree

deg(x) = |{y ∈ V : x ∼ y}| . (A.0.1)

that is deg(x) is the number of edges with endpoint x.
Definition A.0.2. A graph is called finite, if it has finite number of vertices. Oth-
erwise, a graph is called infinite.
A graph G is called locally finite if deg(x) <∞ for all vertices x of the graph).
Definition A.0.3. A finite sequence {xk}nk=0 of vertices on a graph is called a path
if xk ∼ xk+1 for all k = 0, 1, . . . , n−1. The number n of edges in the path is referred
to as the length of the path.
Definition A.0.4. A graph (V,E) is called connected if, for any two vertices x, y ∈
V , there is a path connecting x and y, that is a path {xk}nk=0 such that x0 = x and
xn = y.

If a graph (V,E) is connected, then define the graph distance dist(x, y) between any
two vertices x, y as follows: if x 6= y then dist(x, y) is the minimal length of a path
that connects x and y, and if x = y, then dist(x, y) = 0.
Lemma A.0.5. On any connected graph, the graph distance is a metric.
Theorem A.0.6. If (V,E) is a connected locally finite graph, then the set of vertices

V is either finite or countable. Moreover, V =
∞⋃
n=1

Bn, where

Bn = {y ∈ V : dist(x, y) ≤ n}

that is a ball with respect to the graph distance, for any fixed reference vertex x.
Definition A.0.7. A weighted graph is a couple (G,µ) where G = (V,E) is a graph
and µ : V × V → R is a non-negative function such that

• µxy = µyx,

• µxy 6= 0 if and only if x ∼ y.
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Any weight µxy gives rise to a function on vertices as follows:

µ(x) =
∑
y:y∼x

µxy.

Then µ(x) is called the weight of a vertex x.

Since the weight µ contains full information about the set of edges E, the weighted
graph can also be denoted by (V, µ).
Definition A.0.8. Let (V, µ) be a locally finite connected weighted graph. For any
function f : V → R, define the function ∆µf by

∆µf(x) =
1

µ(x)

∑
y∈V

f(y)µxy − f(x). (A.0.2)

The operator ∆µ acting on functions on V , is called the (discrete weighted) Laplace
operator on (V, µ).
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Theory of Ordered Fields

B.1 Definitions and results on ordered fields

In this section we recall some definitions on ordered fields from algebra (see, e.g.
[5], [6], [22], [37]).
Definition B.1.1. A field (K,+, ·) is called ordered if the property of positiveness
(� 0) is defined for its elements, and if it satisfies the following postulates:

• for every element k in K, just one of the relations

k = 0, k � 0,−k � 0

is valid.

• if k1, k2 ∈ K, k1 � 0 and k2 � 0, then k1 + k2 � 0 and k1 · k2 � 0.

If k ∈ K, k � 0, then we will call k positive. We will denote the set of all positive
elements by K+.

If −k � 0, we say: k is negative (k ≺ 0).

The ordering relation k1 � k2 in an ordered field is now defined by

k1 � k2, in words: k1 is greater than k2
(or k2 ≺ k1, in words: k2 is less than k1)

if k1 − k2 � 0.

For k1, k2 ∈ K we will write

k1 � k2, if k1 � k2 or k1 = k2.

Moreover, we will write
k1 ≺ k2, if k2 � k1

and
k1 � k2, if k1 ≺ k2 or k1 = k2.

Lemma B.1.2. The ordering relation satisfies the following properties:

• 1 � 0,
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• for any k ∈ K from k � 1 follows k−1 ≺ 1,

• for any k ∈ K, k 6= 0 from k ≺ 1 follows k−1 � 1,

• for any k ∈ K from k � 0 follows k−1 � 0,

• for any k1, k2 ∈ K either k1 � k2, k1 = k2 or k2 � k1,

• for any k1, k2 ∈ K from k1 � k2 follows −k1 ≺ −k2,

• for any k1, k2 ∈ K from k1 � 0, k2 � 0 and k1 � k2 follows k−11 ≺ k−12 ,

• for any k1, k2, k3 ∈ K from k1 � k2 and k2 � k3 follows k1 � k3,

• for any k1, k2, k3 ∈ K from k1 � k2 follows k1 + k3 � k2 + k3,

• for any k1, k2, k3, k4 ∈ K from k1 � k2 and k3 � k4 follows k1 + k3 � k2 + k4,

• for any k1, k2, k3 ∈ K from k1 � k2 and k3 � 0 follows k1 · k3 � k2 · k3,

• for any k1, k2, k3, k4 ∈ K from k1 � k2, k3 � k4 � 0 follows k1 · k3 � k2 · k4.

Moreover,
Theorem B.1.3. “ � ” defines a total order on the set K, i.e.

• for any k ∈ K, k � k,

• for any k1, k2, k3 ∈ K, if k1 � k2 and k2 � k3, then k1 � k3,

• for any k1, k2 ∈ K, if k1 � k2 and k2 � k1, then k1 = k2,

• for any k1, k2 ∈ K either k1 � k2 or k2 � k1.
Lemma B.1.4. Any finite non-empty subset F of an ordered field has maximum
and minimum.

Proof. Induction by |F | (i.e. number of elements in F ), using the fact that “ � ” is
a total order.

Definition B.1.5. An ordered field K is called Archimedean if for any k ∈ K there
exist n ∈ N, i. e.

n = 1 + · · ·+ 1︸ ︷︷ ︸
n

∈ K,

such that n � k.
Definition B.1.6. The absolute value of k ∈ K is defined as follows:

|k| =

{
k if k � 0,

−k otherwise (if k ≺ 0).

Lemma B.1.7. The mapping “| · |” : K → K has the following properties:

for any k, k1, k2 ∈ K

• |k| = 0 if and only if k = 0,
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• k � |k|,

• |k1 · k2| = |k1| · |k2|,

• |k1 + k2| � |k1|+ |k2|,

• ||k1| − |k2|| � |k1 − k2|,

• |k1| ≺ k2 ⇔ −k2 ≺ k1 ≺ k2,

• if k1 6= 0 then |k−11 | = |k1|−1.
Definition B.1.8. The characteristic of a field is the smallest number n ∈ N such
that

n = 1 + · · ·+ 1︸ ︷︷ ︸
n

= 0 ∈ K.

Lemma B.1.9. The characteristic of an ordered field is zero.

B.2 Levi-Civita field R

In this section we recall some definitions and results on Levi-Civita field R (see, e.g.
[4], [19], [28], [29], [30]). See also [6, pp. A.VI.20-A.VI.28] for the general properties
of ordered fields.

B.2.1 Basic definitions

Definition B.2.1. A subset M of the rational numbers Q is called left-finite if for
every number r ∈ Q there are only finitely many elements of M that are smaller
than r. The set of all left-finite subsets of Q will be denoted by S.
Definition B.2.2. We define the Levi-Civita field R as

R = {α : Q→ R | suppα(q) ⊂ S}, (B.2.1)

i. e. the field consists of real valued functions on Q with left-finite support.
Definition B.2.3. Addition in R is defined componentwise:

(α+ β)(q) = α(q) + β(q) (B.2.2)

for any α, β ∈ R.

Multiplication in R is defined as follows

(α · β)(q) =
∑

qα,qβ∈Q,
qα+qβ=q

α(qα) · β(qβ). (B.2.3)

for any α, β ∈ R.
Theorem B.2.4. (R,+, ·) is a field.
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Theorem B.2.5. If we define in R the set of positive elements as

R+ = {α ∈ R | α(min{supp(α)}) > 0}, (B.2.4)

then (R,+, ·) becomes an ordered field.
Theorem B.2.6. The field of real numbers R can be embedded in R under preser-
vation of its arithmetic and order structure. The embedding Π is as follows: for any
h ∈ R

Πh(q) =

{
h, if q = 0,

0, otherwise.
(B.2.5)

Theorem B.2.7. Let α ∈ R be nonzero.

• If n ∈ N is even and α � 0, then α has two nth roots in R.

• If n ∈ N is even and α ≺ 0, then α has no nth roots in R.

• If n ∈ N is odd, then α has a unique root in R.

In other words, R is a real-closed field.

Therefore, since for any β ∈ R from β2 = α follows (−β)2 = α, there is exactly one
positive square root of any α � 0. We will denote it by

√
α.

Definition B.2.8. We define the element τ ∈ R as follows:

τ(q) =

{
1, if q = 1,

0, otherwise.
(B.2.6)

The element τ is infinitesimal in R, i.e. it is less, than every positive real number
(see (B.2.5)).
Remark B.2.9. The field R is non-Archimedean: n ≺ τ−1 for any n ∈ N.

B.2.2 Topology in R, convergence and Cauchy-completness.

Most definitions and statements in this subsection are from [4] and [28].
Definition B.2.10 (Order topology). We call a subset M of R open if for any
α0 ∈M there exists an ε � 0, ε ∈ R such that an ε-ball

O(α0, ε) = {α ∈M | |α− α0| � ε}

is a subset of M .

All sets O(α0, ε) form a basis of topology.
Theorem B.2.11. With the above topology, R becomes nonconnected topological
space. It is Hausdorff. There is no countable base. The topology induced to R is the
discrete topology. The topology is not locally compact.
Definition B.2.12. We call the sequence {αn}∞i=n in R strongly convergent to the
limit α ∈ R if it converges to α with respect to an order topology, i.e. for every
ε � 0, ε ∈ R there exists N0 ∈ N such that |αn − α| � ε for any n > N0.
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Theorem B.2.13. Let α ∈ R. Then α is uniquely characterized by an ascend-
ing (finite or infinite) sequence {qi} of support points and corresponding sequence

{α(qi)} of function values, and the sequence αn =
n∑
i=1

α(qi)τ
qi converges strongly to

the limit α. Hence we can write

α =

∞∑
i=1

α(qi)τ
qi . (B.2.7)

Theorem B.2.14 (Cauchy-completness of R). {αn} is a Cauchy sequence in R (i.
e. for any positive ε ∈ R exists N0 ∈ N such that |αl − αm| � ε for all l,m ≥ N0),
if and only if {αn} converges strongly.





Appendix C

Some Known Physical Laws and
Statements

In this section we recall some basic physical concepts and laws from the theory of
electrical networks. See, e.g. [9], [12], [14], [15], [16], [20], [27] and [31] for the
references.

0 1

1V

Figure C.1: Physical electrical network

In an electrical network three types of passive elements (impedances) can occur:

1. resistor, the voltage drop on which by Ohm’s law is

VR(t) = RIR(t), (C.0.1)

where IR(t) is the current in this segment of the circuit at time t and R ∈
(0,+∞) is the resistance;

2. inductor, the voltage drop on which by Faraday’s law is

VL(t) = LI ′L(t), (C.0.2)

where IL(t) is the current in this segment of the circuit at time t and L ∈
(0,+∞) is the inductance;

3. capacitor, the voltage drop on which is

VC(t) =
Q(t)

C
, (C.0.3)
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where Q(t) is the charge of the capacitor at time t (also, Q′(t) = IC(t), where
IC(t) is the current in this segment of the circuit at time t) and C ∈ (0,+∞)

is the capacity.
Statement C.0.1 (Kirchhoff’s law). At any node in an electrical circuit, the sum
of currents flowing into that node is equal to the sum of currents flowing out of that
node: ∑

k

Ik(t) = 0. (C.0.4)

For any electrical network, when external periodic voltage of frequency ω is applied,
the time-varying voltage V (t) can be written as

V (t) = V̂ eiωt,

where V̂ is a complex number that is independent of t, ω is the frequency of an
alternating current. The current I(t) can be represented in the similar way

I(t) = Îeiωt

(see e.g. [15, p.22-1]).
Statement C.0.2 (Kirchhoff’s complex law). At any node in an electrical circuit,
the sum of complex currents flowing into that node is equal to the sum of complex
currents flowing out of that node: ∑

k

Îk = 0. (C.0.5)

For the complex voltage V̂ on a segment of an electrical circuit the following is true:

V̂ = ÎZ, (C.0.6)

where Î is a complex current in the segment and Z is its impedance. For the passive
elements the impedances are as follows:

• R ∈ (0,∞) for the resistor,

• Liω, L ∈ (0,∞) for the inductor,

• 1

Ciω
, C ∈ (0,∞) for the capacitor,

where ω is the frequency of an alternating current, i is the imaginary unit (see e.g.
[14, p.23-6]).

The equation (C.0.6) is a complex generalization of the Ohm’s law.
Statement C.0.3 (Series law). [14, p. 25-9] The impedance of two passive ele-
ments, connected in series, is equal to the sum of their impedances.
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0
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z01 + z12z01 z12

Figure C.2: Physical series law

Statement C.0.4. [Conservation of complex power] In any AC network, operating
in a steady state, the sum of complex powers delivered by sources is equal to the
sum of complex powers absorbed by passive elements. Here the complex power can
be calculated by the following formula:

S = V̂ I, (C.0.7)

where S is a complex power, V̂ is a complex voltage, I is a complex conjugate of
a complex current. Then ReS is equal to the real power and ImS is equal to the
reactive power.
Statement C.0.5 (Superposition theorem). [20, p.75 and p.329] In any network
containing more than one source, the current in, or the potential difference (voltage)
across, any branch can be found by considering each source separately and adding
their effects: omitted sources of electromotive force are replaced by impedances equal
to their internal impedances.
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