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## Abstract

It is known that electrical networks with resistors are related to the Laplace operator and random walk on weighted graphs. Then the effective resistance is defined for any finite or infinite network. In this thesis we consider a more general electrical network with passive elements (resistors, capacitors and coils) and with an external source of alternating voltage of frequency $\omega>0$ (AC network). Then the analogue of resistance is called impedance. Although the notion of the effective impedance is widely used in physical and mathematical literature, the problem of justification of this notion in the presence of coils and capacitors was not satisfactorily solved.

Mathematically AC network can be represented by a locally finite connected graph whose edges are endowed with weights depending on parameter $\lambda$ (by the physical meaning, $\lambda=i \omega$, where $i$ is the imaginary unit). These weights are rational functions of $\lambda$ with real coefficients and correspond to physical admittances (inverses of impedances). In this thesis, we construct two mathematical models of an AC network.

In the first model we consider admittances of passive elements as complex valued functions of $\lambda \in \mathbb{C}$. The network is considered as a complex-weighted graph. We firstly introduce a mathematically correct definition of the notion of effective admittance (the inverse of the effective impedance) of a finite network. Then we prove some estimates of the effective admittances of finite networks in terms of $\lambda$. Using these estimates, we show that, for infinite networks, the sequence of effective admittances of finite network approximations converges in certain regions of the complex plane to a holomorphic function of $\lambda$, which allows to define the effective admittance of an infinite network in these regions. As an example of an infinite network, Feynman's ladder is considered.

In the second model we consider admittances as elements of an ordered field. The maximum principle holds for the Laplace operator with weights from an ordered field, which allows to uniquely define the effective admittance as an element of the ordered field. We apply these results to the ordered field of rational functions with real coefficients $\mathbb{R}(\lambda)$. In some particular examples, we consider networks over the Levi-Civita field $\mathcal{R}$ and show that the limit of the sequence of effective admittances of finite network approximations does not always exist in non-Archimedean field.

For finite networks, we prove the equivalence of the two aforementioned definitions of the effective admittance in the following sense: the effective admittance from the first model is equal to the effective admittance from the second model (i.e. over $\mathbb{R}(\lambda))$, evaluated at the point $\lambda$, for all values of $\lambda \in \mathbb{C}$ except for a finite set lying in $\{\operatorname{Re} \lambda \leq 0\}$.
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## Introduction

### 1.1 Motivation

Mathematically, an electrical network can be represented by a locally finite connected graph whose edges are endowed with weights that are determined by the physical properties of the connection between two nodes. Here we deal with the networks consisting of resistors, coils and capacitors. Assuming that an external periodic voltage of frequency $\omega>0$ is applied to the network, each edge $x y$ between the nodes $x$ and $y$ receives the impedance

$$
z_{x y}=L_{x y} i \omega+R_{x y}+\frac{1}{C_{x y} i \omega}=L_{x y} \lambda+R_{x y}+\frac{1}{C_{x y} \lambda}
$$

where $R_{x y}$ is the resistance of this edge, $L_{x y}$ is the inductance, $C_{x y}$ is the capacitance, and $\lambda=i \omega, i$ is the imaginary unit.


Figure 1.1: One edge of a network with impedances

It was shown in [13] and [23] that there is a tight relation between electrical networks with exclusively resistors, attached to a source of direct current, and weighted graphs. Ohm's and Kirchhoff's laws imply that the voltage in a finite network is a solution of the Dirichlet problem for the discrete Laplace operator on the weighted graph. Due to the maximum principle, the solution of the Dirichlet problem in this case exists and is unique (see, for example, [17]). Hence, this provides a mathematical justification of the notion of effective resistance as the inverse energy of the solution of the Dirichlet problem. Moreover, the network that consists just of resistors determines naturally a reversible Markov chain, and it is related to a random walk on graphs (see e.g. [3], [11], [13], [18], [23], [32], [38]).

For infinite (but locally finite) networks, again in absence of capacitors and coils, one constructs first a sequence $\left\{Z_{n}\right\}$ of partial effective resistances that are the effective resistances of an exhaustive sequence of finite networks, and then defines the effective resistance $Z$ of the entire network as the limit $\lim _{n \rightarrow \infty} Z_{n}$. This limit always exists due to the monotonicity of the sequence $\left\{Z_{n}\right\}$ (cf. [13], [18], [23], [32]).

In the case of finite networks with impedances and alternating current, the determinant of the Dirichlet problem, corresponding to the complex Kirchhoff's law (see e.g. [14], [15], [31]), may vanish for some frequencies of the alternating current and the system may have infinitely many solutions or no solution. To the best of our knowledge, there has been no precise mathematical definition of an effective impedance for these cases in the literature, although this notion is widely used in physics.

The case of infinite networks is even more complicated, since the sequence of the partial effective impedances is complex-valued and depends on the frequency of an alternating current. The monotonicity argument in this case is not available in the field $\mathbb{C}$ of complex numbers.

One of the first examples of a computation of an effective impedance for an infinite network was done by Richard Feynman in [15]. As it was observed later (cf. [21], [33], [34], [35], [39]), the sequence $\left\{Z_{n}\right\}$ of partial effective impedances in this network (named Feynman's ladder) converges not for all values of the frequency $\omega$, which raises the question about the validity of Feynman's computation as well as the problem about a careful mathematical definition of the effective impedance for infinite networks.

The other example of a calculation of an effective impedance for one particular infinite network (fractal Feynman-Sierpinski AC circuit) is given in [1] and [10]. Moreover, in [1], [2] and [10] some relations between electrical networks and Dirichlet forms on graphs and fractals are considered.

### 1.2 Description of the results

In this thesis we introduce two mathematical models of finite and infinite electrical networks of alternating current (AC) with passive elements and we first give a mathematical definition of an effective impedance for finite networks in each model. For the convenience we will work with the admittance

$$
\begin{equation*}
\rho_{x y}=\frac{1}{z_{x y}}=\frac{1}{L_{x y} \lambda+R_{x y}+\frac{1}{C_{x y} \lambda}}=\frac{\lambda}{L_{x y} \lambda^{2}+R_{x y} \lambda+\frac{1}{C_{x y}}} \tag{1.2.1}
\end{equation*}
$$

of an edge, i.e. the inverse of the impedance.
Let $(V, E)$ be a finite connected graph, where $V$ is a set of vertices, $E$ is a set of edges. Let each edge $x y \in E$ is endowed with the admittance $\rho_{x y}$. Further, let $B \subset V$ is
a non-empty set of grounded vertices and $a_{0} \notin B, a_{0} \in V$ is the vertex, where the potential (voltage) with amplitude 1 is maintained. We refer to the structure

$$
\Gamma=\left\{V,\left\{\rho_{x y}\right\}, a_{0}, B\right\}
$$

as a finite network.
By Ohm's complex law and Kirchhoff's complex law, the complex voltage $v(x)$ at the vertex $x$ satisfy the following system of linear equations:

$$
\left\{\begin{array}{l}
\sum_{y: y \sim x}(v(y)-v(x)) \rho_{x y}=0 \text { on } V \backslash B_{0}  \tag{1.2.2}\\
v\left(a_{0}\right)=1 \\
v(x)=0 \text { on } B
\end{array}\right.
$$

where $B_{0}=B \cup a_{0}$.
The physical meaning of $v(x)$ is that it is a (complex-valued) amplitude of the voltage at the node $x$, while the actual alternating voltage at time $t$ is equal to $\operatorname{Re}\left(v(x) e^{i \omega t}\right)$, where $\omega$ is the frequency of an alternating current.

We will consider the system (1.2.2) as a discrete boundary value Dirichlet problem.
In Chapter 2 we consider it over the field $\mathbb{C}$ of complex numbers with parameter $\lambda$, i.e. we consider an admittance $\rho_{x y}=\rho_{x y}^{(\lambda)}$ of an edge of a network as a complex-valued function of $\lambda$. Although initially $\lambda=i \omega$, where $\omega>0$ is the frequency of an alternating current, we will consider more general $\lambda \in \mathbb{C}$ (similarly to [7]). One of our main contributions to analysis on graphs and theory of electrical networks is Definition 2.2.3, which gives the mathematical notions of effective impedance $Z(\lambda)$ and effective admittance $\mathcal{P}(\lambda)$ for finite networks. We prove, that the effective impedance and the effective admittance are well-defined, since in the case of multiple solutions of Dirichlet problem for some $\lambda$, all these solutions have the same energy. Moreover, we prove that the so defined effective impedance has some expected properties: elementary transforms of an electrical network do not change $Z(\lambda)$ (see Subsection 2.2.2). Using Green's formula (2.2.10), we prove that the effective impedance is a positive real function of $\lambda$ (see Corollary 2.2.17). The concept of positive real function was introduced in [7] as one of the main properties of physical effective impedance as a function of $\lambda$.

In Section 2.4 we give estimates of effective admittances for finite network in some regions of the complex-plane $\lambda$. We prove (see Corollary 2.4.4), that for any network the effective admittance $\mathcal{P}(\lambda)$ is holomorphic in the domain $\{\operatorname{Re} \lambda>0\}$ and admits there the estimate:

$$
|\mathcal{P}(\lambda)| \leq C_{0} \frac{|\lambda|^{2}\left(1+|\lambda|^{2}\right)}{(\operatorname{Re} \lambda)^{3}}
$$

where $C_{0}$ does not depend on $\lambda$. Some other domains of the complex plane $\lambda$, depending on

$$
S_{D}:=\sup _{x y} \frac{1}{C_{x y} L_{x y}} \text { and } S_{D}^{*}:=\inf _{x y} \frac{1}{C_{x y} L_{x y}}
$$

for a given network, are also considered (Theorem 2.4.7 and Theorem 2.4.10).
These estimates allow us to introduce the effective admittance for infinite networks in certain domains using diagonal argument for the sequence $\left\{\mathcal{P}_{n}(\lambda)\right\}$ of the partial effective admittances, i.e. the effective admittances of exhausted finite networks.

The main result of Chapter 2 is Theorem 2.5.2. It says that $\mathcal{P}(\lambda):=\lim _{n \rightarrow \infty} \mathcal{P}_{n}(\lambda)$ exists and is a holomorphic function of $\lambda$ in the domain $\{\operatorname{Re} \lambda>0\}$ as well as in some other regions. In the case of a resistance free network, Corollary 2.5.4 says that $\mathcal{P}(\lambda)$ is holomorphic in $\mathbb{C} \backslash\left[-i \sqrt{S_{D}}, i \sqrt{S_{D}}\right]$, where again

$$
S_{D}=\sup _{x y} \frac{1}{C_{x y} L_{x y}} .
$$

Moreover, as an important example we present the calculation of the effective admittance of the Feynman's ladder with zero at infinity (see Subsection 2.5.3).

In Chapter 3 we consider networks over an arbitrary ordered field $(\mathcal{K}, \succ)$. The motivation for this is the fact, that the field $\mathbb{R}(\lambda)$ of rational functions with real coefficients is an ordered field, where admittances $\rho_{x y}$ in the form (1.2.1) are positive elements. The order " $\succ$ " in $\mathbb{R}(\lambda)$ is defined as follows: for any rational function

$$
f(\lambda)=\frac{b_{k} \lambda^{k}+\cdots+b_{1} \lambda+b_{0}}{d_{m} \lambda^{m}+\cdots+d_{1} \lambda+d_{0}} \in \mathbb{R}(\lambda)
$$

with $b_{k} \neq 0, d_{m} \neq 0$, write

$$
f(\lambda) \succ 0, \text { if } \frac{b_{k}}{d_{m}}>0
$$

and say that $f(\lambda)$ is positive (see [6, p. A.VI.21], [37, pp. 231-234] and Appendix B).

Therefore, we can consider the Dirichlet problem (1.2.2) over $\mathbb{R}(\lambda)$. Fortunately, the maximum principle holds for the Laplace operator with weights from an ordered field, which allows to solve uniquely the Dirichlet problem and, hence, to define the effective admittance over an ordered field (see Definition 3.2.4). In particular, for any given physical network, one can uniquely define the effective admittance as a rational function of $\lambda$ with real coefficients. Then we investigate properties of the effective admittance and prove Dirichlet/Thomson's principle for networks over an ordered field (Theorem 3.2.8). We make a first attempt to introduce an effective admittance of an infinite network over an ordered field. We show, using examples, that for a non-Archimedean ordered field the limit of the partial effective admittances does not always exist. As examples we consider infinite ladder networks over the Levi-Civita field, which is a Cauchy completion of $\mathbb{R}(\lambda)$.

In Section 3.4 we elaborate on connections between the models from Chapter 2 and Chapter 3 for finite networks. Let us denote by $\mathcal{P}_{\mathbb{C}}(\lambda)$ the effective admittance considered in Chapter 2 (see Definition 2.2.3). Let $\mathcal{P}_{\mathbb{R}(\lambda)}(\lambda)$ be the effective admittance
from Chapter 3 (see Definition 3.2.4) over the field $\mathcal{K}=\mathbb{R}(\lambda)$. Note that $\mathcal{P}_{\mathbb{R}(\lambda)}(\lambda)$ is a rational function of $\lambda$ by definition. Therefore, it is a continuous function of $\lambda \in \mathbb{C}$, taking values in $\mathbb{C} \cup\{\infty\}$. The arises question is whether

$$
\begin{equation*}
\mathcal{P}_{\mathbb{C}}(\lambda)=\mathcal{P}_{\mathbb{R}(\lambda)}(\lambda) \tag{1.2.3}
\end{equation*}
$$

for all $\lambda \in \mathbb{C}$ and for all networks, which can be considered in both approaches.
The answer is positive for all but finite number of values of $\lambda$. Moreover, the equality holds for all $\lambda$ such that $\operatorname{Re} \lambda>0$. Therefore, $\mathcal{P}_{\mathbb{C}}(\lambda)$ is a continuous function for any $\lambda$ in the right half-plane. We prove also that $\mathcal{P}_{\mathbb{C}}(\lambda)$ is a holomorphic function in this region. The question, whether the equality (1.2.3) is true, remains open for $\lambda$ on the imaginary axis. For $\lambda$ such that $\operatorname{Re} \lambda<0$ the effective admittances not always coincide (see Examples 2.3.2 and 3.2.21 for $\lambda=-1$ ).

This thesis contains three appendixes. In Appendix A we collected definitions and auxiliary results from analysis on graphs.

In Appendix B the concept of an ordered field is described. Appendix B also contains the definitions and auxiliary results on the Levi-Civita field $\mathcal{R}$.

In Appendix C some well-known physical laws and statements are presented.

# Effective impedance of networks over $\mathbb{C}$ 

In this chapter we consider an electrical network as a complex-weighted graph, whose each edge $x y$ is endowed with an impedance

$$
z_{x y}=z_{x y}^{(\lambda)}=L_{x y} \lambda+R_{x y}+\frac{1}{C_{x y} \lambda},
$$

where $R_{x y}$ is the resistance of this edge, $L_{x y}$ is the inductance, $C_{x y}$ is the capacitance, and $\lambda \in \mathbb{C}$ (see [7]). It will be more convenient for us to work with admittances $\rho_{x y}^{(\lambda)}=\frac{1}{z_{x y}^{(\lambda)}}$. The case $\lambda=i \omega, \omega>0$ corresponds to a physical case of an alternating current of the frequency $\omega$.

If the network is finite then the problem of finding voltages amounts to a linear system of Kirchhoff's complex equations. We consider this problem as a boundary value Dirichlet problem (see (2.2.1)). In absence of coils and capacitors this system has always non-zero determinant, which implies that the effective impedance (i.e. resistance) is well-defined and, of course, is independent of $\lambda$ (see [13], [17], [18], [23]). In the case of networks with passive elements, the determinant of the Dirichlet problem can vanish for some frequencies $\omega$ (see Examples 2.2.34 and 2.3.1). Therefore, the definitions of the effective impedance and of the effective admittance in this case require substantial work, which is done in Section 2.2. In the same Section the Green's formula for networks is proved. Moreover, in Subsection 2.2.2 we justify an application of a star-mesh transform, as well as some other physical transforms (including series law and $Y-\Delta$ transform) to our model.

In Section 2.3 we discuss an unsolved problem of continuity of the effective impedance as a function of frequency $\omega>0$.

In Section 2.4 we give estimates for the effective admittance $\mathcal{P}(\lambda)$ of a given finite network in terms of $\lambda$.

Then in Section 2.5 we introduce a notion of an effective admittance for an infinite network. We define it exclusively for $\lambda$ such that the sequence $\left\{\mathcal{P}_{n}(\lambda)\right\}_{n=1}^{\infty}$ of the effective admittances for the exhausted finite networks converges. Therefore, we investigate the problem of convergence of the sequence $\left\{\mathcal{P}_{n}(\lambda)\right\}$ of the partial effective admittances. The main result of this chapter, Theorem 2.5.2, says that $\mathcal{P}(\lambda):=\lim _{n \rightarrow \infty} \mathcal{P}_{n}(\lambda)$ exists and is a holomorphic function of $\lambda$ in the domain
$\{\operatorname{Re} \lambda>0\}$ as well as in some other regions. In the case of a resistance free network, Corollary 2.5.4 says that $\mathcal{P}(\lambda)$ is holomorphic in $\mathbb{C} \backslash\left[-i \sqrt{S_{D}}, i \sqrt{S_{D}}\right]$, where

$$
S_{D}=\sup _{x y} \frac{1}{C_{x y} L_{x y}} .
$$

The proof of the results about infinite networks is based on the estimates of effective admittances for finite networks that are presented in Section 2.4. Moreover, in Section 2.5 we give some examples, including Feynman's ladder with zero at infinity. The examples illustrate the domain of convergence of the sequence $\left\{\mathcal{P}_{n}(\lambda)\right\}$.

This chapter is based on [25] and [26].

### 2.1 Description of the model and definition of network

Let us consider an electrical network, containing passive elements: resistors, capacitors and coils (or inductors). We assume that several nodes of a network are grounded and at one node the potential (voltage) with amplitude 1 is maintained. We will refer to nodes, which are neither grounded, nor have maintained potential, inner nodes. By Superposition theorem (see Appendix C) the voltages at any physical electrical network with passive elements can be presented as a linear combination of voltages in such networks. By Kirchhoff's law, for any inner node of electrical circuit the sum of currents flowing into the node is equal to the sum of currents flowing out of that node:

$$
\sum_{j} I_{j}(t)=0,
$$

where $t$ is time and current $I$ is considered as a function of time $t$.


Differentiating the last equality, one obtains

$$
\sum_{j} I_{j}^{\prime}(t)=0
$$

Using the laws for voltage drop on passive elements ((C.0.1), (C.0.2), and (C.0.3)), the last expression could be rewritten in the following form:

$$
\begin{equation*}
\sum_{\substack{C \\ y: y \sim x}}\left(v_{t}^{\prime \prime}(x, t)-v_{t}^{\prime \prime}(y, t)\right) C_{x y}+\sum_{\substack{: \underset{y}{R} \\ y: y}} \frac{v_{t}^{\prime}(x, t)-v_{t}^{\prime}(y, t)}{R_{x y}}+\sum_{\substack{y: y \sim x}} \frac{v(x, t)-v(y, t)}{L_{x y}}=0 \tag{2.1.1}
\end{equation*}
$$

where $v(x, t)$ denote a potential (voltage) at the node $x$ at time $t$, and $y \stackrel{C}{\sim} x, y \stackrel{R}{\sim} x$, $y \stackrel{L}{\sim} x$ mean that the edge $x y$ is endowed with capacitor, resistor or coil respectively. Properties of a system of differential equations for electrical networks are discussed in [8] and [9]. In this thesis we will use just Kirchhoff's complex law (C.0.5), which follows from (2.1.1). Indeed, searching for the solution of this equation with a given frequency $\omega$ (frequency of the alternating current), i.e. assuming $v(x, t)=v(x) e^{i \omega t}$, one obtains

$$
\sum_{y: y \sim x}^{C}(v(x)-v(y)) C_{x y} i \omega+\sum_{\substack{\mathcal{R} \\ y: y \sim x}} \frac{v(x)-v(y)}{R_{x y}}+\sum_{y: y \sim x} \frac{v(x)-v(y)}{L_{x y} i \omega}=0,
$$

where $v(x)$ is called complex voltage and does not depend on $t$. If we refer to the quantities $C_{x y} i \omega, \frac{1}{L_{x y} i \omega}, R_{x y}$ as impedance (of the segment $x y$ ) and denote it by $z_{x y}$, we can rewrite Kirchhoff's law in a complex form as

$$
\sum_{y: y \sim x} \frac{v(x)-v(y)}{z_{x y}}=0
$$

(see e.g. [14] and [15]). In this chapter we make a more general assumption, which can be justified by series law (see Statement C.0.3 and Corollary 2.2.22). Assume that each segment $x y$ is equipped with a resistance $R_{x y}$, inductance $L_{x y}$, and capacitance $C_{x y}$, where $R_{x y}, L_{x y} \in[0,+\infty)$ and $C_{x y} \in(0,+\infty]$.


Figure 2.1: One edge of a network

Then the impedance of the segment $x y$ is

$$
\begin{equation*}
z_{x y}^{(\lambda)}=R_{x y}+L_{x y} i \omega+\frac{1}{C_{x y} i \omega}=R_{x y}+L_{x y} \lambda+\frac{1}{C_{x y} \lambda} . \tag{2.1.2}
\end{equation*}
$$

Although the impedance has physical meaning only for $\lambda=i \omega$, where $\omega$ is a positive real number, we will consider more general $\lambda \in \mathbb{C} \backslash\{0\}$ (see [7]).

It will be convenient for us to use the inverse capacitance:

$$
D_{x y}=\frac{1}{C_{x y}} \in[0,+\infty),
$$

as well as the admittance $\rho_{x y}$ :

$$
\begin{equation*}
\rho_{x y}^{(\lambda)}=\frac{1}{z_{x y}^{(\lambda)}}=\frac{1}{L_{x y} \lambda+R_{x y}+\frac{D_{x y}}{\lambda}}=\frac{\lambda}{L_{x y} \lambda^{2}+R_{x y} \lambda+D_{x y}} . \tag{2.1.3}
\end{equation*}
$$

We always assume that for any edge

$$
R_{x y}+L_{x y}+D_{x y}>0 .
$$

For simplicity of notations we will sometimes omit the superscript in $\rho_{x y}^{(\lambda)}$ when $\lambda$ is fixed.
Definition 2.1.1. Let $(V, E)$ be a connected locally finite graph without loops, where $V$ is a set of vertices and $E$ is a set of (unoriented) edges (see Definition A.0.1). Assume that each edge $x y$ is equipped with an admittance $\rho_{x y}^{(\lambda)}$ in the form (2.1.3). Let $a_{0} \in V$ be a fixed vertex, and $B \subset V$, such that $a_{0} \notin B$. We will denote $B_{0}=B \cup\left\{a_{0}\right\}$ the set of all boundary vertices.

We will extend $\rho_{x y}^{(\lambda)}$ to all pairs $x, y \in V$ by setting $\rho_{x y}^{(\lambda)}=0$, if xy is not an edge.
Then the structure $\Gamma=\left(V, \rho, a_{0}, B\right)$ is called an (electrical) network. The graph $(V, E)$ is an underlying graph of the network $\Gamma$.

We will denote by $|V|$ the number of vertices of a graph (i.e. the cardinality of the set $V$ ). The network is called finite, if $|V|<\infty$. Otherwise, it is called infinite.

For a finite network the set $B$ should be non-empty. $B=\emptyset$ in an infinite network means the ground at infinity.

Any admittance $\rho$ gives rise to a function on vertices as follows:

$$
\rho^{(\lambda)}(x)=\sum_{y: y \sim x} \rho_{x y}^{(\lambda)} .
$$

Here and further in notations $\sum_{y}$ means $\sum_{y \in V}$.
We use the term admittance, for a function $\rho: V \times V \rightarrow \mathbb{C}$, where for any $x, y \in V$ $\rho_{x y}$ has the representation (2.1.3) or is zero. The term (complex-)weight will be used more general for any function $\varphi: V \times V \rightarrow \mathbb{C}$. Then (complex-)weighted graph is a graph endowed with complex weights.

Then the complex voltage $v: V \rightarrow \mathbb{C}$ in a finite network satisfies the following conditions:

$$
\left\{\begin{array}{l}
\sum_{y: y \sim x}(v(y)-v(x)) \rho_{x y}=0 \text { on } V \backslash B_{0}  \tag{2.1.4}\\
v\left(a_{0}\right)=1 \\
v(x)=0 \text { on } B
\end{array}\right.
$$

i.e. we consider $B$ as a set of grounded nodes.

### 2.2 Notion of effective impedance for finite networks

In Subsection 2.2 .1 we introduce notions of an effective impedance $Z(\lambda)$ and an effective admittance $\mathcal{P}(\lambda)$ of a finite electrical network. We prove Green's formula on networks (see e.g. [17] for Green's formula on weighted graphs). As a corollary we obtain a conservation of complex power (Theorem 2.2.8). Then we show that $Z(\lambda)$ and $\mathcal{P}(\lambda)$ are positive real functions of $\lambda$ (see Corollary 2.2.17). In Subsection 2.2.2 we justify an application of some known physical transforms (star-mesh transform, series law, $Y-\Delta$ and $\Delta-Y$ transforms) to a finite network.

### 2.2.1 Definition of the effective impedance and Green's formula

Let $\Gamma=\left(V, \rho, a_{0}, B\right)$ be a finite network.
Definition 2.2.1. Define the weighted Laplace operator $\Delta_{\rho}$ as follows: for any function $f: V \rightarrow \mathbb{C}$

$$
\Delta_{\rho} f(x)=\sum_{y: y \sim x}(f(y)-f(x)) \rho_{x y}^{(\lambda)}=\sum_{y: y \sim x}\left(\nabla_{x y} f\right) \rho_{x y}^{(\lambda)}
$$

where

$$
\nabla_{x y} f=f(y)-f(x)
$$

is the difference operator.
Therefore, we can rewrite (2.1.4) as follows:

$$
\left\{\begin{array}{l}
\Delta_{\rho} v(x)=0 \text { on } V \backslash B_{0}  \tag{2.2.1}\\
v\left(a_{0}\right)=1 \\
v(x)=0 \text { on } B
\end{array}\right.
$$

where $B_{0}=B \cup\left\{a_{0}\right\}$. We consider (2.2.1) as a discrete boundary value Dirichlet problem.

If $|V|=n$, then (2.2.1) is a $n \times n$ system of linear equations. Let $|B|=k$. Then the system (2.2.1) can be rewritten in a matrix form:

$$
\begin{equation*}
\mathbf{A} \hat{v}=\mathbf{b} \tag{2.2.2}
\end{equation*}
$$

where $\mathbf{A}$ is a symmetric $(n-k-1)$-matrix, $\hat{v}, \mathbf{b}$ are vector-columns of length $(n-$ $k-1$ ):

$$
\begin{gathered}
\mathbf{A}=\left[\begin{array}{cccc}
\sum_{x: x \sim x_{1}} \rho_{x x_{1}} & -\rho_{x_{1} x_{2}} & \cdots & -\rho_{x_{1} x_{n-k-1}} \\
-\rho_{x_{1} x_{2}} & \sum_{x: x \sim x_{2}} \rho_{x x_{2}} & \cdots & -\rho_{x_{2} x_{n-k-1}} \\
\ldots & & & \\
-\rho_{x_{1} x_{n-k-1}} & -\rho_{x_{2} x_{n-k-1}} & \cdots & \sum_{x: x \sim x_{n-k-1}} \rho_{x x_{n-k-1}}
\end{array}\right], \\
\mathbf{b}=\left[\rho_{a_{0} x_{1}}, \rho_{a_{0} x_{2}}, \ldots, \rho_{a_{0} x_{n-k-1}}\right]^{T}, \\
\hat{v}=\left[v\left(x_{1}\right), v\left(x_{2}\right), \ldots, v\left(x_{n-k-1}\right)\right]^{T} .
\end{gathered}
$$

Note that we have denoted $x \in V \backslash B_{0}$ by $x_{1}, \ldots, x_{n-k-1}$ and we have substituted $v\left(a_{0}\right)=1, v(b)=0$ for any $b \in B$ in the first $(n-k-1)$ equations. Moreover, we have multipied each line by $(-1)$.
Remark 2.2.2. The existence and uniqueness of the solution of (2.2.1) over $\mathbb{C}$ is not always the case (see Examples 2.2.34, 2.2.36, 2.3.1 and 2.3.2).
Denote by $\Lambda$ the set of all those values of $\lambda$ for which $\rho_{x y}^{(\lambda)} \in \mathbb{C} \backslash\{0\}$ for all edges $x y$. The complement $\mathbb{C} \backslash \Lambda$ consists of $\lambda=0$ and of all zeros of the equations

$$
\begin{equation*}
L_{x y} \lambda^{2}+R_{x y} \lambda+D_{x y}=0 \tag{2.2.3}
\end{equation*}
$$

In particular, $\mathbb{C} \backslash \Lambda$ is a finite set. The roots of the equation (2.2.3) are

$$
\lambda=\frac{-R_{x y} \pm \sqrt{R_{x y}^{2}-4 L_{x y} D_{x y}}}{2 L_{x y}}
$$

Therefore, for every $\lambda \in \mathbb{C} \backslash \Lambda$ we have $\operatorname{Re} \lambda \leq 0$ so that

$$
\Lambda \supset\{\operatorname{Re} \lambda>0\}
$$

Observe also that

$$
\begin{equation*}
\operatorname{Re} \lambda>0 \Rightarrow \operatorname{Re} z_{x y}^{(\lambda)}>0 \Rightarrow \operatorname{Re} \rho_{x y}^{(\lambda)}>0 \tag{2.2.4}
\end{equation*}
$$

since

$$
\begin{equation*}
\operatorname{Re} z_{x y}^{(\lambda)}=R_{x y}+L_{x y} \operatorname{Re} \lambda+\frac{D_{x y} \operatorname{Re} \lambda}{|\lambda|^{2}} \text { and } \operatorname{Re} \rho_{x y}^{(\lambda)}=\frac{\operatorname{Re} z_{x y}^{(\lambda)}}{\left|z_{x y}^{(\lambda)}\right|^{2}} \tag{2.2.5}
\end{equation*}
$$

Moreover, for $\lambda \in \Lambda$,

$$
\begin{equation*}
\operatorname{Re} \lambda \geq 0 \Rightarrow \operatorname{Re} z_{x y}^{(\lambda)} \geq 0 \Rightarrow \operatorname{Re} \rho_{x y}^{(\lambda)} \geq 0 \tag{2.2.6}
\end{equation*}
$$

In what follows we consider the Dirichlet problem (2.2.1) only for $\lambda \in \Lambda$.

If $v(x)$ is a solution of the Dirichlet problem (2.2.1) then the total current through $a_{0}$ is equal to

$$
\sum_{x \in V}\left(1-v^{(\lambda)}(x)\right) \rho_{x a_{0}}^{(\lambda)}
$$

which motivates the following definition.
Definition 2.2.3. Let $v(x)$ be a solution of the Dirichlet problem (2.2.1). Define the effective impedance of the network $\Gamma$ by

$$
\begin{equation*}
Z(\lambda)=\frac{1}{\sum_{x: x \sim a_{0}}\left(1-v^{(\lambda)}(x)\right) \rho_{x a_{0}}^{(\lambda)}} \tag{2.2.7}
\end{equation*}
$$

and the effective admittance by

$$
\begin{equation*}
\mathcal{P}(\lambda)=\frac{1}{Z(\lambda)}=\sum_{x: x \sim a_{0}}\left(1-v^{(\lambda)}(x)\right) \rho_{x a_{0}}^{(\lambda)} \tag{2.2.8}
\end{equation*}
$$

$\lambda \in \Lambda$. If (2.2.1) has no solution for some $\lambda \in \Lambda$, then we set $Z(\lambda)=0$ and $\mathcal{P}(\lambda)=\infty$.

We set $\mathcal{P}(\lambda)=\infty$ in the case of lack of solutions, since it corresponds to a physical phenomenon of resonance (See Example 2.2.34). Note that $Z(\lambda)$ and $\mathcal{P}(\lambda)$ take values in $\mathbb{C} \cup\{\infty\}$. We will prove below (see Theorem 2.2.8), that in the case when the Dirichlet problem (2.2.1) has multiple solutions for some $\lambda$, the values $Z(\lambda)$ and $\mathcal{P}(\lambda)$ are independent of the choice of the solution $v^{(\lambda)}$.

The effective admittance does not necessary possess the representation (2.1.3).
Observe immediately the following symmetry properties that will be used later on. Lemma 2.2.4. (a) If $\lambda \in \Lambda$ then also $\bar{\lambda} \in \Lambda$ and

$$
\begin{equation*}
\mathcal{P}(\bar{\lambda})=\overline{\mathcal{P}(\lambda)} \tag{2.2.9}
\end{equation*}
$$

(b) Assume in addition that $R_{x y}=0$ for all $x y \in E$. Then $\lambda \in \Lambda$ implies $-\lambda \in \Lambda$ and

$$
\mathcal{P}(-\lambda)=-\mathcal{P}(\lambda)
$$

Proof. (a) If $\lambda$ is a root of the equation $L_{x y} \lambda^{2}+R_{x y} \lambda+D_{x y}=0$ then $\bar{\lambda}$ is also a root, whence the first claim follows. If $v$ is a solution of the Dirichlet problem (2.2.1) for some $\lambda$, then clearly $\bar{v}$ is a solution of (2.2.1) with the parameter $\bar{\lambda}$ instead of $\lambda$, since $\rho^{(\bar{\lambda})}=\overline{\rho^{(\lambda)}}$. Substituting into (2.2.8) and using $\rho^{(\bar{\lambda})}=\overline{\rho^{(\lambda)}}$ again, we obtain (2.2.9).
(b) The proof is similar to (a) observing that if $\lambda$ is a root of $L_{x y} \lambda^{2}+D_{x y}=0$ then $-\lambda$ is also a root, and $\rho^{(-\lambda)}=-\rho^{(\lambda)}$ in this case.

Lemma 2.2.5 (Green's formula). Let $W \subset V$. For any $\lambda \in \Lambda$ and for any two functions $f, g: V \rightarrow \mathbb{C}$ the following identity is true:

$$
\begin{equation*}
\sum_{x \in W} \Delta_{\rho} f(x) g(x)=-\frac{1}{2} \sum_{x, y \in W}\left(\nabla_{x y} f\right)\left(\nabla_{x y} g\right) \rho_{x y}+\sum_{x \in W} \sum_{y \in V \backslash W}\left(\nabla_{x y} f\right) g(x) \rho_{x y} \tag{2.2.10}
\end{equation*}
$$

Proof.

$$
\begin{aligned}
\sum_{x \in W} \Delta_{\rho} f(x) g(x) & =\sum_{x \in W}\left(\sum_{y \in V}(f(y)-f(x)) \rho_{x y}\right) g(x) \\
& =\sum_{x \in W} \sum_{y \in V}(f(y)-f(x)) g(x) \rho_{x y} \\
& =\sum_{x \in W} \sum_{y \in W}(f(y)-f(x)) g(x) \rho_{x y}+\sum_{x \in W} \sum_{y \in V \backslash W}(f(y)-f(x)) g(x) \rho_{x y} \\
& =\sum_{y \in W} \sum_{x \in W}(f(x)-f(y)) g(y) \rho_{x y}+\sum_{x \in W} \sum_{y \in V \backslash W}\left(\nabla_{x y} f\right) g(x) \rho_{x y},
\end{aligned}
$$

where in the last line we have switched notation of the variables $x$ and $y$ in the first sum. Adding together the last two lines and dividing by 2 , we obtain (2.2.10).

If we put $W=V$, then $V \backslash W$ is empty so that the last term in (2.2.10) vanishes, and we obtain

$$
\begin{equation*}
\sum_{x \in V} \Delta_{\rho} f(x) g(x)=-\frac{1}{2} \sum_{x, y \in V}\left(\nabla_{x y} f\right)\left(\nabla_{x y} g\right) \rho_{x y} . \tag{2.2.11}
\end{equation*}
$$

Corollary 2.2.6. For any function $f: V \rightarrow \mathbb{C}$,

$$
\begin{equation*}
\sum_{x \in V} \Delta_{\rho} f(x)=0 . \tag{2.2.12}
\end{equation*}
$$

Proof. Apply (2.2.11) for $g \equiv 1$.
Lemma 2.2.7. For any solution $v$ of the Dirichlet problem (2.2.1) we have

$$
\begin{equation*}
\sum_{x: x \sim a_{0}}(1-v(x)) \rho_{x a_{0}}=-\Delta_{\rho} v\left(a_{0}\right)=\sum_{b \in B} \Delta_{\rho} v(b), \tag{2.2.13}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
\sum_{x: x \sim a_{0}}(1-v(x)) \rho_{x a_{0}}=\frac{1}{2} \sum_{x, y \in V}\left(\nabla_{x y} v\right)\left(\nabla_{x y} u\right) \rho_{x y}, \tag{2.2.14}
\end{equation*}
$$

where $u: V \rightarrow \mathbb{C}$ is any function such that $u\left(a_{0}\right)=1$ and $\left.u\right|_{B} \equiv 0$.

Proof. We have

$$
\Delta_{\rho} v\left(a_{0}\right)=\sum_{x: x \sim a_{0}}\left(v(x)-v\left(a_{0}\right)\right) \rho_{x a_{0}}=\sum_{x: x \sim a_{0}}(v(x)-1) \rho_{x a_{0}}
$$

since $v\left(a_{0}\right)=1$. This proves the first identity in (2.2.13). Since by (2.2.12)

$$
\sum_{x \in V} \Delta_{\rho} f(x)=0
$$

and $\Delta_{\rho} v(x)=0$ for all $x \in V \backslash B_{0}$, we obtain

$$
\Delta_{\rho} v\left(a_{0}\right)+\sum_{b \in B} \Delta_{\rho} v(b)=0
$$

whence the second identity in (2.2.13) follows.
Finally, to prove (2.2.14), we apply Green's formula (2.2.11) to the right-hand side and obtain

$$
\frac{1}{2} \sum_{x, y \in V}\left(\nabla_{x y} v\right)\left(\nabla_{x y} u\right) \rho_{x y}=-\sum_{x \in V} \Delta_{\rho} v(x) u(x)=-\Delta_{\rho} v\left(a_{0}\right)
$$

because $\Delta_{\rho} v(x)=0$ for all $x \in V \backslash B_{0}$, while $u\left(a_{0}\right)=1$ and $\left.u\right|_{B} \equiv 0$.
Theorem 2.2.8. For any $\lambda \in \Lambda$ the values of the effective admittance $\mathcal{P}(\lambda)$ and the effective impedance $Z(\lambda)$ do not depend on the choice of a solution $v^{(\lambda)}$ of the Dirichlet problem (2.2.1). Besides, we have the identity

$$
\begin{equation*}
\frac{1}{2} \sum_{x, y \in V}\left|\nabla_{x y} v^{(\lambda)}\right|^{2} \rho_{x y}^{(\lambda)}=\mathcal{P}(\lambda) \tag{2.2.15}
\end{equation*}
$$

(conservation of complex power).
Physically, the left hand side in (2.2.15) means the sum of complex powers, absorbed by passive elements, and the right hand size means the power, delivered by a source, due to the unit voltage (comp. Statement C.0.4).

Proof. Let $v_{1}$ and $v_{2}$ be two solutions of (2.2.1) for the same $\lambda$. By (2.2.14) we have

$$
\sum_{x: x \sim a_{0}}\left(1-v_{1}(x)\right) \rho_{x a_{0}}=\frac{1}{2} \sum_{x, y \in V}\left(\nabla_{x y} v_{1}\right)\left(\nabla_{x y} v_{2}\right) \rho_{x y}
$$

and also

$$
\sum_{x: x \sim a_{0}}\left(1-v_{2}(x)\right) \rho_{x a_{0}}=\frac{1}{2} \sum_{x, y \in V}\left(\nabla_{x y} v_{2}\right)\left(\nabla_{x y} v_{1}\right) \rho_{x y}
$$

whence the identity

$$
\sum_{x: x \sim a_{0}}\left(1-v_{1}(x)\right) \rho_{x a_{0}}=\sum_{x: x \sim a_{0}}\left(1-v_{2}(x)\right) \rho_{x a_{0}}
$$

follows. Hence, $v_{1}$ and $v_{2}$ determine the same admittance and impedance. Applying (2.2.14) with $u=\overline{v_{1}}$, we obtain

$$
\frac{1}{2} \sum_{x, y \in V}\left|\nabla_{x y} v_{1}\right|^{2} \rho_{x y}=\frac{1}{2} \sum_{x, y \in V}\left(\nabla_{x y} v_{1}\right)\left(\overline{\nabla_{x y} v_{1}}\right) \rho_{x y}=\mathcal{P}(\lambda)
$$

Let us denote by $\Lambda_{1}$ the domain

$$
\Lambda_{1}=\{\lambda \in \Lambda \text { such that the Dirichlet problem (2.2.1) has a solution }\}
$$

i.e. the domain, where $\mathcal{P}(\lambda) \neq \infty$ is defined.

For any $\lambda \in \Lambda_{1}$ the effective admittance can be written using the Dirichlet problem in matrix form (2.2.2) of the Dirichlet problem:

$$
\begin{equation*}
\mathcal{P}=(\mathbf{A} e-\mathbf{b})^{T} \hat{v}+\sum_{b \in B} \rho_{a_{0} b} \tag{2.2.16}
\end{equation*}
$$

where $\mathbf{e}=[1,1, \ldots, 1]^{T}$. Indeed,

$$
\begin{aligned}
& (\mathbf{A} e-\mathbf{b})^{T} \hat{v}+\sum_{b \in B} \rho_{a_{0} b}=\left[\sum_{b \in B} \rho_{b x_{1}}, \sum_{b \in B} \rho_{b x_{2}}, \ldots, \sum_{b \in B} \rho_{b x_{n-k-1}}\right]\left[\begin{array}{c}
v\left(x_{1}\right) \\
v\left(x_{2}\right) \\
\ldots \\
v\left(x_{3}\right)
\end{array}\right]+\sum_{b \in B} \rho_{a_{0} b} \\
& =\sum_{i=1}^{n-k-1} \sum_{b \in B} \rho_{b x_{i}} v\left(x_{i}\right)+\sum_{b \in B} \rho_{a_{0} b}=\sum_{b \in B} \sum_{x} \rho_{x b} v(x)=\sum_{b \in B} \Delta_{\rho} v(b)=\mathcal{P}
\end{aligned}
$$

by $(2.2 .8)$ and (2.2.13), since $\left.v\right|_{B} \equiv 0$.
The identity (2.2.16) gives us another proof of the fact, that the effective admittance (and, consequently, the effective impedance) does not depend on the choice of a solution of the Dirichlet problem. Indeed, for any two solutions $v_{1}, v_{2}$ of (2.2.2) we have

$$
\begin{aligned}
(\mathbf{A} \mathbf{e}-\mathbf{b})^{T} \hat{v}_{1} & =\mathbf{e}^{T} \mathbf{A}^{T} \hat{v}_{1}-\mathbf{b}^{T} \hat{v}_{1}=\mathbf{e}^{T} \mathbf{A} \hat{v}_{1}-\left(\mathbf{A} \hat{v}_{2}\right)^{T} \hat{v}_{1}=\mathbf{e}^{T} \mathbf{b}-\hat{v}_{2}^{T} \mathbf{A}^{T} \hat{v}_{1} \\
& =\mathbf{e}^{T} \mathbf{A} \hat{v}_{2}-\hat{v}_{2}^{T} \mathbf{A} \hat{v}_{1}=\mathbf{e}^{T} \mathbf{A} \hat{v}_{2}-\hat{v}_{2}^{T} \mathbf{b}=\mathbf{e}^{T} \mathbf{A} \hat{v}_{2}-\hat{v}_{2}^{T} \mathbf{A} \hat{v}_{2} \\
& =\mathbf{e}^{T} \mathbf{A}^{T} \hat{v}_{2}-\hat{v}_{2}^{T} \mathbf{A}^{T} \hat{v}_{2}=\mathbf{e}^{T} \mathbf{A}^{T} \hat{v}_{2}-\left(\mathbf{A} \hat{v}_{2}\right)^{T} \hat{v}_{2}=\mathbf{e}^{T} \mathbf{A}^{T} \hat{v}_{2}-\mathbf{b}^{T} \hat{v}_{2} \\
& =(\mathbf{A e}-\mathbf{b})^{T} \hat{v}_{2},
\end{aligned}
$$

which, by (2.2.16) gives the required.
Theorem 2.2.9. (a) If for some $\lambda \in \Lambda_{1} \operatorname{Re} \rho_{x y}^{(\lambda)} \geq 0$ for all $x y \in E$, then $\operatorname{Re} \mathcal{P}(\lambda) \geq 0$ and $\operatorname{Re} Z(\lambda) \geq 0$. Moreover, if for some $\lambda \in \Lambda_{1} \operatorname{Re} \rho_{x y}^{(\lambda)}>0$ for all $x y \in E$, then $\operatorname{Re} \mathcal{P}(\lambda)>0$ and $\operatorname{Re} Z(\lambda)>0$.
(b) If for some $\lambda \in \Lambda_{1} \operatorname{Im} \rho_{x y}^{(\lambda)} \geq 0$ for all $x y \in E$, then $\operatorname{Im} \mathcal{P}(\lambda) \geq 0$. Moreover, if for some $\lambda \in \Lambda_{1} \operatorname{Im} \rho_{x y}^{(\lambda)}>0$ for all $x y \in E$, then $\operatorname{Im} \mathcal{P}(\lambda)>0$.
(c) If for some $\lambda \in \Lambda_{1} \operatorname{Im} \rho_{x y}^{(\lambda)} \leq 0$ for all $x y \in E$, then $\operatorname{Im} \mathcal{P}(\lambda) \leq 0$. Moreover, if for some $\lambda \in \Lambda_{1} \operatorname{Im} \rho_{x y}^{(\lambda)}<0$ for all $x y \in E$, then $\operatorname{Im} \mathcal{P}(\lambda)<0$.

Proof. (a) By the conservation of complex power (2.2.15) we have

$$
\operatorname{Re} \mathcal{P}=\frac{1}{2} \sum_{x, y \in V}\left|\nabla_{x y} v\right|^{2} \operatorname{Re} \rho_{x y}=\sum_{e \in E}\left|\nabla_{e} v\right|^{2} \operatorname{Re} \rho_{e}
$$

therefore, $\operatorname{Re} \rho_{x y} \geq 0$ for all $x y$ implies $\operatorname{Re} \mathcal{P} \geq 0$. Further, $\operatorname{Re} \rho_{x y}>0$ for all $x y$ implies $\operatorname{Re} \mathcal{P}>0$ by connectedness of a graph and the fact, that $v\left(a_{0}\right)=1$ and $\left.v\right|_{B} \equiv 0$. The statements for $\operatorname{Re} Z$ follows from

$$
\operatorname{Re} Z=\operatorname{Re} \frac{1}{\mathcal{P}}=\frac{\operatorname{Re} \mathcal{P}}{|\mathcal{P}|^{2}}
$$

The statements about $\operatorname{Im} \mathcal{P}$ are handled in the same way.
Corollary 2.2.10. For any $\lambda \in \Lambda_{1}$, if $\operatorname{Re} \lambda>0$, then $\operatorname{Re} \mathcal{P}(\lambda)>0$ and $\operatorname{Re} Z(\lambda)>0$ for any finite network. Moreover, if $\operatorname{Re} \lambda \geq 0$ then $\operatorname{Re} \mathcal{P}(\lambda) \geq 0$ and $\operatorname{Re} Z(\lambda) \geq 0$.

Proof. It follows from (2.2.4) and (2.2.6).

Theorem 2.2.11. The Dirichlet problem (2.2.1) has a unique solution $v=v^{(\lambda)}$ for all $\lambda \in \Lambda_{0}$ where $\Lambda_{0}$ is a subset of $\Lambda$ such that $\Lambda \backslash \Lambda_{0}$ is finite. Besides, $\Lambda_{0}$ contains the domains

$$
\begin{equation*}
\Lambda \cap\left\{\operatorname{Re} \rho_{x y}^{(\lambda)}>0 \forall x y \in E\right\} \tag{2.2.17}
\end{equation*}
$$

$$
\begin{equation*}
\Lambda \cap\left\{\operatorname{Im} \rho_{x y}^{(\lambda)}>0 \forall x y \in E\right\} \quad \text { and } \quad \Lambda \cap\left\{\operatorname{Im} \rho_{x y}^{(\lambda)}<0 \forall x y \in E\right\} . \tag{2.2.18}
\end{equation*}
$$

Consequently, $\mathcal{P}(\lambda)$ is a rational $\mathbb{C}$-valued function with real coefficients in $\Lambda_{0}$ and, hence, in any of the domains (2.2.17) and (2.2.18).

Proof. Let us consider the Dirichlet problem in the matrix form (2.2.2):

$$
\mathbf{A} \hat{v}=\mathbf{b}
$$

Set also

$$
\mathcal{D}=\operatorname{det}(\mathbf{A})
$$

and let $\mathcal{D}_{j}$ be the determinant of the matrix obtained by replacing the column $j$ in the matrix $\mathbf{A}$ by the column $\mathbf{b}$. Then, by Cramer's rule,

$$
\begin{equation*}
\hat{v}_{j}=\frac{\mathcal{D}_{j}}{\mathcal{D}} \tag{2.2.19}
\end{equation*}
$$

provided $\mathcal{D} \neq 0$. Of course, all these quantities are functions of $\lambda$. Since all the coefficients $\mathbf{A}_{i j}$ and $\mathbf{b}_{i}$ are rational functions of $\lambda$ with real coefficients, also $\mathcal{D}=$ $\mathcal{D}(\lambda)$ and $\mathcal{D}_{j}=\mathcal{D}_{j}(\lambda)$ are rational functions of $\lambda$ with real coefficients. For all
$\lambda \in \Lambda$ but a finite number, all functions $\mathcal{D}_{j}(\lambda)$ and $\mathcal{D}(\lambda)$ take values in $\mathbb{C}$. The existence and uniqueness of a solution is equivalent to $\mathcal{D}(\lambda) \neq 0$. Hence, define $\Lambda_{0}$ as the subset of $\Lambda$ where all functions $\mathcal{D}_{j}(\lambda)$ and $\mathcal{D}(\lambda)$ take values in $\mathbb{C}$ and, besides, $\mathcal{D}(\lambda) \neq 0$. Since $\mathcal{D}(\lambda)$ is a rational function of $\lambda$, it may vanish only when $\lambda$ is a root of the numerator of $\mathcal{D}(\lambda)$ or $\mathcal{D}(\lambda) \equiv 0$. In the former case the number of such values of $\lambda$ is finite.

Hence, it suffices to exclude the latter case, that is, to show that $\Lambda_{0} \neq \emptyset$. For that, let us prove that $\Lambda_{0}$ contains the domain (2.2.17) that in turn, by (2.2.4), contains $\{\operatorname{Re} \lambda>0\}$ and, hence, is non-empty. In order to show that $\mathcal{D}(\lambda) \neq 0$ for any $\lambda$ from (2.2.17), it suffices to verify that the homogeneous Dirichlet problem

$$
\left\{\begin{array}{l}
\Delta_{\rho} u(x)=0 \text { on } V \backslash B_{0}  \tag{2.2.20}\\
u(x)=0 \text { on } B_{0}
\end{array}\right.
$$

has a unique solution $u \equiv 0$. Indeed, by Green's formula we have

$$
\begin{aligned}
\sum_{x y \in E}\left|\nabla_{x y} u\right|^{2} \rho_{x y} & =\frac{1}{2} \sum_{x, y \in V}\left|\nabla_{x y} u\right|^{2} \rho_{x y}=-\sum_{x, y \in V} \Delta_{\rho} u(x) \bar{u}(x) \\
& =-\sum_{x \in V \backslash B_{0}} \Delta_{\rho} u(x) \bar{u}(x)-\sum_{x \in B_{0}} \Delta_{\rho} u(x) \bar{u}(x)=0
\end{aligned}
$$

since $u$ is a solution of (2.2.20). Since $\operatorname{Re} \rho_{x y}>0$, we conclude that $\left|\nabla_{x y} u\right|=0$ on all the edges. By the connectedness of the graph this implies that $u=$ const. Since $\left.u\right|_{B_{0}} \equiv 0$, we conclude that $u \equiv 0$.
In the same way the domains (2.2.18) are subsets of $\Lambda_{0}$.
Finally, by the above argument (2.2.19), $v^{(\lambda)}(x)$ is a rational function of $\lambda$ with real coefficients, so that the last claim follows from (2.2.8).
Remark 2.2.12. Since $\{\operatorname{Re} \lambda>0\}$ is contained in $\Lambda_{0}$, we see that $\mathcal{P}(\lambda)$ is a holomorphic function in $\{\operatorname{Re} \lambda>0\}$. If $R_{x y}>0$ for all $x y \in E$, then by also $\Lambda \cap\{\operatorname{Re} \lambda \geq 0\}$ is a subset of $(2.2 .17)$ by (2.2.6).
Remark 2.2.13. The uniqueness of the solution of the Dirichlet problem for the domain (2.2.17) follows also from [36, Lemma 4.4].
Remark 2.2.14. Due to (2.1.3), (2.2.19) and (2.2.8) the effective admittance and the effective impedance are rational functions of $\lambda$ with real coefficients for $\lambda \in \Lambda_{1}$. Definition 2.2.15. [7, p. 25] A function $F(\lambda): S \rightarrow \mathbb{C}$, where $S \subset \mathbb{C}$, is called a positive function, if it satisfies the following conditions:

- $\operatorname{Re} F(\lambda)>0$, when $\operatorname{Re} \lambda>0$,
- $\operatorname{Re} F(\lambda) \geq 0$, when $\operatorname{Re} \lambda=0$.

If in addition $F(\lambda)$ is real for all real $\lambda$, then $F(\lambda)$ is called a positive real function.
Remark 2.2.16. By (2.1.3), (2.2.4) and (2.2.6) the admittances $\rho_{x y}^{(\lambda)}$ are positive real functions of $\lambda \in \Lambda$.

Corollary 2.2.17. An effective admittance $P(\lambda)$ and an effective impedance $Z(\lambda)$ of a finite network are positive real functions of $\lambda \in \Lambda_{1}$. Consequently, by Remark 2.2.12, they are positive real functions on $\{\operatorname{Re} \lambda>0\}$.

Proof. The positivity follows from Corollary 2.2.10.

### 2.2.2 Basic properties of the effective impedance

Star-mesh transform, series law, parallel law, $Y-\Delta$ and $\Delta-Y$ transforms are wide used in physics. We give a rigorous justification of their use for our model and describe the values of $\lambda$, for which they can be used. Note that the complex weights of the edges, obtained after some of these transforms do not have representation (2.1.3) in general. Therefore, strictly speaking, after transformations, we obtain not networks, but complex-weighted graphs, whose weights are (rational) functions of $\lambda$. Moreover, these functions can be not positive real (see Examples 2.2.41 and 2.2.42). Theorem 2.2.18 (Star-mesh transform). Let $\Gamma=\left(V, \rho, a_{0}, B\right)$ be a finite network, $|V|=n, B_{0}=B \cup\left\{a_{0}\right\}$, and $x_{1}, \ldots, x_{m} \in V, 3 \leq m \leq n$, are such, that

- $x_{1} \notin B_{0}$,
- $y \nsim x_{1}$ for all $y \in V \backslash\left\{x_{2}, \ldots, x_{m}\right\}$,

Let $\lambda \in \Lambda_{1}$ be such that

$$
\rho^{(\lambda)}\left(x_{1}\right) \neq 0
$$

If one removes the vertex $x_{1}$, edges $x_{1} x_{i}, i=\overline{2, m}$ and change the weights of the edges $x_{i} x_{j}, i, j=\overline{2, m}, i \neq j$ as follows

$$
\begin{equation*}
\widetilde{\rho}_{x_{i} x_{j}}=\rho_{x_{i} x_{j}}+\frac{\rho_{x_{1} x_{i}} \rho_{x_{1} x_{j}}}{\rho\left(x_{1}\right)} \tag{2.2.21}
\end{equation*}
$$

not changing the other admittances, then for the new complex-weighted graph the solution of the Dirichlet problem (2.2.1) for all the vertices will be the same as the solution for the original network at corresponding vertices (for the same $\lambda$ ).


Figure 2.2: Star-mesh transform for $m=9$

Remark 2.2.19. The condition $\rho^{(\lambda)}\left(x_{1}\right) \neq 0$ is crucial (see Example 2.2.38).

Proof. Let us consider the Dirichlet problem for the network $\Gamma$ in matrix form (2.2.2), i.e.

$$
\mathbf{A} \hat{v}=\mathbf{b}
$$

Without loss of generality we can assume that $x_{1}, \ldots, x_{l} \notin B_{0}$, where $l=m-$ $\left|\left\{x_{1}, \ldots, x_{m}\right\} \cap B_{0}\right|$. Writing equations for $x_{1}, \ldots, x_{l}$ as the first ones and denoting $k=|B|$, we have

$$
\mathbf{A}=\left[\begin{array}{ccccccc}
\rho\left(x_{1}\right) & -\rho_{x_{1} x_{2}} & \cdots & -\rho_{x_{1} x_{l}} & 0 & \cdots & 0 \\
-\rho_{x_{1} x_{2}} & \rho\left(x_{2}\right) & \cdots & -\rho_{x_{2} x_{l}} & -\rho_{x_{2} x_{m+1}} & \cdots & -\rho_{x_{2} x_{n-k-1}} \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
-\rho_{x_{1} x_{l}} & -\rho_{x_{2} x_{l}} & \cdots & \rho\left(x_{l}\right) & -\rho_{x_{l} x_{m+1}} & \cdots & -\rho_{x_{l} x_{n-k-1}} \\
0 & -\rho_{x_{2} x_{m+1}} & \cdots & -\rho_{x_{l} x_{m+1}} & \rho\left(x_{m+1}\right) & \cdots & -\rho_{x_{m+1} x_{n-k-1}} \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
0 & -\rho_{x_{2} x_{n-k-1}} & \cdots & -\rho_{x_{l} x_{n-k-1}} & -\rho_{x_{m+1} x_{n-k-1}} & \cdots & \rho\left(x_{n-k-1}\right)
\end{array}\right],
$$

since $y \nsim x_{1}$ for all $y \in V \backslash\left\{x_{2}, \ldots, x_{m}\right\}$, and

$$
\mathbf{b}=\left(\rho_{a_{0} x_{1}}, \rho_{a_{0} x_{2}}, \ldots, \rho_{a_{0} x_{l}}, \rho_{a_{0} x_{m+1}}, \ldots, \rho_{a_{0} x_{n-k-1}}\right)^{T}
$$

Now we can verify, that star-mesh transform is an application of the Gaussian elimination method for the first row. Indeed, applying the Gaussian elimination method for the first row of the augmented matrix $\overline{\mathbf{A}}=[\mathbf{A} \mid \mathbf{b}]$ we obtain the matrix $\widetilde{\mathbf{A}}=$

$$
\left[\begin{array}{ccccccc|c}
1 & -\frac{\rho_{x_{1} x_{2}}}{\rho\left(x_{1}\right)} & \ldots & -\frac{\rho_{x_{1} x_{l}}}{\rho\left(x_{1}\right)} & 0 & \ldots & 0 & \frac{\rho_{a_{0} x_{1}}}{\rho\left(x_{1}\right)} \\
0 & \rho^{*}\left(x_{2}\right) & \ldots & -\widetilde{\rho}_{x_{2} x_{l}} & -\rho_{x_{2} x_{m+1}} & \ldots & -\rho_{x_{2} x_{n-k-1}} & \rho_{a_{0} x_{2}}^{*} \\
\ldots & \ldots & \ldots & \ldots & \cdots & \cdots & \cdots & \ldots \\
0 & -\widetilde{\rho_{x_{2} x_{l}}} & \ldots & \rho^{*}\left(x_{l}\right) & -\rho_{x_{l} x_{m+1}} & \ldots & -\rho_{x_{l} x_{n-k-1}} & \rho_{a_{0} x_{l}}^{*} \\
0 & -\rho_{x_{2} x_{m+1}}^{*} & \ldots & -\rho_{x_{l} x_{m+1}} & \rho\left(x_{m+1}\right) & \ldots & -\rho_{x_{m+1} x_{n-k-1}} & \rho_{a_{0} x_{m+1}} \\
\ldots & \ldots & \cdots & \ldots & \ldots & \cdots & \cdots & \cdots \\
0 & -\rho_{x_{2} x_{n-k-1}} & \cdots & -\rho_{x_{l} x_{n-k-1}} & -\rho_{x_{m+1} x_{n-k-1}} & \cdots & \rho\left(x_{n-k-1}\right) & \rho_{a_{0} x_{n-k-1}}
\end{array}\right],
$$

since $\rho\left(x_{1}\right) \neq 0$, where

$$
\rho^{*}\left(x_{i}\right)=\rho\left(x_{i}\right)-\frac{\rho_{x_{1} x_{i}}^{2}}{\rho\left(x_{1}\right)} \text { and } \rho_{a_{0} x_{i}}^{*}=\rho_{a_{0} x_{i}}+\frac{\rho_{x_{1} x_{i}} \rho_{a_{0} x_{1}}}{\rho\left(x_{1}\right)} \text { for all } i=\overline{2, l},
$$

and $\widetilde{\rho}_{x_{i} x_{j}}$ are as in (2.2.21). Note that for all $i=\overline{2, l}$

$$
\begin{aligned}
\widetilde{\rho}\left(x_{i}\right) & =\rho\left(x_{i}\right)-\rho_{x_{1} x_{i}}-\sum_{\substack{j=2 \\
j \neq i}}^{m} \rho_{x_{i} x_{j}}+\sum_{\substack{j=2 \\
j \neq i}}^{m} \widetilde{\rho}_{x_{i} x_{j}} \\
& =\rho\left(x_{i}\right)-\rho_{x_{1} x_{i}}-\sum_{\substack{j=2 \\
j \neq i}}^{m} \rho_{x_{i} x_{j}}+\sum_{\substack{j=2 \\
j \neq i}}^{m}\left(\rho_{x_{i} x_{j}}+\frac{\rho_{x_{1} x_{i}} \rho_{x_{1} x_{j}}}{\rho\left(x_{1}\right)}\right) \\
& =\rho\left(x_{i}\right)-\rho_{x_{1} x_{i}}+\sum_{\substack{j=2 \\
j \neq i}}^{m} \frac{\rho_{x_{1} x_{i}} \rho_{x_{1} x_{j}}}{\rho\left(x_{1}\right)} \\
& =\rho\left(x_{i}\right)-\rho_{x_{1} x_{i}}+\frac{\rho_{x_{1} x_{i}}}{\rho\left(x_{1}\right)} \sum_{\substack{j=2 \\
j \neq i}}^{m} \rho_{x_{1} x_{j}} \\
& =\rho\left(x_{i}\right)-\rho_{x_{1} x_{i}}+\frac{\rho_{x_{1} x_{i}}}{\rho\left(x_{1}\right)} \sum_{\substack{j=2}}^{m} \rho_{x_{1} x_{j}}-\frac{\rho_{x_{1} x_{i}}}{\rho\left(x_{1}\right)} \rho_{x_{1} x_{i}} \\
& =\rho\left(x_{i}\right)-\rho_{x_{1} x_{i}}+\frac{\rho_{x_{1} x_{i}}}{\rho\left(x_{1}\right)} \rho\left(x_{1}\right)-\frac{\rho_{x_{1} x_{i}}^{2}}{\rho\left(x_{1}\right)} \\
& =\rho\left(x_{i}\right)-\frac{\rho_{x_{1} x_{i}}^{2}}{\rho\left(x_{1}\right)}=\rho^{*}\left(x_{i}\right)
\end{aligned}
$$

and

$$
\rho_{a_{0} x_{i}}^{*}=\rho_{a_{0} x_{i}}+\frac{\rho_{x_{1} x_{i}} \rho_{a_{0} x_{1}}}{\rho\left(x_{1}\right)}= \begin{cases}\widetilde{\rho}_{a_{0} x_{i}}, & \text { if } a_{0} \in\left\{x_{2}, \ldots, x_{m}\right\} \\ \rho_{a_{0} x_{i}}, & \text { otherwise, since } \rho_{a_{0} x_{1}}=0\end{cases}
$$

Hence, $\widetilde{\mathbf{A}}$

$$
\left[\begin{array}{ccccccc|c}
1 & -\frac{\rho_{x_{1} x_{2}}}{\rho\left(x_{1}\right)} & \ldots & -\frac{\rho_{x_{1} x_{l}}}{\rho\left(x_{1}\right)} & 0 & \ldots & 0 & \frac{\rho_{a_{0} x_{1}}}{\rho\left(x_{1}\right)} \\
0 & \widetilde{\rho}\left(x_{2}\right) & \ldots & -\widetilde{\rho}_{x_{2} x_{l}} & -\rho_{x_{2} x_{m+1}} & \ldots & -\rho_{x_{2} x_{n-k-1}} & \rho_{a_{0} x_{2}}^{*} \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
0 & -\widetilde{\rho}_{x_{2} x_{l}} & \ldots & \widetilde{\rho}\left(x_{l}\right) & -\rho_{x_{l} x_{m+1}} & \ldots & -\rho_{x_{l} x_{n-k-1}} & \rho_{a_{0} x_{l}}^{*} \\
0 & -\rho_{x_{2} x_{m+1}} & \ldots & -\rho_{x_{l} x_{m+1}} & \rho\left(x_{m+1}\right) & \ldots & -\rho_{x_{m+1} x_{n-k-1}} & \rho_{a_{0} x_{m+1}} \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
0 & -\rho_{x_{2} x_{n-k-1}} & \ldots & -\rho_{x_{l} x_{n-k-1}} & -\rho_{x_{m+1} x_{n-k-1}} & \ldots & \rho\left(x_{n-k-1}\right) & \rho_{a_{0} x_{n-k-1}}
\end{array}\right]
$$

Therefore, we can eliminate the variable $v\left(x_{1}\right)$ from the Dirichlet problem, changing complex weights as in the statement of the theorem.

Corollary 2.2.20. Under the star-mesh transform of a part of network the effective admittance does not change for all $\lambda \in \Lambda$, such that

$$
\begin{equation*}
\rho^{(\lambda)}\left(x_{1}\right) \neq 0 \tag{2.2.22}
\end{equation*}
$$

Consequently, the effective impedance also does not change.

Remark 2.2.21. Here we use the term "effective admittance" (resp. "effective impedance") refer to the quantity, calculated by (2.2.8) (resp. (2.2.7)) on a complexweighted graph with given boundary vertices $a_{0} \cup B$.

Proof. In the proof we will use the notations from the proof of the Theorem 2.2.18. If the Dirichlet problem $\mathbf{A} \hat{v}=\mathbf{b}$ has no solutions, it still will not have solutions after the elimination of variable $v\left(x_{1}\right)$, since $\rho^{(\lambda)}\left(x_{1}\right) \neq 0$. Therefore, it is enough to prove the statement for the case $\mathcal{P}(\lambda)<\infty$.

The case $\left\{x_{1}, \ldots, x_{m}\right\} \cap B_{0}=\emptyset$ is trivial. The cases, when $\left\{x_{1}, \ldots, x_{m}\right\} \cap B=\emptyset$ or $\left\{x_{1}, \ldots, x_{m}\right\} \cap\left\{a_{0}\right\}=\emptyset$ are obvious, due to (2.2.8) and (2.2.13).

Otherwise, we can assume, without loss of generality, that $x_{m}=a_{0}$. Then, if we denote the effective admittance of the new complex-weighted graph by $\widetilde{\mathcal{P}}$, we have

$$
\begin{aligned}
\mathcal{P} & =\sum_{x \neq a_{0}}(1-v(x)) \rho_{x a_{0}} \\
& =\left(1-v\left(x_{1}\right)\right) \rho_{x_{1} a_{0}}+\sum_{i=2}^{m-1}\left(1-v\left(x_{i}\right)\right) \rho_{x_{i} a_{0}}+\sum_{x \notin\left\{x_{1}, \ldots, x_{m}\right\}}(1-v(x)) \rho_{x a_{0}} \\
& =\widetilde{\mathcal{P}}-\sum_{i=2}^{m-1}\left(1-v\left(x_{i}\right)\right) \widetilde{\rho}_{x_{i} a_{0}}+\left(1-v\left(x_{1}\right)\right) \rho_{x_{1} a_{0}}+\sum_{i=2}^{m-1}\left(1-v\left(x_{i}\right)\right) \rho_{x_{i} a_{0}} \\
& =\widetilde{\mathcal{P}}-\sum_{i=2}^{m-1}\left(1-v\left(x_{i}\right)\right) \frac{\rho_{x_{1} a_{0}} \rho_{x_{1} x_{i}}}{\rho\left(x_{1}\right)}+\left(1-v\left(x_{1}\right)\right) \rho_{x_{1} a_{0}} \\
& =\widetilde{\mathcal{P}}-\rho_{x_{1} a_{0}} \sum_{i=2}^{m-1}\left(1-v\left(x_{i}\right)\right) \frac{\rho_{x_{1} x_{i}}}{\rho\left(x_{1}\right)}+\left(1-\sum_{i=2}^{m-1} v\left(x_{i}\right) \frac{\rho_{x_{1} x_{i}}}{\rho\left(x_{1}\right)}-\frac{\rho_{x_{1} a_{0}}}{\rho\left(x_{1}\right)}\right) \rho_{x_{1} a_{0}} \\
& =\widetilde{\mathcal{P}}-\rho_{x_{1} a_{0}}\left(\sum_{i=2}^{m-1} \frac{\rho_{x_{1} x_{i}}}{\rho\left(x_{1}\right)}-\sum_{i=2}^{m-1} v\left(x_{i}\right) \frac{\rho_{x_{1} x_{i}}}{\rho\left(x_{1}\right)}\right)+\left(1-\sum_{i=2}^{m-1} v\left(x_{i}\right) \frac{\rho_{x_{1} x_{i}}}{\rho\left(x_{1}\right)}-\frac{\rho_{x_{1} a_{0}}}{\rho\left(x_{1}\right)}\right) \rho_{x_{1} a_{0}} \\
& =\widetilde{\mathcal{P}}-\rho_{x_{1} a_{0}}\left(\frac{\rho\left(x_{1}\right)}{\rho\left(x_{1}\right)}-\frac{\rho_{x_{1} x_{m}}}{\rho\left(x_{1}\right)}-\sum_{i=2}^{m-1} v\left(x_{i}\right) \frac{\rho_{x_{1} x_{i}}}{\rho\left(x_{1}\right)}\right)+\left(1-\sum_{i=2}^{m-1} v\left(x_{i}\right) \frac{\rho_{x_{1} x_{i}}}{\rho\left(x_{1}\right)}-\frac{\rho_{x_{1} a_{0}}}{\rho\left(x_{1}\right)}\right) \rho_{x_{1} a_{0}} \\
& =\widetilde{\mathcal{P}}
\end{aligned}
$$

since

$$
v\left(x_{1}\right)=\sum_{i=2}^{l} v\left(x_{i}\right) \frac{\rho_{x_{1} x_{i}}}{\rho\left(x_{1}\right)}+\frac{\rho_{x_{1} a_{0}}}{\rho\left(x_{1}\right)}=\sum_{i=2}^{m-1} v\left(x_{i}\right) \frac{\rho_{x_{1} x_{i}}}{\rho\left(x_{1}\right)}+\frac{\rho_{x_{1} a_{0}}}{\rho\left(x_{1}\right)}
$$

(see the first line of $\overline{\mathbf{A}}$ and note that $v\left(x_{j}\right)=0$ for all $j=\overline{j+1, m-1}$ and $a_{0}=$ $x_{m}$ ).

Series law and $Y-\Delta$ transform are particular cases of star-mesh transform. Since multigraphs are not allowed in this thesis, we will use a modification of parallel law and refer to it as parallel-series law.
Corollary 2.2.22 (Series law). Let $\Gamma=\left(V, \rho, a_{0}, B\right)$ be a finite network, $B_{0}=$ $B \cup\left\{a_{0}\right\}$. Let $a, b, c \in V$ are such, that

- $b \notin B_{0}$,
- $a \nsim c, a \sim b, b \sim c$,
- $b \nsim x$ for all $x \notin\{a, c\}$.

Let $\lambda \in \Lambda_{1}$ be such that $\rho^{(\lambda)}(b) \neq 0$.
If one removes the vertex $b$, edges $a b, b c$ and add the edge ac with the admittance

$$
\widetilde{\rho}_{a c}=\frac{\rho_{a b} \rho_{b c}}{\rho_{a b}+\rho_{b c}}
$$

not changing other admittances, then for the new network the solution of the Dirichlet problem (2.2.1) for all the vertices will be the same as the solution for the original network at corresponding vertices (for the same $\lambda$ ). The effective admittance (impedance) of the new network coincide with the effective admittance (impedance) of the original one.
Remark 2.2.23. After this transform the weights of the edges possess the representation (2.1.3). Indeed,

$$
\begin{aligned}
\widetilde{\rho}_{a c} & =\frac{\rho_{a b} \rho_{b c}}{\rho_{a b}+\rho_{b c}}=\frac{\frac{\lambda}{L_{a b} \lambda^{2}+R_{a b} \lambda+D_{a b}} \cdot \frac{\lambda}{\lambda} \frac{L_{b c} \lambda^{2}+R_{b c} \lambda+D_{b c}}{\lambda}}{L_{a b} \lambda^{2}+R_{a b} \lambda+D_{a b}}+\frac{\lambda}{L_{b c} \lambda^{2}+R_{b c} \lambda+D_{b c}} \\
& =\frac{\lambda}{\left(L_{a b}+L_{b c} \lambda^{2}+\left(R_{a b}+R_{b c}\right) \lambda+\left(D_{a b}+D_{b c}\right)\right.} .
\end{aligned}
$$

Therefore, we obtain a network.
Note that the corresponding equation for the impedances is then

$$
\tilde{z}_{a c}=z_{a b}+z_{b c}
$$

which corresponds to the well-known physical series law.


Figure 2.3: Series law
Remark 2.2.24. $\rho(b)=0$ means either $b$ is an isolated vertex or $z_{a b}=-z_{b c}$. In the latter case $z_{a c}$ should be calculated as $0\left(\rho_{a c}=\infty\right)$, which is not allowed.

Proof. Apply Theorem 2.2.18 and Corollary 2.2.20 $\left(x_{1}=b\right)$ for the case $m=3$ and $\rho_{a c}=0$.

Corollary 2.2.25 (Parallel-series law). Let $\Gamma=\left(V, \rho, a_{0}, B\right)$ be a finite network, $B_{0}=B \cup\left\{a_{0}\right\}$.
Let $a, b, c \in V$ are such, that

- $b \notin B_{0}$,
- $a \sim b, b \sim c, a \sim c$,
- $b \nsim x$ for all $x \notin\{a, c\}$.

Let $\lambda \in \Lambda_{1}$ be such that $\rho^{(\lambda)}(b) \neq 0$.
If one removes the vertex $b$, edges $a b, b c$ and add the edge ac with the admittance

$$
\widetilde{\rho}_{a c}=\frac{\rho_{a b} \rho_{b c}}{\rho_{a b}+\rho_{b c}}+\rho_{a c},
$$

not changing other admittances, then for the new complex-weighted graph the solution of the Dirichlet problem (2.2.1) for all the vertices will be the same as the solution on the original network for corresponding vertices (for the same $\lambda$ ). The effective admittance (impedance) of the new network coincides with the effective admittance (impedance) of the original one.
Remark 2.2.26. Note that the corresponding equation for the impedances is then

$$
\frac{1}{\widetilde{z}_{a c}}=\frac{1}{z_{a b}+z_{b c}}+\frac{1}{z_{a c}} .
$$

This corresponds to an application of the physical series law and then an application of the physical parallel law.


Figure 2.4: Parallel-series law

Proof. Apply Theorem 2.2.18 and Corollary 2.2.20 $\left(x_{1}=b\right)$ for the case $m=3$.
Theorem 2.2.27 $\left(Y-\Delta\right.$ transform). Let $\Gamma=\left(V, \rho, a_{0}, B\right)$ be a finite network, $B_{0}=B \cup\left\{a_{0}\right\}$. Let $a, b, c, d \in V$ are such, that

- $d \notin B_{0}$,
- $d \sim a, d \sim b, d \sim c$,

Let $\lambda \in \Lambda_{1}$ be such that

$$
\begin{equation*}
\rho^{(\lambda)}(d) \neq 0 . \tag{2.2.23}
\end{equation*}
$$

If one removes the vertex $d$, edges $d a, d b, d c$ and set

$$
\begin{align*}
& \widetilde{\rho}_{a b}=\frac{\rho_{d a} \rho_{d b}}{\rho_{d a}+\rho_{d b}+\rho_{d c}}+\rho_{a b}, \\
& \widetilde{\rho}_{b c}=\frac{\rho_{d b} \rho_{d c}}{\rho_{d a}+\rho_{d b}+\rho_{d c}}+\rho_{b c},  \tag{2.2.24}\\
& \widetilde{\rho}_{a c}=\frac{\rho_{d a} \rho_{d c}}{\rho_{d a}+\rho_{d b}+\rho_{d c}}+\rho_{a c},
\end{align*}
$$

not changing other admittances, then for the new complex-weighted graph the solution of the Dirichlet problem (2.2.1) for all the vertices will be the same as the solution for the corresponding vertices at original network (for the same $\lambda$ ). The effective admittance (impedance) of the new network coincides with the effective admittance (impedance) of the original one.
Remark 2.2.28. The corresponding equalities for the impedances are

$$
\begin{aligned}
\widetilde{z}_{a b} & =\frac{1}{\frac{z_{d c}}{z_{d a} z_{d b}+z_{d b} z_{d c}+z_{d a} z_{d c}}+\frac{1}{z_{a b}}}, \\
\widetilde{z}_{b c}= & \frac{1}{\frac{z_{d a}}{z_{d a} z_{d b}+z_{d b} z_{d c}+z_{d a} z_{d c}}+\frac{1}{z_{b c}}}, \\
\widetilde{z}_{a c}= & \frac{1}{\frac{z_{d b}}{z_{d a} z_{d b}+z_{d b} z_{d c}+z_{d a} z_{d c}}+\frac{1}{z_{a c}}} .
\end{aligned}
$$

From the physical point of view, if $\rho_{a b}, \rho_{b c}, \rho_{a c}$ are all equal to zero, then it is just $Y-\Delta$ transform, otherwise, it is $Y-\Delta$ transform and the parallel law.
Remark 2.2.29. Example 2.2 .38 shows that in the case

$$
\rho^{(\lambda)}(d)=\rho_{d a}^{(\lambda)}+\rho_{d b}^{(\lambda)}+\rho_{d c}^{(\lambda)}=0
$$

one can not use the expressions (2.2.24) formally, i.e. glue the vertices together.


Figure 2.5: $Y-\Delta$ transform

Proof. Theorem 2.2.18 and Corollary 2.2.20 $\left(x_{1}=d\right)$ for the case $m=4$.

The $Y-\Delta$ transform is invertible. In general, it is not the case for the star-mesh transform.
Theorem 2.2.30 ( $\Delta-Y$ transform). Let $\widetilde{\Gamma}=\left(\widetilde{V}, \widetilde{\rho}, a_{0}, B\right)$ be a finite network and let $a, b, c \in V$ are such, that $a \sim b, b \sim c, a \sim c$.

Let $\lambda \in \Lambda_{1}$ be such that

$$
\begin{equation*}
\frac{1}{\widetilde{\rho}_{a b}^{(\lambda)}}+\frac{1}{\widetilde{\rho}_{b c}^{(\lambda)}}+\frac{1}{\widetilde{\rho}_{a c}^{(\lambda)}} \neq 0 \tag{2.2.25}
\end{equation*}
$$

If one add a vertex $d$ and edges $d a, d b, d c$ setting

$$
\begin{align*}
& \rho_{d a}=\frac{\widetilde{\rho}_{a c} \widetilde{\rho}_{b c}+\widetilde{\rho}_{a c} \widetilde{\rho}_{a b}+\widetilde{\rho}_{a b} \widetilde{\rho}_{b c}}{\widetilde{\rho}_{b c}} \\
& \rho_{d b}=\frac{\widetilde{\rho}_{a c} \widetilde{\rho}_{b c}+\widetilde{\rho}_{a c} \widetilde{\rho}_{a b}+\widetilde{\rho}_{a b} \widetilde{\rho}_{b c}}{\widetilde{\rho}_{a c}}  \tag{2.2.26}\\
& \rho_{d c}=\frac{\widetilde{\rho}_{a c} \widetilde{\rho}_{b c}+\widetilde{\rho}_{a c} \widetilde{\rho}_{a b}+\widetilde{\rho}_{a b} \widetilde{\rho}_{b c}}{\widetilde{\rho}_{a b}}
\end{align*}
$$

and remove the edges $a b, b c, a c$ not changing other admittances, then for the new complex-weighted graph $(V=\widetilde{V} \cup\{d\}, \rho)$, the solution of the Dirichlet problem (2.2.1) for all the vertices will be the same as the solution for corresponding vertices at the original network (for the same $\lambda$ ). Moreover, the effective admittance (impedance) does not change under this transform.
Remark 2.2.31. The condition (2.2.25) can be rewritten as

$$
\widetilde{\rho}_{a c}^{(\lambda)} \widetilde{\rho}_{b c}^{(\lambda)}+\widetilde{\rho}_{a c}^{(\lambda)} \widetilde{\rho}_{a b}^{(\lambda)}+\widetilde{\rho}_{a b}^{(\lambda)} \widetilde{\rho}_{b c}^{(\lambda)} \neq 0
$$

since

$$
\frac{1}{\widetilde{\rho}_{a b}^{(\lambda)}}+\frac{1}{\widetilde{\rho}_{b c}^{(\lambda)}}+\frac{1}{\widetilde{\rho}_{a c}^{(\lambda)}}=\frac{\widetilde{\rho}_{a c}^{(\lambda)} \widetilde{\rho}_{b c}^{(\lambda)}+\widetilde{\rho}_{a c}^{(\lambda)} \widetilde{\rho}_{a b}^{(\lambda)}+\widetilde{\rho}_{a b}^{(\lambda)} \widetilde{\rho}_{b c}^{(\lambda)}}{\widetilde{\rho}_{b c}^{(\lambda)} \widetilde{\rho}_{a c}^{(\lambda)} \widetilde{\rho}_{a b}^{(\lambda)}}
$$

Remark 2.2.32. The corresponding equalities for the impedances are

$$
\begin{aligned}
z_{d a} & =\frac{\widetilde{z}_{a b} \widetilde{z}_{a c}}{\widetilde{z}_{a b}+\widetilde{z}_{b c}+\widetilde{z}_{a c}}, \\
z_{d b} & =\frac{\widetilde{z}_{a b} \widetilde{z}_{b c}}{\widetilde{z}_{a b}+\widetilde{z}_{b c}+\widetilde{z}_{a c}}, \\
z_{d c} & =\frac{\widetilde{z}_{b c} \widetilde{z}_{a c}}{\widetilde{z}_{a b}+\widetilde{z}_{b c}+\widetilde{z}_{a c}},
\end{aligned}
$$

and the condition $(2.2 .25)$ could be rewritten as $\widetilde{z}_{a b}^{(\lambda)}+\widetilde{z}_{b c}^{(\lambda)}+\widetilde{z}_{a c}^{(\lambda)} \neq 0$.
Remark 2.2.33. The condition (2.2.25) is crucial, see Example 2.2.40.


Figure 2.6: $\Delta-Y$ transform

Proof. To prove the theorem it is enough to express $\rho_{d a}, \rho_{d b}$ and $\rho_{d c}$ from (2.2.24), assuming $\rho_{a b}=0, \rho_{b c}=0$, and $\rho_{a c}=0$. Summing up the inverses of all three equations one obtains

$$
\frac{1}{\widetilde{\rho}_{a b}}+\frac{1}{\widetilde{\rho}_{b c}}+\frac{1}{\widetilde{\rho}_{a c}}=\frac{\left(\rho_{d a}+\rho_{d b}+\rho_{d c}\right)^{2}}{\rho_{d a} \rho_{d b} \rho_{d c}}
$$

Since left hand side (consequently also right hand side) is not equal to zero by (2.2.25), the last equation is equivalent to

$$
\begin{equation*}
\frac{\widetilde{\rho}_{a b} \widetilde{\rho}_{b c} \widetilde{\rho}_{a c}}{\widetilde{\rho}_{a b} \widetilde{\rho}_{b c}+\widetilde{\rho}_{b c} \widetilde{\rho}_{a c}+\widetilde{\rho}_{a b} \widetilde{\rho}_{a c}}=\frac{\rho_{d a} \rho_{d b} \rho_{d c}}{\left(\rho_{d a}+\rho_{d b}+\rho_{d c}\right)^{2}} \tag{2.2.27}
\end{equation*}
$$

Multiplying the both sides of (2.2.27) by

$$
\frac{1}{\widetilde{\rho}_{a b} \widetilde{\rho}_{a c}}=\frac{\left(\rho_{d a}+\rho_{d b}+\rho_{d c}\right)^{2}}{\rho_{d a}^{2} \rho_{d b} \rho_{d c}}
$$

which follows from (2.2.24), we get

$$
\frac{\widetilde{\rho}_{b c}}{\widetilde{\rho}_{a b} \widetilde{\rho}_{b c}+\widetilde{\rho}_{b c} \widetilde{\rho}_{a c}+\widetilde{\rho}_{a b} \widetilde{\rho}_{a c}}=\frac{1}{\rho_{d a}}
$$

Then the equation for $\rho_{d a}$ follows. To obtain the equations for $\rho_{d b}$ and $\rho_{d c}$ one should multiply $(2.2 .27)$ by $\frac{1}{\widetilde{\rho}_{a b} \widetilde{\rho}_{b c a c}}$ and $\frac{1}{\widetilde{\rho}_{a c} \widetilde{\rho}_{b c}}$ respectively.

The fact that the effective admittance does not change follows from Theorem 2.2.27 since

$$
\begin{aligned}
\rho(d) & =\rho_{d a}+\rho_{d b}+\rho_{d c}=\frac{\left(\widetilde{\rho}_{a c} \widetilde{\rho}_{b c}+\widetilde{\rho}_{a c} \widetilde{\rho}_{a b}+\widetilde{\rho}_{a b} \widetilde{\rho}_{b c}\right)^{2}}{\widetilde{\rho}_{b c} \widetilde{\rho}_{a c} \widetilde{\rho}_{a b}} \\
& =\left(\frac{1}{\widetilde{\rho}_{a b}}+\frac{1}{\widetilde{\rho}_{b c}}+\frac{1}{\widetilde{\rho}_{a c}}\right)^{2} \widetilde{\rho}_{a b} \widetilde{\rho}_{b c} \widetilde{\rho}_{a c} \neq 0
\end{aligned}
$$

### 2.2.3 Examples of finite networks

Example 2.2.34 (Resonance). Let us consider a network consisting of one coil and one capacitor (Figure 2.7), $a_{0}=1, B=\{0\}, L, C>0$.


Figure 2.7: $L C$-network

For this network $\Lambda=\mathbb{C} \backslash\{0\}$. The Dirichlet problem is

$$
\left\{\begin{array}{l}
\frac{(v(0)-v(2))}{L \lambda}+(v(1)-v(2)) C \lambda=0 \\
v(0)=0 \\
v(1)=1
\end{array}\right.
$$

The determinant of this linear system is

$$
\mathcal{D}(\lambda)=\frac{L C \lambda^{2}+1}{L \lambda}
$$

Therefore, $\Lambda_{0}=\mathbb{C} \backslash\left\{0, \pm \frac{i}{\sqrt{L C}}\right\}$. The solution of the Dirichlet problem is

$$
v=(v(0), v(1), v(2))=\left(0,1, \frac{L C \lambda^{2}}{1+L C \lambda^{2}}\right), \lambda \in \Lambda_{0}
$$

and the effective admittance is

$$
\mathcal{P}(\lambda)=\frac{1}{L \lambda} v(2)=\frac{C \lambda}{L C \lambda^{2}+1}, \lambda \in \Lambda_{0}
$$

In the case $\lambda= \pm \frac{i}{\sqrt{L C}}$ the Dirichlet problem has no solution and we have $\mathcal{P}=\infty$ by definition. Therefore, in fact,

$$
\mathcal{P}(\lambda)=\frac{C \lambda}{L C \lambda^{2}+1}, \text { for all } \lambda \in \Lambda
$$

and

$$
Z(\lambda)=\frac{L C \lambda^{2}+1}{C \lambda}, \text { for all } \lambda \in \Lambda
$$

One can also calculate the effective impedance using the series law:

$$
Z(\lambda)=L \lambda+\frac{1}{C \lambda}=\frac{L C \lambda^{2}+1}{C \lambda}
$$

Note that the case $\lambda=\frac{i}{\sqrt{L C}}$ (the frequency $\omega=\frac{1}{\sqrt{L C}}$ ) corresponds to a resonance in the network, which means the lack of a solution $v(t)$ of (2.1.1) in the form $v(x, t)=$ $v(x) e^{i \omega t}$. In this case the frequency $\omega$ is called resonance frequency. Then $\mathcal{P}=\infty$ matches the physical phenomenon that in this case the current becomes arbitrary large over time.
Example 2.2.35 (Simple network). Let us consider a network as at Figure 2.8, $a_{0}=1, B=\{0\}, L, C>0$.


Figure 2.8: Simple network

For this network $\Lambda=\mathbb{C} \backslash\{0\}$. The Dirichlet problem is

$$
\left\{\begin{array}{l}
\frac{(v(0)-v(2))}{L \lambda}+\frac{(v(1)-v(2))}{L \lambda}=0 \\
(v(0)-v(3)) C \lambda+(v(1)-v(3)) C \lambda=0 \\
v(0)=0 \\
v(1)=1
\end{array}\right.
$$

The determinant of this linear system is

$$
\mathcal{D}(\lambda)=\frac{4 C}{L}
$$

Therefore, $\Lambda_{0}=\mathbb{C} \backslash\{0\}=\Lambda$. The solution of the Dirichlet problem is

$$
v=(v(0), v(1), v(2), v(3))=\left(0,1, \frac{1}{2}, \frac{1}{2}\right)
$$

and the effective admittance is

$$
\mathcal{P}(\lambda)=\frac{1}{L \lambda} v(2)+C \lambda v(3)=\frac{L C \lambda^{2}+1}{2 L \lambda}, \lambda \in \Lambda
$$

Then the effective impedance is

$$
Z(\lambda)=\frac{2 L \lambda}{L C \lambda^{2}+1}, \lambda \in \Lambda
$$

Note that the impedances of the edges are

$$
z_{02}=z_{12}=L \lambda, z_{03}=z_{13}=\frac{1}{C \lambda},
$$

and then the effective impedance can be calculated using series and parallel-series laws (Corollaries 2.2.22 and 2.2.25).

$$
Z(\lambda)=\frac{1}{\mathcal{P}(\lambda)}=\frac{1}{\frac{1}{z_{02}+z_{12}}+\frac{1}{z_{03}+z_{13}}}=\frac{1}{\frac{1}{2 L \lambda}+\frac{C \lambda}{2}}=\frac{2 L \lambda}{1+L C \lambda^{2}} .
$$

Example 2.2.36 (Non-uniqueness of the solution of the Dirichlet problem). Let us consider a network as at Figure 2.9, $a_{0}=1, B=\{0\}, L, C>0$.


Figure 2.9: Non-uniqueness of the solution of the Dirichlet problem

For this network $\Lambda=\mathbb{C} \backslash\{0\}$. The Dirichlet problem is

$$
\left\{\begin{array}{l}
\frac{(v(3)-v(2))}{L \lambda}+(v(0)-v(2)) C \lambda=0, \\
\frac{(v(2)-v(3))}{L \lambda}+(v(0)-v(3)) C \lambda=0, \\
v(0)=0, \\
v(1)=1 .
\end{array}\right.
$$

The determinant of this linear system is

$$
\mathcal{D}(\lambda)=\frac{L C^{2} \lambda^{2}+2 C}{L}
$$

Therefore, $\Lambda_{0}=\mathbb{C} \backslash\left\{0, \pm i \sqrt{\frac{2}{L C}}\right\}$. The solution of the Dirichlet problem is

$$
v=(v(0), v(1), v(2), v(3))=(0,1,0,0), \lambda \in \Lambda_{0} .
$$

and the effective admittance is

$$
\mathcal{P}(\lambda)=C \lambda v(1)=C \lambda, \lambda \in \Lambda_{0} .
$$

In the cases $\lambda= \pm i \sqrt{\frac{2}{L C}}$ the Dirichlet problem has infinitely many solutions

$$
v=(0,1, c,-c), c \in \mathbb{C} .
$$

The effective admittance in this case is, obviously, also

$$
\mathcal{P}(\lambda)=C \lambda, \lambda= \pm i \sqrt{\frac{2}{L C}}
$$

Therefore, $\mathcal{P}(\lambda)=C \lambda, \lambda \in \Lambda$.
Example 2.2.37 (Complex-weighted graph, which is not a network). Let us consider the complex weights, which are not admittances (i.e. they do not posses the representation (2.1.3)), to show that Theorem 2.2.11 is true only for networks.


Figure 2.10: Example of a complex-weighted graph, which is not a network

Let us consider the following Dirichlet problem (see Figure 2.10):

$$
\left\{\begin{array}{l}
(v(0)-v(2)) \lambda+(v(1)-v(2))(-\lambda)+(v(3)-v(2))=0 \\
(v(0)-v(3))(-\lambda)+(v(1)-v(3)) \lambda+(v(2)-v(3))=0 \\
v(0)=0 \\
v(1)=1
\end{array}\right.
$$

The determinant of this system is

$$
\mathcal{D}=\mathcal{D}(\lambda) \equiv 0
$$

and the Dirichlet problem has infinitely many solutions

$$
v(2)=c, v(3)=c+\lambda, c \in \mathbb{C}
$$

for any $\lambda \in \mathbb{C}$.

Example 2.2.38 ( $Y-\Delta$ transform). Let us consider a network as at Figure 2.11 $\left(a_{0}=1, B=\{0\}, L, C>0\right)$. Then $\Lambda=\mathbb{C} \backslash\{0\}$.


Figure 2.11: An example of $Y-\Delta$ transform

The Dirichlet problem for this network is

$$
\left\{\begin{array}{l}
\frac{(v(0)-v(2))}{L \lambda}+\frac{(v(3)-v(2))}{L \lambda}=0 \\
\frac{(v(2)-v(3))}{L \lambda}+\frac{(v(4)-v(3))}{L \lambda}+(v(5)-v(3)) C \lambda=0, \\
\frac{(v(3)-v(4))}{L \lambda}=0, \\
(v(3)-v(5)) C \lambda+\frac{(v(1)-v(5))}{L \lambda}=0, \\
v(0)=0, \\
v(1)=1,
\end{array}\right.
$$

and its determinant is

$$
\mathcal{D}(\lambda)=\frac{3 L C \lambda^{2}+1}{L^{4} \lambda^{4}}
$$

Therefore, $\Lambda_{0}=\mathbb{C} \backslash\left\{0, \pm \frac{i}{\sqrt{3 L C}}\right\}$. The solution of the Dirichlet problem is

$$
\left\{\begin{array}{l}
v(0)=0 \\
v(1)=1 \\
v(2)=\frac{L C \lambda^{2}}{3 L C \lambda^{2}+1} \\
v(3)=\frac{2 L C \lambda^{2}}{3 L C \lambda^{2}+1} \\
v(4)=\frac{2 L C \lambda^{2}}{3 L C \lambda^{2}+1} \\
v(5)=\frac{2 L C \lambda^{2}+1}{3 L C \lambda^{2}+1}
\end{array}\right.
$$

The effective admittance is

$$
\mathcal{P}(\lambda)=\frac{C \lambda}{3 L C \lambda^{2}+1}, \lambda \in \Lambda_{0} .
$$

In the cases $\lambda= \pm \frac{i}{\sqrt{3 L C}}$ the Dirichlet problem has no solutions and $\mathcal{P}(\lambda)=\infty$ by the definition. Therefore, in fact

$$
\begin{equation*}
\mathcal{P}(\lambda)=\frac{C \lambda}{3 L C \lambda^{2}+1}, \lambda \in \Lambda \tag{2.2.28}
\end{equation*}
$$

The domain of holomorphicity of $\mathcal{P}(\lambda)$ is $\mathbb{C} \backslash\left\{0, \pm \frac{i}{\sqrt{3 L C}}\right\}=\Lambda_{0}$.
Let us apply the particular case of star-mesh transform, i.e. $Y-\Delta$ transform, to this network. In the case

$$
\rho(3)=\frac{2}{L \lambda}+C \lambda \neq 0
$$

we have by (2.2.24)

$$
\begin{align*}
& \widetilde{\rho}_{24}=\frac{\rho_{32} \rho_{34}}{\rho_{32}+\rho_{34}+\rho_{35}}=\frac{1}{L \lambda\left(C L \lambda^{2}+2\right)} \\
& \widetilde{\rho}_{45}=\frac{\rho_{34} \rho_{35}}{\rho_{32}+\rho_{34}+\rho_{35}}=\frac{C \lambda}{C L \lambda^{2}+2}  \tag{2.2.29}\\
& \widetilde{\rho}_{25}=\frac{\rho_{32} \rho_{35}}{\rho_{32}+\rho_{34}+\rho_{35}}=\frac{C \lambda}{C L \lambda^{2}+2}
\end{align*}
$$

The equations (2.2.29) suggest us to glue together vertices $2,3,4$ and 5 in the case $\frac{2}{L \lambda}+C \lambda=0$ (i.e. $\lambda= \pm i \sqrt{\frac{2}{L C}}$ ), but the effective admittance of the obtained network will not be the same. Indeed, by (2.2.28).

$$
\mathcal{P}\left( \pm i \sqrt{\frac{2}{L C}}\right)=\mp \frac{i}{5} \sqrt{\frac{2 C}{L}} .
$$

But the network, obtaining by gluing 2, 3, 4 and 5, is shown at Figure 2.12 and its effective admittance is

$$
\begin{gathered}
\widetilde{\mathcal{P}}=\frac{1}{2 L \lambda}=\mp \frac{i}{2} \sqrt{\frac{C}{2 L}} \neq \mp \frac{i}{5} \sqrt{\frac{2 C}{L}} . \\
0 \circ-2000 \lll 1 \\
\frac{1}{L \lambda}
\end{gathered}
$$

Figure 2.12: Suggested $Y-\Delta$ transform for the case $\lambda= \pm i \sqrt{\frac{2}{L C}}$

Therefore, this example shows, that the condition (2.2.22) in Corollary 2.2.20 (and the condition (2.2.23) in $Y-\Delta$ transform) is crucial.

Example 2.2.39 ( $\Delta-Y$ transform). Let us consider a network as at the Figure $2.13\left(a_{0}=1, B=\{0\}, L, C>0\right)$. Then $\Lambda=\mathbb{C} \backslash\{0\}$.


Figure 2.13: An example of $\Delta-Y$ transform

The Dirichlet problem for this network is

$$
\left\{\begin{array}{l}
\frac{(v(0)-v(2))}{L \lambda}+\frac{(v(3)-v(2))}{L \lambda}+(v(4)-v(2)) C \lambda=0 \\
\frac{(v(2)-v(3))}{L \lambda}+\frac{(v(4)-v(3))}{L \lambda}=0 \\
(v(2)-v(4)) C \lambda+\frac{(v(3)-v(4))}{L \lambda}+\frac{(v(1)-v(4))}{L \lambda}=0 \\
v(0)=0 \\
v(1)=1,
\end{array}\right.
$$

and its determinant is

$$
\mathcal{D}=\mathcal{D}(\lambda)=-\frac{4 C L \lambda^{2}+4}{L^{3} \lambda^{3}} .
$$

Therefore, $\Lambda_{0}=\mathbb{C} \backslash\left\{0, \pm i \frac{1}{\sqrt{L C}}\right\}$. The solution of the Dirichlet problem is

$$
\left\{\begin{array}{l}
v(0)=0 \\
v(1)=1, \\
v(2)=\frac{2 L C \lambda^{2}+1}{4 L C \lambda^{2}+4}, \\
v(3)=\frac{1}{2} \\
v(4)=\frac{2 L C \lambda^{2}+3}{4 L C \lambda^{2}+4},
\end{array}\right.
$$

and the effective admittance is

$$
\mathcal{P}(\lambda)=\frac{1}{L \lambda} v(2)=\frac{2 L C \lambda^{2}+1}{4 L^{2} C \lambda^{3}+4 L \lambda}, \lambda \in \Lambda_{0} .
$$

Since in the case $\lambda= \pm i \frac{1}{\sqrt{L C}}$ the Dirichlet problem has no solutions, we have, in fact

$$
\mathcal{P}(\lambda)=\frac{2 L C \lambda^{2}+1}{4 L^{2} C \lambda^{3}+4 L \lambda}, \lambda \in \Lambda .
$$

The domain of holomorphicity of $\mathcal{P}(\lambda)$ is $\mathbb{C} \backslash\left\{0, \pm i \frac{1}{\sqrt{L C}}\right\}=\Lambda_{0}$.
After $\Delta-Y$ transform, adding the vertex 5 , one gets by (2.2.26)

$$
\begin{align*}
& \rho_{52}=\frac{\widetilde{\rho}_{24} \widetilde{\rho}_{34}+\widetilde{\rho}_{24} \widetilde{\rho}_{23}+\widetilde{\rho}_{23} \widetilde{\rho}_{34}}{\widetilde{\rho}_{34}}=\frac{2 L C \lambda^{2}+1}{L \lambda} \\
& \rho_{53}=\frac{\widetilde{\rho}_{24} \widetilde{\rho}_{34}+\widetilde{\rho}_{24} \widetilde{\rho}_{23}+\widetilde{\rho}_{23} \widetilde{\rho}_{34}}{\widetilde{\rho}_{24}}=\frac{2 L C \lambda^{2}+1}{C L^{2} \lambda^{3}}  \tag{2.2.30}\\
& \rho_{54}=\frac{\widetilde{\rho}_{24} \widetilde{\rho}_{34}+\widetilde{\rho}_{24} \widetilde{\rho}_{23}+\widetilde{\rho}_{23} \widetilde{\rho}_{34}}{\widetilde{\rho}_{23}}=\frac{2 L C \lambda^{2}+1}{L \lambda}
\end{align*}
$$

if

$$
\frac{1}{\widetilde{\rho}_{a b}}+\frac{1}{\widetilde{\rho}_{b c}}+\frac{1}{\widetilde{\rho}_{a c}}=2 L \lambda+\frac{1}{C \lambda} \neq 0 \text { i.e. } \lambda \neq \pm i \frac{1}{\sqrt{2 L C}}
$$

In the case $\lambda= \pm i \frac{1}{\sqrt{2 L C}}$ the formulas (2.2.30) suggest us to make the graph disconnected, which matches the fact that $\mathcal{P}\left( \pm i \frac{1}{\sqrt{2 L C}}\right)=0$. But the next example shows, that this is not a general case.
Example 2.2.40 (The condition (2.2.25) in $\Delta-Y$ transform). This example shows, that the condition (2.2.25) in $\Delta-Y$ transform is crucial. Let us consider a network as at Figure $2.14\left(a_{0}=1, B=\{0\}, L, C>0\right)$. Then $\Lambda=\mathbb{C} \backslash\{0\}$.


Figure 2.14: Condition (2.2.25) in $\Delta-Y$ transform

The Dirichlet problem for this network is

$$
\left\{\begin{array}{l}
\frac{(v(0)-v(2))}{L \lambda}+\frac{(v(3)-v(2))}{L \lambda}+(v(4)-v(2)) C \lambda=0 \\
\frac{(v(2)-v(3))}{L \lambda}+\frac{(v(4)-v(3))}{L \lambda}+\frac{(v(1)-v(3))}{L \lambda}=0 \\
(v(2)-v(4)) C \lambda+\frac{(v(3)-v(4))}{L \lambda}+\frac{(v(1)-v(4))}{L \lambda}=0 \\
v(0)=0 \\
v(1)=1
\end{array}\right.
$$

and its determinant is

$$
\mathcal{D}=\mathcal{D}(\lambda)=-\frac{8 C L \lambda^{2}+8}{L^{3} \lambda^{3}}
$$

Therefore, $\Lambda_{0}=\mathbb{C} \backslash\left\{0, \pm i \frac{1}{\sqrt{L C}}\right\}$. The solution of the Dirichlet problem is

$$
\left\{\begin{array}{l}
v(0)=0 \\
v(1)=1 \\
v(2)=\frac{5 L C \lambda^{2}+3}{8 L C \lambda^{2}+8} \\
v(3)=\frac{3}{4} \\
v(4)=\frac{5 L C \lambda^{2}+7}{8 L C \lambda^{2}+8}
\end{array}\right.
$$

and the effective admittance is

$$
\mathcal{P}(\lambda)=\frac{1}{L \lambda} v(2)=\frac{5 L C \lambda^{2}+3}{8 L^{2} C \lambda^{3}+8 L \lambda}, \lambda \in \Lambda_{0}
$$

Since in the case $\lambda= \pm i \frac{1}{\sqrt{L C}}$ the Dirichlet problem has no solutions $(\mathcal{P}=\infty)$, we have, in fact

$$
\mathcal{P}(\lambda)=\frac{5 L C \lambda^{2}+3}{8 L^{2} C \lambda^{3}+8 L \lambda}, \lambda \in \Lambda
$$

The domain of holomorphicity of $\mathcal{P}(\lambda)$ is $\mathbb{C} \backslash\left\{0, \pm i \frac{1}{\sqrt{L C}}\right\}=\Lambda_{0}$.
After $\Delta-Y$ transform, applied to the vertices 2,3 and 4 , adding the vertex 5 , one gets by (2.2.26)

$$
\begin{align*}
& \rho_{52}=\frac{\widetilde{\rho}_{24} \widetilde{\rho}_{34}+\widetilde{\rho}_{24} \widetilde{\rho}_{23}+\widetilde{\rho}_{23} \widetilde{\rho}_{34}}{\widetilde{\rho}_{34}}=\frac{2 L C \lambda^{2}+1}{L \lambda}, \\
& \rho_{53}=\frac{\widetilde{\rho}_{24} \widetilde{\rho}_{34}+\widetilde{\rho}_{24} \widetilde{\rho}_{23}+\widetilde{\rho}_{23} \widetilde{\rho}_{34}}{\widetilde{\rho}_{24}}=\frac{2 L C \lambda^{2}+1}{L^{2} C \lambda^{3}},  \tag{2.2.31}\\
& \rho_{54}=\frac{\widetilde{\rho}_{24} \widetilde{\rho}_{34}+\widetilde{\rho}_{24} \widetilde{\rho}_{23}+\widetilde{\rho}_{23} \widetilde{\rho}_{34}}{\widetilde{\rho}_{23}}=\frac{2 L C \lambda^{2}+1}{L \lambda},
\end{align*}
$$

if

$$
\frac{1}{\widetilde{\rho}_{a b}}+\frac{1}{\widetilde{\rho}_{b c}}+\frac{1}{\widetilde{\rho}_{a c}}=2 L \lambda+\frac{1}{C \lambda} \neq 0 \text { i.e. } \lambda \neq \pm i \frac{1}{\sqrt{2 L C}} .
$$

In the case $\lambda= \pm i \frac{1}{\sqrt{2 L C}}$ the formulas (2.2.31) suggest us to make the graph disconnected, but for the original network

$$
\mathcal{P}\left( \pm \frac{i}{\sqrt{2 L C}}\right)=\mp \frac{i}{8} \sqrt{\frac{2 C}{L}} \neq 0 .
$$

Example 2.2.41 (The weights after $Y-\Delta$ transform are not positive real functions). Let us consider $Y-\Delta$ transform on the part of a network as at Figure 2.15 .


Figure 2.15: The weight after $Y-\Delta$ transform is not positive real function

After $Y-\Delta$ transform one get by (2.2.24)

$$
\begin{aligned}
& \widetilde{\rho}_{a b}=\frac{\rho_{d a} \rho_{d b}}{\rho_{d a}+\rho_{d b}+\rho_{d c}}=\frac{5 \lambda}{2 \lambda+5} \\
& \widetilde{\rho}_{b c}=\frac{\rho_{d b} \rho_{d c}}{\rho_{d a}+\rho_{d b}+\rho_{d c}}=\frac{\lambda^{2}}{2 \lambda+5}, \\
& \widetilde{\rho}_{a c}=\frac{\rho_{d a} \rho_{d c}}{\rho_{d a}+\rho_{d b}+\rho_{d c}}=\frac{5 \lambda}{2 \lambda+5},
\end{aligned}
$$

and $\widetilde{\rho}_{b c}$ is not a positive real function. Indeed, taking $\lambda=1+2 i$, we get

$$
\widetilde{\rho}_{b c}^{(1+2 i)}=-\frac{1}{13}+\frac{8}{13} i .
$$

Moreover, for $\lambda=i$ we have $\operatorname{Re} \widetilde{\rho}_{b c}^{(i)}=-\frac{5}{29}<0$.
Example 2.2.42 (The weights after $\Delta-Y$ transform are not positive real functions). Let us consider $\Delta-Y$ transform on the part of a network as at Figure 2.16 .


Figure 2.16: The weight after $\Delta-Y$ transform is not positive real function

After $\Delta-Y$ transform one get by (2.2.26)

$$
\begin{aligned}
& \rho_{d a}=\frac{\widetilde{\rho}_{a c} \widetilde{\rho}_{b c}+\widetilde{\rho}_{a c} \widetilde{\rho}_{a b}+\widetilde{\rho}_{a b} \widetilde{\rho}_{b c}}{\widetilde{\rho}_{b c}}=2+\lambda, \\
& \rho_{d b}=\frac{\widetilde{\rho}_{a c} \widetilde{\rho}_{b c}+\widetilde{\rho}_{a c} \widetilde{\rho}_{a b}+\widetilde{\rho}_{a b} \widetilde{\rho}_{b c}}{\widetilde{\rho}_{a c}}=2+\lambda, \\
& \rho_{d c}=\frac{\widetilde{\rho}_{a c} \widetilde{\rho}_{b c}+\widetilde{\rho}_{a c} \widetilde{\rho}_{a b}+\widetilde{\rho}_{a b} \widetilde{\rho}_{b c}}{\widetilde{\rho}_{a b}}=2 \lambda+\lambda^{2},
\end{aligned}
$$

and $\rho_{d c}$ is not a positive real function. Indeed, taking $\lambda=1+2 i$, we get

$$
\rho_{d c}^{(1+2 i)}=-1+8 i .
$$

Moreover, for $\lambda=i$ we have $\operatorname{Re} \rho_{d c}^{(i)}=-1<0$.

### 2.2.4 Calculation of the effective admittance of a finite $\alpha \beta$-network

Consider the finite graph $(V, E)$, where

$$
V=\{0,1,2,3,4, \ldots(2 n-1),(2 n-2)\} \cup\{2 n\}
$$

and $E$ is given by $(2 k-2) \sim 2 k, k=\overline{1, n}$ and $(2 k-1) \sim 2 k$ for $k=\overline{1,(n-1)}$. Let us consider a network as on Figure 2.17.


Figure 2.17: Finite ladder network

That is, let admittances of the edges $(2 k-2) \sim 2 k$ be $\alpha=\alpha^{(\lambda)}$ and admittances of the edges $2 k-1 \sim 2 k$ be $\beta^{(\lambda)}$. Set also $a_{0}=0$, while

$$
B=\{1,3, \ldots, 2 n-3\} \cup\{2 n\} .
$$

We will refer to such a network as a finite $\alpha \beta$-network and denote it by $\Gamma_{n}^{\alpha \beta}$. The Dirichlet problem (2.2.1) for this network is as follows:

$$
\left\{\begin{array}{l}
v(2 k-2)+\mu v(2 k-1)+v(2 k+2)-(2+\mu) v(2 k)=0, \quad k=\overline{1, n-1},  \tag{2.2.32}\\
v(0)=1, \\
v(2 k-1)=0, \quad k=\overline{1, n-1}, \\
v(2 n)=0,
\end{array}\right.
$$

where $\mu=\frac{\beta}{\alpha}$.
Substituting the equations from the third line of (2.2.32) to the first line and denoting $v_{k}=v(2 k)$, we obtain the following recurrence relation for $v_{k}$ :

$$
\begin{equation*}
v_{k+1}-(2+\mu) v_{k}+v_{k-1}=0 \tag{2.2.33}
\end{equation*}
$$

The characteristic polynomial of $(2.2 .33)$ is

$$
\begin{equation*}
\psi^{2}-(2+\mu) \psi+1=0 \tag{2.2.34}
\end{equation*}
$$

By the definition of a network $\mu \neq 0$ (i.e. $\mu^{(\lambda)} \neq 0$ for $\lambda \in \Lambda$ ). If $\mu \neq-4$, then the equation (2.2.34) has two different complex roots $\psi_{1}, \psi_{2}$ and its solution is

$$
\begin{equation*}
v_{k}=c_{1} \psi_{1}^{k}+c_{2} \psi_{2}^{k} \tag{2.2.35}
\end{equation*}
$$

where $c_{1}, c_{2} \in \mathbb{C}$ are arbitrary constants.
We use the second and fourth equations of (2.2.32) as boundary conditions for this recurrence equation. Substituting (2.2.35) in the boundary conditions we obtain the following equations for the constants:

$$
\left\{\begin{array}{l}
c_{1}+c_{2}=1 \\
c_{1} \psi_{1}^{n}+c_{2} \psi_{2}^{n}=0
\end{array}\right.
$$

Therefore,

$$
\left\{\begin{array}{l}
c_{1}=\frac{1}{1-\psi_{1}^{2 n}}=\frac{-\psi_{2}^{2 n}}{1-\psi_{2}^{2 n}} \\
c_{2}=\frac{1}{1-\psi_{2}^{2 n}}=\frac{-\psi_{1}^{2 n}}{1-\psi_{1}^{2 n}}
\end{array}\right.
$$

since $\psi_{1} \psi_{2}=1$ by (2.2.34).
Now we can calculate the effective admittance of $\Gamma_{n}^{\alpha \beta}$ in the case $\mu \neq-4$ :

$$
\begin{align*}
\mathcal{P}_{n}^{\alpha \beta} & =\alpha(1-v(2))=\alpha\left(1-v_{1}\right)=\alpha\left(1-c_{1} \psi_{1}-c_{2} \psi_{2}\right) \\
& =\frac{\alpha\left(\psi_{1}^{2 n-1}+1\right)\left(\psi_{1}-1\right)}{\left(\psi_{1}^{2 n}-1\right)}=\frac{\alpha\left(\psi_{2}^{2 n-1}+1\right)\left(\psi_{2}-1\right)}{\left(\psi_{2}^{2 n}-1\right)} \tag{2.2.36}
\end{align*}
$$

By Theorem 2.2.11 $\mathcal{P}_{n}^{\alpha \beta}$ is a rational function of $\alpha$ and $\beta$. Indeed, using binomial expansion, it can be written as a rational function of $\alpha$ and $\beta$, without usage of $\psi$ :

$$
\begin{aligned}
\mathcal{P}_{n}^{\alpha \beta} & =\alpha\left(1-c_{1} \psi_{1}-c_{2} \psi_{2}\right)=\alpha\left(1-\frac{\psi_{1}}{1-\psi_{1}^{2 n}}-\frac{\psi_{2}}{1-\psi_{2}^{2 n}}\right) \\
& =\alpha\left(1-\frac{\psi_{1}\left(1-\psi_{2}^{2 n}\right)+\psi_{2}\left(1-\psi_{1}^{2 n}\right)}{\left(1-\psi_{1}^{2 n}\right)\left(1-\psi_{2}^{2 n}\right)}\right)=\alpha\left(1-\frac{\psi_{1}+\psi_{2}-\left(\psi_{2}^{2 n-1}+\psi_{1}^{2 n-1}\right)}{2-\left(\psi_{1}^{2 n}+\psi_{2}^{2 n}\right)}\right)
\end{aligned}
$$

$$
=\alpha\left(1-\frac{2+\frac{\beta}{\alpha}-2 \sum_{k=0}^{n-1}\binom{2 n-1}{2 k}\left(1+\frac{\beta}{2 \alpha}\right)^{2 n-2 k-1}\left(\frac{\beta}{\alpha}+\left(\frac{\beta}{2 \alpha}\right)^{2}\right)^{k}}{2-2 \sum_{k=0}^{n}\binom{2 n}{2 k}\left(1+\frac{\beta}{2 \alpha}\right)^{2 n-2 k}\left(\frac{\beta}{\alpha}+\left(\frac{\beta}{2 \alpha}\right)^{2}\right)^{k}}\right),
$$

since $\psi_{1}+\psi_{2}=2+\mu=2+\frac{\beta}{\alpha}$ by (2.2.34).
Let us now consider the case $\mu=-4$. Then the solution of the recurrence relation (2.2.33) is

$$
v_{k}=c_{1}(-1)^{k}+c_{2} k(-1)^{k}
$$

where $c_{1}, c_{2} \in \mathbb{C}$ are arbitrary constants. And using boundary conditions for the recurrence relation, we obtain

$$
\left\{\begin{array}{l}
c_{1}=1 \\
c_{2}=-\frac{1}{n}
\end{array}\right.
$$

Then the effective admittance is

$$
\mathcal{P}_{n}=\alpha(1-v(2))=\alpha\left(1-v_{1}\right)=\alpha\left(1-\left(-1+\frac{1}{n}\right)\right)=\frac{\alpha(2 n-1)}{n} .
$$

Therefore, for a finite $\alpha \beta$-network we have for $\lambda \in \Lambda$

$$
\mathcal{P}_{n}=\left\{\begin{array}{l}
\frac{\alpha(2 n-1)}{n}, \frac{\beta}{\alpha}=-4  \tag{2.2.37}\\
\mathcal{P}_{n}^{\alpha \beta}, \text { otherwise }
\end{array}\right.
$$

We will use this result later for calculations of effective admittances of infinite ladder networks (for example, Feynman's ladder with zero at infinity, see Subsection 2.5.3).

### 2.3 On continuity of the effective admittance for finite networks

In this section we discuss a continuity of the effective admittance $\mathcal{P}(\lambda)$ in different domains of a complex plane $\lambda$. By Theorem 2.2.11 $\mathcal{P}(\lambda)$ has not more than finitely many discontinuities. From the same theorem and (2.2.4) it follows that the effective admittance $\mathcal{P}(\lambda)$ is a continuous function of $\lambda$ in the right-half plane $\{\operatorname{Re} \lambda>0\}$. Example 2.3.2 shows, that $\mathcal{P}(\lambda)$ can be discontinuous for $\lambda$ in the left-half plane $\{\operatorname{Re} \lambda<0\}$. The continuity of the effective admittance $\mathcal{P}(\lambda)$ for $\lambda=i \omega, \omega>0$ is an open question. This question is very interesting, since it corresponds to the physical case. Example 2.3.1 shows, how the continuity can be attained in the case of zero determinant of the Dirichlet problem. In Subsection 2.3 .2 we present the proof of the continuity of an effective admittance for $\lambda=i \omega$ for the cycle graph with four
vertices. We stress that the proof does not apply to general rational functions, but hinges on the representation (2.1.3). Example 2.3.3 shows, that this representation, as a condition, can not be omitted. Note that if for some $\lambda_{0} \in \Lambda$ the solution of the Dirichlet problem (2.2.2) has a limit $v_{0}=\lim _{\lambda \rightarrow \lambda_{0}} v^{(\lambda)}$, then $v_{0}$ is a solution of the Dirichlet problem

$$
\mathbf{A}^{\left(\lambda_{0}\right)} \hat{v}=\mathbf{b}^{\left(\lambda_{0}\right)}
$$

This follows from taking limits of sums and products. Therefore, $\lambda_{0} \in \Lambda_{1}$ in this case and $\mathcal{P}(\lambda)$ is continuous at $\lambda_{0}$.

### 2.3.1 Particular examples

Example 2.3.1 (Continuity of the effective admittance). Let us consider the finite network as at Figure 2.18, where $R, L, C>0$, with $a_{0}=1, B=\{0\}$. Then $\Lambda=\mathbb{C} \backslash\left\{0,-\frac{R}{L}\right\}$.


Figure 2.18: Finite network with continuous effective admittance for any $\lambda \in \Lambda$

The Dirichlet problem for this network is

$$
\left\{\begin{array}{l}
(v(0)-v(2)) C \lambda+\frac{(v(3)-v(2))}{L \lambda}=0  \tag{2.3.1}\\
(v(0)-v(3)) C \lambda+\frac{(v(2)-v(3))}{L \lambda}+\frac{(v(1)-v(3))}{L \lambda}+(v(4)-v(3)) C \lambda=0 \\
(v(3)-v(4)) C \lambda+(v(1)-v(4)) C \lambda=0 \\
v(0)=0 \\
v(1)=1
\end{array}\right.
$$

The determinant of this linear system is

$$
\mathcal{D}=\mathcal{D}(\lambda)=\frac{-C\left(3 L C \lambda^{2}+1\right)\left(L C \lambda^{2}+2\right)}{L^{2} \lambda}
$$

and it has four zeros: $\pm i \sqrt{\frac{2}{L C}}$ and $\pm i \sqrt{\frac{1}{3 L C}}$.

Therefore, $\Lambda_{0}=\mathbb{C} \backslash\left\{0,-\frac{R}{L}, \pm i \sqrt{\frac{2}{L C}}, \pm i \sqrt{\frac{1}{3 L C}}\right\}$
In the case $\mathcal{D}(\lambda) \neq 0$ the solution of the Dirichlet problem (2.3.1) is

$$
\left\{\begin{array}{l}
v(0)=0 \\
v(1)=1 \\
v(2)=\frac{1}{3 L C \lambda^{2}+1} \\
v(3)=\frac{L C \lambda^{2}+1}{3 L C \lambda^{2}+1} \\
v(4)=\frac{2 L C \lambda^{2}+1}{3 L C \lambda^{2}+1}
\end{array}\right.
$$

In this case

$$
\mathcal{P}(\lambda)=C \lambda v(2)+C \lambda v(3)+\frac{1}{L \lambda+R}=\frac{L^{2} C^{2} \lambda^{4}+R L C^{2} \lambda^{3}+5 L C \lambda^{2}+2 R C \lambda+1}{3 L^{2} C \lambda^{3}+3 R L C \lambda^{2}+L \lambda+R}
$$

In the cases $\lambda= \pm i \sqrt{\frac{2}{L C}}$ the Dirichlet problem (2.3.1) has infinitely many solutions

$$
v=(0,1,-2 c+1,2 c-1, c), c \in \mathbb{C}
$$

Then

$$
\mathcal{P}\left( \pm i \sqrt{\frac{2}{L C}}\right)=\frac{1}{R \pm i \sqrt{\frac{2 L}{C}}}
$$

In the case $\pm i \sqrt{\frac{1}{3 L C}}$ the Dirichlet problem (2.3.1) has no solution.
Therefore, the effective admittance is

$$
\mathcal{P}(\lambda)=\left\{\begin{array}{l}
\frac{1}{R \pm i \sqrt{\frac{2 L}{C}}}, \lambda= \pm i \sqrt{\frac{2}{L C}} \\
\infty, \lambda= \pm i \sqrt{\frac{1}{3 L C}} ; \\
\frac{L^{2} C^{2} \lambda^{4}+R L C^{2} \lambda^{3}+5 L C \lambda^{2}+2 R C \lambda+1}{3 L^{2} C \lambda^{3}+3 R L C \lambda^{2}+L \lambda+R}, \text { for the other } \lambda \in \Lambda .
\end{array}\right.
$$

One can verify, that in fact

$$
\mathcal{P}(\lambda)=\frac{L^{2} C^{2} \lambda^{4}+R L C^{2} \lambda^{3}+5 L C \lambda^{2}+2 R C \lambda+1}{3 L^{2} C \lambda^{3}+3 R L C \lambda^{2}+L \lambda+R} \text { for any } \lambda \in \Lambda
$$

Therefore, the domain of continuity of the effective admittance is $\mathbb{C} \backslash\left\{0,-\frac{R}{L}\right\}=\Lambda$ and the domain of holomorphicity is $\mathbb{C} \backslash\left\{0,-\frac{R}{L}, \pm i \sqrt{\frac{1}{3 L C}}\right\}$.

Example 2.3.2 (Non-continuity of the effective admittance). Let us consider the finite network as at Figure 2.19, where all inductances, capacitances and resistance are equal to 1 , with $a_{0}=1, B=\{0\}$. Then $\Lambda=\mathbb{C} \backslash\{0\}$.


Figure 2.19: Example of a finite network with non-continuous admittance

The Dirichlet problem for this network is

$$
\left\{\begin{array}{l}
\frac{(v(0)-v(2))}{\lambda}+(v(1)-v(2)) \lambda+(v(3)-v(2))=0 \\
(v(0)-v(3)) \lambda+\frac{(v(1)-v(3))}{\lambda}+(v(2)-v(3))=0 \\
(v(0)-v(4)) \lambda+\frac{(v(1)-v(4))}{\lambda}=0 \\
v(0)=0 \\
v(1)=1
\end{array}\right.
$$

The determinant of this system is

$$
\begin{aligned}
\mathcal{D}=\mathcal{D}(\lambda) & =-\left(\frac{1}{\lambda^{2}}+\frac{2}{\lambda}+2+2 \lambda+\lambda^{2}\right)\left(\lambda+\frac{1}{\lambda}\right) \\
& =-\frac{1}{\lambda^{3}}(\lambda+1)^{2}\left(\lambda^{2}+1\right)^{2}
\end{aligned}
$$

and it is easy to see, that $\lambda= \pm i$ and $\lambda=-1$ are its zeros. Therefore, $\Lambda_{0}=$ $\mathbb{C} \backslash\{0, \pm i,-1\}$.

In case $\mathcal{D}(\lambda) \neq 0$ the solution of the Dirichlet problem is

$$
\left\{\begin{array}{l}
v(0)=0 \\
v(1)=1 \\
v(2)=\frac{\lambda}{1+\lambda} \\
v(3)=\frac{1}{1+\lambda} \\
v(4)=\frac{1}{1+\lambda^{2}}
\end{array}\right.
$$

and the effective admittance is

$$
\mathcal{P}(\lambda)=\frac{1}{\lambda} v(2)+\lambda v(3)+\lambda v(4)=\frac{\lambda^{2}+\lambda+1}{\lambda^{2}+1}
$$

Note that the finite limit of $v^{(\lambda)}$ does not exist when $\lambda$ goes to $i$ or $\lambda$ goes to -1 . The Dirichlet problem in the case $\lambda=i$ is

$$
\left\{\begin{array}{l}
-(v(0)-v(2)) i+(v(1)-v(2)) i+(v(3)-v(2))=0 \\
(v(0)-v(3)) i-(v(1)-v(3)) i+(v(2)-v(3))=0 \\
(v(0)-v(4)) i-(v(1)-v(4)) i=0 \\
v(0)=0 \\
v(1)=1
\end{array}\right.
$$

and has no solution, which by definition of an effective impedance implies $\mathcal{P}(i)=\infty$. The case $\lambda=-i$ similarly has no solution.

The Dirichlet problem in the case $\lambda=-1$ is

$$
\left\{\begin{array}{l}
-(v(0)-v(2))-(v(1)-v(2))+(v(3)-v(2))=0 \\
-(v(0)-v(3))-(v(1)-v(3))+(v(2)-v(3))=0 \\
-(v(0)-v(4))-(v(1)-v(4))=0 \\
v(0)=0 \\
v(1)=1
\end{array}\right.
$$

and it has multiple solutions

$$
v=(v(0), v(1), v(2), v(3), v(4))=\left(0,1, c, 1-c, \frac{1}{2}\right), c \in \mathbb{C}
$$

Then

$$
\mathcal{P}(-1)=(-1) c+(-1)(1-c)+(-1) \frac{1}{2}=-\frac{3}{2}
$$

Therefore, we have

$$
\mathcal{P}(\lambda)=\left\{\begin{array}{l}
\infty, \quad \lambda= \pm i \\
-\frac{3}{2}, \quad \lambda=-1 \\
\frac{\lambda^{2}+\lambda+1}{\lambda^{2}+1}, \text { otherwise }(\lambda \neq 0)
\end{array}\right.
$$

and the domain of continuity of the effective admittance is $\mathbb{C} \backslash\{0,-1\}$, since

$$
\left.\left(\frac{\lambda^{2}+\lambda+1}{\lambda^{2}+1}\right)\right|_{\lambda=-1}=\frac{1}{2} \neq-\frac{3}{2}
$$

The domain of holomorphicity is $\mathbb{C} \backslash\{0,-1, \pm i\}=\Lambda_{0}$.
Example 2.3.3 (Non-continuity of the admittance in the case of complex-weighted graph, which is not a network). Let us consider graph with complex-weights of the edges as at Figure 2.20. Note that here the weight of the edge $2 \sim 3$ is not in the form (2.1.3) (and can not be rewritten in this form), so it is not a network.


Figure 2.20: Complex-weighted graph $C_{4}$, which is not a network

Let us consider the following Dirichlet problem:

$$
\left\{\begin{array}{l}
(v(0)-v(1)) \lambda+\frac{v(2)-v(1)}{\lambda}=0 \\
(v(0)-v(3))+(v(2)-v(3))\left(\lambda+\frac{1}{\lambda}-1\right)=0 \\
v(0)=0 \\
v(2)=1
\end{array}\right.
$$

The determinant of this system is

$$
\mathcal{D}=\mathcal{D}(\lambda)=\frac{1}{\lambda^{2}}\left(\lambda^{2}+1\right)^{2}
$$

and its zeros are $i$ and $-i$.

In case $\mathcal{D}(\lambda) \neq 0$ the solution of the Dirichlet problem is

$$
v(1)=\frac{1}{\lambda^{2}+1}, v(3)=\frac{\lambda^{2}-\lambda+1}{\lambda^{2}+1}
$$

and it has no finite limit as $\lambda \rightarrow i$.
Let us calculate an analogue of the effective admittance:

$$
\mathcal{P}(\lambda)=\lambda v(1)+v(3)=1, \lambda \neq \pm i, 0
$$

The Dirichlet problem in the cases $\lambda= \pm i$ is

$$
\left\{\begin{array}{l}
(v(0)-v(1)) i-(v(2)-v(1)) i=0 \\
(v(0)-v(3))-(v(2)-v(3))=0 \\
v(0)=0 \\
v(2)=1
\end{array}\right.
$$

and, obviously, has no solutions.
Therefore,

$$
\mathcal{P}(\lambda)=\left\{\begin{array}{l}
\lambda v(1)+v(3)=1, \lambda \neq \pm i, 0 \\
\infty, \lambda= \pm i
\end{array}\right.
$$

is not a continuous function of $\lambda=i \omega, \omega>0$ at the point $\omega=1$.

### 2.3.2 Continuity of the effective admittance for the network on $C_{4}$ (cycle graph with four vertices)

Proposition 2.3.4. For any network $\Gamma$, whose underlying graph is $C_{4}$, the effective admittance $\mathcal{P}(\lambda), \lambda \in \Lambda$ is a continuous function of $\lambda=i \omega$, where $\omega>0$.

Proof. Consider a network whose underlying graph is $C_{4}$. More precisely, $V=$ $\{0,1,2,3\}, a_{0}=2, B=\{0\}$ and

$$
0 \sim 1 \sim 2 \sim 3 \sim 0
$$

Let the admittances of the edges be

$$
\rho_{01}^{(\lambda)}=\alpha(\lambda)=\alpha, \rho_{12}^{(\lambda)}=\beta(\lambda)=\beta, \rho_{23}^{(\lambda)}=\nu(\lambda)=\nu, \rho_{30}^{(\lambda)}=\gamma(\lambda)=\gamma
$$

That is, all the functions $\alpha(\lambda), \beta(\lambda), \nu(\lambda), \gamma(\lambda)$ are in the form (2.1.3), i.e.

$$
\begin{equation*}
\frac{\lambda}{L \lambda^{2}+R \lambda+D}, L, R, D \geq 0 \tag{2.3.2}
\end{equation*}
$$



Figure 2.21: A network on $C_{4}$

Then the Dirichlet problem for a given network is the following:

$$
\left\{\begin{array}{l}
v(0) \alpha+v(2) \beta-v(1)(\alpha+\beta)=0  \tag{2.3.3}\\
v(0) \gamma+v(2) \nu-v(3)(\gamma+\nu)=0 \\
v(0)=0 \\
v(2)=1
\end{array}\right.
$$

Let us denote $v_{1}=v(1)$ and $v_{3}=v(3)$. The solution of the Dirichlet problem (2.3.3) is

$$
v_{1}=\frac{\beta}{\alpha+\beta} \text { and } v_{3}=\frac{\nu}{\gamma+\nu} .
$$

Therefore,

$$
\begin{equation*}
\mathcal{P}(\lambda)=\alpha v_{1}+\gamma v_{3}=\frac{\alpha \beta}{\alpha+\beta}+\frac{\gamma \nu}{\gamma+\nu} . \tag{2.3.4}
\end{equation*}
$$

Let us prove that $\mathcal{P}(\lambda)$ is continuous at any $\lambda_{0}=i \omega_{0}$. Without loss of generality take $\lambda_{0}=i$ (otherwise, change $L, R, D$ ). If $\alpha(i)+\beta(i) \neq 0$ and $\gamma(i)+\nu(i) \neq 0$ then all is trivial. Assume that

$$
\begin{equation*}
(\alpha+\beta)(i)=0 . \tag{2.3.5}
\end{equation*}
$$

Then $-i$ is also a root of $\alpha+\beta$, and we obtain,

$$
\begin{equation*}
(\alpha+\beta)(\lambda)=\left(\lambda^{2}+1\right) Q_{1}(\lambda), \tag{2.3.6}
\end{equation*}
$$

where $Q_{1}(\lambda)$ is a rational function with real coefficients such that $Q_{1}(i) \in \mathbb{C}$.
(Note that in fact $Q_{1}(i) \neq 0$ because otherwise we have

$$
(\alpha+\beta)(\lambda)=\left(\lambda^{2}+1\right)^{2} Q(\lambda),
$$

which is not possible for functions $\alpha$ and $\beta$ of type (2.3.2), since the degree of the nominator of $\alpha+\beta$ is at most 3.)

Under the assumption (2.3.5) we have

$$
\begin{equation*}
v_{1}(\lambda) \rightarrow \infty \text { as } \lambda \rightarrow i \tag{2.3.7}
\end{equation*}
$$

Our purpose is to show that

$$
\begin{equation*}
\mathcal{P}(\lambda) \rightarrow \infty \text { as } \lambda \rightarrow i \tag{2.3.8}
\end{equation*}
$$

since $\mathcal{P}(i)=\infty$ because at $\lambda=i$ the first equation of (2.3.3) in the view of (2.3.5) has no solutions.

Let us now concentrate on (2.3.8). We have by conservation of complex power (2.2.15) that

$$
\begin{equation*}
\mathcal{P}=\alpha\left|v_{1}\right|^{2}+\beta\left|1-v_{1}\right|^{2}+\nu\left|1-v_{3}\right|^{2}+\gamma\left|v_{3}\right|^{2} \text { for } \lambda \in \Lambda_{1} \tag{2.3.9}
\end{equation*}
$$

Hence, if $\operatorname{Re} \alpha(i)>0$ we have

$$
\operatorname{Re} \mathcal{P}(\lambda) \geq \operatorname{Re} \alpha(\lambda)\left|v_{1}\right|^{2} \rightarrow \infty \text { as } \lambda \rightarrow \infty
$$

and the same holds if $\operatorname{Re} \beta(i)>0$. Hence, we assume in what follows

$$
\operatorname{Re} \alpha(\lambda)=\operatorname{Re} \beta(\lambda)=0
$$

(by (2.2.5) this is true not only for $\lambda=i$ but for any $\lambda=i \omega, \omega>0$ ).
It follows from (2.3.4) and (2.3.7) that if $\left|v_{3}\right|$ remains bounded as $\lambda \rightarrow i$, then (2.3.8) holds. Hence, we may assume in what follows that also

$$
v_{3}(\lambda) \rightarrow \infty \text { as } \lambda \rightarrow i
$$

that is $(\gamma+\nu)(i)=0$ and, hence

$$
\begin{equation*}
(\gamma+\nu)(\lambda)=\left(\lambda^{2}+1\right) Q_{2}(\lambda) \tag{2.3.10}
\end{equation*}
$$

where $Q_{2}(\lambda)$ is a rational function with real coefficients such that $Q_{2}(i) \in \mathbb{C}$.
(Similarly to $Q_{1}(i)$, we have $Q_{2}(i) \neq 0$.)
Using (2.3.9) we obtain as above that

$$
\operatorname{Re} \gamma(\lambda)=\operatorname{Re} \nu(\lambda)=0
$$

for any $\lambda=i \omega, \omega>0$, since otherwise (2.3.8) is trivially satisfied.
Using (2.3.6) and (2.3.10), we obtain

$$
\mathcal{P}(\lambda)=\left(\frac{\alpha \beta}{\alpha+\beta}+\frac{\gamma \nu}{\gamma+\nu}\right)(\lambda)=\frac{1}{\lambda^{2}+1}\left(\frac{\alpha \beta Q_{2}+\gamma \nu Q_{1}}{Q_{1} Q_{2}}\right)(\lambda)
$$

In order to prove that $\mathcal{P}(\lambda) \rightarrow \infty$ as $\lambda \rightarrow \infty$, it suffices to prove that

$$
\left(\alpha \beta Q_{2}+\gamma \nu Q_{1}\right)(i) \neq 0
$$

We have from (2.3.6)

$$
\beta(\lambda)=\left(\lambda^{2}+1\right) Q_{1}(\lambda)-\alpha(\lambda)
$$

and from (2.3.10)

$$
\nu(\lambda)=\left(\lambda^{2}+1\right) Q_{2}(\lambda)-\gamma(\lambda)
$$

It follows that

$$
\begin{aligned}
\alpha \beta Q_{2}+\gamma \nu Q_{1} & =\alpha Q_{2}\left(\left(\lambda^{2}+1\right) Q_{1}-\alpha\right)+\gamma Q_{1}\left(\left(\lambda^{2}+1\right) Q_{2}-\gamma\right) \\
& =\left(\lambda_{2}+1\right) Q_{1} Q_{2}(\alpha+\gamma)-\left(\alpha^{2} Q_{2}+\gamma^{2} Q_{1}\right)
\end{aligned}
$$

where we omit $\lambda$ as a parameter of the functions for the brievity.
Hence, it remains to verify that

$$
\left(\alpha^{2} Q_{2}+\gamma^{2} Q_{1}\right)(i) \neq 0
$$

Now we use an explicit form of admittances of edges. Let

$$
\alpha(\lambda)=\frac{\lambda}{L_{1} \lambda^{2}+D_{1}} \text { and } \beta(\lambda)=\frac{\lambda}{L_{2} \lambda^{2}+D_{2}}
$$

where $L_{1}, D_{1}, L_{2}, D_{2}$ are non-negative reals. We have

$$
(\alpha+\beta)(\lambda)=\frac{\left(\left(L_{1}+L_{2}\right) \lambda^{2}+D_{1}+D_{2}\right) \lambda}{\left(L_{1} \lambda^{2}+D_{1}\right)\left(L_{2} \lambda^{2}+D_{2}\right)}
$$

so that (2.3.6) is only possible if

$$
L_{1}+L_{2}=D_{1}+D_{2}
$$

and, hence,

$$
(\alpha+\beta)(\lambda)=\left(\lambda^{2}+1\right) \frac{\left(L_{1}+L_{2}\right) \lambda}{\left(L_{1} \lambda^{2}+D_{1}\right)\left(L_{2} \lambda^{2}+D_{2}\right)}
$$

so that

$$
Q_{1}(\lambda)=\frac{\left(L_{1}+L_{2}\right) \lambda}{\left(L_{1} \lambda^{2}+D_{1}\right)\left(L_{2} \lambda^{2}+D_{2}\right)}
$$

In the same way setting

$$
\gamma(\lambda)=\frac{\lambda}{L_{3} \lambda^{2}+D_{3}} \text { and } \nu(\lambda)=\frac{\lambda}{L_{4} \lambda^{2}+D_{4}}
$$

where $L_{3}, D_{3}, L_{4}, D_{4}$ are non-negative reals, we obtain from (2.3.10) that

$$
L_{3}+L_{4}=D_{3}+D_{4}
$$

and

$$
Q_{2}(\lambda)=\frac{\left(L_{3}+L_{4}\right) \lambda}{\left(L_{3} \lambda^{2}+D_{3}\right)\left(L_{4} \lambda^{2}+D_{4}\right)}
$$

Therefore,

$$
\begin{aligned}
\left(\alpha^{2} Q_{2}\right. & \left.+\gamma^{2} Q_{1}\right)(i) \\
& =\left.\left(\frac{\lambda^{2}}{\left(L_{1} \lambda^{2}+D_{1}\right)^{2}} \frac{\left(L_{3}+L_{4}\right) \lambda}{\left(L_{3} \lambda^{2}+D_{3}\right)\left(L_{4} \lambda^{2}+D_{4}\right)}+\frac{\lambda^{2}}{\left(L_{3} \lambda^{2}+D_{3}\right)^{2}} \frac{\left(L_{1}+L_{2}\right) \lambda}{\left(L_{1} \lambda^{2}+D_{1}\right)\left(L_{2} \lambda^{2}+D_{2}\right)}\right)\right|_{\lambda=i} \\
& =\left(\frac{-1}{\left(-L_{1}+D_{1}\right)^{2}} \frac{\left(L_{3}+L_{4}\right) i}{\left(-L_{3}+D_{3}\right)\left(-L_{4}+D_{4}\right)}+\frac{-1}{\left(-L_{3}+D_{3}\right)^{2}} \frac{\left(L_{1}+L_{2}\right) i}{\left(-L_{1}+D_{1}\right)\left(-L_{2}+D_{2}\right)}\right) .
\end{aligned}
$$

Since

$$
D_{1}-L_{1}=L_{2}-D_{2} \text { and } D_{3}-L_{3}=L_{4}-D_{4}
$$

it follows that

$$
\left(\alpha^{2} Q_{2}+\gamma^{2} Q_{1}\right)(i)=\frac{i\left(L_{1}+L_{2}+L_{3}+L_{4}\right)}{\left(D_{1}-L_{1}\right)^{2}\left(D_{3}-L_{3}\right)^{2}}
$$

We see that this expression cannot vanish since otherwise we must have

$$
L_{1}=L_{2}=L_{3}=L_{4}=0
$$

and, hence, also

$$
D_{1}=D_{2}=D_{3}=D_{4}=0
$$

which is impossible.
Hence, all the above proves that

$$
\mathcal{P}(\lambda) \rightarrow \infty \text { as } \lambda \rightarrow i
$$

which proves the continuity of $\mathcal{P}(\lambda)$ of $\lambda=i \omega, \omega>0$.
Remark 2.3.5. Example 2.3.3 shows that the representation of admittances (2.1.3) is crucial for the proof.

### 2.4 Estimates of the effective admittance for finite networks

In this section we present estimates of the effective admittance for a given finite network in terms of $\lambda$ in different domains of a complex plane $\lambda$ (see Corollaries 2.4.4 and 2.4.11, Theorems 2.4.7 and 2.4.10).

Let $\Gamma=\left(V, \rho, a_{0}, B\right)$ be a finite network.

### 2.4.1 An upper bound of the admittance using $\operatorname{Re} \lambda$

Theorem 2.4.1. Let $\lambda \in \Lambda$ be fixed and assume that, for some $\epsilon>0$,

$$
\begin{equation*}
\inf _{x y \in E} \frac{\operatorname{Re} \rho_{x y}}{\left|\rho_{x y}\right|} \geq \epsilon \tag{2.4.1}
\end{equation*}
$$

Then

$$
\begin{equation*}
|\mathcal{P}| \leq \frac{1}{\epsilon^{2}} \sum_{x \sim a_{0}}\left|\rho_{x a_{0}}\right| \tag{2.4.2}
\end{equation*}
$$

The same result is true if one assumes instead of (2.4.1) that

$$
\inf _{x y \in E} \frac{\operatorname{Im} \rho_{x y}}{\left|\rho_{x y}\right|} \geq \epsilon
$$

or

$$
\inf _{x y \in E} \frac{-\operatorname{Im} \rho_{x y}}{\left|\rho_{x y}\right|} \geq \epsilon
$$

Proof. Under the hypothesis (2.4.1) the Dirichlet problem (2.2.1) has a unique solution $v$ by Theorem 2.2.11. We have by a conservation of a complex power (2.2.15)

$$
\begin{equation*}
|\mathcal{P}| \geq \operatorname{Re} \mathcal{P}=\sum_{x y \in E}\left|\nabla_{x y} v\right|^{2} \operatorname{Re} \rho_{x y} \geq \epsilon \sum_{x y \in E}\left|\nabla_{x y} v\right|^{2}\left|\rho_{x y}\right| \tag{2.4.3}
\end{equation*}
$$

Applying (2.2.14) with the function

$$
u=\mathbf{1}_{\left\{a_{0}\right\}}
$$

and using the inequality

$$
2\left|z_{1} z_{2}\right| \leq \epsilon\left|z_{1}\right|^{2}+\frac{1}{\epsilon}\left|z_{2}\right|^{2} \text { for any } z_{1}, z_{2} \in \mathbb{C}
$$

we obtain

$$
|\mathcal{P}| \leq \sum_{x y \in E}\left|\nabla_{x y} v\right|\left|\nabla_{x y} u\right|\left|\rho_{x y}\right| \leq \frac{\epsilon}{2} \sum_{x y \in E}\left|\nabla_{x y} v\right|^{2}\left|\rho_{x y}\right|+\frac{1}{2 \epsilon} \sum_{x y \in E}\left|\nabla_{x y} u\right|^{2}\left|\rho_{x y}\right| .
$$

Setting

$$
U:=\sum_{x y \in E}\left|\nabla_{x y} u\right|^{2}\left|\rho_{x y}\right|=\sum_{x \sim a_{0}}\left|\rho_{x a_{0}}\right|
$$

we obtain

$$
|\mathcal{P}| \leq \frac{\epsilon}{2} \sum_{x y \in E}\left|\nabla_{x y} v\right|^{2}\left|\rho_{x y}\right|+\frac{1}{2 \epsilon} U
$$

Combing this with (2.4.3) yields

$$
\frac{\epsilon}{2} \sum_{x y \in E}\left|\nabla_{x y} v\right|^{2}\left|\rho_{x y}\right| \leq \frac{1}{2 \epsilon} U
$$

whence by (2.2.15)

$$
|\mathcal{P}|=\left.\left.\left|\sum_{x y \in E}\right| \nabla_{x y} v\right|^{2} \rho_{x y}\left|\leq \sum_{x y \in E}\right| \nabla_{x y} v\right|^{2}\left|\rho_{x y}\right| \leq \frac{1}{\epsilon^{2}} U
$$

The conditions with $\operatorname{Im} \rho_{x y}$ are handled in the same way.

In order to be able to verify (2.4.1), we need the following lemma.
Lemma 2.4.2. Let $L, R, D$ be non-negative real numbers and $\lambda \in \mathbb{C} \backslash\{0\}$. If

$$
z:=R+L \lambda+\frac{D}{\lambda} \neq 0
$$

then

$$
\frac{\operatorname{Re} z}{|z|} \geq \frac{\operatorname{Re} \lambda}{|\lambda|}
$$

and, for $\rho=\frac{1}{z}$,

$$
\frac{\operatorname{Re} \rho}{|\rho|} \geq \frac{\operatorname{Re} \lambda}{|\lambda|}
$$

Proof. We have

$$
\operatorname{Re} z=R+L \operatorname{Re} \lambda+\frac{D \operatorname{Re} \lambda}{|\lambda|^{2}} \geq\left(R+L|\lambda|+\frac{D}{|\lambda|}\right) \frac{\operatorname{Re} \lambda}{|\lambda|}
$$

and

$$
|z| \leq R+L|\lambda|+\frac{D}{|\lambda|},
$$

whence

$$
\frac{\operatorname{Re} z}{|z|} \geq \frac{\operatorname{Re} \lambda}{|\lambda|}
$$

Finally, we have

$$
\rho=\frac{1}{z}=\frac{\operatorname{Re} z-i \operatorname{Im} z}{|z|^{2}}
$$

and, hence,

$$
\frac{\operatorname{Re} \rho}{|\rho|}=\frac{\operatorname{Re} z}{|z|^{2}}|z|=\frac{\operatorname{Re} z}{|z|} \geq \frac{\operatorname{Re} \lambda}{|\lambda|} .
$$

Corollary 2.4.3. If $\operatorname{Re} \lambda>0$ then

$$
\begin{equation*}
|\mathcal{P}(\lambda)| \leq \frac{|\lambda|^{2}}{(\operatorname{Re} \lambda)^{2}} \sum_{x \sim a_{0}}\left|\rho_{x a_{0}}^{(\lambda)}\right| . \tag{2.4.4}
\end{equation*}
$$

Proof. Indeed, we have for all $x y \in E$

$$
\frac{\operatorname{Re} \rho_{x y}^{(\lambda)}}{\left|\rho_{x y}^{(\lambda)}\right|} \geq \frac{\operatorname{Re} \lambda}{|\lambda|}=: \epsilon .
$$

Substituting into (2.4.2) we obtain (2.4.4).

Corollary 2.4.4. If $\operatorname{Re} \lambda>0$ then

$$
\begin{equation*}
|\mathcal{P}(\lambda)| \leq C_{0} \frac{|\lambda|^{2}\left(1+|\lambda|^{2}\right)}{(\operatorname{Re} \lambda)^{3}} \tag{2.4.5}
\end{equation*}
$$

where

$$
C_{0}=\sum_{x \sim a_{0}} \frac{1}{R_{x a_{0}}+L_{x a_{0}}+D_{x a_{0}}}
$$

Proof. We have for $z=R+L \lambda+\frac{D}{\lambda}$

$$
\begin{aligned}
|z| & \geq \operatorname{Re} z \geq R+L \operatorname{Re} \lambda+\frac{D \operatorname{Re} \lambda}{|\lambda|^{2}} \\
& \geq(R+L+D) \min \left(1, \operatorname{Re} \lambda, \frac{\operatorname{Re} \lambda}{|\lambda|^{2}}\right) \\
& \geq(R+L+D) \min \left(\operatorname{Re} \lambda, \frac{\operatorname{Re} \lambda}{|\lambda|^{2}}\right) \\
& =(R+L+D)(\operatorname{Re} \lambda) \min \left(1,|\lambda|^{-2}\right) \\
& =(R+L+D) \frac{\operatorname{Re} \lambda}{\max \left(1,|\lambda|^{2}\right)} \\
& \geq(R+L+D) \frac{\operatorname{Re} \lambda}{1+|\lambda|^{2}}
\end{aligned}
$$

since $\frac{(\operatorname{Re} \lambda)^{2}}{|\lambda|^{2}} \leq 1$ and, therefore, either $\operatorname{Re} \lambda \leq 1$ or $\frac{\operatorname{Re} \lambda}{|\lambda|^{2}} \leq 1$. It follows that, for $\rho=\frac{1}{z}$,

$$
|\rho| \leq \frac{1}{R+L+D} \frac{1+|\lambda|^{2}}{\operatorname{Re} \lambda}
$$

Hence,

$$
\sum_{x \sim a_{0}}\left|\rho_{x a_{0}}^{(\lambda)}\right| \leq \frac{1+|\lambda|^{2}}{\operatorname{Re} \lambda} \sum_{x \sim a_{0}} \frac{1}{R_{x a_{0}}+L_{x a_{0}}+D_{x a_{0}}}
$$

Substituting into (2.4.4) we obtain (2.4.5).
Remark 2.4.5. In the case $L>0$ we can use in the domain $\{\operatorname{Re} \lambda>0\}$ the estimate $|z| \geq L \operatorname{Re} \lambda$ which implies

$$
|\rho| \leq \frac{1}{L \operatorname{Re} \lambda}
$$

Hence, if $L_{x a_{0}}>0$ for all $x \sim a_{0}$ then

$$
\sum_{x \sim a_{0}}\left|\rho_{x a_{0}}^{(\lambda)}\right| \leq C^{\prime} \frac{1}{\operatorname{Re} \lambda}
$$

where

$$
C^{\prime}=\sum_{x \sim a_{0}} \frac{1}{L_{x a_{0}}}
$$

Therefore, by (2.4.4) in this case, in the domain $\{\operatorname{Re} \lambda>0\}$ we have

$$
|\mathcal{P}(\lambda)| \leq \frac{C^{\prime}|\lambda|^{2}}{(\operatorname{Re} \lambda)^{3}} .
$$

### 2.4.2 An upper bound of the admittance using large $\operatorname{Im} \lambda$

Lemma 2.4.6. Let $R, L, D$ be non-negative numbers. Let $L>0$ and $\lambda \in \mathbb{C}$ be such that

$$
\operatorname{Im} \lambda>0, \quad|\lambda|^{2}>\frac{D}{L}
$$

Then

$$
z:=R+L \lambda+\frac{D}{\lambda} \neq 0
$$

and for $\rho=\frac{1}{z}$ we have

$$
\begin{equation*}
-\frac{\operatorname{Im} \rho}{|\rho|} \geq \frac{1-\frac{D}{L|\lambda|^{2}}}{|\lambda|+\frac{D}{L|\lambda|}+\frac{R}{L}} \operatorname{Im} \lambda \tag{2.4.6}
\end{equation*}
$$

and

$$
|\rho| \leq \frac{1}{\left(L-\frac{D}{|\lambda|^{2}}\right) \operatorname{Im} \lambda}
$$

Proof. We have

$$
\operatorname{Im} z=L \operatorname{Im} \lambda-\frac{D \operatorname{Im} \lambda}{|\lambda|^{2}}=\left(L-\frac{D}{|\lambda|^{2}}\right) \operatorname{Im} \lambda>0
$$

In particular, $z \neq 0$. We have also

$$
|z| \leq R+L|\lambda|+\frac{D}{|\lambda|}
$$

It follows that

$$
-\frac{\operatorname{Im} \rho}{|\rho|}=\frac{\operatorname{Im} z}{|z|^{2}}|z|=\frac{\operatorname{Im} z}{|z|} \geq \frac{\left(L-\frac{D}{|\lambda|^{2}}\right) \operatorname{Im} \lambda}{R+L|\lambda|+\frac{D}{|\lambda|}} \geq \frac{1-\frac{D}{L|\lambda|^{2}}}{|\lambda|+\frac{D}{L|\lambda|}+\frac{R}{L}} \operatorname{Im} \lambda
$$

which proves (2.4.6). Finally, we have

$$
|\rho|=\frac{1}{|z|} \leq \frac{1}{\operatorname{Im} z}=\frac{1}{\left(L-\frac{D}{|\lambda|^{2}}\right) \operatorname{Im} \lambda}
$$

Theorem 2.4.7. Assume that $L_{x y}>0$ for all $x y \in E$. Set

$$
S_{D}=\sup _{x y \in E} \frac{D_{x y}}{L_{x y}}, \quad S_{R}=\sup _{x y \in E} \frac{R_{x y}}{L_{x y}}
$$

and

$$
C^{\prime}=\sum_{x \sim a_{0}} \frac{1}{L_{x a_{0}}}
$$

Then, in the domain,

$$
\Omega=\left\{\lambda \in \mathbb{C} \mid \operatorname{Im} \lambda \neq 0 \quad \text { and }|\lambda|^{2}>S_{D}\right\}
$$

the function $\mathcal{P}(\lambda)$ is holomorphic and

$$
|\mathcal{P}(\lambda)| \leq \frac{C^{\prime}\left(2|\lambda|+S_{R}\right)^{2}|\lambda|^{6}}{\left(|\lambda|^{2}-S_{D}\right)^{3}|\operatorname{Im} \lambda|^{3}}
$$



Figure 2.22: The domain $\Omega=\left\{\lambda \in \mathbb{C} \mid \operatorname{Im} \lambda \neq 0\right.$ and $\left.|\lambda|^{2}>S_{D}\right\}$.
Proof. By the symmetry $\lambda \rightarrow \bar{\lambda}$ (see Lemma 2.2 .4 (a)), it suffices to prove the both claims in the domain

$$
\Omega_{+}=\left\{\lambda \in \mathbb{C} \mid \operatorname{Im} \lambda>0 \text { and }|\lambda|^{2}>S_{D}\right\}
$$

For $\lambda \in \Omega_{+}$we have by Lemma 2.4.6 that $z_{x y} \neq 0$, whence $\lambda \in \Lambda$. By Lemma 2.4.6 we have for all $x y \in E$ and $\lambda \in \Omega_{+}$

$$
\begin{equation*}
-\frac{\operatorname{Im} \rho_{x y}}{\left|\rho_{x y}\right|} \geq \frac{1-\frac{D_{x y}}{L_{x y}|\lambda|^{2}}}{|\lambda|+\frac{D_{x y}}{L_{x y}|\lambda|}+\frac{R_{x y}}{L_{x y}}} \operatorname{Im} \lambda \geq \frac{1-\frac{S_{D}}{|\lambda|^{2}}}{|\lambda|+\frac{S_{D}}{|\lambda|}+S_{R}} \operatorname{Im} \lambda \geq \frac{1-\frac{S_{D}}{|\lambda|^{2}}}{2|\lambda|+S_{R}} \operatorname{Im} \lambda>0, \tag{2.4.7}
\end{equation*}
$$

since $\frac{S_{D}}{|\lambda|}<|\lambda|$. By Theorem 2.2.11 we conclude that $\mathcal{P}(\lambda)$ is a holomorphic function in $\Omega_{+}$.

Using (2.4.7), we obtain by Theorem 2.4.1 that for $\lambda \in \Omega_{+}$

$$
\begin{equation*}
|\mathcal{P}(\lambda)| \leq\left(\frac{2|\lambda|+S_{R}}{\left(1-\frac{S_{D}}{|\lambda|^{2}}\right) \operatorname{Im} \lambda}\right)^{2} \sum_{x \sim a_{0}}\left|\rho_{x a_{0}}^{(\lambda)}\right| . \tag{2.4.8}
\end{equation*}
$$

Next, we have by Lemma 2.4.6

$$
\left|\rho_{x y}\right| \leq \frac{1}{\left(L_{x y}-\frac{D_{x y}}{|\lambda|^{2}}\right) \operatorname{Im} \lambda} \leq \frac{1}{L_{x y}\left(1-\frac{S_{D}}{|\lambda|^{2}}\right) \operatorname{Im} \lambda}
$$

whence

$$
\sum_{x \sim a_{0}}\left|\rho_{x a_{0}}\right| \leq \frac{\sum_{x \sim a_{0}}\left(L_{x a_{0}}\right)^{-1}}{\left(1-\frac{S_{D}}{|\lambda|^{2}}\right) \operatorname{Im} \lambda}=\frac{C^{\prime}}{\left(1-\frac{S_{D}}{|\lambda|^{2}}\right) \operatorname{Im} \lambda}
$$

It follows from (2.4.8) that

$$
|\mathcal{P}(\lambda)| \leq\left(\frac{2|\lambda|+S_{R}}{\left(1-\frac{S_{D}}{|\lambda|^{2}}\right) \operatorname{Im} \lambda}\right)^{2} \frac{C^{\prime}}{\left(1-\frac{S_{D}}{|\lambda|^{2}}\right) \operatorname{Im} \lambda}=\frac{C^{\prime}\left(2|\lambda|+S_{R}\right)^{2}}{\left(1-\frac{S_{D}}{|\lambda|^{2}}\right)^{3}(\operatorname{Im} \lambda)^{3}}
$$

which was to be proved.
Corollary 2.4.8. Under the hypothesis of Theorem 2.4.7, assume in addition that $R_{x y}=0$ for all $x y \in E$. Then $\mathcal{P}(\lambda)$ is holomorphic in $\mathbb{C} \backslash J$ where

$$
J=\left[-i \sqrt{S_{D}}, i \sqrt{S_{D}}\right] .
$$

Proof. In this case we have the symmetry $\mathcal{P}(-\lambda)=-\mathcal{P}(\lambda)$ (see Lemma 2.2.4 (b)). By Theorem 2.2.11 (see Remark 2.2.12) and Theorem 2.4.7 $\mathcal{P}(\lambda)$ is holomorphic in the union

$$
\{\operatorname{Re} \lambda \neq 0\} \cup\left\{(\operatorname{Im} \lambda)^{2}>S_{D}\right\},
$$

that coincides with $\mathbb{C} \backslash J$.

### 2.4.3 An upper bound of the admittance using small $\operatorname{Im} \lambda$

Lemma 2.4.9. Let $R, L, D$ be non-negative numbers. Let $L>0$ and $\lambda \in \mathbb{C}$ be such that

$$
\operatorname{Im} \lambda>0 \quad \text { and } \quad|\lambda|^{2}<\frac{D}{L} .
$$

Then

$$
z:=R+L \lambda+\frac{D}{\lambda} \neq 0
$$

and, for $\rho=\frac{1}{z}$, we have

$$
\begin{equation*}
\frac{\operatorname{Im} \rho}{|\rho|} \geq \frac{\frac{D}{L|\lambda|^{2}}-1}{|\lambda|+\frac{D}{L|\lambda|}+\frac{R}{L}} \operatorname{Im} \lambda \tag{2.4.9}
\end{equation*}
$$

and

$$
|\rho| \leq \frac{1}{\left(\frac{D}{|\lambda|^{2}}-L\right) \operatorname{Im} \lambda}
$$

Proof. We have

$$
-\operatorname{Im} z=-L \operatorname{Im} \lambda+\frac{D \operatorname{Im} \lambda}{|\lambda|^{2}}=\left(\frac{D}{|\lambda|^{2}}-L\right) \operatorname{Im} \lambda>0
$$

In particular, $z \neq 0$. We have also

$$
|z| \leq R+L|\lambda|+\frac{D}{|\lambda|}
$$

It follows that

$$
\frac{\operatorname{Im} \rho}{|\rho|}=-\frac{\operatorname{Im} z}{|z|} \geq \frac{\left(\frac{D}{|\lambda|^{2}}-L\right) \operatorname{Im} \lambda}{R+L|\lambda|+\frac{D}{|\lambda|}} \geq \frac{\frac{D}{L|\lambda|^{2}}-1}{|\lambda|+\frac{D}{L|\lambda|}+\frac{R}{L}} \operatorname{Im} \lambda
$$

which proves (2.4.9). Finally, we have

$$
|\rho|=\frac{1}{|z|} \leq \frac{1}{-\operatorname{Im} z}=\frac{1}{\left(\frac{D}{|\lambda|^{2}}-L\right) \operatorname{Im} \lambda}
$$

Theorem 2.4.10. Assume that $L_{x y}>0$ for all $x y \in E$. Set

$$
S_{D}=\sup _{x y \in E} \frac{D_{x y}}{L_{x y}}, \quad S_{D}^{*}=\inf _{x y \in E} \frac{D_{x y}}{L_{x y}}, \quad S_{R}=\sup _{x y \in E} \frac{R_{x y}}{L_{x y}}
$$

and

$$
C^{\prime}=\sum_{x \sim a_{0}} \frac{1}{L_{x a_{0}}}
$$

Then in the domain

$$
\Omega^{*}=\left\{\lambda \in \mathbb{C} \mid \operatorname{Im} \lambda \neq 0 \quad \text { and }|\lambda|^{2}<S_{D}^{*}\right\}
$$

the function $\mathcal{P}(\lambda)$ is holomorphic and

$$
\begin{equation*}
|\mathcal{P}(\lambda)| \leq \frac{C^{\prime}\left(|\lambda|^{2}+S_{R}|\lambda|+S_{D}\right)^{2}|\lambda|^{4}}{\left(S_{D}^{*}-|\lambda|^{2}\right)^{3}|\operatorname{Im} \lambda|^{3}} . \tag{2.4.10}
\end{equation*}
$$



Figure 2.23: The domain $\Omega^{*}=\left\{\lambda \in \mathbb{C} \mid \operatorname{Im} \lambda \neq 0\right.$ and $\left.|\lambda|^{2}<S_{D}^{*}\right\}$

Proof. If $S_{D}^{*}=0$ then $\Omega^{*}=\emptyset$ and there is nothing to prove. Let $S_{D}^{*}>0$. By the symmetry $\lambda \rightarrow \bar{\lambda}$, it suffices to prove the both claims in the domain

$$
\Omega_{+}^{*}=\left\{\lambda \in \mathbb{C} \mid \operatorname{Im} \lambda>0 \text { and }|\lambda|^{2}<S_{D}^{*}\right\}
$$

For $\lambda \in \Omega_{+}^{*}$ we have by Lemma 2.4.9 that $z_{x y} \neq 0$, whence $\lambda \in \Lambda$. By Lemma 2.4.9 we have for all $x y \in E$ and $\lambda \in \Omega_{+}^{*}$

$$
\begin{equation*}
\frac{\operatorname{Im} \rho_{x y}}{\left|\rho_{x y}\right|} \geq \frac{\frac{D_{x y}}{L_{x y}|\lambda|^{2}}-1}{|\lambda|+\frac{D_{x y}}{L_{x y}|\lambda|}+\frac{R_{x y}}{L_{x y}}} \operatorname{Im} \lambda \geq \frac{\frac{S_{D}^{*}}{|\lambda|^{2}}-1}{|\lambda|+\frac{S_{D}}{|\lambda|}+S_{R}} \operatorname{Im} \lambda>0, \tag{2.4.11}
\end{equation*}
$$

By Theorem 2.2.11 we conclude that $\mathcal{P}(\lambda)$ is a holomorphic function in $\Omega_{+}^{*}$.
Using (2.4.11), we obtain by Theorem 2.4.1 that for all $\lambda \in \Omega_{+}^{*}$

$$
|\mathcal{P}(\lambda)| \leq\left(\frac{|\lambda|+\frac{S_{D}}{|\lambda|}+S_{R}}{\left(\frac{S_{D}^{*}}{|\lambda|^{2}}-1\right) \operatorname{Im} \lambda}\right)^{2} \sum_{x \sim a_{0}}\left|\rho_{x a_{0}}^{(\lambda)}\right| .
$$

Next, we have by Lemma 2.4.9

$$
\left|\rho_{x y}\right| \leq \frac{1}{\left(\frac{D_{x y}}{|\lambda|^{2}}-L_{x y}\right) \operatorname{Im} \lambda}=\frac{1}{L_{x y}\left(\frac{D_{x y}}{L_{x y}|\lambda|^{2}}-1\right) \operatorname{Im} \lambda} \leq \frac{1}{L_{x y}\left(\frac{S_{D}^{*}}{|\lambda|^{2}}-1\right) \operatorname{Im} \lambda}
$$

whence

$$
\sum_{x \sim a_{0}}\left|\rho_{x a_{0}}\right| \leq \frac{\sum_{x \sim a_{0}}\left(L_{x a_{0}}\right)^{-1}}{\left(\frac{S_{D}^{*}}{|\lambda|^{2}}-1\right) \operatorname{Im} \lambda}=\frac{C^{\prime}}{\left(\frac{S_{D}^{*}}{|\lambda|^{2}}-1\right) \operatorname{Im} \lambda}
$$

It follows that

$$
|\mathcal{P}(\lambda)| \leq \frac{C^{\prime}\left(|\lambda|+\frac{S_{D}}{|\lambda|}+S_{R}\right)^{2}}{\left(\frac{S_{D}^{*}}{|\lambda|^{2}}-1\right)^{3}(\operatorname{Im} \lambda)^{3}}
$$

whence (2.4.10) follows.
Corollary 2.4.11. Under the hypothesis of Theorem 2.4.10, assume in addition that $R_{x y}=0$ for all $x y \in E$. Then $\mathcal{P}(\lambda)$ is holomorphic in the domain $\mathbb{C} \backslash J^{*}$ where

$$
J^{*}=\left[i \sqrt{S_{D}^{*}}, i \sqrt{S_{D}}\right] \cup\left[-i \sqrt{S_{D}},-i \sqrt{S_{D}^{*}}\right] \cup\{0\}
$$

Proof. In this case we have the symmetry $\mathcal{P}(-\lambda)=-\mathcal{P}(\lambda)$. By Theorem 2.2.11 (see Remark 2.2.12), Theorems 2.4.7 and 2.4.10 $\mathcal{P}(\lambda)$ is holomorphic in the union

$$
\{\operatorname{Re} \lambda \neq 0\} \cup\left\{(\operatorname{Im} \lambda)^{2}>S_{D}\right\} \cup\left\{0<(\operatorname{Im} \lambda)^{2}<S_{D}^{*}\right\}
$$

that coincides with $\mathbb{C} \backslash J^{*}$.


Figure 2.24: The domain $\mathbb{C} \backslash J^{*}$

### 2.5 Effective admittance of infinite networks

In the case of an infinite network with just resistors the effective resistance can be defined as the limit of monotonically increasing sequence of the effective resistances
of the exhausted finite networks (see [13], [18], [32]). In Subsection 2.5.1 we consider a sequence of exhausted finite networks for an infinite network with passive elements. We present a definition of an effective admittance $\mathcal{P}(\lambda)$ of an infinite network (Definition 2.5.1) and consider the domains of the complex plane $\lambda$, where the effective admittance is well-defined (see Theorem 2.5.2, which is the main theorem of this chapter). The Corollaries 2.5.3 and 2.5.4 states the results for resistor-free network.

In Subsection 2.5.2 we consider several examples of infinite networks, including two different ladder networks.

### 2.5.1 Main result

Let $\Gamma=\left(V, \rho, a_{0}, B\right)$ be an infinite network.

Let dist $(x, y)$ be the graph distance on $V$, that is, the minimal value of $n$ such that there exists a path $\left\{x_{k}\right\}_{k=0}^{n}$ connecting $x$ and $y$, that is,

$$
x=x_{0} \sim x_{1} \sim \ldots \sim x_{n}=y
$$

Let us consider a sequence of finite graphs $\left(V_{n}, E_{n}\right), n \in \mathbb{N}$, where

$$
V_{n}=\left\{x \in V \mid \operatorname{dist}\left(a_{0}, x\right) \leq n\right\}
$$

and $E_{n}$ consists of all the edges of $E$ with the endpoints in $V_{n}$. We endow the finite $\operatorname{graph}\left(V_{n}, E_{n}\right)$ with the admittance $\rho_{n}=\left.\rho\right|_{E_{n}}$.

Consider the set

$$
\partial V_{n}=\left\{x \in V \mid \operatorname{dist}\left(a_{0}, x\right)=n\right\}
$$

that will be regarded as the boundary of the graph $\left(V_{n}, E_{n}\right)$. Note that $V_{n}=$ $\partial V_{n} \cup V_{n-1}$. Let us set

$$
B_{n}=\left(B \cap V_{n}\right) \cup \partial V_{n}
$$

and consider the following sequence of finite networks

$$
\Gamma_{n}=\left(V_{n}, \rho_{n}, a_{0}, B_{n}\right), \quad n \in \mathbb{N}
$$



Figure 2.25: Infinite network $\Gamma$


Figure 2.26: Networks $\Gamma_{1}$ and $\Gamma_{2}$

Let $\mathcal{P}_{n}(\lambda)$ be the effective admittance of $\Gamma_{n}$.
Definition 2.5.1. Define the effective admittance of $\Gamma$ as

$$
\mathcal{P}(\lambda)=\lim _{n \rightarrow \infty} \mathcal{P}_{n}(\lambda)
$$

for those $\lambda \in \mathbb{C} \backslash\{0\}$ where the limit exists.
Theorem 2.5.2. (a) The sequence $\left\{\mathcal{P}_{n}(\lambda)\right\}$ converges as $n \rightarrow \infty$ locally uniformly in the domain $\{\operatorname{Re} \lambda>0\}$.
(b) If $L_{x y}>0$ for all $x y \in E$ and

$$
\begin{equation*}
S_{D}:=\sup _{x y \in E} \frac{D_{x y}}{L_{x y}}<\infty \text { and } S_{R}:=\sup _{x y \in E} \frac{R_{x y}}{L_{x y}}<\infty \tag{2.5.1}
\end{equation*}
$$

then $\left\{\mathcal{P}_{n}(\lambda)\right\}$ converges as $n \rightarrow \infty$ locally uniformly in the domain

$$
\Omega=\left\{\lambda \in \mathbb{C} \mid \operatorname{Im} \lambda \neq 0 \text { and }|\lambda|^{2}>S_{D}\right\}
$$

(c) If in addition to (2.5.1) also

$$
S_{D}^{*}:=\inf _{x y \in E} \frac{D_{x y}}{L_{x y}}>0
$$

then $\left\{\mathcal{P}_{n}(\lambda)\right\}$ converges as $n \rightarrow \infty$ locally uniformly in the domain

$$
\Omega^{*}=\left\{\lambda \in \mathbb{C} \mid \operatorname{Im} \lambda \neq 0 \quad \text { and }|\lambda|^{2}<S_{D}^{*}\right\}
$$

In all the cases, the limit

$$
\mathcal{P}(\lambda)=\lim _{n \rightarrow \infty} \mathcal{P}_{n}(\lambda)
$$

is a holomorphic function in the domains in question.

Proof. (a) By Corollary 2.4.4, the sequence $\left\{\mathcal{P}_{n}(\lambda)\right\}$ is uniformly bounded in any domain

$$
\{\operatorname{Re} \lambda \geq \epsilon,|\lambda| \leq c\}
$$

with $0<\epsilon<c<\infty$. Hence, the sequence $\left\{\mathcal{P}_{n}(\lambda)\right\}$ is precompact in such a domain and, hence, has a convergent subsequence. By a diagonal process, we obtain a convergent subsequence $\left\{\mathcal{P}_{n_{k}}(\lambda)\right\}$ in the entire domain $\{\operatorname{Re} \lambda>0\}$, and the limit is a holomorphic function in this domain. On the other hand, for positive real values of $\lambda$ also all $\rho_{x y}^{(\lambda)}$ are real and positive on the edges, and in this case the sequence $\left\{\mathcal{P}_{n}(\lambda)\right\}$ is known to be positive and decreasing (from the theory of random walks on graphs, see e.g. [18], [32]). Hence, this sequence has a limit for all positive real $\lambda$. Since every holomorphic function in $\{\operatorname{Re} \lambda>0\}$ is uniquely determined by its values on positive reals, we obtain that $\lim \mathcal{P}_{n_{k}}(\lambda)$ is independent of the choice of a subsequence. Hence, the entire sequence $\left\{\mathcal{P}_{n}(\lambda)\right\}$ converges as $n \rightarrow \infty$ in the domain $\{\operatorname{Re} \lambda>0\}$, and the limit is a holomorphic function in this domain.
(b) By Theorem 2.4.7 all functions $\left\{\mathcal{P}_{n}(\lambda)\right\}$ are holomorphic in the domain

$$
\Omega=\left\{\lambda \in \mathbb{C} \mid \operatorname{Im} \lambda \neq 0 \text { and }|\lambda|^{2}>S_{D}\right\}
$$

and admit the estimate

$$
\left|\mathcal{P}_{n}(\lambda)\right| \leq \frac{C^{\prime}\left(2|\lambda|+S_{R}\right)^{2}|\lambda|^{6}}{\left(|\lambda|^{2}-S_{D}\right)^{3}|\operatorname{Im} \lambda|^{3}}
$$

Hence, the sequence $\left\{\mathcal{P}_{n}(\lambda)\right\}$ is locally uniformly bounded in $\Omega$ and, hence, is precompact. All the limits of convergent subsequences of $\left\{\mathcal{P}_{n}(\lambda)\right\}$ coincide by $(a)$ in the domain

$$
\Omega \cap\{\operatorname{Re} \lambda>0\}
$$

which implies that they coincide also in $\Omega$. Hence, $\left\{\mathcal{P}_{n}(\lambda)\right\}$ converges in $\Omega$ to a holomorphic function.
(c) By Theorem 2.4.10 all functions $\left\{\mathcal{P}_{n}(\lambda)\right\}$ are holomorphic

$$
\Omega^{*}=\left\{\lambda \in \mathbb{C} \mid \operatorname{Im} \lambda \neq 0 \text { and }|\lambda|^{2}<S_{D}^{*}\right\}
$$

and admit the estimate

$$
\left|\mathcal{P}_{n}(\lambda)\right| \leq \frac{C^{\prime}\left(|\lambda|^{2}+S_{R}|\lambda|+S_{D}\right)^{2}|\lambda|^{4}}{\left(S_{D}^{*}-|\lambda|^{2}\right)^{3}|\operatorname{Im} \lambda|^{3}}
$$

Hence, the sequence $\left\{\mathcal{P}_{n}(\lambda)\right\}$ is locally uniformly bounded in $\Omega^{*}$ and, hence, is precompact. All the limits of convergent subsequences of $\left\{\mathcal{P}_{n}(\lambda)\right\}$ coincide in the domain

$$
\Omega^{*} \cap\{\operatorname{Re} \lambda>0\}
$$

which implies that they coincide also in $\Omega^{*}$. Hence, $\left\{\mathcal{P}_{n}(\lambda)\right\}$ converges in $\Omega^{*}$ to a holomorphic function.

Corollary 2.5.3. Assume that $R_{x y}=0$ for all $x y \in E$. Then $\mathcal{P}(\lambda)=\lim _{n \rightarrow \infty} \mathcal{P}_{n}(\lambda)$ is well-defined and holomorphic in the domain $\mathbb{C} \backslash J^{*}$, where

$$
J^{*}=\left[i \sqrt{S_{D}^{*}}, i \sqrt{S_{D}}\right] \cup\left[-i \sqrt{S_{D}},-i \sqrt{S_{D}^{*}}\right] \cup\{0\}
$$

Proof. Note that we assume neither $S_{D}<\infty$ nor $S_{D}^{*}>0$. By the symmetry $\mathcal{P}(-\lambda)=-\mathcal{P}(\lambda)$ an by Theorem 2.5.2, the sequence $\left\{\mathcal{P}_{n}(\lambda)\right\}$ converges locally uniformly in the union

$$
\{\operatorname{Re} \lambda \neq 0\} \cup\left\{(\operatorname{Im} \lambda)^{2}>S_{D}\right\} \cup\left\{0<(\operatorname{Im} \lambda)^{2}<S_{D}^{*}\right\}
$$

that coincides with $\mathbb{C} \backslash J^{*}$.

The next statement is a simplified version of Corollary 2.5.3.
Corollary 2.5.4. Assume that $R_{x y}=0$ for all $x y \in E$ and set

$$
S_{D}:=\sup _{x y \in E} \frac{1}{C_{x y} L_{x y}}
$$

Then $\mathcal{P}(\lambda)=\lim _{n \rightarrow \infty} \mathcal{P}_{n}(\lambda)$ is well-defined and holomorphic in the domain

$$
\mathbb{C} \backslash\left[-i \sqrt{S_{D}}, i \sqrt{S_{D}}\right]
$$

### 2.5.2 Examples

Example 2.5.5 (Chain network). Consider the infinite graph $(V, E)$, where

$$
V=\{0,1,2, \ldots\}
$$

and $E$ is given by

$$
0 \sim 1 \sim 2 \sim \cdots \sim n \sim(n+1) \sim \ldots
$$

Define the impedance of the edge $k \sim(k+1)$ by

$$
z_{k(k+1)}=L_{k} \lambda+\frac{D_{k}}{\lambda},
$$

where $L_{k} \geq D_{k}>0\left(\right.$ and $\left.R_{k}=0\right)$ (see Figure 2.27), i.e. $\rho_{k(k+1)}=\frac{\lambda}{L_{k} \lambda^{2}+D_{k}}$.


Figure 2.27: Chain network

Set $a_{0}=0$ and $B=\emptyset$. Then we have $V_{n}=\{0, \ldots, n\}$ and $B_{n}=\{n\}$. It follows by series law (Theorem 2.2.22), that

$$
\mathcal{P}_{n}(\lambda)=\frac{1}{\sum_{k=0}^{n-1}\left(L_{k} \lambda+\frac{D_{k}}{\lambda}\right)}=\frac{1}{l_{n} \lambda+\frac{d_{n}}{\lambda}},
$$

where

$$
l_{n}=\sum_{k=0}^{n-1} L_{k} \text { and } d_{n}=\sum_{k=0}^{n-1} D_{k} .
$$

Assume further that

$$
\sum_{k=0}^{\infty} L_{k}=\sum_{k=0}^{\infty} D_{k}=\infty
$$

that is

$$
\lim _{n \rightarrow \infty} l_{n}=\lim _{n \rightarrow \infty} d_{n}=+\infty .
$$

Then for any $\lambda$ with $\operatorname{Re} \lambda \neq 0$ we obtain

$$
\operatorname{Re}\left(l_{n} \lambda+\frac{d_{n}}{\lambda}\right) \rightarrow \infty
$$

whence

$$
\mathcal{P}(\lambda)=\lim _{n \rightarrow \infty} \mathcal{P}_{n}(\lambda)=0 .
$$

For $\lambda=i \omega$ with real $\omega$ we have

$$
\mathcal{P}_{n}(i \omega)=-\frac{i}{l_{n} \omega-\frac{d_{n}}{\omega}} .
$$

Assume in addition that

$$
\sum_{k=0}^{\infty}\left(L_{k}-D_{k}\right)=: c \in(0, \infty)
$$

that is

$$
\lim _{n \rightarrow \infty}\left(l_{n}-d_{n}\right)=c \in(0, \infty)
$$

Then for $\omega=1$ we have

$$
\mathcal{P}_{n}(i)=-\frac{i}{l_{n}-d_{n}},
$$

whence

$$
\mathcal{P}(i)=\lim _{n \rightarrow \infty} \mathcal{P}_{n}(i)=-\frac{i}{c}
$$

It follows also that

$$
\mathcal{P}(-i)=\frac{i}{c}
$$

For $\omega \neq \pm 1$ we have

$$
l_{n} \omega-\frac{d_{n}}{\omega}=\left(l_{n}-d_{n}\right) \omega+d_{n}\left(\omega-\frac{1}{\omega}\right) \rightarrow \pm \infty
$$

whence it follows that

$$
\mathcal{P}(i \omega)=\lim _{n \rightarrow \infty} \mathcal{P}_{n}(i \omega)=0
$$

Hence, for any $\lambda \in \mathbb{C} \backslash\{0\}$ we have

$$
\mathcal{P}(\lambda)=\left\{\begin{array}{l}
-\frac{\lambda}{c}, \text { if } \lambda= \pm i \\
0, \text { otherwise }
\end{array}\right.
$$

In particular, $\mathcal{P}(\lambda)$ is holomorphic in $\mathbb{C} \backslash\{ \pm i, 0\}$ but is discontinuous at $\lambda= \pm i$.
On the other hand we have

$$
S_{D}=\sup _{n} \frac{D_{n}}{L_{n}} \text { and } S_{D}^{*}=\inf _{n} \frac{D_{n}}{L_{n}}
$$

Since $c<\infty$ then necessarily $S_{D}=1$. Since $c>0$ then $S_{D}^{*}<1$.
Wee see that the points $\lambda= \pm i$ (where $\mathcal{P}$ looses continuity) lie in the set

$$
J^{*}=\left[-i \sqrt{S_{D}},-i \sqrt{S_{D}^{*}}\right] \cup\left[i \sqrt{S_{D}^{*}}, i \sqrt{S_{D}}\right] \cup\{0\}
$$

that matches Corollary 2.5.3. For example, choose

$$
L_{n}=1 \text { and } D_{n}=1-\epsilon 2^{-n}
$$

where $\epsilon>0$. Then $S_{D}=1$ and $S_{D}^{*}=1-\epsilon$, so that the interval

$$
\left[i \sqrt{S_{D}^{*}}, i \sqrt{S}_{D}\right]=[i \sqrt{1-\varepsilon}, i]
$$

containing $\lambda=i$, can have an arbitrary small length.
Example 2.5.6 (Modified ladder). Consider the infinite graph $(V, E)$, where

$$
V=\{0,1,2,3,4, \ldots\}
$$

and $E$ is given by $(2 k-2) \sim 2 k$ and $(2 k-1) \sim 2 k$ for $k=\overline{1, \infty}$. Let us consider a network as at Figure 2.28.


Figure 2.28: Modified ladder network

That is, let the admittances of the edges $(2 k-2) \sim 2 k$ be $\frac{1}{\lambda}$ and the admittances of the edges $2 k-1 \sim 2 k$ be $\frac{\lambda}{L \lambda^{2}+D}$, where $L>0$ and $D>0$. Set also $a_{0}=0$, while

$$
B=\{1,3, \ldots\}
$$

This network is similar to Feynman's ladder network (see [15]), but we add coils to the "vertical" edges and ground at infinity. Clearly, we have

$$
V_{n}=\{0,1, \ldots, 2 n-2\} \cup\{2 n\} \text { and } B_{n}=\{1,3, \ldots, 2 n-3\} \cup\{2 n\}
$$

Therefore, this network can be exhausted by finite $\alpha \beta$-networks (see Subsection 2.2.4, $\left.\alpha=\frac{1}{\lambda}, \beta=\frac{\lambda}{L \lambda^{2}+D}\right)$, whose effective admittances by (2.2.36) and (2.2.37) are

$$
\mathcal{P}_{n}(\lambda)=\left\{\begin{array}{l}
\frac{\alpha(2 n-1)}{n}, \text { if } \mu=-4, \\
\frac{\alpha\left(\psi_{1}^{2 n-1}+1\right)\left(\psi_{1}-1\right)}{\left(\psi_{1}^{2 n}-1\right)}, \text { otherwise, } \\
\text { not defined, } \lambda \in\left\{0, \pm i \sqrt{\frac{D}{L}}\right\},
\end{array}\right.
$$

where $\mu=\frac{\lambda^{2}}{L \lambda^{2}+D}$.
Since $\psi_{1,2}$ are the square roots of the equation

$$
\begin{equation*}
\psi^{2}-(2+\mu) \psi+1=0, \tag{2.5.2}
\end{equation*}
$$

we can assume, without loss of generality, that $\left|\psi_{1}\right| \leq\left|\psi_{2}\right|$. Then, since $\psi_{1} \psi_{2}=1$ by (2.5.2), we have either $\left|\psi_{1}\right|<1<\left|\psi_{2}\right|$ or $\left|\psi_{1}\right|=\left|\psi_{2}\right|=1$.

In the case $\left|\psi_{1}\right|<1<\left|\psi_{2}\right|$ we obtain

$$
\mathcal{P}=\mathcal{P}(\lambda)=\lim _{n \rightarrow \infty} \mathcal{P}_{n}(\lambda)=\frac{1-\psi_{1}}{\lambda} .
$$

In the case $\left|\psi_{1}\right|=\left|\psi_{2}\right|=1, \psi_{1} \neq \psi_{2} \neq-1$ the sequence $\left\{\mathcal{P}_{n}(\lambda)\right\}$ has no limit.
In the case $\left|\psi_{1}\right|=\left|\psi_{2}\right|=-1$ (i.e. $\mu=-4$ )

$$
\mathcal{P}=\mathcal{P}(\lambda)=\lim _{n \rightarrow \infty} \mathcal{P}_{n}(\lambda)=\frac{2}{\lambda} .
$$

Therefore, for the infinite network we have

$$
\mathcal{P}(\lambda)=\left\{\begin{array}{l}
\frac{1-\psi_{1}}{\lambda}, \quad \text { if }\left|\psi_{1}\right|<1<\left|\psi_{2}\right|,  \tag{2.5.3}\\
\frac{2}{\lambda}, \quad \text { if } \psi_{1}=\psi_{2}=-1, \\
\text { not defined, otherwise. }
\end{array}\right.
$$

We will reformulate the identity (2.5.3) in terms of $\lambda$, but firstly we prove an auxiliary claim.
Claim 2.5.7. Let $\mu \neq-4$ and $\mu \neq 0$. Then the condition $\left|\psi_{1}\right|=\left|\psi_{2}\right|=1$ occurs if and only if $\mu \in(-4,0)$.

Proof. " $\Rightarrow$ " Let $\left|\psi_{1}\right|=1$. Then $\left|\psi_{2}\right|=1$. Since $\mu \neq 0$ and $\mu \neq-4$, it follows from (2.5.2) and $\left|\psi_{1}\right|=\left|\psi_{2}\right|=1$ that $\psi_{1}, \psi_{2} \notin \mathbb{R}$. Therefore, $\psi_{2}=\overline{\psi_{1}}$, since $\psi_{1} \overline{\psi_{1}}=\left|\psi_{1}\right|^{2}=1$. Moreover, by (2.5.2) we have $2+\mu=\psi_{1}+\psi_{2} \in \mathbb{R}$, i.e. $\mu \in \mathbb{R}$. Also $\psi_{1}, \psi_{2} \notin \mathbb{R}$ means that the determinant of (2.5.2)

$$
(2+\mu)^{2}-4=4 \mu+\mu^{2}
$$

is not positive, i.e. $\mu \notin(-\infty,-4) \cup(0, \infty)$. Therefore,

$$
\mu \in \mathbb{R} \backslash((-\infty,-4) \cup(0, \infty))
$$

which was to be proved.
" $\Leftarrow$ " Let $\mu \in(-4,0)$. Then the determinant of (2.5.2) is negative and

$$
\left|\psi_{1,2}\right|^{2}=\left|1+\frac{\mu}{2} \pm i \sqrt{-\mu-\left(\frac{\mu}{2}\right)^{2}}\right|^{2}=\left(1+\frac{\mu}{2}\right)^{2}-\mu-\left(\frac{\mu}{2}\right)^{2}=1 .
$$

Since $\mu=-4$ at the points $\lambda= \pm i \sqrt{\frac{D}{L+1 / 4}}$, we have

$$
\mathcal{P}(\lambda)=\left\{\begin{array}{l}
\frac{1-\psi_{1}}{\lambda}, \text { if } \lambda \in \mathbb{C} \backslash\left(\left[-i \sqrt{\frac{D}{L+1 / 4}}, i \sqrt{\frac{D}{L+1 / 4}}\right] \cup\left\{ \pm i \sqrt{\frac{D}{L}}\right\}\right), \\
\frac{2}{\lambda}, \quad \text { if } \lambda= \pm i \sqrt{\frac{D}{L+1 / 4}}, \\
\text { not defined, if } \lambda \in\left(-i \sqrt{\frac{D}{L+1 / 4}}, i \sqrt{\frac{D}{L+1 / 4}}\right) \cup\left\{ \pm i \sqrt{\frac{D}{L}}\right\},
\end{array}\right.
$$

where $\psi_{1}$ is the root of the equation (2.5.2) with $|\psi|<1$. Note that this function is continuous at the points $\lambda= \pm i \sqrt{\frac{D}{L+1 / 4}}$. Indeed,

$$
\psi \rightarrow-1,
$$

when $\lambda \rightarrow \pm i \sqrt{\frac{D}{L+1 / 4}}$, since roots of the quadratic equation are continuous functions of coefficients. Hence, the continuity of $\mathcal{P}(\lambda)$ at given points follows. Therefore, $\mathcal{P}(\lambda)$ is well-defined and continuous in the domain

$$
\mathbb{C} \backslash\left(\left(-i \sqrt{\frac{D}{L+1 / 4}}, i \sqrt{\frac{D}{L+1 / 4}}\right) \bigcup\left\{ \pm i \sqrt{\frac{D}{L}}\right\}\right) .
$$

In particular, the domain of holomorphicity of $\mathcal{P}(\lambda)$ is

$$
\begin{equation*}
\mathbb{C} \backslash\left(\left[-i \sqrt{\frac{D}{L+1 / 4}}, i \sqrt{\frac{D}{L+1 / 4}}\right] \bigcup\left\{ \pm i \sqrt{\frac{D}{L}}\right\}\right) \tag{2.5.4}
\end{equation*}
$$

On the other hand we have $S_{D}^{*}=0, S_{D}=\frac{D}{L}$, therefore, the Corollary 2.5.3 states, that $\mathcal{P}(\lambda)$ is holomorphic in the domain

$$
\begin{equation*}
\mathbb{C} \backslash\left[-i \sqrt{\frac{D}{L}}, i \sqrt{\frac{D}{L}}\right] . \tag{2.5.5}
\end{equation*}
$$

Comparison of (2.5.4) and (2.5.5) shows the sharpness of Corollary 2.5.3.

### 2.5.3 Feynman's ladder with zero at infinity

Consider the infinite ladder network ( $V, E$ ), where

$$
V=\{0,1,2,3,4, \ldots\}
$$

and $E$ is given by $(2 k-2) \sim 2 k$ and $(2 k-1) \sim 2 k$ for $k=\overline{1, \infty}$ (see Figure 2.29$)$


Figure 2.29: Feynman's ladder with zero at infinity
Let the admittance of the edges $(2 k-2) \sim 2 k$ be $\frac{1}{L \lambda}$ and admittance of the edges $2 k-1 \sim 2 k$ be $C \lambda$, where $L>0$ and $C>0$. Set also $a_{0}=0$, while $B=\{1,3, \ldots\}$. This network is very similar to Feynman's ladder network (see [15]), but has ground at infinity.

Theorem 2.5.2 is applicable in this case only in the right half-plane $\{\operatorname{Re} \lambda>0\}$. In this subsection we will analyze the behavior of the sequence of the effective admittances for the exhausted networks in the whole plane and compare our calculations with the result stated by Richard Feynman in [15].

This network can be exhausted by finite $\alpha \beta$-networks (see Subsection 2.2.4, $\alpha=\frac{1}{L \lambda}$, $\beta=C \lambda$ ), whose effective admittances by (2.2.36) and (2.2.37) are

$$
\mathcal{P}_{n}(\lambda)=\left\{\begin{array}{l}
\frac{2 n-1}{L \lambda n}, \text { if } \mu=-4 \\
\text { not defined, if } \lambda=0 \\
\mathcal{P}_{n}^{\alpha \beta}(\lambda)=\frac{\left(\psi_{1}^{2 n-1}+1\right)\left(\psi_{1}-1\right)}{L \lambda\left(\psi_{1}^{2 n}-1\right)}, \text { otherwise }
\end{array}\right.
$$

where $\mu=L C \lambda^{2}$ and $\psi_{1}$ is any root of the equation

$$
\begin{equation*}
\psi^{2}-\left(2+L C \lambda^{2}\right) \psi+1=0 \tag{2.5.6}
\end{equation*}
$$

Let us analyze the sequence $\left\{\mathcal{P}_{n}^{\alpha \beta}(\lambda)\right\}, n \rightarrow \infty$.
Since $\psi_{1}$ is any root of the quadratic equation (2.5.6), we can assume, without loss of generality, that $\left|\psi_{1}\right| \leq 1 \leq\left|\psi_{2}\right|$. Note that then $\left\{\mathcal{P}_{n}^{\alpha \beta}(\lambda)\right\}$ has limit if and only if $\left|\psi_{1}\right|<1$. This limit is equal to $\frac{1-\psi_{1}}{L \lambda}$.
Claim 2.5.8. Let $\lambda \in \mathbb{C} \backslash\{0\}, \lambda^{2} \neq-\frac{4}{L C}$. Then the condition $\left|\psi_{1}\right|=\left|\psi_{2}\right|=1$ occurs if and only if $\lambda^{2} \in\left(-\frac{4}{L C}, 0\right)$.

Proof. The proof follows the same outline as the proof of Claim 2.5.7.
Therefore, for any $\lambda \in \mathbb{C} \backslash\left[-i \sqrt{\frac{4}{L C}}, i \sqrt{\frac{4}{L C}}\right]$ we can write

$$
\begin{equation*}
\psi_{1}(\lambda)=1+\frac{L C \lambda^{2}}{2}+\lambda \xi(\lambda) \tag{2.5.7}
\end{equation*}
$$

where $\xi(\lambda)$ is the square root of $L C+\frac{L^{2} C^{2} \lambda^{2}}{4}$, such that $\left|\psi_{1}(\lambda)\right|<1$.
Let us denote $\gamma=L C+\frac{L^{2} C^{2} \lambda^{2}}{4}$. Let us consider $\gamma \in \mathbb{C} \backslash(-i \infty, 0)$, i.e. $\gamma=r e^{i \phi}$, $\phi \in\left(-\frac{\pi}{2}, \frac{3 \pi}{2}\right)$ in a polar coordinates. Then there are two continuous functions $\xi_{1}, \xi_{2}$, which give square roots of $\gamma$ :

$$
\xi_{1}(\gamma)=\sqrt{r} e^{i \frac{\phi}{2}}, \xi_{2}(\gamma)=-\xi_{1}(\gamma)
$$

(see Figure 2.30).



Figure 2.30: The images of $\xi_{1}$ and $\xi_{2}$

Since

$$
\begin{aligned}
\gamma & =L C+\frac{L^{2} C^{2} \lambda^{2}}{4}=L C+\frac{L^{2} C^{2}(\operatorname{Re} \lambda+i \operatorname{Im} \lambda)^{2}}{4} \\
& =L C+\frac{L^{2} C^{2}(\operatorname{Re} \lambda)^{2}-L^{2} C^{2}(\operatorname{Im} \lambda)^{2}}{4}+i \frac{L^{2} C^{2}(\operatorname{Re} \lambda)(\operatorname{Im} \lambda)}{2},
\end{aligned}
$$

$\xi_{1}(\gamma(\lambda))$ and $\xi_{2}(\gamma(\lambda))$ are defined for all $\lambda \in \mathbb{C} \backslash \bar{\Lambda}$, where

$$
\bar{\Lambda}=\left\{1+\frac{L C(\operatorname{Re} \lambda)^{2}-L C(\operatorname{Im} \lambda)^{2}}{4}=0 \text { and }(\operatorname{Re} \lambda)(\operatorname{Im} \lambda)<0\right\},
$$

see Figure 2.31.


Figure 2.31: The domain of $\xi_{1,2}(\gamma(\lambda))$

Since the functions

$$
\left|1+\frac{L C \lambda^{2}}{2}+\lambda \xi_{1}(\lambda)\right| \text { and }\left|1+\frac{L C \lambda^{2}}{2}+\lambda \xi_{2}(\lambda)\right|
$$

are continuous on $\lambda$, the choice of the function $\xi_{1}(\lambda)$ or $\xi_{2}(\lambda)$ in (2.5.7), can not change inside the domains
$\Omega_{1}=\left\{\operatorname{Re}^{2} \lambda-\operatorname{Im}^{2} \lambda>-\sqrt{\frac{4}{L C}}, \operatorname{Re} \lambda>0\right\} \cup\left\{\operatorname{Re}^{2} \lambda-\operatorname{Im}^{2} \lambda<-\sqrt{\frac{4}{L C}}, \operatorname{Im} \lambda>0\right\}$
and
$\Omega_{2}=\left\{\operatorname{Re}^{2} \lambda-\operatorname{Im}^{2} \lambda>-\sqrt{\frac{4}{L C}}, \operatorname{Re} \lambda<0\right\} \cup\left\{\operatorname{Re}^{2} \lambda-\operatorname{Im}^{2} \lambda<-\sqrt{\frac{4}{L C}}, \operatorname{Im} \lambda<0\right\}$
(see Figure 2.32).


Figure 2.32: The domains $\Omega_{1}$ and $\Omega_{2}$

Taking $\lambda=2 \in \Omega_{1}$ we have
$\left|1+\frac{L C \lambda^{2}}{2}+\lambda \xi_{1}(\gamma(\lambda))\right|=\left|1+2 L C+2 \xi_{1}\left(L C+L^{2} C^{2}\right)\right|=\left|1+2 L C+2 \sqrt{L C+L^{2} C^{2}}\right|>1$.
Therefore,

$$
\psi_{1}(\lambda)=1+\frac{L C \lambda^{2}}{2}+\lambda \xi_{2}(\gamma(\lambda)), \lambda \in \Omega_{1} .
$$

In the same way, taking $\lambda=-2 \in \Omega_{2}$ we obtain
$\left|1+\frac{L C \lambda^{2}}{2}+\lambda \xi_{1}(\gamma(\lambda))\right|=\left|1+2 L C-2 \xi_{1}\left(L C+L^{2} C^{2}\right)\right|=\left|1+2 L C-2 \sqrt{L C+L^{2} C^{2}}\right|<1$.
Therefore,

$$
\psi_{1}(\lambda)=1+\frac{L C \lambda^{2}}{2}+\lambda \xi_{1}(\gamma(\lambda)), \lambda \in \Omega_{2}
$$

Therefore, we can calculate the effective admittance of the infinite network for any $\lambda \in \mathbb{C} \backslash\left(\bar{\Lambda} \cup\left[-i \sqrt{\frac{4}{L C}}, i \sqrt{\frac{4}{L C}}\right]\right)$ as

$$
\mathcal{P}(\lambda)=\frac{1-\psi_{1}}{L \lambda}=\left\{\begin{array}{l}
-\frac{C \lambda}{2}-\frac{\xi_{2}(\gamma(\lambda))}{L}, \lambda \in \Omega_{1}, \\
-\frac{C \lambda}{2}-\frac{\xi_{1}(\gamma(\lambda))}{L}, \lambda \in \Omega_{2} .
\end{array}\right.
$$

The effective admittance for the $\lambda \in \bar{\Lambda}$ we can calculate, considering another cut of the plane $\gamma$. Moreover, since the cut $(-i \infty, 0)$ has been chosen arbitrary, the limits
of the effective admittances from the both sides of the curves $\bar{\Lambda}$ will coincide and give the required quantity.

Therefore, we can calculate the effective admittance of the infinite network for any $\lambda \in \mathbb{C} \backslash\left[-i \sqrt{\frac{4}{L C}}, i \sqrt{\frac{4}{L C}}\right]$.
A natural question is whether the right and left limits of the effective admittance (or of the $\left.\xi_{1}(\lambda), \xi_{2}(\lambda)\right)$ at the segment $\left[-i \sqrt{\frac{4}{L C}}, i \sqrt{\frac{4}{L C}}\right]$ coincide (see Figure 2.33). The answer is negative.


Figure 2.33: The limits of $\xi_{1}(\lambda)$ and $\xi_{2}(\lambda)$
Indeed, let $\lambda=\epsilon+i \omega, 1 \gg \epsilon>0, \omega \in\left(-\sqrt{\frac{4}{L C}}, \sqrt{\frac{4}{L C}}\right), \lambda \in \Omega_{1}$. Then

$$
\gamma(\epsilon+i \omega)=L C+\frac{L^{2} C^{2}}{4}\left(\epsilon^{2}-\omega^{2}\right)+i \frac{L^{2} C^{2}}{2} \epsilon \omega
$$

and

$$
\begin{align*}
\lim _{\lambda \rightarrow+i \omega} \mathcal{P}(\lambda) & =\lim _{\epsilon \rightarrow 0}\left(-\frac{C(\epsilon+i \omega)}{2}-\frac{\xi_{2}(\gamma(\epsilon+i \omega))}{L}\right)  \tag{2.5.8}\\
& =-\frac{C i \omega}{2}+\sqrt{\frac{C}{L}-\frac{C^{2} \omega^{2}}{4}}
\end{align*}
$$

since $\operatorname{Re} \gamma>0,|\operatorname{Im} \gamma| \ll 1$ provides $\operatorname{Re} \xi_{2}<0$.
Let $\lambda=-\epsilon+i \omega, 1 \gg \epsilon>0, \omega \in\left(-\sqrt{\frac{4}{L C}}, \sqrt{\frac{4}{L C}}\right), \lambda \in \Omega_{2}$. Then

$$
\gamma(-\epsilon+i \omega)=L C+\frac{L^{2} C^{2}}{4}\left(\epsilon^{2}-\omega^{2}\right)-i \frac{L^{2} C^{2}}{2} \epsilon \omega
$$

and

$$
\begin{aligned}
\lim _{\lambda \rightarrow-i \omega} \mathcal{P}(\lambda) & =\lim _{\epsilon \rightarrow 0}\left(-\frac{C(-\epsilon+i \omega)}{2}-\frac{\xi_{1}(\gamma(-\epsilon+i \omega))}{L}\right) \\
& =-\frac{C i \omega}{2}-\sqrt{\frac{C}{L}-\frac{C^{2} \omega^{2}}{4}}
\end{aligned}
$$

since $\operatorname{Re} \gamma>0,|\operatorname{Im} \gamma| \ll 1$ provides $\operatorname{Re} \xi_{1}>0$.
The limit (2.5.8) coincides with the one, stated by R. Feynman in [15]. Indeed, by [15, p. 22-13] we have the effective admittance

$$
\begin{aligned}
\mathcal{P} & =\frac{1}{Z}=\frac{1}{i \omega L / 2+\sqrt{(L / C)-\left(\omega^{2} L^{2} / 4\right)}}=\frac{i \omega L / 2-\sqrt{(L / C)-\left(\omega^{2} L^{2} / 4\right)}}{(i \omega L / 2)^{2}-\left((L / C)-\left(\omega^{2} L^{2} / 4\right)\right)} \\
& =-\frac{C}{L}\left(\frac{i \omega L}{2}-\sqrt{(L / C)-\left(\omega^{2} L^{2} / 4\right)}\right)=-\frac{C i \omega}{2}+\sqrt{\frac{C}{L}-\frac{C^{2} \omega^{2}}{4}}
\end{aligned}
$$

This corresponds to the ideas in [1] and in [39] to calculate the effective impedance as right half-plane limit. Physically it makes sense, since the real resistance in any part of a physical network is always greater than zero. Unfortunately, as one can see in Example 2.5.5, the right half-plane limit does not necessarily coincide with the effective admittance at the point, provided by Definition 2.5.1 (look at the points $\pm i$ in Example 2.5.5).

## Effective impedance of networks over an ordered field

A physical electrical network with impedances can contain three types of passive elements:

- resistor, whose impedance is $R \in[0, \infty)$,
- inductor (coil), whose impedance is $L i \omega, L \in[0, \infty)$,
- capacitor, whose impedance is $\frac{D}{i \omega}, D \in[0, \infty)$,
where $\omega>0$ is the frequency of an alternating current, $i$ is the imaginary unit (see [14] and Appendix C).

If we denote $\lambda=i \omega$ (see [2], [7]), then the impedance of the edge $x y$ of a network is

$$
z_{x y}=R_{x y}+L_{x y} i \omega+\frac{D_{x y}}{i \omega}=R_{x y}+L_{x y} \lambda+\frac{D_{x y}}{\lambda}
$$

where $R_{x y}, L_{x y}, D_{x y} \geq 0$ and $R_{x y}+L_{x y}+D_{x y} \neq 0$.
Therefore, the admittance of an edge

$$
\begin{equation*}
\rho_{x y}=\frac{1}{z_{x y}}=\frac{\lambda}{L_{x y} \lambda^{2}+R_{x y} \lambda+D_{x y}}, L_{x y}, R_{x y}, D_{x y} \geq 0, L_{x y}+R_{x y}+D_{x y} \neq 0 \tag{3.0.1}
\end{equation*}
$$

can be considered as an element of the ordered field $(\mathbb{R}(\lambda), \succ)$ of rational functions with real coefficients (see [37]). This ordered field is non-Archimedean. Its smallest extension, which is both real-closed and complete in the order topology is the LeviCivita field $\mathcal{R}$ (see e.g. [30]). See also Appendix B.

In this chapter we introduce and consider a more general concept of a network over an arbitrary ordered field.

In Section 3.1 we introduce a notion of a network over an ordered field $\mathcal{K}$ (see Appendix B for more details about ordered fields). In Section 3.2 we prove that the maximum principle holds for the weighted Laplace operator with weights from $\mathcal{K}$, which allows us to solve uniquely the discrete boundary value Dirichlet problem over $\mathcal{K}$. Therefore, we define an effective admittance of a network as an element of $\mathcal{K}$. Then we investigate properties of the effective admittance and give examples.

For the Archimedean field $(\mathbb{R},>)$ the effective admittance of infinite network is defined as the limit of the decreasing sequence $\left\{\mathcal{P}_{n}\right\}_{n=1}^{\infty}$ of partial effective admittances (i.e the effective admittances of the exhausted finite networks), since the admittance is this case is just capacitance (see [13], [18], [32]). In Section 3.3 we prove the monotonicity of the sequence $\left\{\mathcal{P}_{n}\right\}_{n=1}^{\infty}$ for any ordered field (Theorem 3.3.1). Then we consider several examples of infinite networks over the Levi-Civita field $\mathcal{R}$ to show, that the monotonicity does not imply convergence in the case of a non-Archimedean field.

In Section 3.4 we show some relations between networks over $\mathbb{C}$, introduced in Chapter 2, and networks over an ordered field, discussed in this chapter.

This chapter is based on [24] and [26].

### 3.1 Settings, assumptions and definitions

In this section we remind some definitions from theory of ordered fields (see also Appendix B), introduce notations and define a network over an ordered field.

Let $(\mathcal{K}, \succ)$ be an arbitrary ordered field (see Definition B.1.1). We say that $k \in \mathcal{K}$ is positive if $k \succ 0$. For $k_{1}, k_{2} \in \mathcal{K}$ we will write

$$
k_{1} \succeq k_{2}, \text { if } k_{1} \succ k_{2} \text { or } k_{1}=k_{2}
$$

Moreover, we will write

$$
k_{1} \prec k_{2} \text {, if } k_{2} \succ k_{1}
$$

and

$$
k_{1} \preceq k_{2}, \text { if } k_{1} \prec k_{2} \text { or } k_{1}=k_{2} .
$$

Definition 3.1.1. [6, p. A.VI.21] Define in $\mathbb{R}(\lambda)$ an order " $\succ$ " as follows: for any rational function

$$
f(\lambda)=\frac{b_{k} \lambda^{k}+\cdots+b_{1} \lambda+b_{0}}{d_{m} \lambda^{m}+\cdots+d_{1} \lambda+d_{0}} \in \mathbb{R}(\lambda)
$$

with $b_{k} \neq 0, d_{m} \neq 0$, write

$$
f(\lambda) \succ 0, \text { if } \frac{b_{k}}{d_{m}}>0
$$

and

$$
f(\lambda) \succ g(\lambda), \text { if } f(\lambda)-g(\lambda) \succ 0
$$

Statement 3.1.2. (see [6, p. A.VI.21], [37, pp. 231-234]) $(\mathbb{R}(\lambda), \succ)$ is an ordered field.
Remark 3.1.3. The field $(\mathbb{R}(\lambda), \succ)$ is non-Archimedean. Indeed, $\lambda \succ n$ for any $n \in \mathbb{N}$, i.e. $n=\underbrace{1+\cdots+1}_{n}$.

The admittance $\rho_{x y}$ in the form (3.0.1) is, obviously, a positive element of $\mathbb{R}(\lambda)$.
Further in this section the definitions will be given for an arbitrary ordered field ( $\mathcal{K}, \succ$ ).
Definition 3.1.4. Let $(V, E)$ be a connected locally finite graph, where $V$ is a set of vertices and $E$ is a set of (unoriented) edges (see Definition A.0.1). Let $\rho: E \rightarrow \mathcal{K}$ be a positive function (i.e. for every $x y \in E, \rho_{x y} \succ 0$ in $\mathcal{K}$ ). Let us extend $\rho_{x y}$ to all pairs $x, y \in V$ by setting $\rho_{x y}=0$ if $x y$ is not an edge (also $\rho_{x x}=0$ ).

Then a network over the ordered field $\mathcal{K}$ is a structure

$$
\Gamma=\left(V, \rho, a_{0}, B\right),
$$

where $a_{0} \in V, B \subset V$ is not empty, and $a_{0} \notin B$. We will denote by $B_{0}=B \cup\left\{a_{0}\right\}$ the set of boundary vertices.
The function $\rho_{x y}$ is called admittance or weight. The function $z_{x y}=\frac{1}{\rho_{x y}}$ is called impedance.

The weight $\rho_{x y}$ gives rise to a function on vertices as follows:

$$
\begin{equation*}
\rho(x)=\sum_{y} \rho_{x y}, \tag{3.1.1}
\end{equation*}
$$

where the notation $\sum_{y}$ means $\sum_{y \in V}$. Then $\rho(x)$ is called the weight of a vertex $x$. By properties of an ordered field, we have $\rho(x) \succ 0$ for any $x \in V$.

By $|V|$ we will denote the cardinality of a set $V$. If $|V|<\infty$ the network is called finite. Otherwise, it is called infinite.
Definition 3.1.5. For any function $f: V \rightarrow \mathcal{K}$ the weighted Laplace operator $\Delta_{\rho}$ is defined as

$$
\Delta_{\rho} f(x)=\sum_{y}(f(y)-f(x)) \rho_{x y}=\sum_{y}\left(\nabla_{x y} f\right) \rho_{x y},
$$

where

$$
\nabla_{x y} f=f(y)-f(x)
$$

is the difference operator.
In this chapter we will write network instead network over an ordered field for brievity.

### 3.2 Finite networks over an ordered field

In this section we assume that $\Gamma=\left(V, \rho, a_{0}, B\right)$ is a finite network over an ordered field $(\mathcal{K}, \succ)$. By Kirchhoff's complex law and Ohm's complex law (see Appendix C) the complex voltages in the network, where all the nodes $b \in B$ are grounded
and at the node $a_{0}$ an external periodic voltage with the amplitude 1 and frequency $\omega=-i \lambda \in \mathbb{R}$ is maintained, satisfy the following linear system:

$$
\left\{\begin{array}{l}
\Delta_{\rho} v(x)=0 \text { on } V \backslash B_{0} \\
v\left(a_{0}\right)=1 \\
v(x)=0 \text { on } B
\end{array}\right.
$$

Therefore, this system, as a boundary value Dirichlet problem, is also satisfied over the field $\mathbb{R}(\lambda)$. We consider more general the Dirichlet problem (3.2.1) over an ordered field $\mathcal{K}$. We prove the maximum/minimum principle (Lemma 3.2.2) and uniqueness of the solution of the Dirichlet problem (Theorem 3.2.1). Then we introduce notions of effective admittance and effective impedance for a network over an ordered field (Definition 3.2.4). Moreover, we prove Green's formula (Theorem 3.2.5) and Dirichlet/Thomson's principle (Theorem 3.2.8). The proofs are analogous to the case $\mathcal{K}=\mathbb{R}$ (see [17] and [23]). In Subsection 3.2 .3 we give several examples of finite networks over the ordered field $\mathbb{R}(\lambda)$.

### 3.2.1 Definition of the effective impedance and main results

Let $\Gamma=\left(V, \rho, a_{0}, B\right)$ be a finite network over an ordered filed $\mathcal{K}, B_{0}=B \cup\left\{a_{0}\right\}$. Theorem 3.2.1. The following Dirichlet problem:

$$
\left\{\begin{array}{l}
\Delta_{\rho} v(x)=0 \text { on } V \backslash B_{0}  \tag{3.2.1}\\
v\left(a_{0}\right)=1 \\
v(x)=0 \text { on } B
\end{array}\right.
$$

where $v: V \rightarrow \mathcal{K}$ is an unknown function, has always a unique solution over $\mathcal{K}$.
The key point for the proof of Theorem 3.2.1 is the following lemma.
Lemma 3.2.2 (A maximum/minimum principle). Let $W$ be a non-empty subset of $V$, such that $V \backslash W$ is also non-empty. Then, for any function $u: V \rightarrow \mathcal{K}$, that satisfies $\Delta_{\rho} u(x) \succeq 0$ (i.e. $u$ is subharmonic) on $V \backslash W$, we have

$$
\begin{equation*}
\max _{V \backslash W} u \preceq \max _{W} u \tag{3.2.2}
\end{equation*}
$$

and for any function $u: V \rightarrow \mathcal{K}$, that satisfies $\Delta_{\rho} u(x) \preceq 0$ (i.e. $u$ is superharmonic) on $V \backslash W$, we have

$$
\begin{equation*}
\min _{V \backslash W} u \succeq \min _{W} u \tag{3.2.3}
\end{equation*}
$$

Proof. It is enough to proof the first claim (then the second claim follows by changing $u$ to $-u)$. Set

$$
M=\max _{V \backslash W} u
$$

and assume, from the contrary, that $M \succ \max _{W} u$. Let us consider the set

$$
S=\{x \in V: u(x)=M\}
$$

Claim 1. If $x \in S$, then all neighbors of $x$ also belong to $S$.
Clearly, $S \subset V \backslash W$ and $S$ is non-empty. Hence, for any $x \in S$ we have $\Delta_{\rho} u(x) \succeq 0$ which can be rewritten in the form

$$
\begin{equation*}
u(x) \preceq \sum_{y: y \sim x} \frac{\rho_{x y}}{\rho(x)} u(y) . \tag{3.2.4}
\end{equation*}
$$

By properties of positive elements, we have

$$
\frac{\rho_{x y}}{\rho(x)} \succ 0 \text { for any } y \sim x
$$

Also, for any $y \in V$ we have $u(y) \preceq M$ by the definition of maximum. Therefore,

$$
\begin{gather*}
\quad \frac{\rho_{x y}}{\rho(x)} u(y)=\frac{\rho_{x y}}{\rho(x)} M, \text { if } u(y)=M,  \tag{3.2.5}\\
\text { and } \frac{\rho_{x y}}{\rho(x)} u(y) \prec \frac{\rho_{x y}}{\rho(x)} M, \text { if } u(y) \prec M, \tag{3.2.6}
\end{gather*}
$$

where the last line is true by properties of positive elements. If there exist $y_{0} \sim x$ such that $u\left(y_{0}\right) \prec M$, then, summing up all the equalities (3.2.5) and inequalities (3.2.6), we obtain

$$
\begin{equation*}
\sum_{y \sim x} \frac{\rho_{x y}}{\rho(x)} u(y) \prec \sum_{y \sim x} \frac{\rho_{x y}}{\rho(x)} M \tag{3.2.7}
\end{equation*}
$$

But

$$
\sum_{y \sim x} \frac{\rho_{x y}}{\rho(x)} M=M=u(x)
$$

therefore, (3.2.7) is a contradiction with (3.2.4).

Claim 2. Let $S$ be a non-empty set of vertices of a connected graph ( $V, E$ ) such that $x \in S$ implies that all neighbours of $x$ belong to $S$. Then $S=V$.

Indeed, let $x \in S$ and $y$ be any other vertex. Then by the definition of connected graph, there is a path $\left\{x_{k}\right\}_{k=0}^{n}$ between $x$ and $y$, that is,

$$
x=x_{0} \sim x_{1} \sim x_{2} \sim \cdots \sim x_{n}=y
$$

Since $x_{0} \in S$ and $x_{1} \sim x_{0}$, we obtain $x_{1} \in S$. Since $x_{2} \sim x_{1}$, we obtain $x_{2} \in S$. By induction, we conclude that all $x_{k} \in S$, whence $y \in S$.

It follows from two claims that set $S$ must coincide with $V$, which is not possible since $u(x) \prec M$ for any $x \in W$. This contradiction shows that $M \preceq \max _{W} u$.

Proof of the Theorem 3.2.1. Let us first proof the uniqueness. If we have two solutions $v_{1}$ and $v_{2}$ of (3.2.1), then the difference $u=v_{1}-v_{2}$ satisfies the conditions

$$
\left\{\begin{array}{l}
\Delta_{\rho} u(x)=0 \text { on } V \backslash B_{0}  \tag{3.2.8}\\
u(x)=0 \text { on } B_{0}
\end{array}\right.
$$

and, by Lemma 3.2.2

$$
0=\max _{B_{0}} u \succeq \max _{V \backslash B_{0}} u \succeq \min _{V \backslash B_{0}} u \succeq \min _{B_{0}} u=0
$$

whence, $u \equiv 0$ since $\left.u\right|_{B_{0}}=0$.
Let us now prove the existence of a solution of (3.2.1). For any $x \in V \backslash B_{0}$, rewrite the equation $\Delta_{\rho} v(x)=0$ in the form

$$
\begin{equation*}
\sum_{y \in V \backslash B_{0}} \frac{\rho_{x y}}{\rho(x)} v(y)-v(x)=-\sum_{b \in B_{0}} \frac{\rho_{x b}}{\rho(x)} v(b) \tag{3.2.9}
\end{equation*}
$$

Let us denote by $\mathcal{F}$ the set of all functions $v$ on $V \backslash B_{0}$ with values in $\mathcal{K}^{m}$, where $m=|V|-\left|B_{0}\right|$. Then the left hand side of (3.2.9) can be regarded as an operator in this space; let us denote it by $L v$, that is

$$
\begin{equation*}
L v(x)=\sum_{y \in V \backslash B_{0}} \frac{\rho_{x y}}{\rho(x)} v(y)-v(x) \tag{3.2.10}
\end{equation*}
$$

for all $x \in V \backslash B_{0}$. Rewrite the equation (3.2.9) in the form $L v=h$, where $h$ is the right hand side of (3.2.9), which is a given function on $V \backslash B_{0}$. Note that $\mathcal{F}$ is a linear space over the field $\mathcal{K}$. Since the family $\left\{\mathbf{1}_{\{x\}}\right\}_{x \in V \backslash B_{0}}$ of indicator functions form a basis in $\mathcal{F}$, we obtain that $\operatorname{dim} \mathcal{F}=m<\infty$. Hence, the operator $L: \mathcal{F} \rightarrow \mathcal{F}$ is a linear operator in a finitely dimensional space, and the first part of the proof shows that $L v=0$ implies $v=0$ (indeed, just set $v(b)=0$ for any $b \in B_{0}$ in (3.2.9)), that is, the operator $L$ is injective. By Linear Algebra, any injective operator acting in the spaces of equal dimensions, must be bijective. Hence, for any $h \in \mathcal{F}$ (in particular, for $\left.h(x)=-\sum_{b \in B_{0}} \frac{\rho_{x b}}{\rho(x)} v(b)=-\frac{\rho_{x a_{0}}}{\rho(x)}\right)$, there is a solution, which finishes the proof.

Corollary 3.2.3. For the solution $v: V \rightarrow \mathcal{K}$ of (3.2.1) the following inequality

$$
\begin{equation*}
0_{\mathcal{K}} \preceq v(x) \preceq 1_{\mathcal{K}} \tag{3.2.11}
\end{equation*}
$$

is true for any $x \in V$.
Proof. Apply Lemma 3.2.2 for $W=B_{0}$.

Now we can define the effective admittance of a network over an ordered field.
Definition 3.2.4. Let $v$ be the solution of the Dirichlet problem (3.2.1) for the network. Then define the effective admittance by

$$
\begin{equation*}
\mathcal{P}=\sum_{x}(1-v(x)) \rho_{x a_{0}} \tag{3.2.12}
\end{equation*}
$$

If $\mathcal{P} \neq 0$, then we define the effective impedance by

$$
Z=\frac{1}{\mathcal{P}}=\frac{1}{\sum_{x}(1-v(x)) \rho_{x a_{0}}}
$$

Since by Theorem 3.2.1 the Dirichlet problem (3.2.1) has exactly one solution over the field $\mathcal{K}$, the effective admittance is always well-defined as an element of $\mathcal{K}$.

Moreover, by (3.2.11) we have $\mathcal{P} \succeq 0$ and, hence, if $\mathcal{P} \neq 0$, then $Z \succ 0$.
Theorem 3.2.5 (Green's formula over an ordered field). Let $\Gamma$ be a finite network over an ordered field $\mathcal{K}$ with the vertex set $V$, and let $W$ be a non-empty subset of $V$. Then, for any two functions $f, g: V \rightarrow \mathcal{K}$,

$$
\begin{equation*}
\sum_{x \in W} \Delta_{\rho} f(x) g(x)=-\frac{1}{2} \sum_{x, y \in W}\left(\nabla_{x y} f\right)\left(\nabla_{x y} g\right) \rho_{x y}+\sum_{x \in W} \sum_{y \in V \backslash W}\left(\nabla_{x y} f\right) g(x) \rho_{x y} . \tag{3.2.13}
\end{equation*}
$$

If $W=V$, then the last term in (3.2.13) vanishes, and we obtain

$$
\begin{equation*}
\sum_{x \in V} \Delta_{\rho} f(x) g(x)=-\frac{1}{2} \sum_{x, y \in V}\left(\nabla_{x y} f\right)\left(\nabla_{x y} g\right) \rho_{x y} \tag{3.2.14}
\end{equation*}
$$

Proof.

$$
\begin{aligned}
\sum_{x \in W} \Delta_{\rho} f(x) g(x) & =\sum_{x \in W}\left(\sum_{y \in V}(f(y)-f(x)) \rho_{x y}\right) g(x) \\
& =\sum_{x \in W} \sum_{y \in V}(f(y)-f(x)) g(x) \rho_{x y} \\
& =\sum_{x \in W} \sum_{y \in W}(f(y)-f(x)) g(x) \rho_{x y}+\sum_{x \in W} \sum_{y \in V \backslash W}(f(y)-f(x)) g(x) \rho_{x y} \\
& =\sum_{y \in W} \sum_{x \in W}(f(x)-f(y)) g(y) \rho_{x y}+\sum_{x \in W} \sum_{y \in V \backslash W}\left(\nabla_{x y} f\right) g(x) \rho_{x y}
\end{aligned}
$$

where in the last line we have switched notation of the variables $x$ and $y$ in the first sum. Adding together the last two lines and dividing by 2 (it is possible, since any ordered field has characteristic 0 , see e.g. [37]), we obtain

$$
\sum_{x \in W} \Delta_{\rho} f(x) g(x)=-\frac{1}{2} \sum_{x \in W} \sum_{y \in W}\left(\nabla_{x y} f\right)\left(\nabla_{x y} g\right) \rho_{x y}+\sum_{x \in W} \sum_{y \in V \backslash W}\left(\nabla_{x y} f\right) g(x) \rho_{x y}
$$

which was to be proved.
Corollary 3.2.6. For any function $f: V \rightarrow \mathcal{K}$,

$$
\begin{equation*}
\sum_{x \in V} \Delta_{\rho} f(x)=0 \tag{3.2.15}
\end{equation*}
$$

Proof. Apply (3.2.14) for $g \equiv 1$.

Lemma 3.2.7. For any network we have

$$
\begin{equation*}
\mathcal{P}=-\Delta_{\rho} v\left(a_{0}\right)=\sum_{b \in B} \Delta_{\rho} v(b), \tag{3.2.16}
\end{equation*}
$$

where $v$ is the solution of the Dirichlet problem (3.2.1).

Proof. Using $v\left(a_{0}\right)=1$, we obtain

$$
\begin{equation*}
\Delta_{\rho} v\left(a_{0}\right)=\sum_{x: x \sim a_{0}}\left(v(x)-v\left(a_{0}\right)\right) \rho_{x a_{0}}=\sum_{x: x \sim a_{0}}(v(x)-1) \rho_{a_{0} x}=-\mathcal{P} . \tag{3.2.17}
\end{equation*}
$$

The second equality in (3.2.16) follows from (3.2.15), since $v$ is the solution of the Dirichlet problem (3.2.1).

Theorem 3.2.8 (Conservation of energy, Dirichlet/Thomson's principle). Let $v$ be the solution of the Dirichlet problem (3.2.1) for network $\Gamma$ over the ordered field $\mathcal{K}$. Then

$$
\begin{equation*}
\frac{1}{2} \sum_{x, y \in V}\left(\nabla_{x y} v\right)^{2} \rho_{x y}=\mathcal{P} . \tag{3.2.18}
\end{equation*}
$$

Morover, for any other function $f: V \rightarrow \mathcal{K}$ such that $f\left(a_{0}\right)=1$ and $\left.f\right|_{B} \equiv 0$, the following inequality holds:

$$
\begin{equation*}
\frac{1}{2} \sum_{x, y \in V}\left(\nabla_{x y} v\right)^{2} \rho_{x y} \preceq \frac{1}{2} \sum_{x, y \in V}\left(\nabla_{x y} f\right)^{2} \rho_{x y} \tag{3.2.19}
\end{equation*}
$$

We will call the equality (3.2.18) conservation of energy (similarly to the real case, see [18, p. 8]).

The inequality (3.2.19) states the Dirichlet/Thomson's principle (see [18, p. 9], [23, p. 121], [32, p. 29]), that the solution of the Dirichlet problem minimizes the energy.

Proof. Applying (3.2.14) to the left hand side of (3.2.18) we obtain

$$
\begin{aligned}
\frac{1}{2} \sum_{x, y \in V}\left(\nabla_{x y} v\right)^{2} \rho_{x y} & =-\sum_{x \in V} \Delta_{\rho} v(x) v(x) \\
& =-\sum_{x \in V \backslash B_{0}} \Delta_{\rho} v(x) v(x)-\Delta_{\rho} v\left(a_{0}\right) v\left(a_{0}\right)-\sum_{b \in B} \Delta_{\rho} v(b) v(b) \\
& =-\Delta_{\rho} v\left(a_{0}\right),
\end{aligned}
$$

since $v$ is the solution of (3.2.1). The statement (3.2.18) is proved due to Lemma 3.2.7.

Let $g=f-v$. Then $g(b)=0$ for any $b \in B_{0}$. Therefore,

$$
\begin{aligned}
\frac{1}{2} \sum_{x, y \in V}\left(\nabla_{x y} f\right)^{2} \rho_{x y} & =\frac{1}{2} \sum_{x, y \in V}\left(\nabla_{x y}(g+v)\right)^{2} \rho_{x y}=\frac{1}{2} \sum_{x, y \in V}\left(\nabla_{x y} g+\nabla_{x y} v\right)^{2} \rho_{x y} \\
& =\frac{1}{2} \sum_{x, y \in V}\left(\left(\nabla_{x y} g\right)^{2}+2\left(\nabla_{x y} g\right)\left(\nabla_{x y} v\right)+\left(\nabla_{x y} v\right)^{2}\right) \rho_{x y} \\
& =\frac{1}{2} \sum_{x, y \in V}\left(\nabla_{x y} v\right)^{2} \rho_{x y}+\frac{1}{2} \sum_{x, y \in V}\left(\nabla_{x y} g\right)^{2} \rho_{x y}+\sum_{x, y \in V}\left(\nabla_{x y} v\right)\left(\nabla_{x y} g\right) \rho_{x y}
\end{aligned}
$$

where the last term vanishes by Green's formula (3.2.14), since $g(b)=0$ for any $b \in B_{0}$ and $v$ is the solution of the Dirichlet problem (3.2.1), and the second term is greater then zero whenever $g \not \equiv 0$. Therefore, (3.2.19) is proved and an equality is attained if and only if $f \equiv v$.

### 3.2.2 Basic properties

In this subsection we present some transforms of a finite network, which do not change the solution of the Dirichlet problem (3.2.1) nor the effective admittance of the network. Particularly we prove that some known physical transforms (i.e. star-mesh transform, $Y-\Delta$ transform, series law) follow from Gaussian elimination method for the Dirichlet problem. Moreover, edges of networks have positive weights after these transforms.
Theorem 3.2.9 (Star-mesh transform over an ordered field). Let $\Gamma=\left(V, \rho, a_{0}, B\right)$ be a finite network over an ordered field $\mathcal{K},|V|=n, B_{0}=B \cup\left\{a_{0}\right\}$, and $x_{1}, \ldots, x_{m} \in$ $V, 3 \leq m \leq n$, are such that

- $x_{1} \notin B_{0}$,
- $y \nsim x_{1}$ for all $y \in V \backslash\left\{x_{2}, \ldots, x_{m}\right\}$,

If one removes the vertex $x_{1}$, edges $x_{1} x_{i}, i=\overline{2, m}$ and change the admittances of the edges $x_{i} x_{j}, i, j=\overline{2, m}, i \neq j$ as follows:

$$
\begin{equation*}
\widetilde{\rho}_{x_{i} x_{j}}=\rho_{x_{i} x_{j}}+\frac{\rho_{x_{1} x_{i}} \rho_{x_{1} x_{j}}}{\rho\left(x_{1}\right)} \tag{3.2.20}
\end{equation*}
$$

not changing the other admittances, then for the new network the solution of the Dirichlet problem (3.2.1) for all the vertices will be the same as the solution of the Dirichlet problem on the original network at corresponding vertices.


Figure 3.1: Star-mesh transform over an ordered field for $m=7$
Proof. Without loss of generality we can assume that $x_{1}, \ldots, x_{l} \notin B_{0}$, where $l=$ $m-\left|\left\{x_{1}, \ldots, x_{m}\right\} \cap B_{0}\right|$. Let $k=|B|$. Then the Dirichlet problem (3.2.1) for the network $\Gamma$ can be rewritten in a matrix form

$$
\mathbf{A} \hat{v}=\mathbf{b}
$$

where

$$
\begin{aligned}
& \mathbf{A}=\left[\begin{array}{ccccccc}
\rho\left(x_{1}\right) & -\rho_{x_{1} x_{2}} & \ldots & -\rho_{x_{1} x_{l}} & 0 & \ldots & 0 \\
-\rho_{x_{1} x_{2}} & \rho\left(x_{2}\right) & \ldots & -\rho_{x_{2} x_{l}} & -\rho_{x_{2} x_{m+1}} & \cdots & -\rho_{x_{2} x_{n-k-1}} \\
\cdots & \ldots & \ldots & \ldots & \cdots & \cdots & \cdots \\
-\rho_{x_{1} x_{l}} & -\rho_{x_{2} x_{l}} & \ldots & \rho\left(x_{l}\right) & -\rho_{x_{l} x_{m+1}} & \cdots & -\rho_{x_{l} x_{n-k-1}} \\
0 & -\rho_{x_{2} x_{m+1}} & \ldots & -\rho_{x_{l} x_{m+1}} & \rho\left(x_{m+1}\right) & \ldots & -\rho_{x_{m+1} x_{n-k-1}} \\
\ldots & \cdots & \ldots & \cdots & \cdots & \cdots & \cdots \\
0 & -\rho_{x_{2} x_{n-k-1}} & \cdots & -\rho_{x_{l} x_{n-k-1}} & -\rho_{x_{m+1} x_{n-k-1}} & \cdots & \rho\left(x_{n-k-1}\right)
\end{array}\right], \\
& \hat{v}=\left[v\left(x_{1}\right), v\left(x_{2}\right), \ldots, v\left(x_{l}\right), v\left(x_{m+1}\right), \ldots, v\left(x_{n-k-1}\right)\right]^{T},
\end{aligned}
$$

and

$$
\mathbf{b}=\left[\rho_{a_{0} x_{1}}, \rho_{a_{0} x_{2}}, \ldots, \rho_{a_{0} x_{l}}, \rho_{a_{0} x_{m+1}}, \ldots, \rho_{a_{0} x_{n-k-1}}\right]^{T}
$$

since $y \nsim x_{1}$ for all $y \in V \backslash\left\{x_{2}, \ldots, x_{m}\right\}, v\left(a_{0}\right)=1,\left.v\right|_{B} \equiv 0$.
We will show, that the star-mesh transform is an application of Gaussian elimination method for the first row. Indeed, applying Gaussian elimination method for the first row of the augmented matrix $\overline{\mathbf{A}}=[\mathbf{A} \mid \mathbf{b}]$ we obtain the matrix $\widetilde{\mathbf{A}}=$

$$
\left[\begin{array}{ccccccc|c}
1 & -\frac{\rho_{x_{1} x_{2}}}{\rho\left(x_{1}\right)} & \ldots & -\frac{\rho_{x_{1} x_{l}}}{\rho\left(x_{1}\right)} & 0 & \ldots & 0 & \frac{\rho_{a_{0} x_{1}}}{\rho\left(x_{1}\right)} \\
0 & \rho^{*}\left(x_{2}\right) & \ldots & -\widetilde{\rho}_{x_{2} x_{l}} & -\rho_{x_{2} x_{m+1}} & \ldots & -\rho_{x_{2} x_{n-k-1}} & \rho_{a_{0} x_{2}}^{*} \\
\ldots & \ldots & \cdots & \ldots & \cdots & \cdots & \cdots & \ldots \\
0 & -\widetilde{\rho}_{x_{2} x_{l}}^{*} & \cdots & \rho^{*}\left(x_{l}\right) & -\rho_{x_{l} x_{m+1}} & \cdots & -\rho_{x_{l} x_{n-k-1}} & \rho_{a_{0} x_{l}}^{*} \\
0 & -\rho_{x_{2} x_{m+1}} & \ldots & -\rho_{x_{l} x_{m+1}} & \rho\left(x_{m+1}\right) & \ldots & -\rho_{x_{m+1} x_{n-k-1}} & \rho_{a_{0} x_{m+1}} \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
0 & -\rho_{x_{2} x_{n-k-1}} & \cdots & -\rho_{x_{l} x_{n-k-1}} & -\rho_{x_{m+1} x_{n-k-1}} & \cdots & \rho\left(x_{n-k-1}\right) & \rho_{a_{0} x_{n-k-1}}
\end{array}\right],
$$

since $\rho\left(x_{1}\right) \neq 0$, where

$$
\rho^{*}\left(x_{i}\right)=\rho\left(x_{i}\right)-\frac{\rho_{x_{1} x_{i}}^{2}}{\rho\left(x_{1}\right)} \text { and } \rho_{a_{0} x_{i}}^{*}=\rho_{a_{0} x_{i}}+\frac{\rho_{x_{1} x_{i}} \rho_{a_{0} x_{1}}}{\rho\left(x_{1}\right)} \text { for all } i=\overline{2, l}
$$

and $\widetilde{\rho}_{x_{i} x_{j}}$ as in (3.2.20).
Note that for all $i=\overline{2, l}$

$$
\begin{aligned}
& \widetilde{\rho}\left(x_{i}\right)=\rho\left(x_{i}\right)-\rho_{x_{1} x_{i}}-\sum_{\substack{j=2 \\
j \neq i}}^{m} \rho_{x_{i} x_{j}}+\sum_{\substack{j=2 \\
j \neq i}}^{m} \widetilde{\rho}_{x_{i} x_{j}} \\
&=\rho\left(x_{i}\right)-\rho_{x_{1} x_{i}}-\sum_{\substack{j=2 \\
j \neq i}}^{m} \rho_{x_{i} x_{j}}+\sum_{\substack{j=2 \\
j \neq i}}^{m}\left(\rho_{x_{i} x_{j}}+\frac{\rho_{x_{1} x_{i}} \rho_{x_{1} x_{j}}}{\rho\left(x_{1}\right)}\right) \\
&=\rho\left(x_{i}\right)-\rho_{x_{1} x_{i}}+\sum_{\substack{j=2 \\
j \neq i}}^{m} \frac{\rho_{x_{1} x_{i}} \rho_{x_{1} x_{j}}}{\rho\left(x_{1}\right)} \\
&=\rho\left(x_{i}\right)-\rho_{x_{1} x_{i}}+\frac{\rho_{x_{1} x_{i}}}{\rho\left(x_{1}\right)} \sum_{\substack{j=2 \\
j \neq i}}^{m} \rho_{x_{1} x_{j}} \\
&=\rho\left(x_{i}\right)-\rho_{x_{1} x_{i}}+\frac{\rho_{x_{1} x_{i}}}{\rho\left(x_{1}\right)} \sum_{\substack{j=2}}^{m} \rho_{x_{1} x_{j}}-\frac{\rho_{x_{1} x_{i}}}{\rho\left(x_{1}\right)} \rho_{x_{1} x_{i}} \\
&=\rho\left(x_{i}\right)-\rho_{x_{1} x_{i}}+\frac{\rho_{x_{1} x_{i}}}{\rho\left(x_{1}\right)} \rho\left(x_{1}\right)-\frac{\rho_{x_{1 x_{i}}}^{2}}{\rho\left(x_{1}\right)} \\
&=\rho\left(x_{i}\right)-\frac{\rho_{x_{1} x_{i}}^{2}}{\rho\left(x_{1}\right)}=\rho^{*}\left(x_{i}\right) \\
& \rho_{a_{0} x_{i}}^{*}=\rho_{a_{0} x_{i}}+\frac{\rho_{x_{1} x_{i}} \rho_{a_{0} x_{1}}}{\rho\left(x_{1}\right)}=\left\{\begin{array}{l}
\widetilde{\rho}_{a_{0} x_{i}}, \quad \text { if } a_{0} \in\left\{x_{2}, \ldots, x_{m}\right\} \\
\rho_{a_{0} x_{i}}, \quad \text { otherwise, since then } \rho_{a_{0} x_{1}}=0 .
\end{array}\right.
\end{aligned}
$$

Hence, $\widetilde{\mathbf{A}}=$

$$
\left[\begin{array}{ccccccc|c}
1 & -\frac{\rho_{x_{1} x_{2}}}{\rho\left(x_{1}\right)} & \ldots & -\frac{\rho_{x_{1} x_{l}}}{\rho\left(x_{1}\right)} & 0 & \ldots & 0 & \frac{\rho_{a_{0} x_{1}}}{\rho\left(x_{1}\right)} \\
0 & \widetilde{\rho}\left(x_{2}\right) & \ldots & -\widetilde{\rho}_{x_{2} x_{l}} & -\rho_{x_{2} x_{m+1}} & \ldots & -\rho_{x_{2} x_{n-k-1}} & \rho_{a_{0} x_{2}}^{*} \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
0 & -\widetilde{\rho}_{x_{2} x_{l}} & \ldots & \widetilde{\rho}\left(x_{l}\right) & -\rho_{x_{l} x_{m+1}} & \ldots & -\rho_{x_{l} x_{n-k-1}} & \rho_{a_{0} x_{l}}^{*} \\
0 & -\rho_{x_{2} x_{m+1}} & \ldots & -\rho_{x_{l} x_{m+1}} & \rho\left(x_{m+1}\right) & \ldots & -\rho_{x_{m+1} x_{n-k-1}} & \rho_{a_{0} x_{m+1}} \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
0 & -\rho_{x_{2} x_{n-k-1}} & \ldots & -\rho_{x_{l} x_{n-k-1}} & -\rho_{x_{m+1} x_{n-k-1}} & \ldots & \rho\left(x_{n-k-1}\right) & \rho_{a_{0} x_{n-k-1}}
\end{array}\right]
$$

Therefore, we can eliminate the variable $v\left(x_{1}\right)$ from the Dirichlet problem, changing admittances as in the statement of the theorem.

Corollary 3.2.10. Under the star-mesh transform of the network the effective admittance does not change.

Proof. In the proof we will use the notations from the proof of the Theorem 3.2.9.
The case $\left\{x_{1}, \ldots, x_{m}\right\} \cap B_{0}=\emptyset$ is trivial. The cases, when $\left\{x_{1}, \ldots, x_{m}\right\} \cap B=\emptyset$ or $\left\{x_{1}, \ldots, x_{m}\right\} \cap\left\{a_{0}\right\}=\emptyset$ are obvious, due to (3.2.16).

Otherwise, we can assume, without loss of generality, that $x_{m}=a_{0}$. Then, denoting the effective admittance of the new network by $\widetilde{\mathcal{P}}$, we have

$$
\begin{aligned}
\mathcal{P} & =\sum_{x \neq a_{0}}(1-v(x)) \rho_{x a_{0}} \\
& =\left(1-v\left(x_{1}\right)\right) \rho_{x_{1} a_{0}}+\sum_{i=2}^{m-1}\left(1-v\left(x_{i}\right)\right) \rho_{x_{i} a_{0}}+\sum_{x \notin\left\{x_{1}, \ldots, x_{m}\right\}}(1-v(x)) \rho_{x a_{0}} \\
& =\widetilde{\mathcal{P}}-\sum_{i=2}^{m-1}\left(1-v\left(x_{i}\right)\right) \widetilde{\rho}_{x_{i} a_{0}}+\left(1-v\left(x_{1}\right)\right) \rho_{x_{1} a_{0}}+\sum_{i=2}^{m-1}\left(1-v\left(x_{i}\right)\right) \rho_{x_{i} a_{0}} \\
& =\widetilde{\mathcal{P}}-\sum_{i=2}^{m-1}\left(1-v\left(x_{i}\right)\right) \frac{\rho_{x_{1} a_{0}} \rho_{x_{1} x_{i}}}{\rho\left(x_{1}\right)}+\left(1-v\left(x_{1}\right)\right) \rho_{x_{1} a_{0}} \\
& =\widetilde{\mathcal{P}}-\rho_{x_{1} a_{0}} \sum_{i=2}^{m-1}\left(1-v\left(x_{i}\right)\right) \frac{\rho_{x_{1} x_{i}}}{\rho\left(x_{1}\right)}+\left(1-\sum_{i=2}^{m-1} v\left(x_{i}\right) \frac{\rho_{x_{1} x_{i}}}{\rho\left(x_{1}\right)}-\frac{\rho_{x_{1} a_{0}}}{\rho\left(x_{1}\right)}\right) \rho_{x_{1} a_{0}} \\
& =\widetilde{\mathcal{P}}-\rho_{x_{1} a_{0}}\left(\sum_{i=2}^{m-1} \frac{\rho_{x_{1} x_{i}}}{\rho\left(x_{1}\right)}-\sum_{i=2}^{m-1} v\left(x_{i}\right) \frac{\rho_{x_{1} x_{i}}}{\rho\left(x_{1}\right)}\right)+\left(1-\sum_{i=2}^{m-1} v\left(x_{i}\right) \frac{\rho_{x_{1} x_{i}}}{\rho\left(x_{1}\right)}-\frac{\rho_{x_{1} a_{0}}}{\rho\left(x_{1}\right)}\right) \rho_{x_{1} a_{0}} \\
& =\widetilde{\mathcal{P}}-\rho_{x_{1} a_{0}}\left(\frac{\rho\left(x_{1}\right)}{\rho\left(x_{1}\right)}-\frac{\rho_{x_{1} x_{m}}}{\rho\left(x_{1}\right)}-\sum_{i=2}^{m-1} v\left(x_{i}\right) \frac{\rho_{x_{1} x_{i}}}{\rho\left(x_{1}\right)}\right)+\left(1-\sum_{i=2}^{m-1} v\left(x_{i}\right) \frac{\rho_{x_{1} x_{i}}}{\rho\left(x_{1}\right)}-\frac{\rho_{x_{1} a_{0}}}{\rho\left(x_{1}\right)}\right) \rho_{x_{1} a_{0}} \\
& =\widetilde{\mathcal{P}}
\end{aligned}
$$

since

$$
\rho\left(x_{1}\right)=\sum_{i=2}^{m} \rho_{x_{1} x_{i}} \text { and } v\left(x_{1}\right)=\sum_{i=2}^{l} v\left(x_{i}\right) \frac{\rho_{x_{1} x_{i}}}{\rho\left(x_{1}\right)}+\frac{\rho_{x_{1} a_{0}}}{\rho\left(x_{1}\right)}=\sum_{i=2}^{m-1} v\left(x_{i}\right) \frac{\rho_{x_{1} x_{i}}}{\rho\left(x_{1}\right)}+\frac{\rho_{x_{1} a_{0}}}{\rho\left(x_{1}\right)}
$$

(see the first line of $\widetilde{\mathbf{A}}$ and note that $v\left(x_{j}\right)=0$ for all $j=\overline{j+1, m-1}$ and $a_{0}=$ $x_{m}$ ).

Series law and $Y-\Delta$ transform are particular cases of a star-mesh transform. Since multigraphs are not allowed in this thesis, we will use a modification of parallel law and refer to it as parallel-series law.
Corollary 3.2.11 (Series law over an ordered field). Let $\Gamma=\left(V, \rho, a_{0}, B\right)$ be a finite network over an ordered field, $B_{0}=B \cup\left\{a_{0}\right\}$. Let $a, b, c \in V$ are such, that

- $b \notin B_{0}$,
- $a \nsim c, a \sim b, b \sim c$,
- $b \nsim x$ for all $x \in V \backslash\{a, c\}$.

If one removes the vertex $b$, edges $a b, b c$ and add the edge ac with the admittance

$$
\widetilde{\rho}_{a c}=\frac{\rho_{a b} \rho_{b c}}{\rho_{a b}+\rho_{b c}},
$$

not changing other admittances, then for the new network the solution of the Dirichlet problem (3.2.1) for all the vertices will be the same as the solution of the Dirichlet problem on the original network at corresponding vertices. The effective admittance of the new network coincides with the effective admittance of the original one.
Remark 3.2.12. The corresponding equation for impedances is then

$$
\widetilde{z}_{a c}=z_{a b}+z_{b c}
$$

which corresponds to the well-known physical series law.


Figure 3.2: Series law over an ordered field

Proof. Apply Theorem 3.2.9 and Corollary 3.2.10 $\left(x_{1}=b\right)$ for the case $m=3$ and $\rho_{a c}=0$.
Corollary 3.2.13 (Parallel-series law over an ordered field). Let $\Gamma=\left(V, \rho, a_{0}, B\right)$ be a finite network over an ordered field, $B_{0}=B \cup\left\{a_{0}\right\}$.
Let $a, b, c \in V$ are such, that

- $b \notin B_{0}$,
- $a \sim b, b \sim c, a \sim c$,
- $b \nsim x$ for all $x \in V \backslash\{a, c\}$.

If one removes the vertex $b$, edges $a b, b c$ and add the edge ac with the admittance

$$
\widetilde{\rho}_{a c}=\frac{\rho_{a b} \rho_{b c}}{\rho_{a b}+\rho_{b c}}+\rho_{a c},
$$

not changing other admittances, then for the new network the solution of the Dirichlet problem (3.2.1) for all the vertices will be the same as the solution of the Dirichlet problem on the original network for corresponding vertices. The effective admittance of the new network coincides with the effective admittance of the original one.
Remark 3.2.14. The corresponding equation for the impedances is then

$$
\frac{1}{\widetilde{z}_{a c}}=\frac{1}{z_{a b}+z_{b c}}+\frac{1}{z_{a c}}
$$

which corresponds to an application of the physical series law and then an application of the physical parallel law.


Figure 3.3: Parallel-series law over an ordered field

Proof. Apply Theorem 3.2.9 and Corollary 3.2.10 $\left(x_{1}=b\right)$ for the case $m=3$.

Theorem 3.2.15 $\left(Y-\Delta\right.$ transform over an ordered field). Let $\Gamma=\left(V, \rho, a_{0}, B\right)$ be a finite network, $B_{0}=B \cup\left\{a_{0}\right\}$. Let $a, b, c, d \in V$ are such, that

- $d \notin B_{0}$,
- $d \sim a, d \sim b, d \sim c$,
- $d \nsim x$ for all $x \in V \backslash\{a, b, c\}$.

If one removes the vertex $d$, edges $d a, d b, d c$ and set

$$
\begin{align*}
& \widetilde{\rho}_{a b}=\frac{\rho_{d a} \rho_{d b}}{\rho_{d a}+\rho_{d b}+\rho_{d c}}+\rho_{a b} \\
& \widetilde{\rho}_{b c}=\frac{\rho_{d b} \rho_{d c}}{\rho_{d a}+\rho_{d b}+\rho_{d c}}+\rho_{b c}  \tag{3.2.21}\\
& \widetilde{\rho}_{a c}=\frac{\rho_{d a} \rho_{d c}}{\rho_{d a}+\rho_{d b}+\rho_{d c}}+\rho_{a c}
\end{align*}
$$

not changing other admittances, then for the new network the solution of the Dirichlet problem (3.2.1) for all the vertices will be the same as the solution of the Dirichlet problem on the original network for the corresponding vertices. The effective admittance of the new network coincides with the effective admittance of the original one.
Remark 3.2.16. The corresponding equalities for the impedances are

$$
\begin{align*}
\frac{1}{\widetilde{z}_{a b}} & =\frac{z_{d c}}{z_{d a} z_{d b}+z_{d b} z_{d c}+z_{d a} z_{d c}}+\frac{1}{z_{a b}}, \\
\frac{1}{\widetilde{z}_{b c}} & =\frac{z_{d a}}{z_{d a} z_{d b}+z_{d b} z_{d c}+z_{d a} z_{d c}}+\frac{1}{z_{b c}},  \tag{3.2.22}\\
\frac{1}{\widetilde{z}_{a c}} & =\frac{z_{d b}}{z_{d a} z_{d b}+z_{d b} z_{d c}+z_{d a} z_{d c}}+\frac{1}{z_{a c}} .
\end{align*}
$$

From the physical point of view, if $\rho_{a b}, \rho_{b c}, \rho_{a c}$ are all equal to zero, then it is just $Y-\Delta$ transform, otherwise, it is $Y-\Delta$ transform and the parallel law.


Figure 3.4: $Y-\Delta$ transform over an ordered field

Proof. Theorem 3.2.9 and Corollary 3.2.10 $\left(x_{1}=d\right)$ for the case $m=4$.

The $Y-\Delta$ transform is invertible. In general, it is not the case for a star-mesh transform.
Theorem 3.2.17 $\left(\Delta-Y\right.$ transform over an ordered field). Let $\widetilde{\Gamma}=\left(V, \widetilde{\rho}, a_{0}, B\right)$ be a finite network and let $a, b, c \in V$ are such, that $a \sim b, b \sim c$, and $a \sim c$. If one add $a$ vertex $d$ and edges $d a, d b, d c$ setting

$$
\begin{aligned}
\rho_{d a} & =\frac{\widetilde{\rho}_{a c} \widetilde{\rho}_{b c}+\widetilde{\rho}_{a c} \widetilde{\rho}_{a b}+\widetilde{\rho}_{a b} \widetilde{\rho}_{b c}}{\widetilde{\rho}_{b c}} \\
\rho_{d b} & =\frac{\widetilde{\rho}_{a c} \widetilde{\rho}_{b c}+\widetilde{\rho}_{a c} \widetilde{\rho}_{a b}+\widetilde{\rho}_{a b} \widetilde{\rho}_{b c}}{\widetilde{\rho}_{a c}} \\
\rho_{d c} & =\frac{\widetilde{\rho}_{a c} \widetilde{\rho}_{b c}+\widetilde{\rho}_{a c} \widetilde{\rho}_{a b}+\widetilde{\rho}_{a b} \widetilde{\rho}_{b c}}{\widetilde{\rho}_{a b}}
\end{aligned}
$$

and remove the edges $a b, b c, a c$ not changing other admittances, then for the new network

$$
\Gamma=\left(V \cup\{d\}, \rho, a_{0}, B\right)
$$

the solution of the Dirichlet problem (3.2.1) for any vertex in $V$ will be the same as the solution of the Dirichlet problem on the original network for the corresponding vertex. Moreover, the effective admittance does not change under this transform.
Remark 3.2.18. The corresponding equalities for the impedances are

$$
\begin{aligned}
z_{d a} & =\frac{\widetilde{z}_{a b} \widetilde{z}_{a c}}{\widetilde{z}_{a b}+\widetilde{z}_{b c}+\widetilde{z}_{a c}}, \\
z_{d b} & =\frac{\widetilde{z}_{a b} \widetilde{z}_{b c}}{\widetilde{z}_{a b}+\widetilde{z}_{b c}+\widetilde{z}_{a c}}, \\
z_{d c} & =\frac{\widetilde{z}_{b c} \widetilde{z}_{a c}}{\widetilde{z}_{a b}+\widetilde{z}_{b c}+\widetilde{z}_{a c}}
\end{aligned}
$$



Figure 3.5: $\Delta-Y$ transform over an ordered field
Proof. To prove the theorem it is enough to express $\rho_{d a}, \rho_{d b}$ and $\rho_{d c}$ from (3.2.21), assuming $\rho_{a b}=0, \rho_{b c}=0$, and $\rho_{a c}=0$. Summing up the inverses of all three equations one obtains

$$
\frac{1}{\widetilde{\rho}_{a b}}+\frac{1}{\widetilde{\rho}_{b c}}+\frac{1}{\widetilde{\rho}_{a c}}=\frac{\left(\rho_{a d}+\rho_{b d}+\rho_{c d}\right)^{2}}{\rho_{d a} \rho_{d b} \rho_{d c}}
$$

Since both sides are strictly positive, the last equation is equivalent to

$$
\begin{equation*}
\frac{\widetilde{\rho}_{a b} \widetilde{\rho}_{b c} \widetilde{\rho}_{a c}}{\widetilde{\rho}_{a b} \widetilde{\rho}_{b c}+\widetilde{\rho}_{b c} \widetilde{\rho}_{a c}+\widetilde{\rho}_{a b} \widetilde{\rho}_{a c}}=\frac{\rho_{d a} \rho_{d b} \rho_{d c}}{\left(\rho_{a d}+\rho_{b d}+\rho_{c d}\right)^{2}} \tag{3.2.23}
\end{equation*}
$$

Multiplying the both sides of (3.2.23) by

$$
\frac{1}{\widetilde{\rho}_{a b} \widetilde{\rho}_{a c}}=\frac{\left(\rho_{a d}+\rho_{b d}+\rho_{c d}\right)^{2}}{\rho_{d a}^{2} \rho_{d b} \rho_{d c}},
$$

which follows from (3.2.21), we get

$$
\frac{\widetilde{\rho}_{b c}}{\widetilde{\rho}_{a b} \widetilde{\rho}_{b c}+\widetilde{\rho}_{b c} \widetilde{\rho}_{a c}+\widetilde{\rho}_{a b} \widetilde{\rho}_{a c}}=\frac{1}{\rho_{d a}} .
$$

Then the equation for $\rho_{d a}$ follows. To obtain the equations for $\rho_{d b}$ and $\rho_{d c}$ one should multiply (3.2.23) by $\frac{1}{\widetilde{\rho}_{a b} \widetilde{\rho}_{b c}}$ and $\frac{1}{\widetilde{\rho}_{a c} \widetilde{\rho}_{b c}}$ respectively.

The fact that effective impedance and effective admittance do not change follows from Theorem 3.2.15.

Remark 3.2.19. All described in this section transforms preserve the positivity of admittances and impedances on the edges.

### 3.2.3 Examples of finite networks over the ordered field $\mathbb{R}(\lambda)$

Example 3.2.20 (Simple network over $\mathbb{R}(\lambda)$ ). Let us consider a network as at Figure 3.6, $a_{0}=1, B=\{0\}$, where the weights are considered as elements of $\mathbb{R}(\lambda)$.


Figure 3.6: Simple network over $\mathbb{R}(\lambda)$

The Dirichlet problem for this network is

$$
\left\{\begin{array}{l}
\frac{(v(0)-v(2))}{\lambda}+\frac{(v(1)-v(2))}{\lambda}=0, \\
(v(0)-v(3)) \lambda+(v(1)-v(3)) \lambda=0, \\
v(0)=0, \\
v(1)=1 .
\end{array}\right.
$$

The determinant of this linear system is

$$
\mathcal{D}(\lambda)=4 .
$$

The solution of the Dirichlet problem is

$$
v=(v(0), v(1), v(2), v(3))=\left(0,1, \frac{1}{2}, \frac{1}{2}\right)
$$

and the effective admittance is

$$
\mathcal{P}(\lambda)=\frac{1}{\lambda} v(2)+\lambda v(3)=\frac{\lambda^{2}+1}{2 \lambda} .
$$

Note that the effective admittance can be also calculated using series and parallelseries laws (Corollaries 3.2.11 and 3.2.13).
Example 3.2.21 (Network over $\mathbb{R}(\lambda)$ ). Let us consider the finite network over $\mathbb{R}(\lambda)$ as at Figure 3.7 with $a_{0}=1, B=\{0\}$.


Figure 3.7: Network over $\mathbb{R}(\lambda)$

The Dirichlet problem for this network is

$$
\left\{\begin{array}{l}
\frac{(v(0)-v(2))}{\lambda}+(v(1)-v(2)) \lambda+(v(3)-v(2))=0 \\
(v(0)-v(3)) \lambda+\frac{(v(1)-v(3))}{\lambda}+(v(2)-v(3))=0 \\
(v(0)-v(4)) \lambda+\frac{(v(1)-v(4))}{\lambda}=0 \\
v(0)=0 \\
v(1)=1
\end{array}\right.
$$

The determinant of this system is

$$
\begin{aligned}
\mathcal{D}=\mathcal{D}(\lambda) & =-\left(\frac{1}{\lambda^{2}}+\frac{2}{\lambda}+2+2 \lambda+\lambda^{2}\right)\left(\lambda+\frac{1}{\lambda}\right) \\
& =-\frac{1}{\lambda^{3}}(\lambda+1)^{2}\left(\lambda^{2}+1\right)^{2},
\end{aligned}
$$

and the solution of the Dirichlet problem is

$$
\left\{\begin{array}{l}
v(0)=0 \\
v(1)=1 \\
v(2)=\frac{\lambda}{1+\lambda}, \\
v(3)=\frac{1}{1+\lambda}, \\
v(4)=\frac{1}{1+\lambda^{2}} .
\end{array}\right.
$$

Then the effective admittance is

$$
\begin{equation*}
\mathcal{P}(\lambda)=\frac{1}{\lambda} v(2)+\lambda v(3)+\lambda v(4)=\frac{\lambda^{2}+\lambda+1}{\lambda^{2}+1} . \tag{3.2.24}
\end{equation*}
$$

Example 3.2.22 (One more network over $\mathbb{R}(\lambda)$ ). Let us consider the finite network over $\mathbb{R}(\lambda)$ as at Figure 3.8 with $a_{0}=2, B=\{0\}$.


Figure 3.8: One more network over $\mathbb{R}(\lambda)$

The Dirichlet problem is as follows:

$$
\left\{\begin{array}{l}
(v(0)-v(1)) \lambda+\frac{v(2)-v(1)}{\lambda}=0 \\
(v(0)-v(3))+(v(2)-v(3))\left(\lambda+\frac{1}{\lambda}-1\right)=0 \\
v(0)=0 \\
v(2)=1
\end{array}\right.
$$

The determinant of this system is

$$
D=D(\lambda)=\frac{1}{\lambda^{2}}\left(\lambda^{2}+1\right)^{2}
$$

The solution of the Dirichlet problem is

$$
v(1)=\frac{1}{\lambda^{2}+1}, v(3)=\frac{\lambda^{2}-\lambda+1}{\lambda^{2}+1} .
$$

and the effective admittance is

$$
\mathcal{P}(\lambda)=\lambda v(1)+v(3)=1
$$

### 3.3 Effective admittance of infinite networks over an ordered field

In this section we consider infinite networks over an ordered field. In Subsection 3.3.1 we generalize the concept of effective admittance for infinite networks (see
e.g. [18], [32]) to the case of an ordered field. Unfortunately, in the case of nonArchimedean field the effective admittance can not be defined as a limit of partial effective admittances for any infinite network even in the case of Cauchy complete field (see Subsection 3.3.2 for the examples).

### 3.3.1 Infinite networks with zero potential at infinity

Let $\Gamma=\left(V, \rho, a_{0}, B\right)$ be an infinite network over an ordered field $(\mathcal{K}, \succ)$.
Let dist $(x, y)$ be the graph distance on $V$, that is, the minimal value of $n$ such that there exists a path $\left\{x_{k}\right\}_{k=0}^{n}$ connecting $x$ and $y$, that is,

$$
x=x_{0} \sim x_{1} \sim \ldots \sim x_{n}=y
$$

Let us consider the sequence of finite graphs $\left(V_{n},\left.\rho\right|_{V_{n} \times V_{n}}\right)$, where

$$
V_{n}=\left\{x \in V \mid \operatorname{dist}\left(a_{0}, x\right) \leq n\right\}, n \in \mathbb{N}
$$

We denote by

$$
\partial V_{n}=\left\{x \in V \mid \operatorname{dist}\left(a_{0}, x\right)=n\right\}
$$

the boundary of the graph $\left(V_{n},\left.\rho\right|_{V_{n} \times V_{n}}\right)$. Note that $V_{n+1}=\partial V_{n+1} \cup V_{n}$.
Let us denote $B_{n}=B \cap V_{n}$. Let

$$
\Gamma_{n}=\left(V_{n},\left.\rho\right|_{V_{n} \times V_{n}}, a_{0}, B_{n} \cup \partial V_{n}\right), n \in \mathbb{N}
$$

Then $\left\{\Gamma_{n}\right\}_{n=1}^{\infty}$ is the sequence of finite networks exhausted the infinite network $\Gamma$.
This is an analogue of the approach to infinite networks with real weights in [18] and [32].

Let us consider the Dirichlet problem (3.2.1) on each $\Gamma_{n}$ :

$$
\left\{\begin{array}{l}
\sum_{y: y \sim x}\left(v^{(n)}(y)-v^{(n)}(x)\right) \rho_{x y}=0 \text { on } V_{n} \backslash\left(\partial V_{n} \cup B_{n} \cup\left\{a_{0}\right\}\right)  \tag{3.3.1}\\
v^{(n)}(x)=0 \text { on } \partial V_{n} \cup B_{n} \\
v^{(n)}\left(a_{0}\right)=1
\end{array}\right.
$$

Let us denote by $\mathcal{P}_{n}$ the effective admittance of $\Gamma_{n}$.
Theorem 3.3.1. For any infinite network over $(\mathcal{K}, \succ)$,

$$
\begin{equation*}
\mathcal{P}_{n+1} \preceq \mathcal{P}_{n} \tag{3.3.2}
\end{equation*}
$$

Proof. By Dirichlet/Thomson's principle we have

$$
\begin{equation*}
\mathcal{P}_{n+1} \preceq \frac{1}{2} \sum_{x, y \in V_{n+1}}\left(\nabla_{x y} f\right)^{2} \rho_{x y} \tag{3.3.3}
\end{equation*}
$$

for any $f: V_{n+1} \rightarrow \mathcal{K}$ such that $f\left(a_{0}\right)=1,\left.f\right|_{\partial V_{n+1} \cup B_{n+1}} \equiv 0$.
Since $\left(V_{n+1} \backslash \partial V_{n+1}\right)=V_{n}$ and $B_{n+1} \cap V_{n}=B_{n}$, the inequality (3.3.3) is true for

$$
f(x)=\left\{\begin{array}{l}
v^{(n)}(x), \text { if } x \in V_{n} \\
0, \text { if } x \in \partial V_{n+1}
\end{array}\right.
$$

where $v^{(n)}$ is the solution of (3.3.1) for $\Gamma_{n}$. Then

$$
\begin{aligned}
\frac{1}{2} \sum_{x, y \in V_{n+1}}\left(\nabla_{x y} f\right)^{2} \rho_{x y} & =\frac{1}{2} \sum_{x, y \in V_{n}}\left(\nabla_{x y} f\right)^{2} \rho_{x y}+\frac{1}{2} \sum_{x, y \in \partial V_{n+1}}\left(\nabla_{x y} f\right)^{2} \rho_{x y} \\
& =\frac{1}{2} \sum_{x, y \in V_{n}}\left(\nabla_{x y} v^{(n)}\right)^{2} \rho_{x y}+0=\mathcal{P}_{n}+0
\end{aligned}
$$

where the last equality is true by conservation of energy (3.2.18). Together with (3.3.3), it gives us (3.3.2).

Remark 3.3.2. Even in a Cauchy complete non-Archimedean ordered field inequalities (3.3.2) for all $n \in \mathbb{N}$ do not imply, that the sequence $\left\{\mathcal{P}_{n}\right\}_{n=1}^{\infty}$ converges.
Definition 3.3.3. If for a given infinite network $\Gamma$ the limit of effective admittances of the exhausted finite networks exists in $\mathcal{K}$, we refer to this limit as the effective admittance of the network $\Gamma$ (with zero potential at infinity) and denote it by $\mathcal{P}$.

### 3.3.2 Examples: ladder networks over the Levi-Civita field

In this subsection we investigate the behaviour of the sequence $\left\{\mathcal{P}_{n}^{\alpha \beta}\right\}_{n=1}^{\infty}$ of effective admittances of finite networks exhausted the ladder network ( $\alpha \beta$-network) as at Figure $3.9(\alpha, \beta \in \mathcal{K}, \alpha, \beta \succ 0)$.


Figure 3.9: Infinite $\alpha \beta$-network over an ordered field

Namely,

$$
V=\{0,1,2, \ldots\}, B=\{1,3, \ldots\}, a_{0}=0
$$

The admittances of the edges $(2 k-2) \sim 2 k$ are $\alpha$ and the admittances of the edges $(2 k-1) \sim 2 k$ are $\beta$.

We will refer to such a network as an infinite $\alpha \beta$-network over an ordered field $\mathcal{K}$ and denote it by $\Gamma_{\mathcal{K}}^{\alpha \beta}$.

This network is similar to Feynman's ladder network and $C L$-network (see [15], [39]), but has zero potential at infinity. Therefore, for any ordered field $\mathcal{K}$ the Theorem 3.3.1 is true for this network. We will show (Example 3.3.6 and Example 3.3.10) that whether $\left\{\mathcal{P}_{n}\right\}_{n=1}^{\infty}$ converges in Cauchy completion of $\mathcal{K}$ depends on $\alpha$ and $\beta$.

### 3.3.2.1 Finite ladder network over ordered field

Let $\left\{\Gamma_{n}\right\}_{n \in \mathbb{N}}$ be a sequence of finite networks exhausted an $\alpha \beta$-network (see Figure 3.10).


Figure 3.10: Finite ladder network

The Dirichlet problem (3.2.1) for the network $\Gamma_{n}$ is the following

$$
\left\{\begin{array}{l}
\alpha v(2 k-2)+\beta v(2 k-1)+\alpha v(2 k+2)-(2 \alpha+\beta) v(2 k)=0 \text { for } k=\overline{1, n-1},  \tag{3.3.4}\\
v(2 n)=0, \\
v(2 k-1)=0 \text { for } k=\overline{1, n-1}, \\
v(0)=1
\end{array}\right.
$$

Denoting $v_{k}=v(2 k)$ we obtain the following recurrence relation for $v_{k}, k=\overline{1, n-1}$

$$
\begin{equation*}
v_{k+1}-\left(2+\frac{\beta}{\alpha}\right) v_{k}+v_{k-1}=0 \tag{3.3.5}
\end{equation*}
$$

since $v(2 k-1)=0$ for $k=\overline{1, n-1}$. The characteristic polynomial of (3.3.5) is

$$
\begin{equation*}
\psi^{2}-\left(2+\frac{\beta}{\alpha}\right) \psi+1=0 \tag{3.3.6}
\end{equation*}
$$

Its roots are

$$
\psi_{1,2}=1+\frac{\beta}{2 \alpha} \pm \xi
$$

where

$$
\begin{equation*}
\xi=\sqrt{\frac{\beta}{\alpha}+\left(\frac{\beta}{2 \alpha}\right)^{2}} \tag{3.3.7}
\end{equation*}
$$

Note that $\xi$ should not necessary belong to $\mathcal{K}$. It is known, that any ordered field posses a real-closed extension $\overline{\mathcal{K}}$. Then in $\overline{\mathcal{K}}$ exists exactly one positive square root
of $\frac{\beta}{\alpha}+\left(\frac{\beta}{2 \alpha}\right)^{2}$ (see [6, pp. A.VI.23-A.VI.28] and Appendix B). Therefore, we fix the extension $\overline{\mathcal{K}}$, denote the positive square root by $\xi$, and make all the further calculations in $\overline{\mathcal{K}}$.

The solution of the recurrence relation (3.3.5) is

$$
\begin{equation*}
v_{k}=c_{1} \psi_{1}^{k}+c_{2} \psi_{2}^{k}, \tag{3.3.8}
\end{equation*}
$$

where $c_{1}, c_{2} \in \overline{\mathcal{K}}$ are arbitrary constants.
We use the second and the forth equations in (3.3.4) as boundary conditions for this recurrence equation. Substituting (3.3.8) in the boundary conditions we obtain the following equations for the constants:

$$
\left\{\begin{array}{l}
c_{1}+c_{2}=1 \\
c_{1} \psi_{1}^{n}+c_{2} \psi_{2}^{n}=0
\end{array}\right.
$$

Therefore,

$$
\left\{\begin{array}{l}
c_{1}=\frac{1}{1-\psi_{1}^{2 n}}, \\
c_{2}=\frac{1}{1-\psi_{2}^{2 n}}=\frac{-\psi_{1}^{2 n}}{1-\psi_{1}^{2 n}},
\end{array}\right.
$$

since $\psi_{1} \psi_{2}=1$ by (3.3.6).
Now we can calculate the effective admittance of $\Gamma_{n}$ :

$$
\begin{align*}
\mathcal{P}_{n} & =\alpha(1-v(2))=\alpha\left(1-v_{1}\right)=\alpha\left(1-c_{1} \psi_{1}-c_{2} \psi_{2}\right) \\
& =\frac{\alpha\left(\left(1+\frac{\beta}{2 \alpha}+\xi\right)^{2 n-1}+1\right)\left(\frac{\beta}{2 \alpha}+\xi\right)}{\left(1+\frac{\beta}{2 \alpha}+\xi\right)^{2 n}-1} \tag{3.3.9}
\end{align*}
$$

Since $\mathcal{P}_{n}$ is an element of $\mathcal{K}$ as a rational function of the solution of the Dirichlet problem (3.2.1) over $\mathcal{K}$, it can be written without $\xi$ :

$$
\begin{aligned}
\mathcal{P}_{n} & =\alpha\left(1-c_{1} \psi_{1}-c_{2} \psi_{2}\right)=\alpha\left(1-\frac{\psi_{1}}{1-\psi_{1}^{2 n}}-\frac{\psi_{2}}{1-\psi_{2}^{2 n}}\right) \\
& =\alpha\left(1-\frac{\psi_{1}\left(1-\psi_{2}^{2 n}\right)+\psi_{2}\left(1-\psi_{1}^{2 n}\right)}{\left(1-\psi_{1}^{2 n}\right)\left(1-\psi_{2}^{2 n}\right)}\right)=\alpha\left(1-\frac{\psi_{1}+\psi_{2}-\left(\psi_{2}^{2 n-1}+\psi_{1}^{2 n-1}\right)}{2-\left(\psi_{1}^{2 n}+\psi_{2}^{2 n}\right)}\right) \\
& =\alpha\left(1-\frac{2+\frac{\beta}{\alpha}-2 \sum_{k=0}^{n-1}\binom{2 n-1}{2 k}\left(1+\frac{\beta}{2 \alpha}\right)^{2 n-2 k-1}\left(\frac{\beta}{\alpha}+\left(\frac{\beta}{2 \alpha}\right)^{2}\right)^{k}}{2-2 \sum_{k=0}^{n}\binom{2 n}{2 k}\left(1+\frac{\beta}{2 \alpha}\right)^{2 n-2 k}\left(\frac{\beta}{\alpha}+\left(\frac{\beta}{2 \alpha}\right)^{2}\right)^{k}}\right),
\end{aligned}
$$

where in the last line we have used a binomial expansion.

### 3.3.2.2 Infinite ladder networks over the Levi-Civita field $\mathcal{R}$

We will consider two examples of $\alpha \beta$-network over the Levi-Civita field. Firstly, let us describe the Levi-Civita field $\mathcal{R}$. We take the definition of $\mathcal{R}$ and theorems about its properties from [4], [28], [29] and [30]. For more details see Appendix B.
Definition 3.3.4. A subset $M$ of the rational numbers $\mathbb{Q}$ is called left-finite if for every $r \in \mathbb{Q}$ there are only finitely elements of $M$ that are smaller than $r$.

Then the Levi-Civita field $\mathcal{R}$ is the set of all real valued functions on $\mathbb{Q}$ with left-finite support with the following operations:
for any $\alpha, \beta \in \mathcal{R}$

- addition is defined component-wise

$$
(\alpha+\beta)(q)=\alpha(q)+\beta(q),
$$

- multiplication is defined as follows

$$
(\alpha \cdot \beta)(q)=\sum_{\substack{q_{\alpha}, q_{\beta} \in \mathbb{Q}, q_{\alpha}+q_{\beta}=q}} \alpha\left(q_{\alpha}\right) \cdot \beta\left(q_{\beta}\right) .
$$

It is proved in [4], that $\mathcal{R}$ is an ordered field with a set of positive elements

$$
\begin{equation*}
\mathcal{R}^{+}=\{\alpha \in \mathcal{R} \mid \alpha(\min \{q \in \mathbb{Q} \mid \alpha(q) \neq 0\})>0\} . \tag{3.3.10}
\end{equation*}
$$

We denote by $\tau$ the following element in $\mathcal{R}$ :

$$
\tau(q)= \begin{cases}1, & \text { if } q=1  \tag{3.3.11}\\ 0, & \text { otherwise }\end{cases}
$$

which plays role of infinitesimal in the Levi-Civita field. Therefore, the Levi-Civita field is non-Archimedean.

By [4] we can write any $\alpha \in \mathcal{R}$ as

$$
\begin{equation*}
\alpha=\sum_{i=1}^{\infty} \alpha\left(q_{i}\right) \tau^{q_{i}} \tag{3.3.12}
\end{equation*}
$$

since $\alpha_{n}=\sum_{i=1}^{n} \alpha\left(q_{i}\right) \tau^{q_{i}}$ converges strongly to the limit $\alpha$ in the order topology (see Subsection B.2.2).

The set of all polynomials over real numbers

$$
\mathbb{R}[\tau]=\left\{b_{0}+b_{1} \tau+\cdots+b_{n} \tau^{n} \mid b_{i} \in \mathbb{R}, n \in \mathbb{N}_{0}\right\}
$$

is a subring of the Levi-Civita field due to (3.3.12). Therefore, since $\mathcal{R}$ is a field, the field of rational functions with real coefficients

$$
\mathbb{R}(\tau)=\left\{\left.\frac{b_{k} \tau^{k}+b_{k+1} \tau^{k+1}+\cdots+b_{n} \tau^{n}}{d_{l} \tau^{l}+d_{l+1} \tau^{l+1}+\cdots+d_{m} \tau^{m}} \right\rvert\, b_{i}, d_{i} \in \mathbb{R}, n, m, k, l \in \mathbb{N}_{0}, n \geq k, m \geq l\right\}
$$

is isomorphic to a subfield of the Levi-Civita field.
Note that the corresponding order in the field $\mathbb{R}(\tau)$ is the following:

$$
\begin{equation*}
\frac{b_{k} \tau^{k}+b_{k+1} \tau^{k+1}+\cdots+b_{n} \tau^{n}}{d_{l} \tau^{l}+d_{l+1} \tau^{l+1}+\cdots+d_{m} \tau^{m}} \succ 0 \text { if } \frac{b_{k}}{d_{l}}>0 \tag{3.3.13}
\end{equation*}
$$

assuming $k \leq n, l \leq m, b_{k} \neq 0, d_{l} \neq 0$. Therefore, we can consider the Levi-Civita field $\mathcal{R}$ as an ordered extension of the ordered field $\mathbb{R}(\tau)$ with the positiveness defined as (3.3.13).
Example 3.3.5. Let us find the element in $\mathcal{R}$, which corresponds to the rational function $\frac{1}{3-4 \tau+\tau^{2}}$, i.e. we should find the sequences $\left\{q_{i}\right\} \in \mathbb{Q}$ and $\left\{\alpha\left(q_{i}\right)\right\} \in \mathbb{R}$ such that

$$
\left(3-4 \tau+\tau^{2}\right)\left(\sum_{i=1}^{\infty} \alpha\left(q_{i}\right) \tau^{q_{i}}\right)=1
$$

Comparing the coefficients at powers of $\tau$ at right hand side and left hand side, starting from the lowest power, one obtains

$$
\begin{aligned}
& q_{1}=0, \alpha\left(q_{1}\right)=\frac{1}{3}, \\
& q_{2}=1, \alpha\left(q_{2}\right)=\frac{4}{9},
\end{aligned}
$$

and the recurrence relation

$$
q_{i}=q_{i-1}+1,3 \alpha\left(q_{i}\right)-4 \alpha\left(q_{i-1}\right)+\alpha\left(q_{i-2}\right)=0 \text { for } i>2
$$

Therefore, solving the recurrence relation for $\alpha\left(q_{i}\right)$, we obtain

$$
\alpha\left(q_{i}\right)=-\frac{1}{2 \cdot 3^{i}}+\frac{1}{2}
$$

and

$$
\frac{1}{3-4 \tau+\tau^{2}}=\sum_{i=1}^{\infty}\left(-\frac{1}{2 \cdot 3^{i}}+\frac{1}{2}\right) \tau^{i-1}
$$

To consider $\mathcal{R}$ as an ordered extension of the ordered field $\mathbb{R}(\lambda)$ with the positiveness defined in Definition 3.1.1, we make a substitution

$$
\begin{equation*}
\tau=\frac{1}{\lambda} \tag{3.3.14}
\end{equation*}
$$

Consequently, we can consider admittances in the from (3.0.1), i.e.

$$
\rho_{x y}=\frac{\lambda}{L_{x y} \lambda^{2}+R_{x y} \lambda+D_{x y}}=\frac{\tau^{-1}}{L_{x y} \tau^{-2}+R_{x y} \tau^{-1}+D_{x y}}=\frac{\tau}{L_{x y}+R_{x y} \tau+D_{x y} \tau^{2}}
$$

$L_{x y}, R_{x y}, D_{x y} \geq 0, L_{x y}+R_{x y}+D_{x y} \neq 0$, as elements of the Levi-Civita field and investigate the behavior of the sequence of effective admittances of finite networks. By [4] the Levi-Civita field is Cauchy complete in order topology and real-closed.
Example 3.3.6 (Feynman's ladder). Let us consider the Feynman's infinite ladder $L C$-network, assuming that it has zero potential at infinity. It is an $\alpha \beta$-network with $\alpha=\frac{1}{L \lambda}=L^{-1} \tau, \beta=C \lambda=C \tau^{-1}$, where $L, C>0, \alpha, \beta \in \mathcal{R}$.
Statement 3.3.7. For the Feynman's ladder LC-network ( $\alpha=L^{-1} \tau, \beta=C \tau^{-1}$, where $L, C>0$ ) with zero potential at infinity

$$
\begin{equation*}
\mathcal{P}_{n} \rightarrow \frac{\beta}{\frac{\beta}{2 \alpha}+\xi} \text { as } n \rightarrow \infty \tag{3.3.15}
\end{equation*}
$$

in the order topology of the Levi-Civita field, where $\mathcal{P}_{n}$ is the sequence of the effective admittances of the exhausted finite networks, $\xi$ is as in (3.3.7).
Remark 3.3.8. For the Feynman's ladder $L C$-network

$$
\frac{\beta}{\frac{\beta}{2 \alpha}+\xi}=-\frac{C}{2 \tau}+\frac{\tau}{L} \sqrt{\frac{L C}{\tau^{2}}+\left(\frac{L C}{2 \tau^{2}}\right)^{2}}
$$

and the motivation for this quantity was Feynman's calculations for infinite ladder $L C$-network (see [15, p. 22-13]).

Proof. Firstly, we should write $\xi$ as an element of the Levi-Civita field, i.e. as a power series (3.3.12).

$$
\left.\left.\begin{array}{rl}
\xi & =\sqrt{\frac{L C}{\tau^{2}}+\left(\frac{L C}{2 \tau^{2}}\right)^{2}}=\frac{L C}{2 \tau^{2}} \sqrt{\frac{4 \tau^{2}}{L C}+1}=\frac{L C}{2 \tau^{2}} \sum_{k=0}^{\infty}\left(\frac{1}{2}\right. \\
k
\end{array}\right)\left(\frac{4 \tau^{2}}{L C}\right)^{k}\right) ~\left(\frac{L C}{2 \tau^{2}} \cdot 1+\frac{L C}{2 \tau^{2}} \cdot \frac{1}{2} \cdot \frac{4 \tau^{2}}{L C}-\frac{1}{8} \cdot \frac{L C}{2 \tau^{2}} \cdot\left(\frac{4 \tau^{2}}{L C}\right)^{2}+o\left(\tau^{2}\right) .\right.
$$

Note that here and further $o\left(\tau^{m}\right)$, where $m \in \mathbb{Z}$, means $\sum_{k=m+1}^{\infty} a_{k} \tau^{k}, a_{k} \in \mathbb{R}$.

Let us calculate the difference $\mathcal{P}_{n}-\frac{\beta}{\frac{\beta}{2 \alpha}+\xi}($ see (3.3.9)).

$$
\begin{aligned}
& \mathcal{P}_{n}-\frac{\beta}{\frac{\beta}{2 \alpha}+\xi}=\frac{\alpha\left(\frac{\beta}{2 \alpha}+\xi\right)\left(\left(1+\frac{\beta}{2 \alpha}+\xi\right)^{2 n-1}+1\right)}{\left(1+\frac{\beta}{2 \alpha}+\xi\right)^{2 n}-1}-\frac{\beta}{\frac{\beta}{2 \alpha}+\xi} \\
= & \frac{\alpha\left(\frac{\beta}{2 \alpha}+\xi\right)^{2}\left(\left(1+\frac{\beta}{2 \alpha}+\xi\right)^{2 n-1}+1\right)-\beta\left(\left(1+\frac{\beta}{2 \alpha}+\xi\right)^{2 n}-1\right)}{\left(\left(1+\frac{\beta}{2 \alpha}+\xi\right)^{2 n}-1\right)\left(\frac{\beta}{2 \alpha}+\xi\right)}
\end{aligned}
$$

The nominator $A$ of the last expression is

$$
\begin{aligned}
A & =\alpha\left(\left(1+\frac{\beta}{2 \alpha}+\xi\right)^{2 n-1}+1\right)\left(\frac{\beta}{2 \alpha}+\xi\right)^{2}-\beta\left(\left(1+\frac{\beta}{2 \alpha}+\xi\right)^{2 n}-1\right) \\
& =\alpha\left(A_{1}+1\right)\left(\frac{\beta}{2 \alpha}+\xi\right)^{2}-\beta\left(\left(1+\frac{\beta}{2 \alpha}+\xi\right) A_{1}-1\right),
\end{aligned}
$$

where $A_{1}=\left(1+\frac{\beta}{2 \alpha}+\xi\right)^{2 n-1}$.
Since

$$
\left(\frac{\beta}{2 \alpha}+\xi\right)^{2}=\frac{\beta^{2}}{4 \alpha^{2}}+\frac{\beta}{\alpha} \xi+\xi^{2}=\frac{\beta^{2}}{2 \alpha^{2}}+\frac{\beta}{\alpha}+\frac{\beta}{\alpha} \xi=\frac{\beta}{\alpha}\left(\frac{\beta}{2 \alpha}+1+\xi\right)
$$

and

$$
\xi^{2}=\frac{\beta}{\alpha}+\frac{\beta^{2}}{4 \alpha^{2}},
$$

we have

$$
\begin{aligned}
A & =\alpha\left(A_{1}+1\right) \frac{\beta}{\alpha}\left(\frac{\beta}{2 \alpha}+1+\xi\right)-\beta\left(\left(1+\frac{\beta}{2 \alpha}+\xi\right) A_{1}-1\right) \\
& =A_{1} \cdot 0+2 \beta+\frac{\beta^{2}}{2 \alpha}+\beta \xi=2 \alpha\left(\frac{\beta}{\alpha}+\frac{\beta^{2}}{4 \alpha^{2}}+\frac{\beta}{2 \alpha} \xi\right) \\
& =2 \alpha\left(\xi^{2}+\frac{\beta}{2 \alpha} \xi\right)=2 \alpha \xi\left(\xi+\frac{\beta}{2 \alpha}\right) .
\end{aligned}
$$

Therefore,

$$
\begin{equation*}
\mathcal{P}_{n}-\frac{\beta}{\frac{\beta}{2 \alpha}+\xi}=\frac{2 \alpha \xi}{\left(1+\frac{\beta}{2 \alpha}+\xi\right)^{2 n}-1} \tag{3.3.16}
\end{equation*}
$$

The right hand side of the last expression is positive in $\mathcal{R}$ (since $\alpha, \beta, \xi \succ 0$ ), therefore

$$
\begin{aligned}
\left.\mathcal{P}_{n}-\frac{\beta}{\frac{\beta}{2 \alpha}+\xi} \right\rvert\, & =\frac{2 \alpha \xi}{\left(1+\frac{\beta}{2 \alpha}+\xi\right)^{2 n}-1} \\
& =\frac{2 \tau \xi}{L\left(\left(1+\frac{L C}{2 \tau^{2}}+\xi\right)^{2 n}-1\right)} \\
& =\frac{L C \tau^{-1}+2 \tau-2 \tau^{3}+o\left(\tau^{3}\right)}{L\left(\left(L C \tau^{-2}+2-\tau^{2}+o\left(\tau^{2}\right)\right)^{2 n}-1\right)} \\
& =\frac{L C \tau^{-1}+2 \tau-2 \tau^{3}+o\left(\tau^{3}\right)}{L\left(L C \tau^{-2}\right)^{2 n}+o\left(\tau^{-4 n}\right)} \\
& =\left(C \tau^{-1}+o\left(\tau^{-1}\right)\right)\left(\frac{1}{(L C)^{2 n}} \tau^{4 n}+o\left(\tau^{4 n}\right)\right) \\
& =\frac{C}{(L C)^{2 n}} \tau^{4 n-1}+o\left(\tau^{4 n-1}\right) \rightarrow 0,
\end{aligned}
$$

when $n \rightarrow \infty$. Indeed, for any $\epsilon \succ 0, \epsilon=\sum_{i=1}^{\infty} \epsilon\left(q_{i}\right) \tau^{q_{i}}$ we have

$$
\frac{C}{(L C)^{2 m}} \tau^{4 m-1}+o\left(\tau^{4 m-1}\right) \prec \epsilon
$$

for any $m>\left\lfloor\frac{q_{1}+1}{4}\right\rfloor+1$.
Remark 3.3.9. From the proof one can see that (3.3.15) is true for $\alpha \beta$-network whenever for any $\gamma \in \mathcal{R}$ exists $N_{0} \in \mathbb{N}$ such that $n>N_{0}$ implies $\left(\frac{\beta}{\alpha}\right)^{n} \succ \gamma$ (see denominator in (3.3.16)).
Example 3.3.10 ( $C L$-network). Let us consider ladder $C L$-network ([39]), assuming that it has zero potential at infinity. Namely, $\alpha \beta$-network with $\alpha=C \tau^{-1}$, $\beta=L^{-1} \tau$.
Statement 3.3.11. For the $C L$-network ( $\alpha=C \tau^{-1}, \beta=L^{-1} \tau, L, C>0$ ) the effective admittances of the exhausted finite networks do not converge in $\mathcal{R}$.

Proof. In this case

$$
\xi=\sqrt{\frac{\alpha}{\beta}+\left(\frac{\alpha}{2 \beta}\right)^{2}}=\frac{\tau}{\sqrt{C L}}+\left(\frac{\tau}{2 \sqrt{C L}}\right)^{3}+o\left(\tau^{3}\right)
$$

Let us prove, that $\left\{\mathcal{P}_{n}\right\}_{n=1}^{\infty}$ is not a Cauchy sequence in $\mathcal{R}$. Indeed, by (3.3.9)

$$
\begin{aligned}
\mathcal{P}_{n+1}-\mathcal{P}_{n} & =\frac{\alpha\left(\frac{\beta}{2 \alpha}+\xi\right)\left(\left(1+\frac{\beta}{2 \alpha}+\xi\right)^{2 n+1}+1\right)}{\left(1+\frac{\beta}{2 \alpha}+\xi\right)^{2 n+2}-1}-\frac{\alpha\left(\frac{\beta}{2 \alpha}+\xi\right)\left(\left(1+\frac{\beta}{2 \alpha}+\xi\right)^{2 n-1}+1\right)}{\left(1+\frac{\beta}{2 \alpha}+\xi\right)^{2 n}-1} \\
& =\alpha\left(\frac{\beta}{2 \alpha}+\xi\right)\left(\frac{\left(1+\frac{\beta}{2 \alpha}+\xi\right)^{2 n+1}+1}{\left(1+\frac{\beta}{2 \alpha}+\xi\right)^{2 n+2}-1}-\frac{\left.\left(1+\frac{\beta}{2 \alpha}+\xi\right)^{2 n-1}+1\right)}{\left(1+\frac{\beta}{2 \alpha}+\xi\right)^{2 n}-1}\right)
\end{aligned}
$$

Since

$$
\psi_{1}=1+\frac{\beta}{2 \alpha}+\xi=1+\frac{\tau}{\sqrt{C L}}+o\left(\tau^{1}\right)
$$

we can rewrite

$$
\begin{aligned}
& \mathcal{P}_{n+1}-\mathcal{P}_{n}=\alpha\left(\frac{\beta}{2 \alpha}+\xi\right)\left(\frac{\psi_{1}^{2 n+1}+1}{\psi_{1}^{2 n+2}-1}-\frac{\psi_{1}^{2 n-1}+1}{\psi_{1}^{2 n}-1}\right) \\
& =\alpha\left(\frac{\beta}{2 \alpha}+\xi\right) \frac{\left(\psi_{1}^{2 n+1}+1\right)\left(\psi_{1}^{2 n}-1\right)-\left(\psi_{1}^{2 n-1}+1\right)\left(\psi_{1}^{2 n+2}-1\right)}{\left(\psi_{1}^{2 n+2}-1\right)\left(\psi_{1}^{2 n}-1\right)} \\
& =C \tau^{-1}\left(\frac{\tau}{\sqrt{C L}}+o\left(\tau^{1}\right)\right) \frac{\left(\psi_{1}^{2 n+1}+1\right)\left(\psi_{1}^{2 n}-1\right)-\left(\psi_{1}^{2 n-1}+1\right)\left(\psi_{1}^{2 n+2}-1\right)}{\left(\psi_{1}^{2 n+2}-1\right)\left(\psi_{1}^{2 n}-1\right)}
\end{aligned}
$$

Substituting

$$
\begin{aligned}
& \left(\psi_{1}^{2 n+1}+1\right)\left(\psi_{1}^{2 n}-1\right)-\left(\psi_{1}^{2 n-1}+1\right)\left(\psi_{1}^{2 n+2}-1\right) \\
= & \left(2+\frac{\tau}{\sqrt{C L}}(2 n+1)+o\left(\tau^{1}\right)\right)\left(\frac{\tau}{\sqrt{C L}}(2 n)+o\left(\tau^{1}\right)\right) \\
- & \left(2+\frac{\tau}{\sqrt{C L}}(2 n-1)+o\left(\tau^{1}\right)\right)\left(\frac{\tau}{\sqrt{C L}}(2 n+2)+o\left(\tau^{1}\right)\right) \\
= & -4 \frac{\tau}{\sqrt{C L}}+o\left(\tau^{1}\right)
\end{aligned}
$$

in the nominator and

$$
\begin{aligned}
& \left(\psi_{1}^{2 n+2}-1\right)\left(\psi_{1}^{2 n}-1\right)=\left(\frac{\tau}{\sqrt{C L}}(2 n+2)+o\left(\tau^{1}\right)\right)\left(\frac{\tau}{\sqrt{C L}}(2 n)+o\left(\tau^{1}\right)\right) \\
= & \frac{\tau^{2}}{C L}\left(4 n^{2}+4 n\right)+o\left(\tau^{2}\right)
\end{aligned}
$$

in the denominator, we obtain

$$
\begin{aligned}
\mathcal{P}_{n+1}-\mathcal{P}_{n} & =\left(\frac{C}{\sqrt{C L}}+o\left(\tau^{0}\right)\right)\left(-4 \frac{\tau}{\sqrt{C L}}+o\left(\tau^{1}\right)\right)\left(\frac{C L}{4 n^{2}+4 n} \tau^{-2}+o\left(\tau^{-2}\right)\right) \\
& =\frac{-4 C}{4 n^{2}+n} \tau^{-1}+o\left(\tau^{-1}\right) \succ \tau \text { for any } n \in \mathbb{N} \text { and for any } L, C>0
\end{aligned}
$$

Therefore, $\left\{\mathcal{P}_{n}\right\}_{n=1}^{\infty}$ is not a Cauchy sequence in $\mathcal{R}$.

Therefore, the following question:
Under what conditions the effective admittance of infinite network over non-Archimedean field could be defined?
remains open. Note that Remark 3.3.9 gives a sufficient condition for $\alpha \beta$-network.

### 3.4 Relation to the networks over $\mathbb{C}$

In this section we consider some relations between finite networks, introduced in Chapter 2 (Definition 2.1.1) and ones over an ordered field $\mathbb{R}(\lambda)$ (Definition 3.1.4, $\mathcal{K}=\mathbb{R}(\lambda))$.

Denote by $\mathcal{P}_{\mathbb{C}}(\lambda)$ the effective admittance considered in Chapter 2 for a finite network (see Definition 3.2.4). The effective admittance from present chapter (see Definition 3.2.4) for the field $\mathcal{K}=\mathbb{R}(\lambda)$ will be denoted by $\mathcal{P}_{\mathbb{R}(\lambda)}(\lambda)$. Note that it was already defined as a rational function on $\lambda$. Any rational function of $\lambda \in \mathbb{C}$ takes values in $\mathbb{C} \cup\{\infty\}$ (for any $\lambda \in \mathbb{C}$ ). ${ }^{1}$ Consequently, any rational function is continuous with the values in $\mathbb{C} \cup\{\infty\}$. In particular, $\mathcal{P}_{\mathbb{R}(\lambda)}(\lambda)$ is a continuos function of $\lambda \in \mathbb{C}$ with values in $\mathbb{C} \cup\{\infty\}$ (including the value $\infty$ ).

Firstly, let us point out, that the admittance of an edge in form (2.1.3), i.e.

$$
\rho_{x y}^{(\lambda)}=\frac{1}{L_{x y} \lambda+R_{x y}+\frac{D_{x y}}{\lambda}}=\frac{\lambda}{L_{x y} \lambda^{2}+R_{x y} \lambda+D_{x y}}, R_{x y}+L_{x y}+D_{x y}>0
$$

is always a positive function in $\mathbb{R}(\lambda)$ (see Definition 3.1.1). But the opposite is not true. For example, the rational function

$$
\frac{\lambda^{2}-\lambda+1}{\lambda}
$$

is positive in $\mathbb{R}(\lambda)$, but it is not an admittance. Therefore, the weighted graph from Example 2.3.3 and Example 3.2.22 is not a network by definition from Chapter 2, but it is a network over an ordered field $\mathbb{R}(\lambda)$.

For finite networks, which can be considered in both approaches (i.e. for all networks by Definition 2.1.1), the question

$$
\text { for which } \lambda \in \mathbb{C} \backslash\{0\} \text { one have } \mathcal{P}_{\mathbb{C}}(\lambda)=\mathcal{P}_{\mathbb{R}(\lambda)}(\lambda) \text { ? }
$$

is the same as the question of continuity of $\mathcal{P}_{\mathbb{C}}(\lambda)$, discussed in Subsection 2.3. Indeed, By Cramer's rule, applied in $\mathbb{C}$, the function $\mathcal{P}_{\mathbb{C}}(\lambda)$ is also a rational function of $\lambda$ at all $\lambda$, where the determinant $\mathcal{D}(\lambda)$ of the Dirichlet problem does not vanish

[^0](see Theorem 2.2.11). Moreover, at those $\lambda$, where $\mathcal{D}(\lambda) \neq 0$ the equality $\mathcal{P}_{\mathbb{C}}(\lambda)=$ $\mathcal{P}_{\mathbb{R}(\lambda)}(\lambda)$ is true by Cramer's rule.

By Theorem 2.2.11, $\mathcal{D}(\lambda)$ vanishes only at finitely many values of $\lambda$, therefore, the identity will be true at $\lambda=\lambda_{0}$ if we know that $\mathcal{P}_{\mathbb{C}}(\lambda)$ is continuous in $\lambda_{0}$. Hence, by the same theorem, the identity is true for all but finite number of values $\lambda$, and the identity is true for all $\lambda$ such that $\operatorname{Re} \lambda>0$. The question remains open for $\lambda$ on the imaginary axis. For $\lambda$ such that $\operatorname{Re} \lambda<0$ the effective admittances not always coincide (see Examples 2.3.2 and 3.2.21 for $\lambda=-1$ ).

An interesing observation is that Theorem 3.2.1 provides another proof of Theorem 2.2.11. Namely, the fact that the determinant of the Dirichlet problem (2.2.1) is not constantly zero follows from Theorem 3.2.1, applied in the ordered field $\mathcal{K}=\mathbb{R}(\lambda)$.

## Analysis on Graphs

Here we recall some definitions from analysis on graphs (see, e.g. [17]).
Definition A.0.1. $A$ graph $G$ is a couple ( $V, E$ ) where $V$ is a set of vertices, that is, an arbitrary set, whose elements are called vertices, and $E$ is a set of edges, that is $E$ consists of some unordered couples $(x, y)$ where $x, y \in V, x \neq y$. We write $x \sim y$ ( $x$ is adjoint to $y$ ) if $(x, y) \in E$. We denote the edge $(x, y)$ by $x \sim y$ or $x y$.
For each point $x$, define its degree

$$
\begin{equation*}
\operatorname{deg}(x)=|\{y \in V: x \sim y\}| . \tag{A.0.1}
\end{equation*}
$$

that is $\operatorname{deg}(x)$ is the number of edges with endpoint $x$.
Definition A.0.2. A graph is called finite, if it has finite number of vertices. Otherwise, a graph is called infinite.
$A$ graph $G$ is called locally finite if $\operatorname{deg}(x)<\infty$ for all vertices $x$ of the graph $)$.
Definition A.0.3. A finite sequence $\left\{x_{k}\right\}_{k=0}^{n}$ of vertices on a graph is called a path if $x_{k} \sim x_{k+1}$ for all $k=0,1, \ldots, n-1$. The number $n$ of edges in the path is referred to as the length of the path.
Definition A.0.4. A graph $(V, E)$ is called connected $i f$, for any two vertices $x, y \in$ $V$, there is a path connecting $x$ and $y$, that is a path $\left\{x_{k}\right\}_{k=0}^{n}$ such that $x_{0}=x$ and $x_{n}=y$.
If a graph $(V, E)$ is connected, then define the graph distance dist $(x, y)$ between any two vertices $x, y$ as follows: if $x \neq y$ then $\operatorname{dist}(x, y)$ is the minimal length of a path that connects $x$ and $y$, and if $x=y$, then $\operatorname{dist}(x, y)=0$.
Lemma A.0.5. On any connected graph, the graph distance is a metric.
Theorem A.0.6. If $(V, E)$ is a connected locally finite graph, then the set of vertices $V$ is either finite or countable. Moreover, $V=\bigcup_{n=1}^{\infty} B_{n}$, where

$$
B_{n}=\{y \in V: \operatorname{dist}(x, y) \leq n\}
$$

that is a ball with respect to the graph distance, for any fixed reference vertex $x$.
Definition A.0.7. A weighted graph is a couple $(G, \mu)$ where $G=(V, E)$ is a graph and $\mu: V \times V \rightarrow \mathbb{R}$ is a non-negative function such that

- $\mu_{x y}=\mu_{y x}$,
- $\mu_{x y} \neq 0$ if and only if $x \sim y$.

Any weight $\mu_{x y}$ gives rise to a function on vertices as follows:

$$
\mu(x)=\sum_{y: y \sim x} \mu_{x y}
$$

Then $\mu(x)$ is called the weight of a vertex $x$.
Since the weight $\mu$ contains full information about the set of edges $E$, the weighted graph can also be denoted by $(V, \mu)$.
Definition A.0.8. Let $(V, \mu)$ be a locally finite connected weighted graph. For any function $f: V \rightarrow \mathbb{R}$, define the function $\Delta_{\mu} f$ by

$$
\begin{equation*}
\Delta_{\mu} f(x)=\frac{1}{\mu(x)} \sum_{y \in V} f(y) \mu_{x y}-f(x) \tag{A.0.2}
\end{equation*}
$$

The operator $\Delta_{\mu}$ acting on functions on $V$, is called the (discrete weighted) Laplace operator on $(V, \mu)$.

## Theory of Ordered Fields

## B. 1 Definitions and results on ordered fields

In this section we recall some definitions on ordered fields from algebra (see, e.g. [5], [6], [22], [37]).
Definition B.1.1. A field $(\mathcal{K},+, \cdot)$ is called ordered if the property of positiveness $(\succ 0)$ is defined for its elements, and if it satisfies the following postulates:

- for every element $k$ in $\mathcal{K}$, just one of the relations

$$
k=0, k \succ 0,-k \succ 0
$$

is valid.

- if $k_{1}, k_{2} \in \mathcal{K}, k_{1} \succ 0$ and $k_{2} \succ 0$, then $k_{1}+k_{2} \succ 0$ and $k_{1} \cdot k_{2} \succ 0$.

If $k \in \mathcal{K}, k \succ 0$, then we will call $k$ positive. We will denote the set of all positive elements by $\mathcal{K}^{+}$.

If $-k \succ 0$, we say: $k$ is negative ( $k \prec 0$ ).

The ordering relation $k_{1} \succ k_{2}$ in an ordered field is now defined by

$$
\begin{aligned}
k_{1} \succ k_{2}, \text { in words: } k_{1} \text { is greater than } k_{2} \\
\text { (or } k_{2} \prec k_{1} \text {, in words: } k_{2} \text { is less than } k_{1} \text { ) } \\
\text { if } k_{1}-k_{2} \succ 0 .
\end{aligned}
$$

For $k_{1}, k_{2} \in \mathcal{K}$ we will write

$$
k_{1} \succeq k_{2} \text {, if } k_{1} \succ k_{2} \text { or } k_{1}=k_{2} .
$$

Moreover, we will write

$$
k_{1} \prec k_{2} \text {, if } k_{2} \succ k_{1}
$$

and

$$
k_{1} \preceq k_{2} \text {, if } k_{1} \prec k_{2} \text { or } k_{1}=k_{2} .
$$

Lemma B.1.2. The ordering relation satisfies the following properties:

- $1 \succ 0$,
- for any $k \in \mathcal{K}$ from $k \succ 1$ follows $k^{-1} \prec 1$,
- for any $k \in \mathcal{K}, k \neq 0$ from $k \prec 1$ follows $k^{-1} \succ 1$,
- for any $k \in \mathcal{K}$ from $k \succ 0$ follows $k^{-1} \succ 0$,
- for any $k_{1}, k_{2} \in \mathcal{K}$ either $k_{1} \succ k_{2}, k_{1}=k_{2}$ or $k_{2} \succ k_{1}$,
- for any $k_{1}, k_{2} \in \mathcal{K}$ from $k_{1} \succ k_{2}$ follows $-k_{1} \prec-k_{2}$,
- for any $k_{1}, k_{2} \in \mathcal{K}$ from $k_{1} \succ 0, k_{2} \succ 0$ and $k_{1} \succ k_{2}$ follows $k_{1}^{-1} \prec k_{2}^{-1}$,
- for any $k_{1}, k_{2}, k_{3} \in \mathcal{K}$ from $k_{1} \succ k_{2}$ and $k_{2} \succ k_{3}$ follows $k_{1} \succ k_{3}$,
- for any $k_{1}, k_{2}, k_{3} \in \mathcal{K}$ from $k_{1} \succ k_{2}$ follows $k_{1}+k_{3} \succ k_{2}+k_{3}$,
- for any $k_{1}, k_{2}, k_{3}, k_{4} \in \mathcal{K}$ from $k_{1} \succ k_{2}$ and $k_{3} \succ k_{4}$ follows $k_{1}+k_{3} \succ k_{2}+k_{4}$,
- for any $k_{1}, k_{2}, k_{3} \in \mathcal{K}$ from $k_{1} \succ k_{2}$ and $k_{3} \succ 0$ follows $k_{1} \cdot k_{3} \succ k_{2} \cdot k_{3}$,
- for any $k_{1}, k_{2}, k_{3}, k_{4} \in \mathcal{K}$ from $k_{1} \succ k_{2}, k_{3} \succ k_{4} \succ 0$ follows $k_{1} \cdot k_{3} \succ k_{2} \cdot k_{4}$.

Moreover,
Theorem B.1.3. " $\succeq$ "defines a total order on the set $\mathcal{K}$, i.e.

- for any $k \in \mathcal{K}, k \succeq k$,
- for any $k_{1}, k_{2}, k_{3} \in \mathcal{K}$, if $k_{1} \succeq k_{2}$ and $k_{2} \succeq k_{3}$, then $k_{1} \succeq k_{3}$,
- for any $k_{1}, k_{2} \in \mathcal{K}$, if $k_{1} \succeq k_{2}$ and $k_{2} \succeq k_{1}$, then $k_{1}=k_{2}$,
- for any $k_{1}, k_{2} \in \mathcal{K}$ either $k_{1} \succeq k_{2}$ or $k_{2} \succeq k_{1}$.

Lemma B.1.4. Any finite non-empty subset $F$ of an ordered field has maximum and minimum.

Proof. Induction by $|F|$ (i.e. number of elements in $F$ ), using the fact that " $\succeq$ " is a total order.

Definition B.1.5. An ordered field $\mathcal{K}$ is called Archimedean if for any $k \in \mathcal{K}$ there exist $n \in \mathbb{N}$, i. e.

$$
n=\underbrace{1+\cdots+1}_{n} \in \mathcal{K},
$$

such that $n \succ k$.
Definition B.1.6. The absolute value of $k \in \mathcal{K}$ is defined as follows:

$$
|k|=\left\{\begin{array}{l}
k \text { if } k \succeq 0, \\
-k \text { otherwise }(\text { if } k \prec 0) .
\end{array}\right.
$$

Lemma B.1.7. The mapping " $|\cdot| ": \mathcal{K} \rightarrow \mathcal{K}$ has the following properties:
for any $k, k_{1}, k_{2} \in \mathcal{K}$

- $|k|=0$ if and only if $k=0$,
- $k \preceq|k|$,
- $\left|k_{1} \cdot k_{2}\right|=\left|k_{1}\right| \cdot\left|k_{2}\right|$,
- $\left|k_{1}+k_{2}\right| \preceq\left|k_{1}\right|+\left|k_{2}\right|$,
- $\left|\left|k_{1}\right|-\left|k_{2}\right|\right| \preceq\left|k_{1}-k_{2}\right|$,
- $\left|k_{1}\right| \prec k_{2} \Leftrightarrow-k_{2} \prec k_{1} \prec k_{2}$,
- if $k_{1} \neq 0$ then $\left|k_{1}^{-1}\right|=\left|k_{1}\right|^{-1}$.

Definition B.1.8. The characteristic of a field is the smallest number $n \in \mathbb{N}$ such that

$$
n=\underbrace{1+\cdots+1}_{n}=0 \in \mathcal{K} .
$$

Lemma B.1.9. The characteristic of an ordered field is zero.

## B. 2 Levi-Civita field $\mathcal{R}$

In this section we recall some definitions and results on Levi-Civita field $\mathcal{R}$ (see, e.g. [4], [19], [28], [29], [30]). See also [6, pp. A.VI.20-A.VI.28] for the general properties of ordered fields.

## B.2.1 Basic definitions

Definition B.2.1. A subset $M$ of the rational numbers $\mathbb{Q}$ is called left-finite if for every number $r \in \mathbb{Q}$ there are only finitely many elements of $M$ that are smaller than $r$. The set of all left-finite subsets of $\mathbb{Q}$ will be denoted by $\mathbb{S}$.
Definition B.2.2. We define the Levi-Civita field $\mathcal{R}$ as

$$
\begin{equation*}
\mathcal{R}=\{\alpha: \mathbb{Q} \rightarrow \mathbb{R} \mid \operatorname{supp} \alpha(q) \subset \mathbb{S}\} \tag{B.2.1}
\end{equation*}
$$

i. e. the field consists of real valued functions on $\mathbb{Q}$ with left-finite support.

Definition B.2.3. Addition in $\mathcal{R}$ is defined componentwise:

$$
\begin{equation*}
(\alpha+\beta)(q)=\alpha(q)+\beta(q) \tag{B.2.2}
\end{equation*}
$$

for any $\alpha, \beta \in \mathcal{R}$.
Multiplication in $\mathcal{R}$ is defined as follows

$$
\begin{equation*}
(\alpha \cdot \beta)(q)=\sum_{\substack{q_{\alpha}, q_{\beta} \in \mathbb{Q}, q_{\alpha}+q_{\beta}=q}} \alpha\left(q_{\alpha}\right) \cdot \beta\left(q_{\beta}\right) . \tag{B.2.3}
\end{equation*}
$$

for any $\alpha, \beta \in \mathcal{R}$.
Theorem B.2.4. $(\mathcal{R},+, \cdot)$ is a field.

Theorem B.2.5. If we define in $\mathcal{R}$ the set of positive elements as

$$
\begin{equation*}
\mathcal{R}^{+}=\{\alpha \in \mathcal{R} \mid \alpha(\min \{\operatorname{supp}(\alpha)\})>0\}, \tag{B.2.4}
\end{equation*}
$$

then $(\mathcal{R},+, \cdot)$ becomes an ordered field.
Theorem B.2.6. The field of real numbers $\mathbb{R}$ can be embedded in $\mathcal{R}$ under preservation of its arithmetic and order structure. The embedding $\Pi$ is as follows: for any $h \in \mathbb{R}$

$$
\Pi_{h}(q)= \begin{cases}h, & \text { if } q=0  \tag{B.2.5}\\ 0, & \text { otherwise }\end{cases}
$$

Theorem B.2.7. Let $\alpha \in \mathcal{R}$ be nonzero.

- If $n \in \mathbb{N}$ is even and $\alpha \succ 0$, then $\alpha$ has two $n$th roots in $\mathcal{R}$.
- If $n \in \mathbb{N}$ is even and $\alpha \prec 0$, then $\alpha$ has no nth roots in $\mathcal{R}$.
- If $n \in \mathbb{N}$ is odd, then $\alpha$ has a unique root in $\mathcal{R}$.

In other words, $\mathcal{R}$ is a real-closed field.
Therefore, since for any $\beta \in \mathcal{R}$ from $\beta^{2}=\alpha$ follows $(-\beta)^{2}=\alpha$, there is exactly one positive square root of any $\alpha \succ 0$. We will denote it by $\sqrt{\alpha}$.
Definition B.2.8. We define the element $\tau \in \mathcal{R}$ as follows:

$$
\tau(q)= \begin{cases}1, & \text { if } q=1  \tag{B.2.6}\\ 0, & \text { otherwise }\end{cases}
$$

The element $\tau$ is infinitesimal in $\mathcal{R}$, i.e. it is less, than every positive real number (see (B.2.5)).
Remark B.2.9. The field $\mathcal{R}$ is non-Archimedean: $n \prec \tau^{-1}$ for any $n \in \mathbb{N}$.

## B.2.2 Topology in $\mathcal{R}$, convergence and Cauchy-completness.

Most definitions and statements in this subsection are from [4] and [28].
Definition B.2.10 (Order topology). We call a subset $M$ of $\mathcal{R}$ open if for any $\alpha_{0} \in M$ there exists an $\epsilon \succ 0, \epsilon \in \mathcal{R}$ such that an $\epsilon$-ball

$$
O\left(\alpha_{0}, \epsilon\right)=\left\{\alpha \in M| | \alpha-\alpha_{0} \mid \preceq \epsilon\right\}
$$

is a subset of $M$.
All sets $O\left(\alpha_{0}, \epsilon\right)$ form a basis of topology.
Theorem B.2.11. With the above topology, $\mathcal{R}$ becomes nonconnected topological space. It is Hausdorff. There is no countable base. The topology induced to $\mathbb{R}$ is the discrete topology. The topology is not locally compact.
Definition B.2.12. We call the sequence $\left\{\alpha_{n}\right\}_{i=n}^{\infty}$ in $\mathcal{R}$ strongly convergent to the limit $\alpha \in \mathcal{R}$ if it converges to $\alpha$ with respect to an order topology, i.e. for every $\epsilon \succ 0, \epsilon \in \mathcal{R}$ there exists $N_{0} \in \mathbb{N}$ such that $\left|\alpha_{n}-\alpha\right| \preceq \epsilon$ for any $n>N_{0}$.

Theorem B.2.13. Let $\alpha \in \mathcal{R}$. Then $\alpha$ is uniquely characterized by an ascending (finite or infinite) sequence $\left\{q_{i}\right\}$ of support points and corresponding sequence $\left\{\alpha\left(q_{i}\right)\right\}$ of function values, and the sequence $\alpha_{n}=\sum_{i=1}^{n} \alpha\left(q_{i}\right) \tau^{q_{i}}$ converges strongly to the limit $\alpha$. Hence we can write

$$
\begin{equation*}
\alpha=\sum_{i=1}^{\infty} \alpha\left(q_{i}\right) \tau^{q_{i}} \tag{B.2.7}
\end{equation*}
$$

Theorem B.2.14 (Cauchy-completness of $\mathcal{R}$ ). $\left\{\alpha_{n}\right\}$ is a Cauchy sequence in $\mathcal{R}$ (i. e. for any positive $\epsilon \in \mathcal{R}$ exists $N_{0} \in \mathbb{N}$ such that $\left|\alpha_{l}-\alpha_{m}\right| \preceq \epsilon$ for all $l, m \geq N_{0}$ ), if and only if $\left\{\alpha_{n}\right\}$ converges strongly.

## Some Known Physical Laws and Statements

In this section we recall some basic physical concepts and laws from the theory of electrical networks. See, e.g. [9], [12], [14], [15], [16], [20], [27] and [31] for the references.


Figure C.1: Physical electrical network

In an electrical network three types of passive elements (impedances) can occur:

1. resistor, the voltage drop on which by Ohm's law is

$$
\begin{equation*}
V_{R}(t)=R I_{R}(t), \tag{C.0.1}
\end{equation*}
$$

where $I_{R}(t)$ is the current in this segment of the circuit at time $t$ and $R \in$ $(0,+\infty)$ is the resistance;
2. inductor, the voltage drop on which by Faraday's law is

$$
\begin{equation*}
V_{L}(t)=L I_{L}^{\prime}(t) \tag{C.0.2}
\end{equation*}
$$

where $I_{L}(t)$ is the current in this segment of the circuit at time $t$ and $L \in$ $(0,+\infty)$ is the inductance;
3. capacitor, the voltage drop on which is

$$
\begin{equation*}
V_{C}(t)=\frac{Q(t)}{C} \tag{C.0.3}
\end{equation*}
$$

where $Q(t)$ is the charge of the capacitor at time $t$ (also, $Q^{\prime}(t)=I_{C}(t)$, where $I_{C}(t)$ is the current in this segment of the circuit at time $\left.t\right)$ and $C \in(0,+\infty)$ is the capacity.
Statement C.0.1 (Kirchhoff's law). At any node in an electrical circuit, the sum of currents flowing into that node is equal to the sum of currents flowing out of that node:

$$
\begin{equation*}
\sum_{k} I_{k}(t)=0 . \tag{C.0.4}
\end{equation*}
$$

For any electrical network, when external periodic voltage of frequency $\omega$ is applied, the time-varying voltage $V(t)$ can be written as

$$
V(t)=\widehat{V} e^{i \omega t}
$$

where $\widehat{V}$ is a complex number that is independent of $t, \omega$ is the frequency of an alternating current. The current $I(t)$ can be represented in the similar way

$$
I(t)=\widehat{I} e^{i \omega t}
$$

(see e.g. [15, p.22-1]).
Statement C.0.2 (Kirchhoff's complex law). At any node in an electrical circuit, the sum of complex currents flowing into that node is equal to the sum of complex currents flowing out of that node:

$$
\begin{equation*}
\sum_{k} \widehat{I}_{k}=0 . \tag{C.0.5}
\end{equation*}
$$

For the complex voltage $\widehat{V}$ on a segment of an electrical circuit the following is true:

$$
\begin{equation*}
\widehat{V}=\widehat{I} Z \tag{C.0.6}
\end{equation*}
$$

where $\widehat{I}$ is a complex current in the segment and $Z$ is its impedance. For the passive elements the impedances are as follows:

- $R \in(0, \infty)$ for the resistor,
- Liw, $L \in(0, \infty)$ for the inductor,
- $\frac{1}{C i \omega}, C \in(0, \infty)$ for the capacitor,
where $\omega$ is the frequency of an alternating current, $i$ is the imaginary unit (see e.g. [14, p.23-6]).

The equation (C.0.6) is a complex generalization of the Ohm's law.
Statement C.0.3 (Series law). [14, p. 25-9] The impedance of two passive elements, connected in series, is equal to the sum of their impedances.


Figure C.2: Physical series law
Statement C.0.4. [Conservation of complex power] In any AC network, operating in a steady state, the sum of complex powers delivered by sources is equal to the sum of complex powers absorbed by passive elements. Here the complex power can be calculated by the following formula:

$$
\begin{equation*}
S=\widehat{V} \bar{I} \tag{С.0.7}
\end{equation*}
$$

where $S$ is a complex power, $\widehat{V}$ is a complex voltage, $\bar{I}$ is a complex conjugate of a complex current. Then $\operatorname{Re} S$ is equal to the real power and $\operatorname{Im} S$ is equal to the reactive power.
Statement C.0.5 (Superposition theorem). [20, p. 75 and p.329] In any network containing more than one source, the current in, or the potential difference (voltage) across, any branch can be found by considering each source separately and adding their effects: omitted sources of electromotive force are replaced by impedances equal to their internal impedances.

## List of Figures

1.1 One edge of a network with impedances ..... 1
2.1 One edge of a network ..... 9
2.2 Star-mesh transform for $m=9$ ..... 19
2.3 Series law ..... 23
2.4 Parallel-series law ..... 24
$2.5 \quad Y-\Delta$ transform ..... 25
$2.6 \Delta-Y$ transform ..... 27
2.7 $L C$-network ..... 28
2.8 Simple network ..... 29
2.9 Non-uniqueness of the solution of the Dirichlet problem ..... 30
2.10 Example of a complex-weighted graph, which is not a network ..... 31
2.11 An example of $Y-\Delta$ transform ..... 32
2.12 Suggested $Y-\Delta$ transform for the case $\lambda= \pm i \sqrt{\frac{2}{L C}}$ ..... 33
2.13 An example of $\Delta-Y$ transform ..... 34
2.14 Condition (2.2.25) in $\Delta-Y$ transform ..... 35
2.15 The weight after $Y-\Delta$ transform is not positive real function ..... 37
2.16 The weight after $\Delta-Y$ transform is not positive real function ..... 37
2.17 Finite ladder network ..... 38
2.18 Finite network with continuous effective admittance for any $\lambda \in \Lambda$ ..... 41
2.19 Example of a finite network with non-continuous admittance ..... 43
2.20 Complex-weighted graph $C_{4}$, which is not a network ..... 45
2.21 A network on $C_{4}$ ..... 47
2.22 The domain $\Omega=\left\{\lambda \in \mathbb{C} \mid \operatorname{Im} \lambda \neq 0\right.$ and $\left.|\lambda|^{2}>S_{D}\right\}$. ..... 55
2.23 The domain $\Omega^{*}=\left\{\lambda \in \mathbb{C} \mid \operatorname{Im} \lambda \neq 0\right.$ and $\left.|\lambda|^{2}<S_{D}^{*}\right\}$ ..... 58
2.24 The domain $\mathbb{C} \backslash J^{*}$ ..... 59
2.25 Infinite network $\Gamma$ ..... 61
2.26 Networks $\Gamma_{1}$ and $\Gamma_{2}$ ..... 61
2.27 Chain network ..... 64
2.28 Modified ladder network ..... 66
2.29 Feynman's ladder with zero at infinity ..... 69
2.30 The images of $\xi_{1}$ and $\xi_{2}$ ..... 70
2.31 The domain of $\xi_{1,2}(\gamma(\lambda))$ ..... 71
2.32 The domains $\Omega_{1}$ and $\Omega_{2}$ ..... 72
2.33 The limits of $\xi_{1}(\lambda)$ and $\xi_{2}(\lambda)$ ..... 73
3.1 Star-mesh transform over an ordered field for $m=7$ ..... 84
3.2 Series law over an ordered field ..... 87
3.3 Parallel-series law over an ordered field ..... 88
3.4 $Y-\Delta$ transform over an ordered field ..... 89
$3.5 \Delta-Y$ transform over an ordered field ..... 90
3.6 Simple network over $\mathbb{R}(\lambda)$ ..... 91
3.7 Network over $\mathbb{R}(\lambda)$ ..... 92
3.8 One more network over $\mathbb{R}(\lambda)$ ..... 93
3.9 Infinite $\alpha \beta$-network over an ordered field ..... 95
3.10 Finite ladder network ..... 96
C. 1 Physical electrical network ..... 115
C. 2 Physical series law ..... 117

## Bibliography

[1] Patricia Alonso Ruiz. Power dissipation in fractal Feynman-Sierpinski AC circuits. Journal of Mathematical Physics, 58:215-237, 2017.
[2] John C. Baez and Brendon Fong. A compositional framework for passive linear networks. arXiv:1504.05625, http://arxiv.org/abs/arXiv:1504.05625, 2016.
[3] Martin T. Barlow. Random Walks and Heat Kernels on Graphs. Number 438 in London Mathematical Society, Lecture Note Series. Cambridge University Press, 2017.
[4] Martin Berz, Christian Bischof, George Corliss, and Andreas Griewank. Computational Differentiation: Techniques, Applications, and Tools. Chapter 2: Calculus and Numerics on Levi-Civita Fields. eds., SIAM, 1996.
[5] T. S. Blyth. Lattices and Ordered Algebraic Structures. Springer-Verlag London Limited, 2005.
[6] N. Bourbaki. Elements of Mathematica. Algebra II, Chapters 4-7. SpringerVerlag Berlin Heidelberg, 2003.
[7] O. Brune. Synthesis of a finite two-terminal network whose driving-point impedance is a prescribed function of frequency. Thesis (Sc. D.). Massachusetts Institute of Technology, Dept. of Electrical Engineering, Massachusetts, 1931.
[8] S. L. Campbell. Singular systems of differential equations, volume 40 of Research Notes in Mathematics. Pitman Advanced Publishing Program, 1980.
[9] S. L. Campbell. Singular systems of differential equations II, volume 61 of Research Notes in Mathematics. Pitman Advanced Publishing Program, 1982.
[10] Joe P. Chen, Luke G. Rogers, Loren Anderson, Ulysses Andrews, Antoni Brzoska, Aubrey Coffey, Hannah Davis, Lee Fisher, Madeline Hansalik, Stephew Loew, and Alexander Teplyaev. Power dissipation in fractal AC circuits. Journal of Physics A: Mathematical and Theoretical, 50(32), 2017.
[11] Fan R. K. Chung. Spectral Graph Theory. Number 92 in CMBS - Regional Conference Series in Mathematics. AMS, Providence, Rhode Island, 1997.
[12] Charles A. Desoer and Ernest S. Kuh. Basic Circuit Theory. McGraw-Hill Book Company, 1969.
[13] P.G. Doyle and J.L. Snell. Random walks and electric networks. Number 22 in Carus Mathematical Monographs. Mathematical Association of America, Washington, DC, 1984.
[14] Richard P. Feynman, Robert B. Leighton, and Matthew Sands. The Feynman lectures on physics. Volume 1: Mainly mechanics, radiation, and heat. AddisonWesley publishing company, Reading, Massachusetts, Fourth printing - 1966.
[15] Richard P. Feynman, Robert B. Leighton, and Matthew Sands. The Feynman lectures on physics. Volume 2: Mainly electromagnetism and matter. AddisonWesley publishing company, Reading, Massachusetts, Fourth printing - 1966.
[16] A. Grigor'yan. Lecture notes: Ordinary differential equations. https://www. math.uni-bielefeld.de/~grigor/ode2009.htm, 2009.
[17] A. Grigor'yan. Introduction to Analysis on Graphs, volume 71 of AMS University Lecture Series. Providence, Rhode Island, 2018.
[18] G. Grimmett. Probability on Graphs: Random Processes on Graphs and Lattices. Cambridge University Press. New York, 2010.
[19] J. F. Hall and T. D. Todorov. Ordered fields, the purge of infinitesimals from mathematics and the rigorousness of infinitesimal calculus. Bulgarian Journal of Physics, 42(2):99-127, 2015.
[20] Edward Hughes. Electrical and electronic technology. Pearson Education Limited, Tenth edition - 2008.
[21] Paul Klimo. On the impedance of infinite LC ladder networks. European journal of physics, 38(1):1-9, 2016.
[22] Serge Lang. Algebra, volume 211 of Graduate Texts in Mathematics. Springer, Revised third edition - 2005.
[23] David A. Levin, Yuval Peres, and Elizabeth L. Wilmer. Introduction to Analysis on Graphs. Markov Chains and Mixing Times. Providence, Rhode Island, 2009.
[24] Anna Muranova. Effective impedance over ordered fields. arXiv:1907.13239, http://arxiv.org/abs/arXiv:1907.13239, 2019.
[25] Anna Muranova. On the effective impedance of finite and infinite networks. arXiv:1908.10025, http://arxiv.org/abs/arXiv:1908.10025, 2019.
[26] Anna Muranova. On the notion of effective impedance. arXiv:1905.02047, http://arxiv.org/abs/arXiv:1905.02047, 2019.
[27] A. B. Novgorodzev. Teoreticheskie osnovy elektrotechniki: 30 lekcij po teorii elektricheskih cepej (in Russian). Piter, Second edition - 2006.
[28] Khodr Shamseddine. New Elements of Analysis on the Levi-Civita Field. Thesis (Sc. D.). Michigan State University, East Lansing, Michigan, USA, 1999.
[29] Khodr Shamseddine. A brief survey of the study of power series and analytic functions on the Levi-Civita fields. Contemporary Mathematics, 596:269-279, 2013.
[30] Khodr Shamseddine and Martin Berz. Analysis on the Levi-Civita field, a brief overview. Contemporary Mathematics, 508:215-237, 2010.
[31] Arieh L. Shenkman. Circuit analysis for power engineering handbook. Springer Science+Business Media, B. V, 1998.
[32] Paolo M. Soardi. Potential Theory on Infinite Networks. Springer-Verlag, Berlin Heidelberg, 1994.
[33] C. Ucak and C. Acar. Convergence and periodic solutions for the input impedance of a standard ladder network. European journal of physics, 28(2):321-329, 2007.
[34] C. Ucak and K. Yegin. Understanding the behaviour of infinite ladder circuits. European journal of physics, 29(6):1201-1209, 2008.
[35] S. J. van Enk. Paradoxical behavior of an infinite ladder network of inductors and capacitors. American journal of physics, 68(9):854-856, 2000.
[36] Fernando Guevara Vasquez, Travis G. Draper, Justin Cheuk-Lum Tse, E. Wallengren Toren, and Kenneth Zheng. Matrix valued inverse problems on graphs with application to elastodynamic networks. arXiv:1806.07046, http: //arxiv.org/abs/arXiv:1806.07046, 2018.
[37] B. L. van der Waerden. Algebra, volume 1. Springer, New York, 2003.
[38] Wolfgang Woess. Random Walks on Infinite Graphs and Groups. Number 138 in Cambridge Tracts in Mathematics. Cambridge University Press, 2000.
[39] Sung Hyun Yoon. Ladder-type circuits revisited. European journal of physics, 28(22):277-288, 2007.


[^0]:    ${ }^{1}$ For any rational function $\frac{P(\lambda)}{Q(\lambda)}$ with polynomials $P, Q$, one can always assume that $P$ and $Q$ have no common zeros, since otherwise their common linear factor can be cancelled. Hence, one avoids indeterminate form $\frac{0}{0}$.

