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Preface  
Building Continents of Knowledge in 

Oceans of Data: The Future of Co-Created 
eHealth 

Adrien UGONa, Daniel KARLSSONb, Gunnar O KLEINc, Anne MOENd  
aESIEE-Paris, Noisy-le-Grand, FRANCE, bLinköping University, Linköping, SWEDEN, 
cInformatics/eHealth, School of Business, Örebro University, dInstitute for Health and 

Society, University of Oslo, NORWAY  

This volume of Studies in Health Technology and Informatics … Building Continents of 
Knowledge in Oceans of Data: The Future of Co-Created eHealth … Proceedings of 
MIE 2018 … contributes to the discussion of ongoing challenges in eHealth, digitaliza-
tion, capacity building and user engagement with true inter-disciplinary and cross-
domain collaboration arising for 21-century health care. 

The MIE conferences are the most important conference hosted by the European 
Federation for Medical Informatics (EFMI). The first MIE conference was hosted in 
Cambridge, UK in 1978 and therefore, MIE2018 marks the 40th anniversary for the 
Medical Informatics Europe … MIE … conferences. Over the years, the contributions 
presented at the MIE conferences, presented in the IOS Press series Studies in Health 
Technology and Informatics, has contributed to set the stage for medical informatics, 
health informatics and eHealth development in Europe. 

The contributions in this book are no exception and share the full range of meth-
odological and application oriented health informatics achievements at regional, na-
tional, and international level. The first part of the MIE 2018 conference theme … Build-
ing Continents of Knowledge in Oceans of Data … zoom in on experiences, methods 
and expectations for the future coming from achievements in Big Data analytics, data 
driven development of eHealth in the current health care systems and contributions 
from citizens• engagement in their self-management. The second part of the theme … 
The Future of Co-Created eHealth … has triggered a large number of papers describing 
strategies to create, evaluate, adjust or deliver tools and services for improvements in 
the healthcare organizations and citizens to respond to the challenges of the health 
systems. 

This book presents the 190 full papers presented at that conference, held in 
Gothenburg, Sweden in April 2018. We have grouped the papers under these headings: 
Standards and interoperability , Implementation and evaluation, Knowledge manage-
ment, Decision support, Modeling and analytics, Health informatics education and 
learning systems; and Patient centered services. Attention is also given to development 
for sustainable use, educational strategies and workforce development, which may arise 
when health professionals collaborate with colleagues and patients in virtual teams. 
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The concept of •meaningful use• opens up additional perspectives and offers excit-
ing opportunities to ensure that users … broadly understood as health providers, patients 
and their families or consumers at large … are offered workable solutions relevant to 
their needs. 

This volume will  be of interest to all  those whose work involves the analysis and 
use of data to support more effective delivery of healthcare. 

Adrien Ugon, Daniel Karlsson, Gunnar O Klein, Anne Moen  
Editors 

Paris/Stockholm/Örebro/Oslo, March 8th 2018 
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Abstract. Using claims data for research is well established. However, most claims 
data analyses are focused on single countries. Multi-national approaches are scarce. 
The application of different anonymization techniques before data are shared for 
research as well as differences in the reimbursement systems hamper the use of 
claims data from multiple countries. This paper analyses data conflicts that occur 
when international claims data sets are used for research and develops a generic 
process to detect and resolve these conflicts. The approach was successfully applied 
in the EU-funded ADVOCATE (Added Value for Oral Care) project that acquired 
data from health insurance providers, health funds or health authorities in six 
European countries. 

Keywords. Administrative data, secondary use, claims data, data conflicts 

1. Introduction 

Using claims data for research has great potential and is well established [1,2]. However, 
most claims data analyses are focused on single countries. Multi-national approaches, 
that use claims data from other countries, are scarce [3]. 

The European Union (EU)-funded project ADVOCATE (•Added Value for Oral 
CareŽ) aims to use claims data on European level for dental care research by assessing 
the quality of dental health care services. The aim of the project is to analyze which 
national characteristics have a positive influence on these measures and to recommend 
successful strategies to other countries. The project involves the analysis of claims data 
from health insurance providers, health funds or health authorities in six European 
countries, namely Denmark, Germany, Hungary, Ireland, the Netherlands, and the 
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United Kingdom [4]. Oral health measures were defined by a group of experts [5]. The 
measures refer to topics regarding the access to dental care, symptoms and diagnosis, 
health behaviors, oral prevention and patient perception. 

Differences in the underlying treatment codes and anonymization approaches that 
are applied to the data before they are shared for research purposes affect the feasibility 
of comparative analyses [6]. Hence, data quality and metadata descriptions must be 
assessed and data conflicts must be detected and resolved, prior to the analyses [7]. 

In this paper, we analyze on the example of the ADVOCATE project which data 
conflicts can occur when multiple international claims data sets are used for research and 
we develop a generic process to detect and resolve these conflicts. 

2. Methods 

A data cleaning process was developed in an evolutionary process. First, claims data 
were acquired from multiple data owners. In addition to the data sets, the data owners 
provided descriptions of their data (metadata). The descriptions specified semantic data 
characteristics, e.g. variables or attributes, columns and treatment codes of services. 
Characteristics of the data sets were analyzed and treatment codes corresponding to the 
respective oral health measures were identified. For each measure, a numerator and a 
denominator were defined that were available from the data. 

A spreadsheet-based harmonization table as presented in Firnkorn et al. (2015) [8] 
was used to document the results. The table provides a comprehensive view for each 
claims data set compared to the corresponding general definition of the numerator and 
denominator of the oral health measure. For example, to identify patients that had at least 
one X-ray per year in the Danish data, billing events that involve one of the treatment 
codes 1150, 1151, 1152, or 1300 must be extracted. Table 1 depicts an extract of the 
harmonization table. 

Various data conflicts were detected during the matching of treatment codes to the 
corresponding oral health measures that were classified according to the taxonomy of 
Spaccapietra et al. (1992) [9]. 

The matching was subsequently evaluated. Project partners in the respective 
countries were asked if the treatment codes that were identified from the metadata 
descriptions are suitable to calculate the particular oral health measure. 
 

Table 1. Excerpt of the harmonization table that shows how to calculate the oral health measure •number of 
patients with at least one X-ray per yearŽ with the Danish data. 

Oral health measure Claims data Denmark 
Numerator Denominator Treatment codes Denominator unit 

Number of patients with 
at least one X-ray 

Total number of patients 
with claimable service 

per year 

1150, 1151, 1152, 1300 Patients per year 

 

After the feedback from the project partners was received, the oral health measures 
have been calculated with the available claims data sets. 
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3. Results 

The development of the data cleaning workflow resulted in a three-step process: First, 
an initial matching of treatment codes to the corresponding oral health measures is 
developed based on the metadata that are provided by the data owners. The initial 
matching is subsequently validated by stakeholders from the respective countries. Data 
conflicts that are detected in these phases are resolved afterwards, if possible, and the 
final mapping is developed. 

In the ADVOCATE project, the data cleaning process was performed with claims 
data sets and metadata from six data owners from Denmark, England, Germany, Hungary, 
Ireland, and the Netherlands. All data owners sent a description of their data and four 
additionally shared a data excerpt. 

During the initial matching and the validation by project partners, various data 
conflicts were identified and classified: 

Descriptive conflicts occur due to lack of information in claims data. This can occur 
due to differences in the reimbursement systems. If treatments are reimbursed as fixed 
sums, it is not possible to identify individual procedures from the data. 

Semantic conflicts occur, when data are anonymized by the data owner before they 
are shared for research. Microaggregation or generalization are popular mechanisms to 
preserve the anonymity of the individuals. If the aggregation level is too high, specific 
measures cannot be calculated. For example, in the ADVOCATE project the calculation 
of measures was not possible on individual level for one county, because the data owner 
only provided data aggregated by the number of claimed services per quarter. 

Additional semantic conflicts occur due to discrepancies between the meaning of 
treatment codes. In the ADVOCATE project, these conflicts were detected during the 
second phase. Project partners in the respective countries were asked which treatment 
code they would use to claim a specific procedure and if they see discrepancies to the 
codes that were selected from the data descriptions. If possible, these conflicts were 
resolved by choosing different treatment codes. This approach revealed some differences 
between the data descriptions and the actual application of treatment codes in practice. 
For example, although some treatment codes were listed in the data description, they 
were excluded by the project partners because they are not in use anymore for a long 
time or were not relevant to identify specific treatments. For example, to identify partial 
removable dentures from the Dutch data, the treatment codes F10, F15, F34, F35 were 
identified using the metadata description, which were removed later by the project 
partner, because these codes have not been in use anymore for a long time. For example, 
in case of the Danish data, it was possible to calculate twelve oral health measures with 
the available data. The feedback from the Danish project partner led to a correction of 
seven measures. No correction was recommended for the five remaining measures. 

In the ADVOCATE project, 48 oral health measures were defined in total. Twenty 
three oral health measures could not be calculated for any of the countries. Twenty two 
measures have been calculated for single countries (e.g. number of teeth or X-rays). It 
has been possible to calculate three oral health measures for all six countries (periodontal 
examination, root canal treatment and tooth extraction). 
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4. Discussion 

Using claims data for research has great potential. However, using claims data from 
multiple data owners is challenging because differences in data quality and underlying 
treatment codes can hamper the feasibility of analyses or the correctness of results. 

This paper has described a data cleaning process as well as various data conflicts 
that can occur when international claims data from multiple data owners are used for 
research. The experiences made during the ADVOCATE project show that the feedback 
from the stakeholders facilitate the detection of semantic conflicts between the data 
definitions and the actual application in practices. Conflicts that concern differences 
between treatment codes can be resolved. However, other conflicts could not be solved. 
Furthermore, the content of claims data is limited because they are originally collected 
for administrative purposes. In the ADVOCATE project, measures that are related to 
health behaviors, e.g. tooth brushing could not be calculated using the claims data. Hence, 
alternative data sources must be found to gather missing information. Nevertheless, 
claims data are an important data source for research, because they include large numbers 
of observations and have a high representativeness [10]. 

The here presented approach is limited insofar, that it was developed pragmatically 
and the involvement of project partners was done during a later stage of the process. 
However, the involvement of the project partners was important to find discrepancies. 
To improve the process, domain experts such as dental practitioners or stakeholders from 
the health insurances should be involved already in the first phase of the process. The 
process can be extended towards a data harmonization approach that allows using claims 
data from multiple countries for comparative analyses. 

5. Conclusion 

Differences in benefit structures and the application of different anonymization 
techniques before data are shared for research hamper the use of claims data from 
multiple countries. By applying the data cleaning process, presented in this paper, it was 
possible to detect and classify data conflicts. The experiences made in the ADVOCATE 
project show that specific data conflicts can be resolved. The approach can be further 
standardized and used for other data integration projects that aim to use claims data from 
multiple countries. 
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Abstract. Malaria is an infectious disease affecting people across tropical 
countries. In order to devise efficient interventions, surveillance experts need to be 
able to answer increasingly complex queries integrating information coming from 
repositories distributed all over the globe. This, in turn, requires extraordinary 
coding abilities that cannot be expected from non-technical surveillance experts. In 
this paper, we present a deployment of Semantic Automated Discovery and 
Integration (SADI) Web services for the federation and querying of malaria data. 
More than 10 services were created to answer an example query requiring data 
coming from various sources. Our method assists surveillance experts in 
formulating their queries and gaining access to the answers they need. 

Keywords. Interoperability, Web Services, Malaria Surveillance, Malaria 
Analytics, Distributed Data 

Introduction   

Malaria is an infectious disease caused by Plasmodium parasites and transmitted 
through the bites of an infected Anopheles mosquito. It is endemic throughout 91 
tropical and subtropical countries and in 2015, it was estimated to have caused the 
death of 429,000 people [1] worldwide. Sub-Saharan African countries, however, bear 
the heaviest burden in the world and account for almost 90% of all registered malaria 
cases. The economic and societal costs of malaria are staggering, especially in the 
impoverished countries where it thrives [2]. The ability to control and eradicate malaria 
is part of the international goals for malaria community [3]. A key component in 
controlling and eradicating malaria is surveillance for the monitoring and evaluation of 
the trends, epidemiology, and interventions. 

Malaria data is stored in distributed repositories, locally and globally, with various 
levels of granularity. For instance, Mapping Malaria Risk in Africa (MARA) [4] is an 
open-access Web-based platform designed to extract and display raw malario-metric 
data. Likewise, Zambia•s District Health Information Software 2 (DHIS2) [5] is an 
open source software platform for reporting, analysis, and dissemination of data on 
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different health conditions. The goal of the Semantics, Interoperability, and Evolution 
for Malaria Surveillance (SIEMA) project [6] is to enable the federation and querying 
of distributed malaria data in a manner resilient to changes in data availability, structure 
and location. This paper introduces a central component of this solution, namely the 
use of semantic querying and data federation to access target information in distributed 
data repositories. SADI Semantic Web services [7] have been shown to improve 
semantic data access to a variety of programmatically accessible data repositories. In 
this paper, we present a deployment of SADI services and illustrate how surveillance 
experts can construct queries for malaria data without special regard to how the data is 
structured or distributed.  

This paper is organized as follows: we start with a technical description of the 
SADI framework. This is followed by a brief overview of the registry of services and 
the graphical query client used in an example deployment. The paper concludes with 
some observations.  

1. Methods  

In this study, we have adopted a RESTful Web Service framework called the Semantic 
Automated Discovery and Integration (SADI) [7] which provides a set of conventions 
for creating Semantic Web services making publication of services easier. Services 
defined using SADI provide their I/O descriptions as well as a queryable semantic 
description of the service functionality. Service descriptions are archived in registries 
where they can be discovered by SADI query clients, SHARE [8] and HYDRA [9] 
using SPARQL as a query language. These clients can plan complex workflows and 
invoke services to retrieve target data in an automated fashion. The SADI framework 
uses RDF[S], OWL for data representation and modeling, and HTTP based 
recommendations (GET, POST) for interacting with the services. The SADI services 
receive and produce RDF instances of OWL classes. Input RDF data is annotated with 
service outputs to become an integrated instance of the output OWL class, thereby 
linking the input and output data.  

SADI service input and output descriptions are authored using community adopted 
domain terminologies. For the current malaria surveillance study, we used 
terminologies from the Mosquito Insecticide Resistance Ontology (MIRO) [10]. In our 
trial deployment we used HYDRA, a commercial query engine for SADI services 
developed by IPSNP Computing Inc. In this paper, we illustrate HYDRA•s intelligent 
graphical user interface that supports query composition by non-technical users. It has a 
keyword/natural language understanding capability that is employed to form a graph-
based rendition of an end user•s query that is then translated to SPARQL. HYDRA can 
interpret SPARQL and discover matches to SADI services stored in the registry. The 
SADI framework has already been used in other scenarios requiring complex data 
integration, such as clinical intelligence [9] and ecotoxicology [11], but never in the 
context of infectious disease surveillance. Use of the HYDRA•s graphical interface for 
query composition as not been previously reported in the literature.  
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2. Malaria Services 

Building services for the federation and querying of malaria data require consultation 
with end-users about the queries they want to be answered and the availability of 
relevant data sources. Figure 1 shows a registry of eleven SADI Semantic Web services, 
which are created to answer some queries in the field.  

 

Figure 1. A screenshot of the registry of services used to answer the example query. 

The declarative programming of input and output of the services define what a service 
expects as an input and what it produces as an output after the execution. Among the 
deployed services, there are four in the form of allX, which retrieve all information 
regarding X without expecting any input. They are: allAssays, allCollectionSites, 
allFieldPopulation, and allMosquitoPopulations. On the other hand, there are 7 services 
in the form of getYByZ, which retrieve Y based on the input Z. They are:  

getCollectionSiteIdByPopulationId, getCountryByCollectionSiteId, 
getInsecticideIdByAssayId, getPopulationIdByAssayId, getResultByAssay, 
getSpeciesNameByPopulationId, and 
getIdentificationMethodDescriptionByPopulationId.  

For example, while the service allMosquitoPopulations retrieves all the identifiers 
of the mosquito populations, the service getSpeciesNameByPopulationId retrieves the 
name of a mosquito species for a given mosquito population identifier.  

In this paper, we defined one query that we deemed interesting and created 
synthetic data that can be used to provide an answer. The query we used as an example 
was •What are the names of all the species of mosquito found in Uganda that are 
affected by the insecticide DDT?Ž. The graph representation of this query can be found 
in Figure 2. This query returns the list of possible values of one variable, the 
species ?species in the red variable-node. The species that correspond to the answer are 
the ones which are part of a population, identified by the blue concept-node 
MIRO_30000006, which was collected in a site in the country identified by the yellow 
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value-node containing the string Uganda. That population also had to be part of a 
bioassay during which a utilization of the insecticide named 
Dichlorodiphenyltrichloroethane was deemed to have a positive toxicological result. 
The services called to answer this query were allAssays, getCollectionSiteIdByPopulationId, 
getCountryByCollectionSiteId, getInsecticideIdByAssayId, getPopulationIdByAssayId, 
getResultByAssay and getSpeciesNameByPopulationId.  

 
Figure 2. The graph representation of the query •What are the names of all the species of mosquito found in 
Uganda that are affected by the insecticide DDT?Ž The query specifically queries for the results of tests 
where a bioassay showed a positive toxic effect of the insecticide DDT on mosquitos collected from a site 
located in Uganda and select for the names of the mosquito species. 

3. Conclusions and Discussion 

In this work, we have introduced the use of a data integration platform that facilitates 
non-technical end-users to create complex queries over heterogeneously formatted and 
distributed data. The presented approach has been already shown beneficial in 
formulating and answering complex queries in other domains [9,11] including mission 
critical surveillance tasks. In [11] SADI has been used for querying information to aid 
detection of patients with hospital-acquired infections, such as Sepsis. Clinical 
guidelines stipulate diagnostic variables reflecting conditions such as fever, high white 
blood cell counts, deficiencies in oxygen reaching the body tissues and checking for 
these conditions is essential to the identification of identify patients at risk of infection. 
In recent work HYDRA GUI has made it possible for diagnostic variables to be readily 
translated into surveillance queries2.  
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Malaria surveillance practitioners are also interested in identifying incidents of 
infections, albeit at the population level over wide geographic regions. They also want 
to check the occurrence of environmental conditions that correspond with the spread of 
mosquito vectors, determine the impact of interventions and review the demographics 
of patients. In both scenarios, a framework for federation of heterogeneous distributed 
data and a tool for easy composition of multiple complex queries can greatly improve 
surveillance and facilitate interventions. In our current work, we are in the process of 
building and testing the appropriate resources (i) a registry of SADI services, (ii) a 
shareable library of saved SPARQL queries essential for malaria surveillance tasks. By 
recruiting SADI and HYDRA we seek to showcase a tangible approach for assembling 
surveillance routines composed of many complex queries across multiple data 
resources and formats. We anticipate that the example we provide will stimulate 
essential discussions in the community about strategies for surveillance tasks to the 
extent that a set agreed upon surveillance criteria can be realized and adopted.  
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Abstract. Electronic exchange of medical data between clinics and test centers 
makes the testing process more efficient, enables continuity of care record and   
reuse of medical data. The presented project employs HL 7 FHIR approach to model 
clinical concepts for the medical data exchange between a test center and different 
hospitals. Using a standard FHIR editor we have modeled 1226 observation profiles, 
2396 commercial tests profiles that are mapped to 3249 production tests profiles.  
We have also defined a concept of an order and developed RESTfull API protocol 
to facilitate the ordering process. Now the data exchange system is in production 
and processes more than 20 000 test orders with more than 40 000 tests a day. 

Keywords. FHIR, Semantic interoperability, laboratory data exchange, integration 

1. Introduction 

Laboratory information systems (LISs) are designed to automate workflows of clinical 
laboratories and to provide an interface to Hospital Information Systems (HIS) and 
billing systems.  

The communication between a HIS and a LIS can be divided into five common steps 
presented in the figure 1. 

 
Figure 1. HIS-LIS data exchange process. 

When a HIS generates an order to perform lab tests it has to follow the tests' 
preanalytic rules.  This requires that a HIS can analyse selected tests and conclude how 
many specimens of which type must be taken and which additional required fields must 
be filled. To do this, a HIS must have access to the standard definitions of laboratory test 
concepts and be able to process them. After an order has been completed it shall be 
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transferred to a LIS and the test results shall be returned to a HIS in a standard structure 
preserving semantics of the data. 

So, the integration and maintenance of a semantically interoperable communication 
between a LIS and a HIS is one of the most important tasks to provide efficient laboratory 
workflow and continuity of care record. 

Efficient data exchange between a LIS and a HIS requires that both systems 
understand the semantics of data and support its structure [3].  Medical data exchange 
standards such as openEHR [1], CEN/ISO EN13606 [2; 5; 7], HL7 [8] define generic 
architectures to provide semantic interoperability of medical data. 

Fast Healthcare Interoperability Resources (FHIR) is the most recent 
implementation of HL7 Consortium that provides specific set of concepts to model 
laboratory tests and facilitate HIS-LIS data exchange 
(http://wiki.hl7.org/index.php?title=Laboratory_Order_Conceptual_Specification). 
FHIR resources can serve as a good basis to define a structure and semantics of 
laboratory tests and to transfer them to a HIS [4]. The semantics of data can be defined 
using the reference to an international standard nomenclature, for example LOINC [6]. 

FHIR resources define a concept of a test order but don't provide description how to 
implement the preliminary phase of the order creation (steps 1-3 in the figure 1). The 
following data required to run the process are missing: 

�  List of available tests 
�  Tests preparation protocols 
�  Types of biomaterial that a lab is ready to accept 
�  Duration of the tests 
�  Data influencing references of the results 
�  List of specimens to be taken for the order 
In FHIR STU3 a list of available tests can be modelled as HealthCareService 

resources (http://hl7.org/fhir/stu3/healthcareservice.html) or a Contract 
(http://hl7.org/fhir/stu3/contract.html). Whereas, the HealthCareService resource is a 
part of an Administration block and is designed to define a list of high level services are 
offered by an organization e.g. Allied Health, Clinical Neuropsychologist, Podiatry 
Service. The Contract resource is a part of a Financial block and can be used to define 
rather a legal structure than actual services. So, the standard is missing the resources that 
are required for the order creation process. 

The goal of the paper is to present an implementation of FHIR profiles and data 
exchange infrastructure to automate HIS … LIS workflows. 

2. Methods 

Helix laboratory is a clinical laboratory service located in Saint-Petersburg, Russia. The 
laboratory uses a proprietary laboratory information system, with a unified LOINC based 
terminology. The laboratory receives orders from multiple clinics and sends back results 
using a proprietary RESTfull API protocol. 

2.1. Concept design�

The study required designing a set of FHIR profiles suitable for the decision-support for 
the purposes of a treatment quality control. We used Forge 
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(https://fhir.furore.com/forge/) - official HL7®FHIR® profile editor, a desktop 
Application for profiles• modelling and validation. We used LOINC codes to define the 
semantics of the profiles. 
We have designed a set of RESTfull API endpoints to enable HIS to automate the pre-
order process.  
The approach was evaluated within an integration project of a Helix laboratory service 
in Saint-Petersburg, Russia. To evaluate the approach, we calculated the number of 
erroneous electronic orders that could not be accepted by the LIS. 

3. Results 

3.1. FHIR modelling 

Using a Forge designed we have modelled 1226 observation resources, 2396 commercial 
tests profiles that are mapped to 3249 production tests resources. Each of them consisting 
of primitive 12309 components and measurement unit profiles (i.e. complete blood count 
test consists of 8 components). The examples of a profile and a unit definitions are 
presented in the figure 2. 

 
 

 
Figure 2. Laboratory test and units• resources example. 

The concept of an order aggregates several laboratory tests into one instance. In our 
solution, we have achieved this by setting similar values of the •requiestIDŽ field for the 
tests that are to be aggregated into one order (figure 3).  
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Figure 3. Laboratory test order concept. 

3.2. Pre-order infrastructure 

We have defined a set of API endpoints to represent concepts required to exchange and 
analyse interaction with hospital information systems, namely:  

The following API endpoints were implemented: 

€ GET Nomenclature, which returns a list of available tests 

€ GET estimated time of accomplishment (ETA), which returns time in hours that 
will be required to accomplish a test 

€ GET Questionnaire, which returns a list of mandatory field that need to be 
included in the order.  

The developed FHIR resources and technical documentation is publically available at 
doc.medlinx.online. 

Now the data exchange system is in production and processes more than 20 000 
orders with more than 40 000 tests a day. 

4. Discussion 

The presented approach showed a high efficiency in the pilot project settings. Using 
LOINC codes in profiles allowed avoiding extra effort to map clinical terms from a HIS 
nomenclature to LIS. The FHIR approach requires a very high quality of archetypes• 
definition and a timely and correct update of a repository that plays a major role in a data 
exchange process. 

HL7 FHIR is a relatively young standard (http://hl7.org/fhir/directory.html), 
however, we can already observe compatibility issues. In 2017 an STU3 ((temporary use 
standard)) has been released that doesn't guarantee a backwards compatibility with a 
future FHIR Release 4 and the previous major release of DSTU2 (Draft of a standard for 

Simmilar 
requestID 
values 

G. Kopanitsa and A. Ivanov / Implementation of Fast Healthcare Interoperability Resources14



a temporary use). Frequent changes of the standard can become an obstacle for its 
adoption by the industry. Many of the early adopters still use DSTU2.  

Based on our experience we can distinguish the following main problems of FHIR 
implementations:   

�  Frequent standard changes and a lack of backwards compatibility 
�  There exists no standard approach for a HIS-LIS interaction.  
The next steps of the implementation will be enabling the system working with 

dynamic questionnaires based on the •QuestionnaireŽ FHIR resource to allow collecting 
more precise information about patients• anamnesis. 
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Abstract.  Development of biobanks is still hampered by difficulty to collect high 
quality sample annotations using patient clinical information. The IBCB project 
evaluated the feasibility of a nationwide clinical data research network for this 
purpose. Method: the infrastructure, based on eHOP and I2B2 technologies, was 
interfaced with the legacy IT components of 3 hospitals. The evaluation focused on 
the data management process and tested 5 expert queries in Hepatocarcinoma. 
Results: the integration of biobank data was comprehensive and easy. Five out of 5 
queries were successfully performed and shown consistent results with the data 
sources excepted one query which required to search in unstructured data. The 
platform was designed to be scalable and showed that with few effort biobank data 
and clinical data can be integrated and leveraged between hospitals. Clinical or 
phenotyping concepts extraction techniques from free text could significantly 
improve the samples annotation with fine granularity information. 

Keywords. biobank, data integration, interoperability, big data, data sharing 

1. Introduction 
Biobanks operate at the interface between patient care in hospitals and clinical, 
translational or basic researches. The cooperation and extensive collaboration through a 
network of multiple organizations is encouraged to enable the streamlined exchange of 
bio specimens and associated data. As such, biobanks are central for the development of 
both academic and industrial R&D, which requires an easy access to biological resources 
and associated data, to generate innovative drugs and biomarkers related to specific 
diseases [1]. With the development of high throughput genomics and big data systems, 
even a single experiment with human samples may give rise to huge amounts of hits, 
whose interest and specificity strictly depends on the quality of the original data linked 
to the samples. However, the development of biobanks is still hampered by the difficulty 
to collect and to process human bio specimens based on standards that support quality, 
regarding storage, phenotyping and clinical annotations including medical, genealogical, 
and lifestyle information in a biobank. In parallel, Clinical Data warehouse (CDW) 
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technologies and now Clinical Data Research Networks (CDRN) are coming forward as 
one of the solutions to address bio clinical data exploitation and data sharing at multiple 
scales. In these networks, stakeholders provide to the research community a part of their 
data while maintaining a data-sharing control at any time.  In this context, the main 
objective of the iBCB project (integrating Biological and Clinical data for Biobank) was 
designed to explore, through a proof of concept, how semantic integration and CDW 
technologies could enrich biobanks data and facilitate sharing sparse information, that 
was up to now compartmentalized into clinical information systems. The aim of IBCB 
was to design a multi-site platform prototype capable to provide bio clinical information 
for biobanks in an efficient and secure way. In this paper, we present the technical 
infrastructure and the evaluation of the platform Hepato-Cellular Carcinoma (HCC), 
which is a critical research field. Indeed, Chronic liver disease incidence leading to liver 
cancers is increasing dramatically in the last 20 years worldwide. In France, the incidence 
of chronic liver disease has increased by 2.5-fold [2].  
 
2. Material and methods: 
Definition of the use case: The project involved two academic hospitals (Rennes and 
Bordeaux) and a Cancer Center (CLCC Bergonié of Bordeaux). To define the road map 
of the IBCB platform, we interviewed the potential end users (Pathologists and 
physicians) of the three hospitals, to identify their needs and their functional 
requirements regarding data reuse. We collected the functionalities and the different 
queries they would like to perform on the platform to conduct their research. A main 
requirement was to get the count of patients meeting specific clinical and biological 
criteria and having one or several samples, in a multi-site fashion. Five examples of 
queries were provided by users: 
Q1: all patients having sample(s) AND with HCC AND with other non-hepatic tumor 
Q2: all samples of liver tumor of patient with HCC AND with other non-hepatic tumor 
Q3: all patients having liver sample(s) with HCC AND with non-cirrhotic liver 
Q4: all patients having liver sample(s) with HCC AND NASH syndrome 
Q5: all patients having liver sample(s) with HCC AND with cirrhotic liver and AST > 800 UI/L or 
ALT>800 UI/L 
Infrastructure design and technical aspects: One challenge of the project was to design 
a scalable architecture that could be extended to several hospitals. As a proof of concept 
we build the architecture (fig. 1) on different CDW technologies. Two types of CDW 
(eHOP and I2B2) were used: eHOP is a CDW developed by the team of Rennes, which 
is used in 8 hospitals within the western CDRN of France [3]. I2B2 is an Open Source 
CDW developed by the Boston university to facilitate the use of the clinical patients' data 
in the translational informatics [4]. I2B2 is used in Bordeaux as a legative CDW and in 
Rennes to share structured data coming from eHOP. SHRINE was the third technical 
component that allowed to distribute query and to compute counts of patients from I2B2 
endpoints. All technical components of the infrastructure were hosted within the 
information systems of the 3 hospitals. 
Biobank and clinical data integration: The first step of data integration consisted in 
developing a specific ETL job to extract, transform and load sample data coming from 
the legacy biobank softwares (that were different in the 3 sites) in each CDW: TD 
biobank for Rennes and TumoroteK for Bordeaux. An ontology of data elements taking 
into account the comprehensive content of information available in the biobank software 
databases was commonly defined by the 2 hospitals: the clinical datasets included 
relevant structured data: ICD-10 and ICD-O diagnosis codes, Procedures Codes 
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(CCAM) and pathology codes (French ADICAP terminology). For lab tests, each site 
had its own interface terminology, so we used LOINC to map a subset of relevant data 
elements. 

 
Figure 1: IBCB platform architecture 

 
The second step was to export from the legacy CDWs, clinical and samples data in the 
I2B2 DataMart intended to be shared between hospitals through the SHRINE query 
orchestrator.  
Validation and evaluation methods: Data management study: this first study was 
carried out to assess the ETL processes and the data integration at each level of the 
platform. Counts of data elements were compared from the sources to the target Datamart. 
Biobank data managers were solicited to evaluate the data quality before and after 
integration in the legacy CDW and the target Datamart. A random sample of 100 records 
was compared by the data managers from the two sites. Functional evaluation of the 
platform: A second study consisted into executing queries provided by the users to test 
the platform. Such queries were performed on the legacy CDW and on the IBCB 
datamarts. The objective was to compare the capability of each component to provide 
consistent and complementary information. 
 
3. Results 
Data management study: Table 1 compares from the 2 sites the count of patients and 
data elements integrated in the CDW:  

 
  Rennes Site Bordeaux Site 

Available Bioclinical 
data collection in 
CDW: 

- Nb of patients  
- Nb of bioclinical documents  
- Nb of related data elements 
- Period of time  

1.2 millions  
38 millions  
299 millions  
1995 to 2017 

140,000  
10 millions  
235 millions 
2010 to 2017  

Biobank data 
integrated in CDW: 

- Nb of samples / Nb of patient  
- Nb of data elements 
- % integrated / biobank software 

33,074 / 4,958  
708,323  
100% 

18,086 / 13,535  
257,552  
100%  
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- Period of time 2010 to 2017 2006 to 2017 

Data exported to I2B2 
shared DataMart 

- Nb of patients 
- Nb of data elements 
- Period of time 

4,958  
7,428,426 
2010 to 2017 

13,535  
33,061,726 
2006 to 2017 

 
Functional evaluation of the platform: We performed a set of queries to compare the 
results from the IBCB infrastructure with those coming from the legacy CDW. Table 2 
shows the results of the queries at the different stages of the platform. 
 

Query executed on : Q 1 Q 2 Q 3 Q 4 Q 5 

CDW Rennes (eHOP) 
CDW Bordeaux (I2B2) 

34 patients 
84 patients 

34 samples 
128 samples 

84 patients 
170 patients 

3 patients 
- 

30 patients 
71patients 

DataMart Rennes (I2B2) 
DataMart Bordeaux (I2B2) 

34 patients 
84 patients 

34 samples 
128 samples 

84 patients 
170 patients 

- 
- 

30 patients 
71 patients 

 
The Figures 2 and 3 show the Biobank data representations into eHOP and I2B2 user 
interfaces. Specifically, eHOP enables visualization of documents and not only data 
elements. Integration of samples information was fully validated by data managers of 
biobank software. 

Figure 2: eHOP user interface: hierarchy of biobank data elements. Result including free text research  
 

4. Discussion and conclusion: 
The aim of the IBCB project was to investigate whether biobank data combined with bio 
clinical data could be shared with the researcher community at a nationwide level through 
a flexible and scalable infrastructure. This first attempt successfully showed that such 
approach is feasible and could leverage existing technologies. This needed few efforts 
regarding data integration, since biobanking items are quite standardized from one site 
to the other. The limited scope of bioclinical data used in the project also helped data 
integration. The collection of data elements was natively encoded with reference 
terminologies excepted lab tests, which required a manual mapping with the LOINC 
terminology. 
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Figure 3: I2B2 User interface with hierarchy of biobank data elements 

As a limit, our first experiment queried and shared data from only two sites. However, 
we used scalable and open source components (I2B2 and Shrine).  Query 4 focused to 
find patient with a NASH syndrome, which turned out to be not currently coded with 
existing reference terminology. As only structured data was transferred to Datamart, 
query 4 failed on I2B2 but succeeded with eHOP (eHOP has the advantage to natively 
enable advanced information retrieval on both structured data and free text documents). 
Even if free text queries generate noise, from the user•s perspective, the workload to 
manually review the cases returned was negligible compared to the benefit. This shows 
that inferring phenotypes from unstructured data is crucial to answer user needs with 
technologies like I2B2. Future works will focus to deploy the IBCB platform on a larger 
number of hospitals and to provide at a national level the existing and new services such 
as pre-screening functionalities, deep phenotyping [5], and data export to populate target 
databases such as epidemiologic registries or cohort databases. 
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Abstract. Predictive models can support physicians to tailor interventions and 
treatments to their individual patients based on their predicted response and risk of 
disease and help in this way to put personalized medicine into practice. In alloge-
neic stem cell transplantation risk assessment is to be enhanced in order to respond 
to emerging viral infections and transplantation reactions. However, to develop 
predictive models it is necessary to harmonize and integrate high amounts of het-
erogeneous medical data that is stored in different health information systems. 
Driven by the demand for predictive instruments in allogeneic stem cell transplan-
tation we present in this paper an ontology-based platform that supports data own-
ers and model developers to share and harmonize their data for model develop-
ment respecting data privacy. 

Keywords. Predictive models, semantic data annotation, semantic integration 

1. Introduction 

Patterns in individual health data and personalized multiscale models of diseases can 
predict future events and outcome. Such predictive models are able to support decisions 
by physicians in all aspects of personalized diagnosis and treatment. Especially in the 
area of stem cell transplantation (SCT) predictive models are needed, since complica-
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tions, e.g. viral infections, graft-versus-host disease (GvHD) or relapse, can be life-
threatening. It is currently not possible to predict the course of SCT and therefore in a 
number of patients lifesaving interventions cannot be applied on time. Despite the pop-
ularity of predictive research, the development of required models lacks behind expec-
tations [1].  

Model developers need a reliable methodology to easily collect and correlate data 
from different hospitals and diverse sources (health information or laboratory systems, 
medical reports, etc.) in order to reach a sufficient study cohort. It is a tedious task to 
do so manually and it is estimated that currently 50%-80% of a data scientist•s time is 
spent on data integration [2]. An expressive description of data using emerging stand-
ards is necessary to maximize the quality and applicability of the developed models. 
Hence, in the XplOit project we are developing a platform that enhances and acceler-
ates development of predictive models with an innovative approach for semantic data 
integration. The XplOit Platform enables data owners to easily share and harmonize 
their data respecting data protection. Model developers can inspect and analyze cross-
institutional harmonized data. In the following, we describe our approach to semantic 
data integration and the architecture of the XplOit Platform.  

2. Methods … Ontology-Based Data Integration 

Establishment of reliable predictive models requires a profound understanding of the 
meaning and the correlation of cross-institutional data. Therefore, expressive data an-
notations and deep semantic data integration is required. Hence, we have chosen an 
ontology-based data integration approach [2] with the following features: (1) As global 
scheme, we use an ontology that is an expressive standardized description of the do-
main formalized in the Web Ontology Language OWL [3]. (2) Unlike most current 
medical data integration approaches, which use merely concepts from the ontology as 
annotations, we allow complex descriptions to realize deep expressiveness. (3) We aim 
to enable data owners themselves to perform the data integration tasks, i.e. extend on-
tology and create data annotations, since they know the meaning of the data and can 
decide which data is needed. 

Our work exceeds approaches in most other medical data integration platforms as 
e.g. tranSMART [4] or i2B2 [5] in the expressivity of metadata. There are only few 
approaches, e.g. the p-medicine platform [6], with comparable expressivity in their 
metadata. However, in these approaches annotations have to be created mostly manual-
ly, browsing complex ontologies, a tedious and time-consuming task. We, in contrast, 
provide easy-to-use semi-automatic tools as described in the following. 

2.1. VDOT-Ontology and Ontology Aggregator Tool 

The global scheme of our data integration approach is the Viral Disease Ontology 
Trunk (VDOT)2, a modular, domain ontology. It provides formal, human-and comput-
er-understandable axiomatic semantic descriptions of concepts and expressions for the 
description of biomedical data and predictive models. VDOT is standardized by reus-
ing parts of established ontologies relating them in an axiomatic new framework. It 
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does not contain all concepts needed for data annotation purposes, but rather provides a 
framework, which can easily be extended by users to cover their individual annotation 
needs.  VDOT extensions can be semi-automatically generated by end users with the 
Ontology Aggregator Tool. This tool searches a semantic repository, with standardized 
ontologies and can automatically relate needed concepts with others in VDOT.  

2.2. Semantic Data Annotation 

We realize data annotations as paths relating ontology concepts by axiomatically de-
fined relations, allowing to describe the meaning of a data element with different in-
formation. The annotation service supports data owners to easily annotate a data object 
type (DOT) that describes similar data files with paths from the ontology: For each data 
element an ontology path is semi-automatically created in three steps as follows: 
1. Matching concepts. A string matching algorithm searches matching concepts for 

the data element. The label of the data element is compared to labels and syno-
nyms in the ontology. If no concept can be found, the data owner can specify alias-
es. If still nothing can be found the Ontology Aggregator Tool can be used to semi 
automatically extend the ontology. 

2. Ontology paths. For the matched concepts potential ontology paths are created. 
The starting point of the path is the patient, the ending point the matched concept. 
Automatically all possible paths can be created by iteratively searching VDOT uti-
lizing axiomatic constrains of its concepts (ontological relations). 

3. Selection of path. If more than one path is found, the paths are ranked according to 
their likelihood that grows when: 1) Same path is already used in other DOTs. 2) 
Path is similar to paths related to other data elements in the DOT. 3) Path contains 
concept with a high string matching similarity. The ranked paths are shown to the 
data owner with additional descriptions from the ontology, enabling him to select 
the right path. 

From the annotations a formal annotation template is generated, storing the information 
to translate uploaded data matching the DOT into an RDF triple graph and integrate it 
with other data. The information stored in the graph is sufficient to provide model de-
velopers with extensive search and analysis functionality as described in the next chap-
ter.  

3. Results … The XplOit Platform 

The XplOit Platform is a web-based platform for model developers and clinicians 
working in a modelling project together. For modelling projects, a community can be 
founded, which allows data sharing with their members respecting data protection. A 
community manager, who is in general a data owner, is responsible that only author-
ized persons can become a member of the community in order to guarantee data priva-
cy. The data owners from different hospitals upload their pseudonymized data. After 
annotating as described above the data is harmonized by representing them as triples in 
a data store, and model developers can search and analyze it. In the following we de-
scribe the main components and services of the platform as depicted in Figure 1. 
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The De-Identification and Pseudonymisation Services are locally installed in the 
hospitals to semi-automatically pseudonymize and deidentify structured (Mainzelliste 
[7]) and unstructured data (deID-Tool [8]), as e.g. medical reports. The Information 
Extraction Framework (IEF)  provides user friendly tools for data owners to share 
and harmonize their data. It processes structured and unstructured heterogeneous data 
to store the raw data as well as the processed triples data in the data warehouse. The 
IEF enables to integrate different pipelines for a flexible ETL (Extract, Transform and 
Load) processing of the provided data according to configured DOTs. These pipelines 
can be designed as Pentaho Data Integration [9] transformations and uploaded via the 
XplOit portal. The Data Warehouse is the central database of the XplOit Platform. It 
consists of an OpenLink Virtuoso quad store [10], for storing the RDF graph, and a 
MongoDB database [11], for storing application specific data as e.g. user information. 
The Semantic Integration Framework implements the described data integration 
approach. The Modeling Workbench enables model developers to search and analyze 
the integrated data to check data quality, possible correlations and generate first hy-
potheses. It is possible to search for parameters using standardized search terms from 
the ontology, while restricting the data ranges of values. For inspecting the data, it can 
be chosen between a tabular and various graphical views as e.g. histogram, box plots, 
scatterplots and parallel coordinates. The Security Services ensure data protection and 
data integrity. They manage secure data access and provide an audit trail. 

 

 
Figure 1. Architecture of the XplOit Platform.  
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4. Conclusion 

We have presented a semantic data integration platform for enhancing and accelerating 
the development of predictive models. It allows clinicians and model developers to 
work together efficiently. Data owners can easily harmonize and share heterogeneous 
health data while respecting data privacy. This is achieved through an innovative se-
mantic data integration approach that enables model developers to quickly gain a deep 
understanding of meaning and correlation of data providing them with data-inspecting, 
-analyzing and -export tools enhancing and accelerating their work. 
  First tests with clinicians and model developers are promising. They have shown 
that both user groups are able to efficiently work with the platform and confirmed that 
important preliminary work for model development can be conducted. Currently our 
platform is applied for developing predictive models for stem cell transplantation utiliz-
ing data from two university hospitals. 

In the future, we will also support transfer of predictive models from bench to bed-
side. Model developers will be able to upload their models into a model repository. The 
models can be validated with prospective clinical trials using the ontology-based trial 
management system ObTiMA [12]. Following validation, clinicians can apply the 
models in patient treatment. Furthermore, data pipelines for miRNA and imaging data 
will be integrated. The presented ontology-based data integration approach can be also 
applied to other kinds of biomedical data integration scenarios. 
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Abstract. We introduce 3000PA, a clinical document corpus composed of 3,000 
EPRs from three different clinical sites, which will serve as the backbone of a na-
tional reference language resource for German clinical NLP. We outline its design 
principles, results from a medication annotation campaign and the evaluation of a 
first medication information extraction prototype using a subset of 3000PA. 
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1. Introduction 

Clinical reports and free text entries in electronic patient records (EPR) are a rich 
source of medical information with high added value for clinical decision making [1]. 
Yet, this knowledge is mostly verbally encoded, thus making it hard to be harvested 
automatically. Fortunately, biomedical natural language processing (NLP) technology 
has matured significantly over the years and, hence, unstructured knowledge in verbal 
form can be extracted from clinical narratives for the benefit of patients [2]. 

Despite the huge amounts of raw text stored in clinical information systems, these 
textual resources are by no means easily accessible for another reason. Strict legal rules 
for the protection of patients• data privacy prohibit the transfer of clinical documents 
from the hospital to external sites, e.g. NLP labs. For instance, the workflow developed 
for the i2b2 challenge competitions [3] to share clinical documents in conformance with 
legal rules„ 1) complete pseudonymization of textual occurrences of 18 well-defined 
Protected Health Information categories (for a complete list, cf. [3]), 2) approval of the 
de-identified clinical documents by institutional review boards, and 3) release of anon-
ymized data on the basis of Data Use Agreements (DUA)„is effective within the con-
text of the Anglo-American legal culture only. (National) European law is much more 
restrictive, so that, up until now, only very few non-English corpora have been released. 
This situation has a massive negative effect on improving clinical NLP tools, since 
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sharable, open-source language resources„corpora and software„are at the heart of 
NLP research as they play a pivotal role for performance testing and classifier training. 

A recently started large-scale national funding initiative in Germany2  aims at 
changing this situation fundamentally by the concerted effort of researchers from clini-
cal medicine, medical informatics, and major IT companies. The SMITH consortium,3 

one of the four major players in this initiative, incorporates lead members from the 
universities and university hospitals in Leipzig (UKL), Jena (UKJ) and Aachen (UKA). 
As a first result of the collaboration under the SMITH umbrella, the 3000PA corpus has 
been set up. It will serve as a backbone for a national reference corpus of German lan-
guage clinical documents to be made accessible on an on-demand basis via Data Inte-
gration Centers that act as trustful information brokers for all kinds of service requests. 

2. Related Work 

In the US, the past decade has seen a series of clinically oriented NLP shared tasks. 
Prominent examples are the •TREC Precision Medicine / Clinical Decision Support 
TrackŽ as part of the •Text Retrieval ConferenceŽ (TREC),4 the NLP branch of the •In-
tegrating Biology and the BedsideŽ (i2b2) initiative,5  and, since 2015, •Clinical 
TempEvalŽ,6 a challenge campaign mainly organized by NLP researchers with a focus 
on temporal orderings of clinical events. From these activities, de-identified and seman-
tically annotated clinical corpora have emerged which can easily be acquired, in a de-
identified form, by signing a DUA. Accordingly, for clinical NLP with focus on the 
English language, there are plenty of resources available. For the non-English language 
communities, however, less comfortable conditions prevail. Only very few EU coun-
tries follow the DUA policy, such as reported for a clinical adverse drug reaction corpus 
for Spanish [4] or a comprehensive Dutch clinical corpus [5]. Some labs working on 
non-English languages have announced plans for releasing their resources, e.g., for 
French [6], Polish [7] or Swedish [8]. Apparently, these plans have not been fully real-
ized as, to the best of our knowledge, none of these corpora is currently DUA-available 
for the research community. Another source for medical language resources in Europe 
derives from the •CLEF eHealthŽ initiative.7 Established in 2013, this series of health-
related challenges led to the preparation of several corpora„mostly for English, but 
also for other European languages. However, they are typically very small and only 
available for usage directly related to the respective task, i.e., neither usable later on nor 
available for the research community independent of the specific CLEF task. 

For German-language medical corpora the situation is even worse: all clinical cor-
pora are only available for the research staff within the lifetime of a project and remain 
inaccessible forever for the outside world. We here briefly mention those which contain 
at least 300 clinical documents. FRAMED [9], the first published German-language 

                                                           
2 A brief description of the 120M EUR endowed funding initiative •MedizininformatikŽ is available at 

https://www.bmbf.de/de/medizininformatik-3342.html  
3 The goals of the SMITH consortium (Smart Medical Information Technology for Healthcare) are described 

at http://www.smith.care/  
4 http://www.trec-cds.org/  
5 https://www.i2b2.org/NLP/DataSets/Main.php  
6 http://alt.qcri.org/semeval2017/task12/  
7 https://sites.google.com/site/clefehealth/  
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medical corpus ever, consists of a mixture of roughly 300 clinical reports, textbook 
fragments and consumer-related health texts annotated with low-level linguistic meta-
data (up to the level of parts of speech). In 2012, [10] assembled a corpus of 544 clini-
cal reports from various medical domains (e.g., echocardiography, EEG, lung function, 
X-ray thorax) for an information extraction (IE) task. From a clinical data warehouse 
with roughly 70,000 clinical reports, [11] selected 660 de-identified transthoracic echo-
cardiography reports for IE. In 2016, [12] collected 450 surgery reports to build lan-
guage models adapted to metadata from two German medical thesauri. In the same year, 
[13] developed an annotation schema for the nephrology domain using 1,725 discharge 
summaries and clinical notes. A collection of 1,696 de-identified clinical in- and outpa-
tient discharge summaries were assembled from a dermatology department for an unsu-
pervised abbreviation detection procedure [14] and supervised machine learning using 
an SVM for abbreviation and sentence delineation [15]. Recently, [16] mention a cor-
pus composed of 3,000 chest X-ray reports used for term extraction to support IE. 

3. 3000PA Corpus „ Corpus Design and Annotation of Medication Information 

In a consortium-wide effort within SMITH, we requested from each clinical site involved 
(UKA, UKJ, UKL) EPRs of deceased patients (for data privacy reasons) for a six-year 
cohort (2010-2015) treated in either internistic or ICU units for at least 5 days. We then 
sampled roughly 1,000 clinical documents (mostly, discharge summaries) from these 
EPRs per site and so created the 3000PA corpus with approximately 3,000 clinical 
documents. The multi-site composition policy is unique since, up until now, corpora 
were assembled from single hospital sites only.  

After collection, the documents from 3000PA were manually annotated for medica-
tion information. This topic had already been investigated in the Third i2b2 Challenge 
for English clinical documents [17] and we replicated this study for German clinical 
language using 3000PA. Annotation guidelines were formulated by iteratively adapting 
the i2b2 instructions for the English language [18], to the German clinical language. 
Just as for English, our scheme covers medication (drugs) experienced by the patient, 
dosage (the amount of a particular drug given to the patient), mode (the way the drug 
was administered), frequency (how often each dose of the medication was given), dura-
tion (over which period of time the medication was given) and the medical reason for 
which the medication was given. At each of the three local SMITH sites, annotation 
teams were formed (five students of medicine at UKJ, two and one documentation 
officer/s each at UKL and UKA, respectively) supervised by the Annotation Manage-
ment Team in Jena. Due to legal restrictions only the staff at a respective site was al-
lowed to engage in the annotation process of their local documents. 

Given the time constraints of the pilot, we were able to annotate 960/850/550 dis-
charge summaries from UKJ/UK/UKA, respectively, altogether 2,360 (from a maxi-
mum of 3,000) clinical narratives using the BRAT annotation tool.8 Annotation quality 
could only be measured for UKJ where we managed to multi-code 52 documents by all 
five annotators. We used the elastic centroid approach for matching [19], the F1-score 
metric for assessment (depending on centroid matching criteria) and computed inter-
annotator agreement (IAA) values for this document set (cf. Table 1). IAAs ranged in 
the (higher) nineties for medication, dosage, and frequency, in the lower eighties down 
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to the sixties for mode and (lower) seventies for duration, while they plummeted to the 
forties for reason. These tendencies were amplified when the matching criteria were 
chosen increasingly selectively (see the lower three rows in Table 1). 

Table 1. Overview of average Inter-annotator Agreement (IAA) of five annotators �ä�Â�º�º (highlighted in bold) 
(with standard deviation �ê�Â�º�º) and the performance of JUMEX in terms of F1 scores (highlighted in bold), 
Precision (P) and Recall (R) (t describes the threshold and b the boundary of the centroid algorithm [19]). 

 
Medication Dosage Frequency Mode Duration Reason 

F1      (P/R) F1      (P/R) F1      (P/R) F1      (P/R) F1      (P/R) F1      (P/R) 

t = 2, 
b = 0 

�ä�Â�º�º .93 (.95/.92) .95 (.95/.94) .95 (.95/.96) .80 (.83/.78) .70 (.71/.70) .52 (.51/.54) 

�ê�Â�º�º .02 (.02/.03) .02 (.01/.02) .03 (.03/.03) .07 (.07/.08) .04 (.05/.06) .12 (.11/.15) 

JUMEX .64 (.76/.55) .85 (.83/.86) .81 (.87/.76) .55 (.58/.51) .38 (.36/.41) … 

t = 3, 
b = 2 

�ä�Â�º�º .93 (.92/.94) .96 (.96/.97) .95 (.93/.96) .81 (.77/.85) .74 (.68/.82) .39 (.33/.53) 

�ê�Â�º�º .03 (.02/.03) .02 (.02/.02) .03 (.03/.03) .06 (.07/.07) .04 (.04/.06) .07 (.09/.09) 

JUMEX .65 (.76/.56) .84 (.81/.87) .82 (.87/.77) .56 (.57/.56) .41 (.35/.49) … 

t = 4, 
b = 3 

�ä�Â�º�º .88 (.82/.95) .91 (.87/.96) .92 (.88/.96) .59 (.49/.73) .64 (.52/.83) .28 (.20/.60) 

�ê�Â�º�º .01 (.01/.03) .01 (.01/.02) .02 (.02/.02) .02 (.04/.03) .03 (.05/.04) .09 (.09/.08) 

JUMEX .65 (.75/.58) .83 (.80/.87) .82 (.87/.77) .58 (.55/.62) .40 (.33/.50) … 

4. Medication Information Extraction from the 3000PA Corpus 

The semantic metadata from 3000PA were taken to build a pilot system that automati-
cally extracts medication information from this corpus and to evaluate its performance. 
The first prototype of the medication extractor we developed, JUMEX, is based on the 
MEDXN system [20]. Its rule base was adapted to German, exploiting •Rote ListeŽ9 as a 
task-specific terminological resource for the German language. The F1 scores for 
JUMEX are also depicted in Table 1. We achieved good coverage for frequency and 
dosage (in the eighties), mediocre quality for medication (in the mid-sixties) and mode 
(in the upper fifties), and rather low performance for duration (in the forties). The at-
tribute reason (for administering the medication) was too complex to be adequately 
covered by the current version of JUMEX. Note that these results, although they com-
prise the first ones published for German clinical documents, are not really competitive 
because of the limited time we could spend on prototype development (just one week). 

5. Conclusions 

We briefly described the activities to set up 3000PA, a preliminary version of the first 
national reference corpus for German clinical documents composed of roughly 3,000 
clinical reports from three different German hospitals. To demonstrate its usability, we 
annotated around 2,400 of these documents at all sites for medication information (in-
volving six attributes per medication statement). We then set up JUMEX, a preliminary 
medication extraction prototype for German. This endeavour replicated work for the 
German language that had originally been conducted for English in the i2b2 Challenge. 
Future work will not only focus on extending 3000PA, but also enriching it by addi-
tional clinically relevant metadata (entities such as diseases, diagnoses, therapies). 

                                                           
9 https://www.rote-liste.de/  
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Abstract. Healthcare systems are costly in many countries, and hospitals have 
always been one of the major cornerstones of the healthcare industry. Medical 
supplies expense is an increasingly substantial category of hospital costs. In China, 
the expense of medical supplies is being controlled at the hospital level. Different 
from drug prescription, medical supplies utilization is not being standardized or 
guided by clinical guidelines. In order to achieve the goal, many hospitals directly 
disable the use of the most expensive medical supplies. One missing piece in 
consideration is the patient heterogeneity, which decides the medical necessity for a 
specific surgery/procedure and the associated medical supplies requirement. The 
other challenge is to justify the substitutability of the medical supplies being 
replaced. In this study, we explore a clinical similarity based framework to analyze 
the inpatient medical supplies use records and detect unnecessary utilization. More 
specifically, the inpatient stays are clustered based on patients• clinical conditions. 
After clustering, inpatient cases within each sub-group should have similar clinical 
necessities and therefore similar medical supplies utilization patterns. Thus the 
unnecessary medical utilization can be identified and the cost reduction suggestions 
can be provided accordingly. This framework will be illustrated though a case study 
of 3-year inpatient records from a Chinese hospital. 

Keywords. medical supplies utilization, clinical similarity, anomaly detection 

1. Introduction 

Healthcare systems are costly in many countries. In 2016, the United States spent $3.4 
trillion for healthcare, 19% of its GDP [1]. In China, healthcare expenditure in 2016 
increased by 10% year-on-year to reach 1,315 billion yuan, which was 7% of its GDP 
[2]. Hospitals have always been one of the major cornerstones of the healthcare industry. 
In the US, 32% of this healthcare expenditure is attributed to hospital care in 2016. 
Medical supplies expense is an increasingly substantial category of hospital costs. A 
study showed that in 2013, U.S. hospitals on average spent $3.8 million on (tangible) 
supply expenses, and about 60% of the total supply expenses are medical supplies [3].  

In China, the expenses in medical supplies are being controlled at the hospital level, 
with a requirement of 20% in the total expense excluding the expense on drugs. As this 
constitutes a substantial portion of the total cost structure, hospitals tend to cut the 
unnecessary supplies utilization to reduce costs. Different from drug prescription, 
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medical supplies utilization is not being standardized or guided by clinical guidelines. 
Therefore many hospitals simply replaced the most expensive medical supplies by their 
•cheaper substitutesŽ. 

One missing piece in consideration is patient heterogeneity, which decides the 
medical necessity for a specific surgery/procedure and the associated medical supplies 
requirement. And for the same surgery/procedure, there are a variety of medical supplies 
of different qualities, technologies and prices in the market. Thus the second challenge 
is to justify the substitutability and cost-effectiveness of the medical supplies being used, 
and conduct anomaly detection to identify unnecessary utilization. 

To address these challenges in medical supplies cost management, we explore a 
clinical similarity based analysis framework in Section 2, and conduct a case study of 3-
year inpatient records from a Chinese hospital in Section 3. The conclusions are 
discussed in Section 4. 

2. Analysis Framework 

In the clinical similarity based framework, there are two stages:  

�  Clustering inpatient cases based on patients• clinical conditions therefore in 
each subgroup inpatient cases are homogeneous in terms of clinical necessities 
for surgeries/procedures, and accordingly medical supplies utilization; 

�  Identifying unusual/unnecessary medical supplies utilization patterns within 
each subgroup, and providing cost reduction suggestions.  

2.1. Inpatient case clustering  

Instead of directly using an unsupervised machine learning algorithm to cluster the 
patients, we need to build a clustering system to ensure the clinical meaningfulness. For 
this purpose, we adopt a similar design to the Diagnosis-Related Group (DRG) system. 
A DRG is a statistical system of classifying any inpatient case into groups for the 
purposes of payment. By definition, DRGs classify cases according to: principal and 
secondary diagnoses, patient age and sex, the presence of co-morbidities and 
complications and the procedures performed. Thus, cases within the same DRG are 
economically and medically similar [4]. Since the 1990s, payments based on DRGs have 
gradually become the principal means of reimbursing hospitals for acute inpatient care 
in most high-income countries [5].  In China, the CN-DRG pricing and payment system 
was released recently as an important step in the healthcare reform. The hierarchical 
grouping flowchart in CN-DRG is shown as the green chart in Figure 1 [6].  

We design a similar grouping framework with a different ordering of the patient-
specific variables as shown as the blue chart in Figure 1. The hierarchy starts from the 
department of an inpatient case, as this is the basic cost management unit in a hospital. 
The second level is the procedure (both surgical and non-surgical) performed during the 
inpatient stay, as this is the determinant of the medical supplies utilization. After that, we 
will explore if an inpatient case can be further classified by diagnoses and clinical 
characteristics. Diagnosis are represented in ICD-10 code or Major Diagnostic 
Categories (MDC) [6, 7]. The diagnoses in each MDC correspond to a single organ 
system or etiology and in general are associated with a particular medical specialty.  
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Figure 1. Left: CN-DRG grouping flowchart; Right: grouping flowchart in our framework 

In our case study, grouping of each level is implemented via Classification and 
Regression Tree. The hierarchy of •department (dep.) -> procedure (proc.) -> diagnoses 
(diag.)Ž has been verified as the optimal hierarchy, as it returned the largest overall R-
squared as shown in Table 1. The system design has also been discussed with clinical 
experts to ensure the clinical meaningfulness. 

We have also tried multi-task learning techniques to simultaneously group patients 
at each level based on two tasks, their medical supplies expenses and total hospital 
expenses. The overall performance is not satisfying as shown in Table 1.  
Table 1. Comparison of different grouping hierarchies (in the 11 departments with highest medical supplies) 

 dep. -> proc. proc. -> diag. dep. -> diag. -> proc. dep. -> proc. -> diag. 
R-squared 0.385 0.423 0.403 0.459 

 

2.2. Anomaly detection and intervention suggestion 

After clustering, patients within each subgroup should have similar clinical necessities 
and similar medical supplies costs. Both point and contextual anomaly detection methods 
can be applied within the subgroup to identify the super users with abnormally high 
medical supplies costs [8]. Furthermore, the abnormal medical supplies costs can be 
linked to causal factors including the selections of medical supplies, operating surgeons, 
anesthesia methods, surgical incision types, etc. This can be established through a 
classification model applied on the inpatient cases. Cost reduction suggestions are 
provided accordingly, which target to manage these factors. 

3. Case Study 

3.1. Data description 

Our study data is from a hospital in Fujian Province of China (average local GDP per 
capita was 62,507 RMB in 2016). Over the 3-year period from 2014 to 2016, there were 
211,206 inpatient records of 164,164 patients in its 40 departments including 
departments of cardiothoracic surgery, cardiology, neurosurgery, neurology, pediatrics, 
gastroenterology, general surgery, stomatology, ophthalmology, orthopedics, etc. 
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In this case study, instead of using the amount of medical supplies expense, we use 
its percentage �I�O�?�  ̈in the hospital expense as the metric to evaluate the medical 
supplies utilization, as this is the KPI used by hospitals. More specifically, this medical 

supplies expense percentage is defined as �I�O�¨ 
L
�k�c�b�g�a�_�j���q�s�n�n�j�g�c�q���c�v�n�c�l�q�c

�:�r�m�r�_�j���f�m�q�n�r�g�a�_�j���c�v�n�c�l�q�c�?���b�p�s�e���c�v�n�c�l�q�c�;
. 

The metric is defined from the spending point-of-view at a hospital level (hospital �I�O�¨). 
It can be calculated from the consumption point-of-view for any inpatient stay 
(individual �I�O�¨) as well.  

The management target of hospital �I�O�¨ is 20%. In our data, the hospital aggregate 
�I�O�¨ is 37.25% over the 3 years, with 17 departments out of 40 having �I�O�¨ higher than 
20%. Detailed statistics of 11 selected department with the highest medical supplies 
expenses are shown in Table 2, showing the significant differences across departments. 
Orthopedics, neurosurgery and cardiology departments tend to have the highest �I�O�¨; 
while neurology and cardiology departments tend to have the highest coefficient-of-
variation in individual �I�O�¨ of each inpatient case. 

Table 2. Selected hospital departments with the highest medical supplies expense and ms% 

Dept. Inpatient 
case # Department ms% Coef-of-Variation 

of ms% 
Medical supplies 

expense 
Neurosurgery 5386 58.96% 0.7127 84,869,197.59 
General Surgery II 9662 51.32% 0.7275 75,634,861.37 
Cardiology 6504 58.87% 1.1378 63,327,391.86 
Cardiothoracic surgery 5334 52.42% 0.7123 59,103,674.61 
General Surgery III 13154 42.07% 0.8938 40,520,632.93 
Orthopedics I 4095 60.55% 0.9139 39,438,427.73 
General Surgery I 10520 33.29% 0.8299 33,453,282.18 
Orthopedics II 4945 51.57% 0.8727 30,908,749.28 
Gastroenterology 5755 40.26% 0.9439 23,636,854.46 
Neurology 6389 35.52% 1.4880 21,477,641.16 
Ophthalmology 4634 39.62% 0.6863 11,122,949.66 

p-value < .001 < .001 < .001 < .001 

3.2. Inpatient case clustering result 

Figure 2 shows the hierarchical clustering result of patients in Neurosurgery Department.  
 

 
Figure 2. An example of inpatient case clustering in Neurosurgery Department. 

The department �I�O�¨ is 58.96%, with the average individual �I�O�¨ of 39.15%.The left 
is the first-level clustering based on procedures performed. Three major surgeries 
significantly influencing �I�O�¨  are identified: ventricle puncture drainage, cerebral 
arteriography and intracranial hematoma removal. The right is the second-level 
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clustering based on the principal diagnosis in the cases with cerebral arteriography. 
Mental diseases and disorders (MDC 19) are shown to increase the �I�O�¨ significantly. 

3.3. Anomaly detection result 

As an example, look at the highlighted subgroup in red with 379 inpatient cases in Figure 
2. The group �I�O�¨ is 75%, with an average individual �I�O�¨ of 61%. A point anomaly 
detection method, the density based technique Local Outlier Factor (LOF) [9] is applied 
to detect the cases with abnormally high �I�O�¨ or medical supplies cost. 21 abnormal 
cases are identified with an average individual �I�O�¨ of 85%. Other anomaly detection 
method can also been applied. 

Furthermore, a decision tree is built over the 379 cases, with the 21 abnormal cases 
labeled as 1, to identify the specific medical supplies use which is the major cause of the 
high cost. From the model, the use of a specific guide catheter priced at 1,400 RMB is 
identified, although it is not the most expensive device used in the cerebral arteriography 
surgery. And as in the same surgery, most patients not using this catheter have lower 
�I�O�¨•s, the catheter can be considered to be replaceable. Furthermore, 3 surgeons are 
identified to use this catheter far more frequently than the others, with an average of 1.9 
vs. 0.2 catheters per surgery. Other factors including anesthesia method and surgical 
incision type have no significant effect on the medical supplies use. 

4. Conclusion and Discussion 

This study propose a clinical similarity based framework to analyze inpatient medical 
supplies use records, identifying the abnormally high expenses due to unnecessary 
medical supplies utilization and providing actionable cost reduction suggestions. The 
framework has been illustrated through a real case study.  

Due to limited space, we only demonstrate the analysis results of inpatient cases in 
the Neurosurgery Department. The analysis will be conducted for all departments to 
provide hospital-level cost saving suggestions. Furthermore, the current hierarchical 
clustering framework is implemented though iterative tree building, which is not 
convenient for global parameter optimization. An integrated algorithm should be 
developed to fulfill the task. 
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Abstract. Collecting Patient Reported Outcomes (PROs) is generally seen as an 
effective way to assess the efficacy and appropriateness of medical interventions, 
from the patients' perspective. In 2016 the Galeazzi Orthopaedic Institute 
established a digitized program of PROs collection from spine, hip and knee surgery 
patients. In this work, we re-port the findings from the data analysis of the responses 
collected so far about the complementarity of PROs with respect to the data reported 
by the clinicians, and about the main biases that can undermine their validity and 
reliability. Although PROs collection is recognized as being far more complex than 
just asking the patients •how they feelŽ on a regular basis and it entails costs and 
devoted electronic platforms, we advocate their further diffusion for the assessment 
of health technology and clinical procedures. 

Keywords. Patient Reported Outcomes, Patient Reported Outcome Measures, 
PROs, PROMS, electronic registries 

 Introduction 

Patient Reported Outcomes (PROs) are •any reports coming directly from patients about 
how they function or feel in relation to a health condition and its therapy, without 
interpretation of the patient's responses by a clinician, or anyone elseŽ [14]. PRO 
collection is usually performed by having patients fill  in a battery of validated and 
standardized questionnaires at regular time in the follow-up phase after some treatment 
(usually a surgical procedure), like 3 months, 6 and 12 months after the treatment. For 
this reason, it is generally seen as an effective way to complement other sources of 
information to assess the efficacy and appropriateness of medical interventions over time 
by including the patients' perspective [12]. This article investigates the value and 
difficulties in collecting Patient Reported Outcomes (PROs) for a healthcare 
organization. While getting more information on how the patients feel over time after a 
treatment directly by their voice could be considered good and desirable per se, it is 
important to assess the utility  of this task in terms of information gain and value in light 
of the obvious costs (including the time required by patients and healthcare assistants) 
that are related to data collection and analysis. 
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To this aim, in this paper we provide empirical evidence of the utility  of collecting 
PROs in terms of difference between the patients' and physicians' perceptions. On the 
other hand, we also assessed the main biases that can affect PROs data [13], and in 
particular: non-response bias, that is the extent the responses never collected can bias the 
generalizability of the findings extracted by the available responses; the condescending 
(or appeasement) bias, that is the extent the patients give the responses according to what 
they believe the researchers desire to collect (rather than the most accurate and true 
answers), that is a sort of Hawthorne effect [8]. We discuss different methods for a data-
driven and fast way to assess these biases. 

We undertook the study at the IRCCS Orthopaedic Institute Galeazzi (IOG), in 
Milan (Italy): this is a large teaching hospital specialized in the diagnosis and treat-ment 
of musculoskeletal disorders where almost 5,000 surgeries are performed yearly, mostly 
arthroplasty (hip and knee prosthetic surgery) and spine-related procedures. To date 
(November 2017) the IOG registries had collected approximately 8,000 complete 
questionnaires (for spine surgery) and 2,000 questionnaires for arthroplasty. Non-
response bias can be a relevant factor at IOG, as the number of patients who usually quit 
to fill  in their intended PRO questionnaires is relatively high, as re-ported in other studies 
(e.g. [2,3]). On average, slightly less than half of the requested follow-up questionnaires 
(47%) have been filled in entirely by the patients. For this reason, the IOG implemented 
solutions to increase the response rate and, in so do-ing, reduce the non-response rate: 
the registry platform sends automatic alerts by email and gives the Institute Data 
Managers a constantly up-to-date list of patients to be contacted by phone, if  email was 
found to be an ineffective or inappropriate means to collect PROs (e.g. in the elderly). 

 Method 

As said above, PROs are usually collected by means of a set of standardized and 
validated questionnaires, so that aggregation and both cross-sectional and longitu-dinal 
comparisons can be performed. In what follows we consider a number of item scales and 
questionnaires, as each community of the medical specialists involved in this study has 
developed its own standard questionnaires to collect PROs. 

To assess the utility  of PROs we considered the last item from the •Core Outcome 
Measures Index• (COMI) questionnaire [1], which patients are supposed to fill  in to 
summarize the perceived outcome2 3 months after the surgery, and a similar item called 
•Overall outcomeŽ of the Spine Tango Follow-up form (STF), which clinicians have to 
fill  in at the end of the 3-months follow-up physical examination3 . Scores were 
normalized (with 0 denoting the optimal condition and 1 the worst one), as the number 
of available options in each questionnaire was different: the COMI adopts a 5-value scale, 
while 4 options are available in the STF. 

Pearson's correlation and Mann-Whitney tests were performed to verify hypothesis 
of significant correlation between the scores and possible differences among the 
perceived outcomes, respectively. The choice of non-parametric tests is justified by the 
ordinal nature of the available options. 

 

                                                           
2 •Overall, how much did the operation in your hospital help your back problem?Ž  

from http: //www.eurospine.org/cm_data/SSE_lowback_COMI_E.pdf 
3 http://www.eurospine.org/cm_data/SSE_FU_2011_ENG.pdf 
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To assess the non-response bias, we considered the patients that had been contacted 
on the phone 3 months after the surgical intervention as a sample of the population who 
did not want to spontaneously fill  in the 3-months follow-up questionnaires and who 
would not do it without the assistance of an interviewer. 

Non-response bias has been assessed in terms of difference between the average 
improvement of the mental score and physical scores (derived from the SF-12 and SF-
36 forms compiled at pre-operative time and 3 months after the operation). 

Condescending bias was assessed by means of a Mann-Whitney test on the 
responses given through either on-line (patient alone) or phone (assisted compilation) 
about the pain item in the COMI4 for spine patients, and the VAS item for the H&K 
patients, in both cases collected at 3 months since surgery. Both these items adopted a 
scale ranging between 0 and 10 (extremes included), with 0 denoting the minimal pain 
and 10 denoting the highest imaginable pain. 

Need for stratification by either age, pre-operative scores and score improvements 
was dispelled in all cases by performing a non-significant Student's t-test. This means 
that being either young or elderly, being either worse or better before treatment, or after 
treatment did not affect the above biases. 

The study was conducted after Ethical Committee approval and written informed 
consent subscribed by all participants. 

 Results 

In regard to PROs utility, the Pearson's correlation between the COMI and STF item 
about perceived benefit of the treatment (outcome) was moderate and significant 
(number of subjects pairs = 121, = .49, p < .001). According to a Mann-Whitney test 
executed on 121 patient-reported outcomes (median = 0, IQR = .33) and 121 physician-
reported outcomes (median = 0.5, IQR = .25), we detected a significant difference (p-
value < .001). The result is shown in Figure 1, Panel a. 

In regard to the non-response bias, we executed a t-test on both the average •Mental 
scoreŽ and the •Physical scoreŽ comparing the group of patients who com-piled the related 
items on-line (N=102, mean = 2.91, SD = 11.15 and N= 102, mean = 6.74, SD = 8.95, 
respectively) and the group of patients who filled in the items through a phone call (N=25, 
mean = 6.97, SD = 9.26 and N=25, mean = 6.89, SD = 10.82, respectively). No significant 
difference between these two groups of respondents was found for either scores (p = .067 and 
p = .949, respectively). 

In regard to the condescending bias, we performed a Mann-Whitney test on the pain 
reported by the patients who had been contacted on the phone (N= 74, median 1.5, IQR = 3) 
and the pain reported by patients who had replied on-line (N=557, median = 2, IQR = 
4); we found a significant difference (p = 0.015) on the pain score, as it is shown in 
Figure 1. 

 
 
 
 
 
 

                                                           
4 •How severe was your pain in the last week?Ž 
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Figure 1. Panel a: Overall outcome score distribution as reported directly by the patients (left) and recorded 
by the physicians (right), at 3 months after surgery. The higher the Y, the worst. The white dot denotes the 
median; the black bar the Inter-Quartile Range (IQR). The red circle with vertical bars corresponds to the mean 
and its 95% confidence interval. The detected difference supports the need to collect PROs. Panel b: 
distributions of pain scores as reported on-line (non-assisted reporting) or by phone (assisted reporting). The 
notches represent the median's 95% confidence interval. The Figure shows that patients report to feel 
significantly better when interviewed by phone rather than when they answered on their own. 

 Discussion 

As said above, we found a moderate and significant correlation between the perceptions 
of the outcome by the patients and the clinicians, as it was expected. However, it is worth 
noting that correlation is neither perfect nor high (i.e., it is lower than .5 [13]). 
Interestingly, patients tend to report a better outcome than the one assessed by the 
physicians. Thus, while this result could be traced back to a sort of Hawthorne effect, 
and therefore suggest a form of condescending bias by the patients in regard to outcome, 
the result can also be explained by conjecturing that physicians tend to be more 
conservative in evaluating the result of their intervention. 

Another result from our study regards non-response bias. Our findings suggest that 
there is no evidence that people quitting the follow-up (PRO) program would create 
either significantly better or worse scores if  they kept being enrolled and filled in the 
intended questionnaire at due time. We addressed this issue by comparing patients' 
responses when contacted by e-mail and voluntarily filling  in the questionnaires online, 
and by a phone call and inviting them to fill  in the questionnaire on-the-spot. This finding 
should be taken with caution for three reasons: first, the relative low number of 
questionnaires filled in on the phone (this method was introduced only 3 months before 
this work was written); second, obviously absence of evidence is not evidence of 
absence; third, we cannot guess the role on PRO analysis of those potential respondents 
who did even refuse to answer to the PRO questions on the phone. In other words, we 
could not get the opinion of the •realŽ non-respondents (who are not reachable by 
definition) but only of those who did not want to fill  in the online forms (even after two 
reminders to do so). Intending this sample as a representative proxy of the non-
respondent part of population is a common approach and an educated guess [13], that 
notwithstanding we present it as a limitation of the study. 

In regard to the condescending bias, the results show that pain scores were 
(statistically) significantly lower if  reported on the phone, than if  reported on-line, thus 
suggesting that this kind of bias can affect PRO analysis towards less conservative 
conclusions. 
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Wrapping things up: in this paper we analyzed the PROs collected at a single large 
clinical setting and we found that PROs are not redundant data with respect to the clinical 
record and complement the representation of the treatment outcome adequately. Findings 
also suggest that some biases can affect the PROs' quality. Further research on the 
effectiveness of simple and cost-effective solutions is necessary to mitigate these biases 
and improve the validity and reliability of PRO data. 
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Abstract. In the Lille University Hospital (North of France), data from the 
Anesthesia Information Management System (Diane®) are linked to the Hospital 
Information System and stored in a dedicated data warehouse since 2010. These 
electronic medical records need to be reused and analyzed for observational 
studies. The aim of this paper is to describe the framework developed to structure 
the operation of that anesthesia data warehouse for research purposes. The 
presented framework is structured around three meetings between clinicians, 
computer scientists, and statisticians. The data scientist acts as a coordinator, leads 
meetings, and checks each milestone. Reuse of anesthesia-related electronic 
medical record for research purposes is only allowed through this framework. The 
aim of the first meeting is to decide the primary and secondary objectives of the 
study. The aim of the second meeting is to validate the statistical protocol. The 
data are extracted and the statistical analyses are performed. Finally, the results are 
presented, explained and discussed during the third meeting. During a 6 months 
period, 27 projects were included in the framework leading to 5 scientific 
communications. As a result, case studies with extraction and/or analysis situations 
are presented. This collaboration led to an empowerment process between all three 
actors, which increased efficiency of the workflow. Implementation of this 
framework will keep encouraging collaborative publication in order to provide 
reproducible research evidence. 

Keywords. Data Science, Healthcare Data Reuse, Statistical Analysis, 
Reproducible Research, Electronic Medical Records. 

Introduction  

In most hospitals of developed countries, a large amount of clinical data is routinely 
generated through the healthcare process. Some hospitals developed Clinical Data 
Warehouses to collect and store these structured medical records. Gathered data can 
thus be reused for hospital management, medical decision making and research [1]. In 
the Lille University Hospital (North of France), data from the Anesthesia Information 
Management System (Diane®) are linked to the Hospital Information System and 
stored in a dedicated data warehouse since 2010. These electronic medical records need 
to be reused by the department of anesthesiology for observational research studies. 
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Reproducible research is considered as an attainable minimum standard for 
assessing the value of scientific claims [2]. In the last decades, Knowledge Discovery 
in Databases, CRISP-DM and SEMMA processes were set up to structure the data 
reuse through a roadmap consisting of five to six phases [3, 4]. However, 
reproducibility is challenging when operating databases. Indeed, a detailed description 
of the data extraction, management and statistical analysis is required [5]. In a previous 
work, we published the algorithm enabling reproducibility of the detection of abnormal 
parameters in anesthesia time-series data [6]. 

When the operation of the data warehouse started, the process was performed 
sequentially with minimal interaction between the actors (clinicians, computer 
scientists, and statisticians). Numerous queries were then received by the computer 
scientists in charge of data extraction without medical background justification, and 
without consistency with the subsequent statistical analysis. In a second step, the 
clinician used to send data to the statistician in order to get the statistical analysis. 

However, the design of the study, the data extraction and management, and the 
statistical analysis are not sequential and independent steps. Indeed, numerous back 
loops were observed after delivery of the statistical analysis, leading to a substantial 
waste of time, and preventing reproducible research. Thus, a tight collaboration 
between clinicians, computer scientists, and statisticians was required at all stages of 
the research process. 

The aim of this paper is to describe the framework we developed to structure the 
operation of the anesthesia data warehouse for observational clinical research purposes. 

1. Material and Methods 

1.1. Anesthesiologic data warehouse 

During the routine care process, patients• demographics, clinical characteristics, and 
postoperative data are collected into the Electronic Medical Records (EMR) system. At 
the same time, preoperative data, intra-operative surveillance, and postoperative 
follow-up are routinely collected into the Anesthesia Information Management System 
(Diane, Bow medical®) [6-8]. All those data are then loaded into the anesthesia data 
warehouse through an ETL (extract, transform and load) process. ETL process notably 
includes data cleansing, terminological alignment, and domain-specific transformations 
and computations. 

1.2. Framework for the operation of the data warehouse 

The proposed framework is structured around three meetings between clinicians, 
computer scientists, and statisticians. The data scientist acts as a coordinator, leads 
meetings and checks each milestone. Regarding anesthesia data, the reuse of EMR for 
observational research purposes is only allowed through this framework (Figure 1). 

For the first meeting, clinicians have to provide a detailed background, and list all 
relevant variables (end-points, exposures, confounding factors, etc.) through a literature 
review. Furthermore, an overview of the methodology of each study (including sample 
size) is also required. A Strobe-based template is used to structure the review [9]. 

The aim of the first meeting is to decide the primary and secondary objectives of 
the study. The feasibility is assessed by the data scientist who compares the objectives 
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with the data available in the data warehouse. The opportunity to compute new 
variables from existing data may be considered. When the data are only available on 
paper, the feasibility of manual collection and further merging is discussed between the 
clinician and the data scientist. If necessary, a sample size computation is made by the 
statistician.  

As a result of this first meeting, a list of variables to extract and/or collect is 
determined. De-identification process is carried out during the extraction step and data 
are aggregated if necessary (indirectly nominative). Once available, data are merged by 
the data scientist. A comprehensive descriptive statistical analysis (including missing 
data) is performed, and then enables the clinician to control the quality of the data.  

Before the second meeting, clinicians are requested to provide •dummy resultsŽ, 
i.e. empty tables, text and figures, that show which kind of results they would like to 
obtain. The aim of the second meeting is to validate the statistical protocol proposed by 
the statistician according to the •dummy resultsŽ and the quality of available data. 

The analysis is then performed, and the results are presented and explained at the 
beginning of the third meeting. The results are then discussed. A turnkey paragraph of 
the statistical analysis is written by the statistician in order to be inserted in the future 
publication. 

 
Figure 1. Timeline of the framework (from left to right). Tasks dedicated to the clinician, the statistician and 
the data scientist are represented in blue, red and green, respectively. Meeting are grayed. 

2. Results 

2.1. Projects currently underway 

A test phase was carried out during 6 months from November 1, 2016 to April 31, 
2017. The framework had been fully deployed since May 1, 2017. Table 1 details all 
the projects currently underway and their level of progress. 

A. Lamer et al. / From Data Extraction to Analysis 43



Table 1: Projects currently underway (October 31, 2017) 

Progress Number of projects 
Background 4 
Objective 6 

Statistical Analysis 12 
Communication/Publication 5 

2.2. Study cases with extraction/analyses situations 

As a result, we present some study cases with extraction or analysis situations, to 
illustrate the usefulness of the framework. 

2.2.1. Emergency cesarean delivery and haemodynamic response under peridural 
anesthesia  

During the first meeting, we defined the main objective of the study as the occurrence 
of hypotension after emergency cesarean section. This primary outcome was collected 
from the data warehouse following the reproducible methodology previously published 
by our multidisciplinary team [6]. On the one hand, operative data were extracted from 
the data warehouse, and on the other hand, medical history data were manually 
collected after delivery by the clinician. They were then merged by the computer 
scientist. The statistical analysis was then performed and the writing of the publication 
is now in progress. 

2.2.2. Predictive factor of blood transfusion in liver resection 

For this work, we intended to study predictors of blood transfusion in liver resection. 
During the third meeting, we decided to discard one of the secondary objectives. 
Indeed, after performing data extraction and descriptive analysis, the statistician argued 
that the occurrence of coelioscopy was too small to be used as a predictor, as initially 
hoped by the clinician. 

3. Discussion 

We described the framework developed to structure the operation of an anesthesia data 
warehouse for observational research purposes. After 6 months of full implementation, 
this framework enabled to increase data reuse efficiency by limiting the number of 
back loops. Despite stringency for the clinician, the acceptability was very good since 
delays were shortened, and quality of research was increased. That framework also 
enabled clinicians and statisticians to be aware of the complexity of the data extraction 
and management. Their participation in the process led to an empowerment process 
between all three actors, which increased efficiency of the workflow.  

In a preliminary work, data extraction and management process was published by a 
multidisciplinary team of researchers. Implementation of this framework will keep 
encouraging collaborative publication in order to provide reproducible research 
evidence. Implementation of this framework resulted in the adoption of a unique shared 
folder between computer scientist and statistician. Collaborative documents increased 
the efficiency of the process. However, further work needs to be done since clinicians 
still don•t have access to the project management software and some documents still 
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are exchanged by mails. The set-up of a fully-shared workspace which avoids such 
exchanges is in progress. Full implementation of this framework will be possible when 
data from other information management systems (e.g. emergency, biology, etc.) will 
be integrated in the data warehouse. 
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Abstract. Epilepsy diagnosis is typically performed through 2Dvideo-EEG 
monitoring, relying on the viewer•s subjective interpretation of the patient•s 
movements of interest. Several attempts at quantifying seizure movements have 
been performed in the past using 2D marker-based approaches, which have several 
drawbacks for the clinical routine (e.g. occlusions, lack of precision, and discomfort 
for the patient). These drawbacks are overcome with a 3D markerless approach. 
Recently, we published the development of a single-bed 3Dvideo-EEG system using 
a single RGB-D camera (Kinect v1). In this contribution, we describe how we 
expanded the previous single-bed system to a multi-bed departmental one that has 
been managing 6.61 Terabytes per day since March 2016. Our unique dataset 
collected so far includes 2.13 Terabytes of multimedia data, corresponding to 278 
3Dvideo-EEG seizures from 111 patients. To the best of the authors• knowledge, 
this system is unique and has the potential of being spread to multiple EMUs around 
the world for the benefit of a greater number of patients. 

Keywords. Epilepsy, 3Dvideo-EEG, Kinect v2, Big Data, Epilepsy Monitoring 
Unit, RGB-D Camera. 

1. Introduction 

Epilepsy is a neurological disorder that affects 0.5-1% of the world population [1]. 
Seizure semiology and electroencephalogram (EEG) are considered the cornerstone of 
epilepsy diagnosis. Despite the establishment of quantitative methods for EEG analysis, 
most epilepsy monitoring units (EMUs) still rely on visual inspection of 2Dvideo-EEG 
data of epileptic seizures. This can be a rather subjective method, since it is based on the 
viewer•s interpretation of the patient•s movements of interest (MOIs).  
 
Our group has been conducting multiple studies to quantify seizure movements [2; 3]. 
We started with 2D marker-based approaches, which were latter used to demonstrate the 
clinical relevance of motion analysis in epileptic seizures [4]. Nonetheless, the 
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limitations of a 2D approach were multiple (i.e. marker occlusions, patient discomfort, 
lack of precision), which motivated us to develop a 3Dvideo-EEG system. 
 
Recently, we published in PLoS One the development of a 3Dvideo-EEG system using 
a single RGB-D camera, namely a Kinect v1, installed over one bed of an EMU [5]. This 
study showed that RGB-D cameras mounted on the ceiling of the patient•s room provide 
a comfortable, non-intrusive way (for both physicians, technicians and patients) of 
acquiring reliable 3D patient motion information. 
 
Following the success of the above-mentioned 3D approach, we report in this 
contribution a Kinect v2-based three-bed 3Dvideo-EEG system, which is an evolution 
of our previous single-bed system. 

2. Methods 

2.1. System Architecture 

The architecture of the multi-bed 3Dvideo-EEG system is depicted in Figure 1. Each 
Kinect v2 is connected to an acquisition PC running KinecTracker (KiT), a custom 
software that handles all the 3D information acquired from the sensor [6]. Time 
synchronization is obtained for all beds using the network time protocol (NTP). Each 
acquisition PC is connected to a 10-terabyte storage system through a high-speed gigabit 
Ethernet cable, allowing to continuously acquire data 24/7 during one full week (168-
hour buffer).  
 

Figure 1. Architecture of the NeuroKinect multi-bed system deployed at the University of Munich•s EMU.  
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2.2. System workflow 

Figure 2 presents a footprint scheme of the three-bed system deployed in the EMU unit.  
 

 
Figure 2. Footprint scheme of the three-bed system deployed in the EMU unit. 

 
Custom-made pipelines were developed to automatically transfer the Kinect data from 
the acquisition PCs to the server every minute during the data acquisition, as well as 
manage the buffer storage. Furthermore, whenever a seizure occurs, an e-mail with the 
seizure information (i.e. seizure date and the clinical beginning and end timestamps) is 
sent to the research team (physicians and engineers) so that the seizure data is latter 
correctly exported.  
 
The exportation of the motion information corresponding to a seizure consists in 
transferring the associated data from the server to the workstation (Figure 2), and storing 
it in a database. The data can then be edited and analyzed using two custom-made 
software applications: KiMA (Kinect Motion Analyzer) and KiSA (Kinect Seizure 
Analyzer).  
 
Kinect v2 provides multiple streams of information including high-resolution 
1920×1080 color images, 525×424 depth and infrared streams, and 3D body joint 
information, at a 30 frames per second. This generates a throughout of ~12 GB/min. 
Therefore, we only acquire depth, infrared and body information, which results in a 
throughput of ~1.6 GB/min.   
 
As in the single-bed first generation system [5], the KiT application enables the 
management of acquisition sessions. A specific workflow for each new patient being 
monitored is performed (i.e. calibration). KiMA is used as a first step of seizure analysis, 
allowing to review the information acquired with KiT, mark and label specific seizure 
events, and then export the selected information for further analysis using other tools. 
Patient monitoring using KiT and KiMA was authorized by the hospital•s Ethics 
Committee and all patients have given written informed consent to participate in the 
study. With the three-bed system, we integrated a new custom-made seizure analysis 
software (KiSA), which was developed using Matlab. KiSA allows performing 3D MOI 
analysis using our second generation semi-automatic motion tracking algorithm which 
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was adapted to handle the new information (infrared  and depth) now being acquired. 
Additionally, KiSA generates a 3D view of the tracked MOI, as well an automatic report 
(i.e. MOI quantification statistics and tracings) for each analyzed seizure. 

3. Results 

Thus far, a total of 2.13 Terabytes from 278 seizures were acquired from 111 patients 
using our three-bed system. Table 1 shows detailed information on the dataset 
characteristics, including the number of patients and seizures per syndrome. The 
syndrome classification (used for diagnosis and personalised treatment plan) was 
obtained by the agreement of two experienced epileptologists after carefully reviewing 
the seizure motion videos together with the EEG patterns. Patients are continuously 
monitored in the EMU (typically for 48-72 hours) until a diagnosis is reached.  

 
Table 1. Characteristics of our unique 3Dvideo-EEG database with respect to the different seizure 

classification. GTKA stands for generalized tonic-clonic seizures. 

Syndrome # of Patients # of Seizures 
Aura 3 5 

Automotor 18 45 
Bilateral tonic-clonic 3 3 

Clonic 17 27 
Complex Motor 8 59 

Diapletic 3 3 
Dystonia 1 28 
GTKA 15 31 

Hypermotor 7 18 
Hypnopompe 6 7 

Tonic 12 18 
Psychogenic 1 1 

Versive 16 31 
Syncope 1 2 

Total 111 278 

4. Conclusion and Future Work 

In this contribution, we present the evolution of our 3Dvideo-EEG system from a single-
bed using a Kinect v1 into a multi-bed system based on the Kinect v2. The new system 
allows 24/7 monitoring of three different patients simultaneously in an EMU setting, 
using a low-cost, non-intrusive, markerless, and low-maintenance approach that is 
suitable for the clinical practice. The use of the Kinect v2 instead of Kinect v1 brings 
benefits to the system, since it provides better image quality and the new infrared stream 
enables the analysis of seizures occurring during the night period. 
 
Together with a comfortable acquisition process of seizure information, we have been 
focusing our efforts in developing tools that allow seizure analysis automation, avoiding 
the typical manual evaluation, which requires reviewing the seizure video several times. 
The three-bed system has been in operation since March 2016 and a large 3D seizure 
dataset was already acquired. 
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Currently, to the best of the authors• knowledge, this is the only 3Dvideo-EEG database 
deployed within the routine of a clinical epileptology department. This dataset has great 
potential for prospect studies in this research field, such as the development of a system 
for automatic seizure classification (using convolutional neural networks and features 
derived from 3D seizure motion data), and/or automated detection of seizures. This 
system could be useful in hospitals, at home or in residential homes to alert for the nurses 
or relatives of the occurrence of epileptic seizures, potentially helping to reduce the risk 
of injuries or SUDEP (sudden unexpected death in epilepsy). It would also be important 
to support the diagnosis of epilepsy, especially in less well trained epilepsy centers and/or 
centers with limited financial capacity and EMU beds. An H2020 funded research and 
innovation action (RIA) is being prepared to explore the above-mentioned R&D 
potential and the authors welcome manifestations of interest from fellow EU researchers. 
 
We believe that the designed approach has the potential of becoming a solution that can 
be easily spread and deployed in multiple epilepsy units around the world. We are open 
to discuss details with other EMUs so that these developments are used towards the 
benefit of the largest number of patients possible. 
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Abstract. Adverse drug events (ADEs) are critical. Approximately 10% of fatal 
ADEs are believed to be allergic reactions. Therefore, sharing patient allergy 
information is beneficial to medical staff members in avoiding potentially lethal 
complications. We previously performed a nationwide study of patient allergy 
information in Japanese hospitals. The report showed that most of the responding 
hospitals needed a standard format for reporting the information. To establish this, 
we implemented a novel format for recording patient allergy information into the 
hospital information system at Tohoku University Hospital; this format was created 
through vigorous discussion among medical staff members with a variety of 
specialties, including doctors, nurses, pharmacists, nutritionists, and medical safety 
managers. In this study, we followed the amount of inputted allergy information and 
the number of incidents involving medication after implementation. The amount of 
allergy information inputted increased slightly. Although incidents involving 
medication also increased slightly, ADEs due to allergy significantly decreased. We 
believe that our findings will be useful in helping to determine the optimal 
characteristics of drug allergy information and to improve the dissemination of 
information regarding potential allergens and subsequent ADEs. 

Keywords. Allergy, Patient profile, Adverse drug event, Medical Safety 

1. Introduction 

The prevention of adverse drug events (ADEs) is important for patient safety.1,2 We 
previously performed a questionnaire-based study to describe the current status of data 
collection for allergy information in the Electronic Medical Record (EMR) and 
Computerized Physician Order Entry system (CPOE) in 76 large Japanese hospitals. The 
report demonstrated that most of the responding hospitals claimed that they are either 
preparing their own versions or still in the discussion phase. A patient profile standard 
for correctly handling allergy information should be determined. We then implemented 
a novel format for inputting patient allergy information into the hospital information 
system at Tohoku University Hospital. This occurred after vigorous discussion among 
medical staff members with a variety of specialties, including doctors, nurses, 
pharmacists, and medical safety managers. In this study, we aim to test a new standard 
format for recording such information.  
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2. Methods 

2.1. A national survey regarding allergy information 

We conducted a nationwide survey that included a 43-item questionnaire regarding the 
handling of allergy information at 213 hospitals throughout Japan, each with 600 or more 
beds, between October 2012 and March 2013. These included 50 public university 
hospitals, 40 private university hospitals, 59 national/public/municipal hospitals, and 64 
private hospitals. Of the 213 hospitals, 76 (35.7%) responded to the survey: 29 public 
university, 11 private university, 18 national/public/municipal, and 18 private hospitals. 
The mean (± standard deviation) number of beds in the responding hospitals was 796 ± 
191. EMR was previously implemented in two-thirds of the hospitals responding to this 
survey, whereas the others relied upon a computerized provider order entry (CPOE) 
system with paper-based medical records. 

2.2. Implementation of the template of allergy information 

Between June 2013 and December 2014, a multi-professional medical team, including 
five doctors, three nurses, three pharmacists, and two nutritionists, was recruited; the 
team held discussions to design a practical and informative patient profile that could 
easily integrated into EMR. The content of the profile was elaborated upon by the main 
factors that our previous study showed. The profile was easily integrated into the EMR 
system of the Tohoku University Hospital, and it has been in use in all departments since 
May 2015. 

2.3. Measurements of incidents involving medical error 

After the implementation, we tracked the number of incidents involving medication 
between January 2015 and March 2017. The incidents were measured by the medical 
safety committee at Tohoku University Hospital. A chi-square test was performed for 
statistical examinations. 

3. Results 

3.1. Description of the degree of allergic reaction and alert level in the EMR in our 
national survey of allergy information 

Our previous nationwide survey, which included a 43-item questionnaire, showed the 
current status of handling patient allergy information in Japan. For example, in most 
hospitals, the name of drugs related to allergies was not only selected from a list but also 
inputted directly as text. Medical staff members tended to describe allergy symptoms as 
accurately and as detailed as possible, even if the provided information contained 
ambiguity. The level of ADE severity was not documented in 72% of the responding 
hospitals. Automatic registration of analogous drugs that are the most frequent 
candidates for allergy reaction, such as penicillin, iodinated contrast media, and aspirin, 
was not possible in 86% of the responding hospitals. In 70% of the responding hospitals, 
allergy information was linked to an alert system to prevent errors in prescriptions and 
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injection orders. Among the other hospitals, 12% ranked the ADE severity in two 
categories (i.e. heavy or mild) and 15% ranked them in multiple categories (Figure 1a). 
However, the alert parameters corresponded to the severity of the allergy in only 7% of 
the responding hospitals (Figure 1b). 

 
Figure 1.  The results of our previous survey regarding connection severity of allergic reactions and alert level. 

3.2. Implementation of the template of allergy information 

Figure 2 depicts a screenshot of the information in the hospital information system. We 
implemented a practical and informative patient profile that was easily integrated into 
EMR. The content of the profile was improved using the main factors that our previous 
study showed. In this profile format, the severity of reaction can be selected from the list: 
mild, moderate, and severe. An alert level can be selected to prevent prescription and 
injection errors. The alert level parameters (limitations) are allergy severity, which is 
graded as •prohibited,Ž •alert,Ž or •suspended.Ž An order for a drug linked to 
� prohibitedŽ is basically impossible to obtain, but this can be overridden in cases where 
the medical benefit outweighs the risk or there is a procedure to reduce the severity of 
ADE, such as steroid therapy for iodinated contrast dye allergy. 

 

 
Figure 2. A screen shot of patient allergy information on EMR. 
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3.3. Change in the number of input data occurrences and incidents of medical error 
after implementation 

Figure 3 showed the number of input data occurrences for allergy information after 
implementation. The average number of input occurrences gradually increased despite 
the fact that the number of items pertaining to allergy information were greater than 
before. Information regarding severity and alert level were also maintained. In figure 4, 
the number of incidents were measured in Fiscal year (FY) 2015 (April 2015 to March 
2016) and FY2016. Although incidents pertaining to medication also slightly increased, 
ADEs due to allergy significantly decreased. 

 

Figure 3. The number of input occurrences for allergy information. 

 

 

Figure 4. The number of incidents involving medicine and those due to allergy between FY 2015 and FY 2016. 

M. Nakayama and R. Inoue / Implementation and Effect of a Novel Electronic Medical Record Format54



4. Discussion 

The present study explained a format for recording allergy information that we developed 
in EMR with the collaboration of a multi-professional medical team and system 
engineers and the consequent results of the number of input data occurrences and 
incidents regarding medication. The new format has been accepted among medical staff 
members, and this seemed to be effective in decreasing incidents of ADE due to allergy. 

A format for allergy information with an effective alert system is needed for patient 
safety in the EHR era. Computerized decision support system alerts that warn against the 
incorrect administration of inappropriate drugs is expected to decrease the risk of ADEs.3 
However, these alerts are often overridden despite their potential benefits.4,5 One of the 
reasons is an excess of alerts with low predictive value for true drug allergies; these alerts 
occur due to incorrect data entry.6,7 Previous studies have identified poor medical record 
documentation as the basis of ADEs8,9 despite that fact that the inclusion of allergy 
information in EHRs was reported at 64.4%.10 In a previous study, most hospitals showed 
that information about adverse drug reactions and contraindicated medicine were 
recorded in the same form. However, the former informs about events that have happened 
in the patient in the past, and the latter is information that does not pertain to events that 
have happened to the patient, but reports those that may possibly occur because of disease 
or other medications. Since we think that the frequent override of alerts in EMR 
performed by doctors results in unreliable information, we separated them. In addition, 
we added information about certainty and severity to ensure reliability of information.  

In conclusion, we developed a format for allergy information that allows medical 
professionals to include detailed information for effective alerts regarding incorrect 
medication. We hope this proposal will be helpful in establishing a standard format for 
allergy information that is useful in preventing allergy-related medication errors. 
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Abstract:  HAITooL information system design and implementation was based on 
Design Science Research Methodology, ensuring full participation, in close 
collaboration, of researchers and a multidisciplinary team of healthcare 
professionals. HAITooL enables effective monitoring of antibiotic resistance, 
antibiotic use and provides an antibiotic prescription decision-supporting system 
by clinicians, strengthening the patient safety procedures. The design, 
development and implementation process reveals benefits in organizational and 
behavior change with significant success. Leadership commitment, 
multidisciplinary team and mainly informaticians engagement was crucial to the 
implementation process. Participants• motivation and the final product delivery 
and evolution depends on that. 

Keywords: Antimicrobial Resistance, Antibiotic Stewardship, Co-design, 
Implementation, Information system, Decision-Support System. 

Introduction 

The global health capacity to sustainably tackle infectious diseases is at risk, by the 
rising of antibiotic resistance (AR) [1]. HAITooL (Healthcare-associated Infections 
Tool) a surveillance and decision support system for effective antibiotic stewardship 
programs (ASP), leverages the healthcare professionals (HP) work. The design, 
development and implementation process reveals benefits in organizational and 
behavior change, in spite of some inherent barriers. 

Healthcare-associated Infections (HAI) are an important cause of morbidity and 
mortality [2], worldwide. HAI and Antibiotic Resistance (AR) impact populations, 
weakening their health, socially and economically, with human losses of thousands of 
people per year [2], overloading the system with direct and indirect costs [3], being a 
global public health priority. 

In general, we can act on one or both antibiotic-resistant HAI and AR 
dissemination and antibiotics consumption reduction. To prevent and control it, several 
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strategies have been described such as hand hygiene, surveillance and decision-support 
information systems or ASP development [4].  

The HAI and AR control essentially lies on human behavior, where humans work 
together, for the health and safety of others. Human behavior multi-factors are 
significantly associated to key indicators of the control system's performance [5]. There 
is the opportunity to develop innovative approaches, conducting to an effective HAI 
and AR control behavior change, by combining the socio-cultural, political and 
organizational dimensions, which involves the participation of all the HP [5]. 

The problem is originated on infection control team work overload, with time-
consuming tasks, dealing with all the ward organization complexity, and experiencing 
difficulty in accessing evidence-based information, real-time, whenever needed [6]. 
Computerized surveillance and decision support systems, can be effective by enabling 
overviews of complexity, with interactive and simple alerts and reminders, allowing the 
professional to be at the forefront of action [6]. The prevention, management and 
control of HAI and AR require readiness for response and action, with the immediate 
and clear communication between all the involved HP. Interactive and integrated data 
visualization technology-based systems can help address the issue, with success [7]. 

HAITooL is a contextualized and validated information system for surveillance 
and decision support [6], underpinning the operationalization of an effective ASP, 
leveraging the professionals' role and strengthening their capacity and quality of work. 

The co-design of HAITooL followed the strategy of well-adjusting with the 
background where the system is being implemented. It has been designed and 
developed to optimize antibiotic therapy, giving decision-support to HP, leading to 
significant reductions in antibiotic resistance prevalence and costs [7]. 

1. Objectives 

Surveillance and clinical decision-support systems have the potential to enhance ASP 
by improving HP access to validated information [8], retrieving integrated pharmacy, 
microbiology, and clinical data, as HP need to improve their work with confidence.  

The objective was to design and implement an information system - HAITooL - 
which could achieve that, aiming at impact on antimicrobial resistant HAI and 
antibiotic use. The focus was on better adjusting the process to Portuguese and local 
organizational, social and cultural context, leading HP to adequate behavioral change. 

The information system development followed the framework of ASP to be able 
to: (a) monitor antibiotic consumption; (b) monitor antibiotic resistant bacteria; (c) 
promote antibiotic prescription based on laws and main guidelines; (d) improve 
physicians• prescription behavior. 

2. Methods 

The study has been conducted in three Portuguese Hospitals. A Design Science 
Research Methodology (DSRM framework) [9] for a teamwork-based intervention, 
aims to solve organizational problems by creating and evaluating the information 
system artefact. The DSRM establishes the base of a process with six sequential main 
steps [7]. The process counted on the full participative collaboration from the 
beginning. The researchers, together with the HP, set up what the problem and 

M.R. Maia et al. / Implementing an Antibiotic Stewardship Information System 57



priorities are, define objectives for the solution, pre-select important and necessary data, 
and design the system, proceeding with the implementation and demonstration and then 
evaluation and communication, in form of constant profiling and reporting. Several 
interviews and surveys have been performed [10], in addition to the process 
observation and intervention, under the principles of Österle for abstraction, originality, 
justification and benefit [11]. 

3. Results 

The HAITooL decision-support systems proves to be of major importance to best 
manage patient safety, for medical work quality improvement.  

The initial survey participants, gave major relevance to the need for better access 
to hospital antibiotic susceptibility patterns and epidemiological data, among other 
pertinent daily information (e.g. clinical and pharmaceutical data) [10]. In its 
implementation first steps, it already could provide the HAI•s information management 
for the involved hospitals, with implemented evidence-based practices and teamwork 
techniques, aligned with the objectives of the National Program for Prevention and 
Control of Infections and Antimicrobial Resistance, in Portugal. 

HAITooL includes integrated views of patient, microbiology and pharmacy data, 
displayed in innovative layouts and graphics. Visualization of patient clinical evolution, 
antibiotic consumption trends, antibiotic resistant infections distribution, and local 
antimicrobial susceptibility patterns turns to be easy and clear for the professional. 
HAITooL is also a decision-support system, displaying alerts, for example in cases of 
excessive antimicrobial therapy duration and antimicrobial therapy not in accordance 
with microbiology results, among others. 

Each hospital system was co-designed with HP, in order to come up with an 
effective surveillance and decision support system, well-adapted to Portuguese and 
local socio-cultural context (e.g. following national health directorate antibiotic 
guidelines and meeting local perceived needs) [12]. Based on the system architecture, 
we use DSRM to adapt it to other settings. HAITooL information system is now 
starting implementation in Cape Verde main hospitals.  

3.1. Dealing with multifactorial barriers 

The HAITooL process analysis is indicative that the information system and the 
participative process for developing and implementing it, meets the main requirements 
for an ASP, in the WHO's blocks rationale. It shows that each HP role can be leveraged 
by pushing further the ASP concept [6] and actually changing attitudes and 
professional behavior. It leads practitioners to become more concerned about the issue, 
ensuring greater accountability and helping bringing the issue to the public debate 
agenda, by taking a step forward in raising awareness of the global burden.  

The HP•s change of work habits, through education and organizational policies 
and measures is happening by improving HP's confidence in prescribing and making 
control decisions, where the surveillance and decision-support system could be an 
effective anchor to improve their work quality. The implementation of a new 
information system must have in account the HP relationship either with the 
information and communication technologies (ICT) and with the decision and 
prescribing tasks' changing [13]. 
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There are seven stablished key-elements for the HAITooL ASP (Figure 1), being 
all of them essential. Yet, in a logic of chain-reaction, if we cannot ensure continuity of 
action and participation of the first two - Leadership Commitment and 
Multidisciplinary Team - all the process stays at risk. The role of informaticians was 
also very relevant, often the major bottleneck.  

 
 
 
 
 
 
 
 

 
 
 
 

Figure 1. Key-elements for HAITooL ASP [7]. 

Due to possible multi-factors and the involved multi-actors, we can find important 
barriers at the different levels of leadership power and collaboration. During each 
process of implementation, there were observed and suggested conditioning factors 
such as: the political agenda unavailability, the game of economic and political 
interests, bad timing for a change in the organization (e.g. because of an administration 
council change). The multi-players' way of dealing with the challenging process of 
change and reorganization of their routines (due to their cultural background, among 
other reasons), or the recurrent lack of available time and of human resources within 
the hospitals (including of the information systems' staff), or even technical issues 
(such as delays for bureaucratic authorizations) are important factors to consider. The 
co-design process was a good instrument to maintain everyone engaged, and to find 
time to work in the system. Those are only examples of implementation obstacles often 
blocking the process of system evolution. The implementation can though be hampered, 
threatening the final product delivery, and risking to demotivate people that were in 
first place champions of the process. 

Technology and organizational management have been main drivers for a 
healthcare service's delivery of quality. It is increasingly more important to address the 
problem focusing not only in physicians, nurses, but the rest of the HP as well, from 
technicians (pharmaceuticals, microbiologists, ICT staff) to management people 
(including administrative staff, decision-makers and the leadership). Each one of these 
elements are a part of the all, as contributors to the problem but to the solution too. 
That's why it is vital to guarantee multidisciplinary and full engagement at all 
implementation levels to address all the critical factors, where human variables must be 
considered. Continuous communication is paramount. Managers are key in promoting 
the engagement of all participants. Otherwise, motivation can be at risk, and frustration 
can condemn the process and freeze important work proceedings.  
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4. Conclusion 

HAITooL enables effective monitoring of antibiotic resistance and antibiotic use, and 
helps antibiotic prescription, strengthening the HP work capacity. The close 
collaboration with clinicians, the Infection and Prevention Control Team, physicians, 
nurses, pharmacists, microbiologists and ICT technicians, under a participative 
approach, was the baseline for a successful implementation [7]. Pharmaceutical, 
microbiological, and clinical data, integrated all together within one main system, offer 
all the participants the possibility of giving their inputs, review clinical and technical 
information and participate actively throughout the entire process, on the behalf of 
patient•s security and work quality improvement. However, leadership commitment 
and team engagement is crucial to the process health and continuity. Participant•s 
motivation and the final product delivery and evolution depends on that.  

When overcoming the barriers and after all the collaborative process, HAITooL 
turns to be unquestionably an important step forward to reduce antibiotic misuse and to 
control and prevent antibiotic-resistant HAI. 
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Abstract. Models of child primary health care vary across Europe. There are three 
categories, primary care paediatricians, general practitioner based, or mixed. This 
paper describes the metadata schema used in the profiling process of candidate data 
sources for appraisal for the Models of Child Health Appraised (MOCHA) project 
using the MOCHA International Research Opportunity Instrument (MIROI). The 
ten clinical indicators included: asthma, antibiotic stewardship, immunisation, 
rickets, diarrhea, epilepsy, depression, ADHD, enuresis and care of women during 
pregnancy. Our metadata allows us to identify data within included data sources 
concerning any of the 10 clinical indicators identified for comparative analysis 
within the MOCHA project.  From the 30 countries we found a minimum of 5 and 
a maximum of 36 different databases for each indicator.   
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1. Introduction 
 

The Models of Child Health Appraised (MOCHA) project 
(http://www.childhealthservicemodels.eu/) project seeks to evaluate health care systems 
to identify indicators and measures that improve the quality of primary health care being 
provided to children.  To do this it is using key conditions such as asthma, epilepsy, and 
Attention Deficit Hyperactive Disorder (ADHD) as exemplars and case studies. Large 
datasets from a variety of countries are a vital component of these specific studies that 
will appraise models of care and test MOCHA hypotheses. Results of these studies could 
influence development and budgeting of national health systems and other policy 
decisions, such as World Health Organisation (WHO) mandates regarding European 
national health strategies.1 We use requirements models such as surveys as a tool to 
provide an understanding of the dynamics of the socio-technical systems associated with 
studies of interest. This knowledge provides a good basis for specifying what criteria 
need to be considered when selecting databases for research studies. This process of 
assessing the appropriateness of databases to contribute to studies can also be referred to 
as the research readiness of a databases.2 
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2. Methods  

2.1. MOCHA International Research Opportunity Instrument (MIROI) 

We have previously described the survey instrument called the MOCHA 
International Research Opportunity Instrument (MIROI) with which we identified 
candidate data sources across Europe.3   We formulated 23 questions collecting basic 
information on databases containing individual child records, such as database contact 
details, population, data quality and governance and organised them into the MIROI 
survey instrument (Table 1, supplementary file of complete questionnaire). Questions 
were placed into sections related to database description and database access. The 
database description section included questions regarding database metadata, update 
frequency, data custodian, data population and equity of access to healthcare.  The 
database access section included questions regarding access policies, data requests and 
charges for access to data. We used a questionnaire to capture essential information that 
may be important to a researcher. We requested one database per response, although a 
database could include several types of data, e.g. hospital inpatient data combined with 
primary care data. The majority of questions requested textual answers, although some 
of the questions requested yes/no answers or a selection of one or more applicable terms. 

 

2.2. Dissemination of the MIROI survey 

In the MOCHA project, a country agent has been appointed to each of the 30 
European countries involved. The country agents were given the responsibility of 
gathering evidence for the researchers of all work packages during the duration of the 
project. MOCHA country agents completed the survey themselves based on their own 
knowledge and/or liaised with public health experts in their country to distribute the 
survey to interested researchers. The central research coordinator channelled the 
information queries from each work package to the country agents and responses back 
via the central coordination point. The flow of queries and corresponding responses was 
scheduled in the project calendar, thus allowing researchers to utilise the setup 
mechanism in multiple iterations. The agent communication protocol also included an 
internal review process where work package questions were reviewed for their suitability 
before sending to the country agents. The MOCHA team leveraged this country agent 
protocol to disseminate and gather responses to the MIROI survey instrument. The 
survey instrument was sent to the country agents during the period between 16th 
November 2015 and 14th January 2016, and completed survey responses were received 
January through October 2016. 

 

2.3. Quality indicators of child health care quality from large databases 

We identified 10 quality indicators that were selected have been carefully selected 
to give an overview of the quality of care (Table 1) by reviewing literature and expert 
opinions.4,5 These indicators defined according to their potential to be readily answered 
from routine clinical data.  Certain indicators required linking data from multiple data 
sources (e.g. prescribing of inhalers from primary care databases, and emergency 
admissions due to asthma exacerbation from secondary care data).  
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Table 1. Quality indicators of considered for assessing child health care quality 

Quality indicator Description 
1. Asthma care for 
children 

% of asthmatic children between 5-18 years prescribed reliever versus 
preventer inhalers within the past year 

2. Antibiotic stewardshtotal number of Amoxil prescriptions per year for children under 19 years/ total 
number of prescriptions for cephalosporins per year for children under 19 years 

3.Immunisation of 
children 

proportion of children vaccinated for (1) DTP (diphtheria, pertussis, tetanus)(2) 
MMR (measles, mumps, rubella (3) HPV(human papillomavirus) 

4.Rickets care for 
children 

proportion of children with rickets who have been prescribed Vitamin D in the 
last year 

5. Diarrhoea care for 
children 

proportion of children who require admission to hospital with diarrhea 

6. Epilepsy care for  
children 

inpatient admissions for seizures in children under 19 years in the last year/ 
proportion of children under 19 years with epilepsy who have had a fit review 
in the last year/ proportion of children with epilepsy who have been prescribed 
diazepam in the last year 

7. Depression care 
for children 

total number of prescriptions per year for child with depression aged 10-18 
years 

8. ADHD care for 
children 

total number of children under 19 years with ADHD/ Demographics of the 
children with ADHD … age, sex/ Age at ADHD diagnosis 

9. Enuresis care for 
children 

total number of children under 19 years with enuresis who have had a multi-
disciplinary assessment (e.g. medical, psychological, social assessment) 

10. Care of women  
during pregnancy 

total number of pregnant women who are given oral folate (prescribed folate or 
over the counter)/ total number of pregnant women who are smokers 

 
We explored the metadata collected using the MIROI survey to understand the landscape 
of data sources available to support these studies.  

3. Results 

3.1. Responses to the MIROI survey 

Using the MIROI survey tool, the MOCHA study team identified 147 databases with 
potential to be data sources capable of supporting specific MOCHA studies. By October 
2016, 26 of the 30 country agents had provided one or more database responses and a 
total of 147 responses were catalogued. 39% of responding countries provided 5 or more 
responses; Poland provided the greatest number of responses (11). Only 3 countries 
(Bulgaria, Czech Republic, and Denmark) provided only 1 response. All responses were 
entered into the MOCHA access controlled part of the online EMIF repository, and the 
study team was able to easily request access and browse the content. 

3.2. MOCHA catalogue of database meta-profiles 

We entered MIROI responses provided by responders into an online version of the 
instrument (https://www.surveymonkey.co.uk/r/miroi2) for ease of analysis.  The 
additional free-text information was captured using additional comments fields in the 
online survey. We created a database of responses in Microsoft Access to run summary 
statistics on the responses and entered the responses into the online European Medical 
Information Framework (EMIF) Data Catalogue (http://www.emif.eu/about/emif-
platform/emif-catalogue) to make information provided in the responses available to the 
entire MOCHA team in a user-friendly, browse-able, password-secure format. 
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Table 2. Availability of data sources to assess quality indicators in database representing countries representing 
Pediatrician led, GP led and those having a combination of these systems (Prim-primary data sources that can 
support indicator assessment, Supp- supporting data sources that fulfill certain data element required)) 

 Quality indicator 

Paed(n=21) GP (n=53) Comb(n=73) Overall(n=147) 

Prim Supp Prim Supp Prim Supp Prim (%total ) Supp (%total ) 

S1.Asthma care 3 7 7 11 15 18 25(17.0%) 36(24.5%) 
S2.Antibiotic 
stewardship 2 8 7 10 14 17 23(15.6%) 35(23.8%) 

S3.Immunisation  2 7 10 10 16 20 28(19.0%) 37(25.2%) 

S4. Rickets care  3 7 8 10 12 20 23(15.6%) 37(25.2%) 

S5.Diarrhoea care  6 6 8 10 16 19 30(20.4%) 35(23.8%) 

S6.Epilepsy care 2 8 8 13 12 17 22(15.0%) 38(25.9%) 

S7.Depression  2 9 8 13 12 20 22(15.0%) 42(28.6%) 

S8.ADHD care  2 9 8 13 12 20 22(15.0%) 42(28.6%) 

S9.Enuresis care 3 7 7 10 12 20 22(15.0%) 37(25.2%) 
S10.Care of women 
during pregnancy 1 4 11 9 10 17 22(15.0%) 30(20.4%) 

         

 

Figure 1. Graphical representation of the availability of data sources across for the 10 quality indicators 

3.3. Availability of data for measuring quality indicators from routine data sources 

In an initial exploration of the MIROI metadata we assessed how the MOCHA catalogue 
compares with other key metadata catalogue describing health data sources in Europe.3 
We subsequently analysed the metadata collection against the 10 quality indicators given 
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in Table 1. We realised that whilst certain data sources could contribute to measure the 
indicators (e.g. anonymised primary care databases), there were other databases that were 
capable of provided certain elements required to assess the indicators (e.g. mortality 
databases). We have defined these two categories of databases as primary data sources 
and supporting data sources respectively. Table 2 presents the potential data sources 
across countries of different types of health systems.  

4. Discussion 

Our analysis demonstrates that about half of the databases in the web catalogue are 
capable of contributing to assessment of child health care quality indicators. From the 
potential databases about 15-20% of the databases can be used as primary sources of data 
while about 25-30% of the databases cab provide supporting evidence to conduct a 
complete assessment.  This builds on previous work developing metadata across 
European data sources. 

A limitation of our analysis is that the interpretation of the suitability was assessed 
using the metadata collected from a metadata survey and not with direct consultation of 
the data custodian. However, in order to operationalise the indicator assessment, we have 
invited database custodians to conduct feasibility assessments with respect to the specific 
indicators defined in this paper. 

5. Conclusions 

Conducting accurate comparative assessment of child health care systems largely 
depends on having access to good quality computerised medical records. Identifying 
candidate databases can be a challenging task due to their heterogeneity and variation of 
data quality. In the existing complex landscape of health databases, analysing meta-data 
repositories allow targeting specific databases that could be better contributor to routine 
data studies. 
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Abstract. In this communication we identify strategies for effectively documenting 
Sexual Orientation and Gender Identity in Electronic Health Records. For this 
review a multidisciplinary group composed by three physicians, a nurse, an engineer 
and a lawyer analyzed the evidence in bibliography related to the topic and 
summarized the results. After analyzing the information, we summarized and 
classified them into three major topics: To request, to store and to display and access  
to the information. How to standardize those data and where data specifically will 
be populated in EHRs have not been answered yet. The target of all of these efforts 
should be: to be sensitive with the needs of the patient and to ensure high quality of 
care.  

Keywords. Patient Identification Systems, Health Information Systems, Gender 
Identity, Transgender patient 

1. Introduction 

Transgender people experience their gender identity (GI) as different from the sex 
which was assigned to them at birth.(1) Gender transition may be thought of as the 
process through which one aligns one•s physical sex with one•s GI. Not all transgender 
people will seek a medical transition, it might be a social one.(2) Transgender people can 
be heterosexual, homosexual or bisexual in their sexual orientation (SO). Transgender 
patients have particular needs in what concerns to demographic information and 
electronic health records (EHRs). Specifically, they may have chosen a name and GI that 
differs from their current legally name and gender. Using the wrong pronoun or name in 
a transgender patient may provoke distress, ridiculousness or even violence performed 
by others in the waiting area. Transgender people face intense health disparities and lack 
of access to health care; failure to accurately document transgender identities increase 
these disparities through negative implications.(2…5) A study focused on young adults 
lesbian, gay, bisexual and trans-sexual (LGBT) population, looked at their self-reports 
of how much acceptance and support they received from their families as they came out 
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and the current status of their health. For those who got little support, the adverse effects 
were worst including suicidal ideation or attempts, serious depression, drug abuse, etc.(6)  

The first step to ensure high quality of care is identifying transgender patients. In 
order to achieve this, health information system (HIS) has to be adapted to register and 
maintain a history of the changes concerning patients´ GI. On the other hand, insurance 
companies require name and sex to be recorded in EHRs as they are listed in the Identity 
Card (IC). Transgender patients report that they feel empowered when their preferred 
name and pronoun are recorded in EHR, an increasing number want to self-identify as 
such, despite the fear and anxiety they may experiment about doing so.(6) They do want 
people to know how to communicate with them respectfully and accurately.(6) Other 
issues to consider are how to standardize SO and GI data and where exactly to place it 
in EHRs. 

The Institute of Medicine(4) and the Joint Commission International (JCI)(7) have 
each recommended that data on GI and SO must be collected in EHRs. Office of the 
National Coordinator for Health Information Technology (ONC) believes including SO 
and GI in the •demographics• criteria represents a crucial step forward improving care 
for LGBT communities.(8) The ONC announced that they will require that all EHR 
systems certified under the Meaningful Use incentive program have the capacity to 
collect SO and GI information.(9) The goal of all of this activity is to collect data that 
will be able to trigger alerts for screening and preventive health services, track quality 
metrics and create research opportunities. Most frequently HIS only watched the 
patient•s birth-assigned sex. In Argentina, after GI law sanctioned in 2012, transgender 
people have the possibility to regularize their situation respecting their GI.(10) The law 
also contemplates cases in which people have not changed their government issued 
identity documents, so they are currently listed with a name and birth-assigned sex. 
According to the law, health care providers must respect if a transgender patient has 
preferred names and/or pronouns that differ from those listed on government-issued 
documents or health insurance policies.(10) Consequently, health care registration 
systems need to be modified in order to reflect patients´ anatomical sex and in turn, their 
chosen GI and new name. In this communication, we identify strategies for effectively 
documenting SO and GI in EHRs.  

2. Methods  

For this communication a multidisciplinary group assembled to discuss the topic 
was formed with the participation of three physicians, a nurse, an engineer and a lawyer. 
With the purpose of include relevant and diverse literature, we performed a 
comprehensive search through computerized databases: MEDLINE, LILACS and 
internet search base engines, using the following keywords: transgender, gender identity, 
LGBT, electronic health records, electronic medical record, transgender law. Only texts 
written in English and published over the last ten years were included. The reference lists 
of papers were hand searched to identify additional literature. Research articles were 
evaluated by the group with regard to quality, applicability and relevance, and finally the 
results were summarized. 
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3. Results  

The strategies for effectively documenting SO and GI in EHRs, were summarized 
and classified them into three major topics: To request, to store and to display and access 
to the information. Several publications have described which data to collect and how to 
do it, but limited guidance exists for EHR development teams, like a practical guidance 
on what actual workflows would look like for end users.(3)  

3.1.  To request the information:  

Asking patients about their SO and GI is a challenge. A technique named •two-steps 
questionsŽ, to allow the collection of GI information has been shown to be superior at 
identifying transgender patients in comparison to other methods.(2,11) This technique 
first asks about patient´s GI and then about birth-assigned sex. By asking about SO as a 
standard demographic variable, providers may facilitate patients to come out and share 
personal and more accurate information.(6,12) Also, it is crucial to mention that it is not 
a health problem that could be added into the EHR problem list. Patients should be 
assured that this information will be confidential and providers should ask for permission 
to include it in the EHRs, reminding patients of its importance for healthcare quality. 
Privacy and confidentiality concerns are exacerbated by the increasing computerization 
of health records.(13,14) It is also important to have educational material for patients to 
understand why it is important to carry a history of reports on their SO and GI changes. 
Effort also must be focused on patient´s self-registration process, where ideally a web 
portal system will allow patients to enter their own demographic information. This has 
shown to increase the likelihood of honest answers.(13) In any of these cases, it is 
important to always maintain an opt-out option available.(6)  

3.2. To store the information:  

•Gender ID dataŽ can be defined as a group of data, including: GI, birth-assigned 
sex, legal sex, preferred name and legal name.(3) According to this, Deutsch et al.(3)  
proposed the implementation of three gender fields: GI, Birth Sex, Legal Sex. In addition, 
they recommended a Preferred Name field. They provided an exhaustive description of 
three possible patient scenarios and suggested solutions.(3) The three cases described 
are:  

First case: A transgender patient who has not changed any legal documents to reflect 
his/her GI, so GI differs from birth-assigned sex and legal sex. Example: GI = male, 
birth-assigned sex = female, legal sex = female.  

Second case: A transgender patient who has changed the legal documents to reflect 
his/her GI, with GI and legal sex that are the same and birth-assigned sex that is different. 
Example: GI = female, birth-assigned sex = male, legal sex = female.  

Third case: A transgender patient with GI that differs from birth-assigned sex and 
legal sex (which are also different). Example: GI = genderqueer, birth-assigned sex = 
male, legal sex = female. This would represent a genderqueer-identified person, assigned 
male at birth, who, when faced with the requirement to choose from either •MaleŽ or 
•FemaleŽ to be listed on legal documents, chose •FemaleŽ.  

EHRs have to provide resources to store an inventory of a patient•s medical 
transition history and current anatomy. An anatomical inventory would allow providers 
to record into the chart and update as needed, the organs each patient has at any given 
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point in time. This inventory would then drive any individualized auto-population of 
history and physical exam templates, it also should be uncoupled from the patient•s 
recorded GI or birth-assigned sex.(15) A list of commonly sought treatments and 
procedures, which may not be listed in current systems should be included as selectable 
items in the medical history.(2) The terms should be incorporated into controlled 
vocabularies. These procedures, however, also should be uncoupled from any gender-
coded template.  

3.3. To display and access to the information:  

The system should notify providers and clinic staff of a patient•s preferred name.(2) 
On the EHRs, patient•s header preferred name and pronouns should be displayed 
prominently so anyone can see them immediately upon consulting the chart. Banner 
•nameŽ field could be driven by legal name for all patients except for those who have an 
entry in the preferred field, the presence of which serves as a Boolean flag to drive the 
routing of the preferred name to the banner in the place of the legal name.(3) Asterisk 
(*) or other alert icon could be displayed in the banner for any patient whose GI differs 
from legal sex, and/ or any patient whose preferred name is different to legal name. This 
notifies staff that they must utilize other demographic information not displayed on the 
banner in order to verify identity, process billing claims, etc.(3) Electronic processes 
such as billing, printing prescriptions and lab labeling can be driven on the back end by 
legal sex and legal name fields. Patient education materials can explain the need to retain 
and use legal identifiers in these settings.(3) HIS also should allow sharing patient•s 
marital status or identifying a partner, for advance directives and health information.(15)  

4. Discussion  

In actual fact and because the majority of patients are not transgender, a binary 
male/female oriented system across multiple platforms such as EHR exists; however, 
this structure inhibits the collection of accurate medical information, so it should be 
modified.(2) Patients may feel that being confronted with routine SO and GI questions 
is disempowering.(6) If routine SO questioning is incentivized or otherwise encouraged, 
it will be essential to provide widespread patient education and empowerment 
activities.(6) In addition to the development of ongoing patient satisfaction measures to 
ensure patient needs of improved care.(6,15) The primary concerns about collecting data 
on SO and GI are related to privacy and use: who is going to ask these questions, what 
training will they receive, in what context will they ask them and to what extent will the 
information be available within the healthcare system. Patients need to understand why 
the issue is important and what they are being asked to do. Inexperienced staff in 
transgender care may find these non-binary GI and terminologies to be particularly 
difficult to understand. Inclusion of an added real-time reminder or pop-up for patients 
whose pronoun preference is •They/ThemŽ within the user interface may help reinforce 
this behavior among clinic staff and providers.(3) It has to be possible to provide a high 
level of monitoring on EHRs for inappropriate access and use. It might be set to follow 
all those who declare SO and GI minority status to ensure there is not improper use of 
their data. Unauthorized access or sharing of information should be punished. Other 
issues to consider are how to standardize SO and GI data and where exactly to place it 
in the EHR. Hopefully, the technical community will come to an agreement soon on how 
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to collect SO and GI data, how to standardize and where specific data will be populated 
in EHRs.(6) While a standard that all vendors could follow would be ideal, what will 
likely happen is that each vendor will develop their own standards and then work together 
to map fields from each other•s EHRs so that they can exchange data accurately.(6) As 
institutions begin to demand appropriate and insightful EHR functionalities, vendors will 
respond to these demands.(3)  

5. Conclusion  

To document •Gender ID dataŽ into EHR is a challenge to health providers as well 
as vendors. In this article we summarized existing recommendations. How to standardize 
those data and where specifically should be populated in EHRs are still unanswered. The 
target of all these efforts should be patient needs and to ensure high quality of care for 
them. 
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Abstract. High accessibility of Electronic Health Record systems can increase 
usability but creates simultaneously patients• anxieties about privacy issues. In order 
to reduce the privacy concerns, we focused on control and awareness, and designed 
an approach that can provide availability of patient•s clinical data to doctors in two 
scenarios; (S1) direct control by the patient when they are conscious, (S2) control 
by a trusted representative when the patient is unconscious. In this paper, we show 
further analysis in a survey (n = 310, age range: 19-91) done to test the acceptability 
of our concept of a using a trusted representative and to further understand the 
concerns of Japanese citizens to improve our system design. These results in S1 
suggest that patients concerned about control have a stronger inclination to also 
choose full awareness. We found also that patients tended to choose the same level 
of awareness for the representative as they did for themselves in S2. In addition, 
patients who chose awareness in S1 tended to choose the same for their 
representative in S2 and themselves after recovery from unconsciousness. We also 
discuss the significant differences found between the age-groups 20-39 and 60-79. 
We conclude that the system design of privacy aware EHR systems must be 
improved to consider patients who want to preserve their choice of control in the 
event they become unconscious but do not want to use a representative to maintain 
control. 

Keywords. Access Control, EHRs, Patient-Centred Authorization, Privacy 
Concerns 

1. Introduction 

Privacy concerns can hinder the creation of national and international Electronic Health 
Record (EHR) systems. These concerns are related to who is accessing the medical 
record, when the access taking place is, why the access is necessary, from where the 
access is made and what part of the medical record is being accessed. These privacy 
concerns are related to the heart of the definition of privacy [1]. 
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There still exists a lack of acceptance because of concerns about the privacy of some 
EHR systems [2]. These concerns have led to various efforts for ensuring and preserving 
privacy in EHR systems [3…5]. However, few studies show empirical evidence of the 
privacy concerns of Japanese with regards to health care and their medical data.  

Previous studies provided an approach to give control to patients, but do not address 
preservation of a patient•s choice for access control in the event the patient becomes 
unconscious [3, 4]. Within our study, we focus on concern for control and awareness of 
patients since their clinical data is collected and centralized in EHR systems. The 
subjective nature of privacy concerns give rise to the challenge of designing a system 
that can address concerns which can change due to many factors including age, 
perceptions and culture etc. [6…8]. Malhotra et. al [7] designed and tested a scale to 
measure privacy concerns that includes concern for control and concern for awareness 
as factors of privacy concerns. Their proposed control factor [7], represents individuals• 
freedom to voice their opinions and opt-out. The individual can be able to control the 
collected information about them. The awareness factor indicates the understanding 
about existing conditions relating to their health records. 

We propose that patients concerned about control and access of their medical 
information should have the option of choosing a trusted representative who they believe 
will preserve the patient•s control of information and health care involvement when the 
patient is unable to do so because of physical or mental constraints. To this end we 
designed an opt-in access control system that uses the patient•s trusted representative as 
a stakeholder to maintain a patient•s will in such emergency situations. We used surveys 
to test patients' acceptance of our proposed trusted representative. Our system design 
aims to focus on this situation using the patient•s trusted representative. 

2. Opt-In Access Control for Patients 

We designed opt-in access control system for patients to control access to their medical 
data [9]. The representative was included in the system to grant access on the patients' 
behalf when they are unconscious. As shown in Figure 1, our system design focused on 
the awareness and control of patients and their representatives based on two scenarios, a 
conscious patient (S1) and an unconscious patient (S2).  

We conducted a survey to test patient preferences about our system design feasibility 
and use of a trusted representative. A total of 310 respondents (age range: 19-91, mean 
age: 47.79, male: 50.3%) responded to the survey. In the survey, 61% of respondents 
chose control in S1 and 30% chose representative control in S2. When respondents were 
questioned about their preference for awareness, only 7% and 6% chose no awareness in 
S1 and S2, respectively. Under the control factor, 36.8% of respondents who chose 
control of their clinical data in S1 chose representative control in S2. On the other hand, 
19.2% of these respondents changed their preference from no control in S1 to 
representative control in S2. This observation and the reasons for the switch of the 
respondents have been discussed previously [9]. 
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Figure 1. Overview of approach to provide opt-in access control to patients [9]. 

3. Findings 

We used �2 to test for goodness-of-fit and Cramer•s independent coefficient test (rc) was 
used to quantify the level of correlation between the variables that were significant. 
Residual analysis was done to show the exact cell the significance was originating from 
using the standard residuals (z). The positive z-score represents positive (+) tendency, 
whereas a negative score represents negative (-) tendency. The following list briefly 
explains the choices given in the survey: 

�  Control … preference that requires the patients control (when conscious) 
�  No control … preference that does not require patient•s control for (when 

conscious) 
�  Representative control … preference that requires representative control (when 

patient is unconscious) 
�  No representative control … preference that does not require representative•s 

control (when patient is unconscious) 
�  Full … full awareness of any activities regarding medical data 
�  When wanted … awareness of activities only when requested by the patient 
�  Sensitive Only … awareness of activities regarding sensitive parts of medical 

record only 
�  None - no awareness desired  

The options, 'when wanted' and 'sensitive only', suggest respondent•s preference for a 
granular level of awareness and are considered to be options for awareness in the general 
sense. Using the adjusted residual as the z-score based, (1) |z| > 1.96 (p < 0.05) and (2) 
|z| > 2.58 (p < 0.01).  

3.1. Analysis based on Each Scenarios 

In S1, the data (�2 = 19.548, p < 0.01, df = 3, rc = 0.25) showed that patients concerned 
about control of their clinical data are likewise concerned about awareness (z > 2.58). It 
was also found that they were mostly likely to not choose 'no awareness' (z < -2.58). 
These results in S1 suggest that patients concerned about control may also choose full 
awareness. Within S2, the data (�2 = 195.08, p < .01, df = 9, rc = 0.46) show that patients 
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tended to choose the same level of awareness for the representative as they did for 
themselves in S2.  

Between S1 and S2, respondents who chose 'control' in S1 tended to choose 
'representative control' in S2 (�2 = 10.116, p < 0.01, rc = 0.18). Regarding the choice of 
respondents between S1 and S2, patients who chose awareness in S1 tended to choose 
the same for their representative in S2 and themselves after recovery from 
unconsciousness (rc = 0.7 and rc = 0.4). 

 

3.2. Analysis of Age Groups 

The results also suggested that patients 47 years and younger tended to prefer their 
representatives• awareness of only sensitive information in S2. Members of this age 
group also were not likely to choose 'full awareness' for their representative. The opposite 
results were found for patients over 47 years old in the event they become unconscious 
(p < 0.01, rc = 0.24). The same result is present for respondents within the age range of 
20-39 who tended to choose 'sensitive only' for their representative in S2, whereas 
respondents in the range 60-79 tended to choose 'full awareness' of their representative 
in the event they become unconscious (p < 0.05, rc = 0.16). 

Patients 47 years and younger chose 'sensitive only' (z > 2.58). This suggests that 
people 47 years and less tend to prefer a granular level of representative awareness in the 
event they are unconscious for S1 and S2.  

4. Discussion 

Existence of societal differences between countries challenges the design process of 
a robust EHR authorization system easily implemented in multiple countries. Feedback 
from a country•s members is essential in creating a system that citizens trust and accept 
with confidence. Our patient-centred approach is focused on justifying the feasibility of 
our proposal in Japan before defining the functionality of the system. 

Fewer respondents concerned about control when they are conscious preferred 
representative control in the event they fall unconscious. The focus of our research was 
the patients who choose representative control in the event they fall unconscious. The 
tendency of respondents concerned about awareness in the event they are unconscious, 
to choose the representative control and awareness points to the usefulness of our system 
if it were to be realized in society as an opt-in access control option for concerned patients. 
Furthermore, less than 20% of respondents preferred no awareness for their 
representative. The preferences of patients for awareness suggest that patients who do 
not prefer representative control may prefer awareness of themselves and their 
representatives. 

In the future, our approach needs to be extended to include three abstractions of 
control before implementation; these are access control policies, mechanisms to support 
the policies and models to theoretically define the mechanism [10]. In our design, the 
control and awareness given to patients and their representative is part of the mechanism. 
However, this is not sufficient to provide control to concerned patients. Our research 
scope must be expanded to include a more precise access control approach for patients 
and their representatives with detailed technical suggestions. Furthermore, more 
scenarios need to be included in our design to consider the granular interests of patients. 
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Considering a practical use case, we cannot ignore laws or regulations in each country. 
These rules, which vary between countries, play a role in the successful parameter 
definition (number of representatives, response rules of representative, etc) and 
implementation of this system. This limitation must be considered to improve the 
robustness and scalability of our system. 

5. Conclusion 

Design of EHR systems generally has full societal acceptance but has a major socio-
technical challenge in many countries including Japan. We propose an authorization 
system in health care to reduce privacy concerns and increase societal trust through 
involvement in security. We chose to use a trusted patient•s representative to continue 
controlling access to a patient•s record if the patient is unconscious or otherwise unable 
to make medical decisions. 

Analysis of the data indicate that patients tend to choose a level of awareness for 
themselves and their representatives in each scenario, a conscious patient and an 
unconscious patient. Also, our data indicate that patients concerned about control when 
they are conscious generally want their representative to preserve control should they 
become unconscious. Data suggest that patients within the age range of 60-79 years tend 
to prefer full awareness of their representative, whereas patients within 20-39 years tend 
to choose 'sensitive only' for their representative in the event they become unconscious. 

Results of this survey provide us with better understanding of patient preferences in 
our future development of a robust authorization system that centres around the patient 
and their chosen representative. The socio-technical nature of our system may be able to 
shift society•s view of data privacy from a technical responsibility to a social one. 
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Abstract. While there is a clear need to apply data analytics in the healthcare sector, 
this is often difficult because it requires combining sensitive data from multiple data 
sources. In this paper, we show how the cryptographic technique of secure multi-
party computation can enable such data analytics by performing analytics without 
the need to share the underlying data. We discuss the issue of compliance to 
European privacy legislation; report on three pilots bringing these techniques closer 
to practice; and discuss the main challenges ahead to make fully privacy-preserving 
data analytics in the medical sector commonplace. 
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1. Introduction 

The need to better use data analytics in the healthcare sector is nowadays well-understood. 
With healthcare costs already high and expected to rise even more (10% of the GDP of 
the European Union already and estimated to rise by 30% by 2060), it is important to 
control costs while not compromising on quality and access. The use of knowledge that 
is hidden in existing medical data (of which already zettabytes are available, soon rising 
to yottabytes) is seen as the •fastest, least costly, and most effective path to improving 
people•s healthŽ [3] and may lead to cost savings of over $250M in the US alone [4]. 

Gaining insights from medical data typically requires working with very sensitive 
data, often from multiple data sources. This can be within organisations (for instance, 
combining medical records in a hospital with real-time data from a tracking system); 
between organisations in the same vertical of the healthcare sector (for instance, using 
insights in the effectiveness of treatments for particular patient types across hospitals); 
or even between organisations in different verticals (for instance, combining data from 
hospitals and insurance companies to link medical data to data about treatment costs). 

                                                           
1 M. Veeningen, Philips Research, High Tech Campus 34, Eindhoven, meilof.veeningen@philips.com 

g

Building Continents of Knowledge in Oceans of Data: The Future of Co-Created eHealth
A. Ugon et al. (Eds.)

© 2018 European Federation for Medical Informatics (EFMI) and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms

of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/978-1-61499-852-5-76

76



 

Unfortunately, while big data analytics in the healthcare sector is very relevant, it is 
also very challenging because it needs to be applied to very sensitive data. With recent 
stories about data breaches in mind (e.g., [8]), both healthcare organisations and patients 
are rightly reluctant to have their data being used for analytics. At the same time, the 
upcoming EU General Data Protection Regulation (GDPR) requires a high standard for 
data security, consent, and other measures to be in place before personal information is 
even allowed to be processed. As a result, for many healthcare organisations, •fears about 
data release outweigh their hope of using the informationŽ [4]. 

In this paper, we show how the cryptographic technique of secure multi-party 
computation (MPC) can enable new data analytics applications by performing data 
analytics without the need to share the underlying data. As a consequence, data providers 
can contribute data to an analysis while being technically guaranteed that the data cannot 
be de-anonymised (e.g., [2]), decrypted, or used for any other purpose than the intended 
one. We demonstrate the potential of this technology by discussing three ongoing pilots: 
one inside a hospital, one between hospitals and one between a hospital and an insurance 
company. We also discuss the main technical and non-technical hurdles we see before 
these techniques can be applied in practice at a large scale. 

This paper is structured as follows. We introduce privacy-preserving data mining 
based on MPC in Section 2, and discuss its relation to EU privacy legislation in Section 
3. In Section 4, we discuss the three pilot projects. In Section 5, we discuss the outlook 
for MPC, including challenges to make privacy-preserving data analytics become reality. 

2. Privacy-Preserving Data Mining based on Secure Multi-Party Computation 

In the medical domain, there is a frequent need to perform data mining on sensitive data 
(e.g., medical/financial data), raising data sharing challenges that privacy-preserving 
data mining (PPDM) aims to address. PPDM traditionally assumes that there is one data 
owner, and aims at anonymizing data such that third parties can still mine patterns from 
it. Various anonymisation techniques are known, e.g., based on k-anonymity or 
differential privacy; but they generally reduce utility, and in many cases, partial de-
anonymisation of supposedly anonymised datasets turned out to be possible [2]. 

PPDM using secure multi-party computation (MPC), introduced 17 years ago in a 
seminal paper by Lindell and Pinkas [6], goes beyond traditional techniques by assuming 
that multiple parties with confidential datasets want to mine their combined data. This 
data may be distributed horizontally (parties have the same kind of information on 
different data subjects) or vertically (parties have different kinds of information on the 
same data subjects). In the horizontal case, global analytics can often be approximated 
by locally computing aggregates and then combining them [5], but this does not work in 
the vertical case. In such cases, MPC allows analytics by distributing each sensitive data 
item between multiple processors who interact using a cryptographic protocol. 

One main technique in such protocols is secret sharing, of which we give a simple 
example. Suppose three doctors want to know the total number of patients they treated, 
without sharing their individual subtotals. To do this, doctor 1 takes his subtotal x, adds 
a large random number, r, to it (chosen randomly, say, between 0 and 1000000), and 
sends x+r to doctor 2. Note that r •statistically hidesŽ x from doctor 2. Doctor 2 then 
adds his subtotal, y, to the running total and sends x+r+y  to doctor 3, who similarly adds 
his subtotal, z, and sends x+r+y+z to Doctor 1. Doctor 1 subtracts r and reveals the end 
result, x+y+z. Note that secrets (x,y,z) are hidden by randomness (r) and a computation 
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is performed by exchanging randomised values between the participants. This basic 
principle can be used to perform any computation while only revealing its end result [6]. 
Other popular techniques are threshold and/or homomorphic encryption. 

3. Legal framework for privacy-preserving data mining 

Two aspects of the upcoming GDPR are particularly relevant for privacy-enhancing 
techniques (PETs) such as MPC. First, using state-of-the-art PETs, partially anonymised 
(pseudonymous or encrypted) personal data may qualify as anonymous data. According 
to the GDPR, data is personal if it contains any information relating to an identified or a 
directly or indirectly identifiable natural person. If a set of personal data has been fully 
anonymized, i.e. there is no mean reasonably likely to be used to identify any individual, 
the data will no longer be treated like personal data, and will not be subject to the GDPR. 
A limitation is that a potential possibility of an unauthorized access always has to be 
taken into account, but only if the means used are reasonably likely [1]. 

Second, the GDPR introduces a new definition for consent. Organizations that rely 
on the consent of data subjects as a lawful basis of processing are particularly affected, 
since the GDPR demands an explicit, unambiguous, specific informed consent given by 
a statement or clearly affirmative action in an opt-in mechanism. Controllers must in 
addition carefully evaluate the purposes of processing and are not allowed to collect data 
extensively. Data protection by design and by default set out the obligation for data 
processing systems to embed technical and organizational measures and integrate 
safeguards from the outset. So, while new PETs may introduce complex data protection 
risks, with minimizing the use of personal data they have a potential to reduce those risks. 

4. Pilot projects 

4.1. Privacy-preserving data collection: tracking staff and patients 

Our first pilot, executed in a consortium including Philips and TNO, aims to apply MPC 
to put employees in charge of their location data in a hospital setting. Optimizing hospital 
workflows can help improve resource utilisation, reduce operational costs and, most 
importantly, improve quality of care. Traditionally, to find process improvements, 
consultants interview various stakeholders and patients, and spend days shadowing key 
staff members and patients in order to develop an accurate picture of how the hospital is 
functioning. However, individuals often tend to modify their natural behaviour the 
moment they are conscious about the fact that they are being observed (the Hawthorne 
effect). Also, as consultants are usually limited in numbers and do not stay at the hospital 
24 hours a day, they are unable to get a global view of a department•s operations. 

One option to address this is to tag relevant staff members, patients and assets with 
a Real-Time Locating System (RTLS) which provides location information of all tagged 
entities every few seconds. However, while such systems can make a detailed and 
objective assessment of hospital operations, staff members are often reluctant to use 
RTLS as sharing their location data with hospital management is considered an invasion 
of privacy. Hence we propose for the hospital to only have access to location data of 
patients. Staff location data is made available only to staff members themselves, or to the 
worker•s council that represents them. Using MPC, data analytics can be performed on 
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two (patient location data from the hospital and staff location data from the worker•s 
council) or more data streams (patient location data from the hospital and staff location 
from each staff member). This way, staff members are put in control of their location 
data, individual data is never opened, and secondary use of their data is made impossible.  

4.2. Intra-sector data analytics: analysing population health 

The second pilot, part of the Horizon 2020 SODA project, is about performing joint 
analysis using data from different data providers in the same sector. The pilot focusses 
on prediction of population health, for instance to predict the risk of death within one 
year for chronic heart failure patients using logistic regression: such a model benefits 
from data from different regions or countries. Using MPC, the model (i.e., the logistic 
regression coefficients) can be built without hospitals needing to share any data about 
their patients. Other typical tasks include decision tree learning and computing statistics. 

Compared to the single-organization case, this one is a lot more complex to deploy. 
A first challenge is to make organisations and data subjects willing to share their data. 
MPC should help with this by helping towards GDPR compliance and reducing the risk 
of unauthorized data re-use of the data. Other challenges include agreeing on common 
formats for data exchange and in interpreting concepts in a common way (in one case, 
conflicting definitions of •mortality rateŽ caused practical problems); and in formulating 
models, and dealing with outliers and missing data, without needing to inspect the data. 

4.3. Inter-sector data analytics  

The third pilot, by an academic hospital (Erasmus MC), a health-care insurance company 
(Achmea), and TNO in the Horizon 2020 BigMedilytics project, aims to shorten the 
lifecycle between research and clinical practice by combining data from multiple 
verticals, thus improving healthcare efficiency. In particular, the pilot combines 
population data, patient profiles, patient care, and financial claim data. One application 
is comorbidity-based risk stratification for heart failure patients. The expectation is that 
combining clinical data from the hospital with cardiovascular comorbidity information 
based on claims data from the insurance company leads to better treatment outcomes. 

The main challenges for this pilot are, again, achieving GDPR compliance (toward 
which the use of MPC will contribute); but also ISO 27001 certification and linking the 
data from the various pockets, silos, and scientific software applications in the different 
institutions. In particular, for clinical data, this will be achieved through a link with the 
new electronic patient dossier, HiX, for which first steps have already been taken. 

5. Conclusion, Challenges, and Outlook 

As we aim to show in three pilots in the medical domain, secure multi-party computation 
enables data analytics on data from multiple providers, without requiring them to share 
data with anybody else. However, to make this vision a commonplace reality, several 
technical and non-technical challenges need to be addressed, which we now discuss. 

A first challenge is integration with other systems. While building isolated MPC 
prototypes is possible, collecting data and inserting it into a MPC system today is largely 
a manual process. To simplify the use of MPC, it needs to be integrated with existing 
systems. This includes adding MPC to healthcare information standards like FHIR, and 
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working together with initiatives such as the Dutch Personal Health Train (PHT) 
initiative based on FAIR [7] data. A second step is to develop new techniques for 
checking consistency between datasets without manual inspection of the underlying data. 

A second challenge is scalability. In theory, MPC can be applied to any kind of 
computation; in practice, its overhead compared to in-the-plain processing is large. For 
instance, performing regression on hundreds of millions of records using state-of-the-art 
techniques requires around 10 hours to complete. Solution directions include more 
scalable primitives, parallelisation, streaming, and mixing plain and hidden data. 

A third challenge is GDPR compliance. The GDPR undoubtedly gives rise to several 
issues related to data processing with privacy-preserving techniques. Anonymisation 
may be a good strategy to benefit from big data, and to mitigate the data protection risks. 
It is highly probable that data which are de-identified with application of state-of-the-art 
PETs will fall outside the scope of the GDPR. However, large-scale processing of 
sensitive personal data is generally of greater risks, since sensitive personal data are 
subject to additional protections. Hence, a risk-based, multi-factor compliance analyses 
is advised in any case to ensure that data processing routines are compliant with the new 
requirements of the GDPR. Especially, because the legal evaluation of data processing 
activities will in any event be subject to a case-by-case assessment. 

A final challenge is gaining trust from key stakeholders. Having technically sound 
solutions is just a first step towards convincing stakeholders (including patients, hospital 
staff, and information officers) to enable privacy-preserving data analytics on their data. 
Easy-to-understand ways of explaining cryptographic techniques in data analytics are 
needed. Moreover, rigorous qualitative and quantitative user studies are needed to better 
comprehend the concerns of stakeholders and their understanding of the issues involved.  
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Abstract. Introduction The new General Data Protection Regulation (GDPR) 
compels health care institutions and their software providers to properly document 
all personal data processing and provide clear evidence that their systems are inline 
with the GDPR. All applications involved in personal data processing should 
therefore produce meaningful event logs that can later be used for the effective 
auditing of complex processes. Aim This paper aims to describe and evaluate 
HS.Register, a system created to collect and securely manage at scale audit logs and 
data produced by a large number of systems. Methods HS.Register creates a single 
audit log by collecting and aggregating all kinds of meaningful event logs and data 
(e.g. ActiveDirectory, syslog, log4j, web server logs, REST, SOAP and HL7 
messages). It also includes specially built dashboards for easy auditing and 
monitoring of complex processes, crossing different systems in an integrated way, 
as well as providing tools for helping on the auditing and on the diagnostics of 
difficult problems, using a simple web application. HS.Register is currently installed 
at five large Portuguese Hospitals and is composed of the following open-source 
components: HAproxy, RabbitMQ, Elasticsearch, Logstash and Kibana. Results 
HS.Register currently collects and analyses an average of 93 million events per 
week and it is being used to document and audit HL7 communications. Discussion 
Auditing tools like HS.Register are likely to become mandatory in the near future to 
allow for traceability and detailed auditing for GDPR compliance. 

Keywords. GDPR, Audit log, HL7, ATNA 

1. Introduction 

The General Data Protection Regulation (GDPR) is a set of regulations for strengthening 
data protection laws in Europe. It becomes effective on May of 2018 and applies to 
organizations processing personal data in the EU, with a special mention to data 
concerning health. Under the GDPR, institutions have the obligation of demonstrating 
accountability for the fulfilment of the regulation requirements, which relies on their 
ability to demonstrate that appropriate procedural an security measures are being applied 
and, most importantly, that they are compliant with GDPR. This creates great pressure 
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on health care institutions, namely hospitals, and software producers to provide auditable 
traceability mechanisms for their current and legacy systems [1]. 

Traceability in Portugal is particularly difficult as there are on average more than 21 
software applications per hospital, leading to great heterogeneity and need for 
interoperability [2]. Also, at least until 2013, the existing logs had severe quality issues 
that made it difficult to guarantee traceability. Existing audit trail standards (e.g. 
ASTM:E2147, ISO/TS 18308:2004, ISO/IEC 27001:2006) were still not broadly used 
back then [3] and, to the best of our knowledge, this has not yet changed. The same 
scenario is observable in inter-institution information flows[4]. 

The exchange of patient data among healthcare institutions is also very relevant in 
the context of the GDPR. In 2016, Pinto et al. built a collective vision of existing 
institutions at the Portuguese National Health Service and their Information Systems 
interactions. This study allowed the identification of about 50 recurrent interaction 
processes, which were classified into four different varieties, in accordance with the 
nature of their information flow: administrative, clinical, identity and statistical. The 
authors considered an effort should be made to provide the various institutions with 
guidelines/interfaces regarding communication and prompt such institutions to elaborate 
upon these [4]. 

Moreover the stability and availability of systems and applications are also an 
important issue. IT staff needs to have access to immediate secure and reliable sources 
of information regarding how systems are working. Specially information about 
problems with the core systems that support the services inside the hospital and that can 
directly affect the treatment of a patient, including security issues like data breaches or 
unauthorized access to data. Hospitals also need to have a better understanding of who, 
when, why, how and what data was accessed both by humans and other systems. 

HS.Register is a software that was designed to cope with these problems inside 
hospitals, namely to tackle the lack of knowledge about what goes on and who does what 
with the systems and legacy applications that the hospitals use. The main objective was 
to centralize at scale various data sources so that Information Technologies (IT) teams 
could readily analyse in detail their systems and applications, by tracing how data is 
accessed and shared and being able to audit the systems that support the Hospitals. This 
paper aims to describe and evaluate HS.Register, a system developed to cope with GDPR 
auditing requirements in highly heterogeneous environment like the health care sector. 

2. Methods 

HS.Register was initially designed as a solution to store HL7 messages, logs and systems 
events inside an hospital infrastructure. To accomplish this objective: data should not be 
updatable and be analysable; it should be highly scalable and performant, other systems 
should not be affected; registered events should be non-refutable and non-removable; 
and data should be auditable and traceable. 

With this requirements in mind we designed a system based on Elasticsearch [5] and 
other open-source components. Its high-level architecture can be seen on Figure 1. Data 
is gathered by dedicated agents installed throughout the hospital infrastructure and then 
securely sent to HS.Register using the TLS protocol in an IHE-ATNA [6] compliant way. 

Data stored on the Elasticsearch repository can be searched and accessed using web 
applications at the dashboard node. 
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Figure 1  High-level architecture design 

 
HS.Register is divided into two components groups, the repository, where data is 
processed and stored and the data collectors which are the agents that gather data from 
systems or directly from the network into the HS.Register repository, which is itself 
composed of 6 separate components: 

1. Receiver for data gathering; 
2. Queue to control back pressure and temporary storage; 
3. Processing for data processing; 
4. Signer to cryptographically sign and strongly bind events in temporal order. 
5. Repository for long term storage; 
6. Dashboards for reporting and visualization. 
Currently there are 3 types of collectors based on the beats library, developed by 

Elastic: a network sniffer; a file reader; and a Windows EventLog viewer. With these 
agents we can gather at scale data from network communications, files and Windows 
eventlogs registries. 

HS.Register is currently being used in 5 hospitals from Portugal hereby named as 
H.A, H.B, H.C, H.D and H.E for privacy purposes. Three are large general hospitals, one 
is a small province hospital and the other is a medium sized oncology hospital. 

3. Results 

The main results are presented in table 1. It shows the total number of events collected 
per week at the 5 hospitals. The total number of events that were gathered per week 
where around 93.543.000, and ranged from application logs and HL7 communication 
between various systems to external accesses. There was a total of 68.850.000 log events 
from applications, 21.672.000 from external accesses and 3.019.000 from HL7 
communications. H.A and H.C have events from all types in the system, H.B does not 
have data regarding the application logs and H.D and H.E only have data about HL7 
communications available. 
 
Table 1. Total number of events (in thousands) per week grouped by type of system audited and hospital 

 H.A H.B H.C H.D H.E Total 

Application Logs 68 826 * 24 * * 68 850 
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Emergency 
Department 

57 131     57 131 

RIS 11 695  24   11 719 

Communication using HL7 1 581 327 961 106 44 3 019 
ACK 453 161 475 47 21 1 157 
OML 344 32 202  11 589 

SIU 239 11 72   322 

ORU 116 100 53 28  297 

ADT 50 11 67  1 129 

ORM 78 11    89 

Other 301 1 92 31 11 436 
External Accesses 8 800 9 383 3 489 * * 21 672 

LDAP / AD 8 800 9 383 3 487   21 670 

Remote Desktop   2   2 

Total 79 208 9 710 4 475 106 44 93 543 000 
* : Events not collected in this hospital 

Most of the data (n=68.850.000) are from application logs. These events are very 
heterogeneous and range from logins and connections to external services and databases, 
to error stack traces. The emergency application logs from H.A are not yet being filtered 
as the hospital is still selecting which events are relevant in the context of the GDPR. 
H.B, H.D and H.E are in the process of gathering information with the vendors for how 
to implement and deploy agents to gather more data. H.C does not have an emergency 
department, but the events from the RIS application are already being stored. 

The events from the LDAP group includes logins (successful and failed attempts) on 
the various systems and workstations inside the hospitals. This includes accesses from 
automatic monitoring tools and other systems. H.B is also storing logout events and H.A 
and H.C are in the process of analysing the inclusion of these events because many of the 
staff members may leave sessions logged-in when they leave the workstation and they 
do not think the data is accurate enough to be o use. H.D and H.E are not storing LDAP 
event at this point. H.C has a centralized point for remote access for maintenance by 
vendors and is also storing login and logout events. 

HL7 messages are being stored at all hospitals. This information allows hospitals to 
analyse information flows. HS.Register stores each message received by each system 
where a HS.Collector agent is installed. Most of these messages are directly gathered by 
a network sniffer agent or directly sent to HS.Register by the hospital central HL7 BUS. 
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4. Discussion 

For the GDPR, more importantly than the information itself, it is the knowledge of who, 
when and with what purpose the information is accessed and where it is stored and used. 
HL7 messages alone can give some insight, but due to some applications not using the 
HL7 standards it can be hard to gather a complete traceable data exchange process. 
However, if we add information about which users are using what workstation, what 
application is accessing a specific database or even if a vendor is doing some maintenance 
operation, crossing these events with the HL7 events, we can often identify critical policy 
violations like: account sharing by staff, unauthorized access by vendors, access to data 
by unauthorized systems or applications, illegal deletions or undesirable tampering of 
data. With the data collected by the HS.Register it is possible to comply with two of the 
GDPR requirements: traceability and auditability. On top of this, since all the events are 
timestamped and cryptographically signed and bonded together when the HS.Register 
receives them, the chain of events cannot be easily tampered with. This makes it for 
example very difficult for the receiving and sending systems to refute the existence of 
HL7 messages, adding a strong non-refutable characteristic to the system. 

With the correct level of integration, the HS.Register could help comply with GDPR 
requirements, put the IT team back in control, identify problems sooner, identify the 
source of the problem and improve the overall quality of every Hospital Information 
System (HIS) and ultimately improve patient care. 
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Abstract. The Nordic eHealth Research Network, a subgroup of the Nordic Council 
of Ministers eHealth group, is working on developing indicators to monitor progress 
in availability, use and outcome of eHealth applications in the Nordic countries. This 
paper reports on the consecutive analysis of National eHealth policies in the Nordic 
countries from 2012 to 2016. Furthermore, it discusses the consequences for the 
development of indicators that can measure changes in the eHealth environment 
arising from the policies. The main change in policies is reflected in a shift towards 
more stakeholder involvement and intensified focus on clinical infrastructure. This 
change suggests developing indicators that can monitor understandability and usa-
bility of eHealth systems, and the use and utility of shared information infrastructure 
from the perspective of the end-users … citizens/patients and clinicians in particular. 
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Introduction 

The former governor of New York, Mario Cuorno described his mother•s rules for suc-
cess as (a) figure out what you want to do and (b) do it [1]. These are pretty much the 
same rules that national strategies for developing and implementing eHealth systems 
must follow. Policy makers must identify the need, conceptualize a strategy capable of 
alleviating that need, and then implement it. Determined development work of both so-
cial and technical systems considering requirements of key stakeholders precedes imple-
mentation, and local context sensitive implementation strategies need to be developed. 
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Worldwide, anticipated impacts for information and communication technologies 
(ICT) include improving patient safety, increasing the quality and efficiency of care, re-
ducing administrative and operating costs of the health care system, and enabling new 
models of health care [2]. Many countries have developed plans for in ICT investment 
in order to achieve strategic goals. However, less effort has been exercised in developing 
indicators to assess to what extent these strategic goals are accomplished. To develop 
indicators and implement monitoring activities within one health system is not trivial, 
and to do this across different countries is even more complicated. Differences in what 
constitutes for instance an Electronic Health Record (EHR) varies considerably, and dif-
ferent sampling techniques give different statistical basis and limit cross country compa-
rability [3]. 

Indicators can be developed to monitor adoption, use, or impact on service delivery 
and quality of care [4]. The ultimate goal would be to measure the impact on service 
delivery and quality of care directly to read the return on investment (ROI). However, 
effects are consequences of sequences of actions. Furthermore, due to the complexity of 
health care provision that involves a wide range of actors, it is difficult to determine the 
contribution of a particular technology to a specific outcome. Adoption rates are the most 
simple to develop and use as indicators. However, it becomes irrelevant to quantify avail-
ability or access to specific eHealth systems as the implementation approaches saturation. 
Then it becomes more interesting to quantify the actual use, usability and utility of spe-
cific systems or specific functionalities. Here both the citizen•s perception of and their 
actual use of eHealth can, as they are the end users, inform on the degree of success in 
reaching the strategic goals. It is obviously not possible to monitor all functionalities due 
to the sheer amount of these. The national strategies provide guidance as to which func-
tionalities are the most important to monitor. 

National policy documents have a limited timespan … from three to five years is 
common, and often they are adjusted after a two-year midway evaluation. It is also seen 
that health policy makers seek to let evidence inform policy documents, as seen in [12]. 
This observation applies both to the making and to the assessment of policies. 

Developing and implementing eHealth systems, such as a patient record system, are 
- according to one of the pioneers in health informatics Morris Collen - •a more complex 
task than putting a man on the moonŽ [5]. Once developed and implemented, eHealth 
systems become part of an infrastructure that is supposed to serve the interests and ob-
jectives of multiple stakeholders in a myriad of contexts of use, e.g., computerized phy-
sician order entry systems, home tele-monitoring, comprehensive interdisciplinary clin-
ical workstations, and collection of health data for secondary use. Furthermore, various 
health care professions with individual work practices are using eHealth systems for dif-
ferent purposes, and the same counts for citizens with different levels of health literacy 
and eHealth time (e.g. versions 0.1 to 2.0) as do the usages and contexts of use, and 
different clinical specialities call for appropriation to their specific knowledgebase. 

Therefore, the complex task of developing and implementing integrated eHealth sys-
tems in the entire health care sector is hardly achieved within the lifespan of a single 
strategy. A rational approach for improvement between strategies would be to evaluate 
the progress achieved by each strategy and to acknowledge both achievements and in-
sufficiencies in a closed learning cycle.  

Ideally development and management of strategies should happen in a cycle as 
shown in figure 1. Strategic goals are often formulated with respect to previous strategies, 
accomplishments from the past, what contemporary technology now enables and what is 
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envisioned in current health policy. The initial strategic goals form the basis for achiev-
ing consensus and engagement that can produce a plan for how to reach operational goals. 
The operational goals should initiate processes of innovation, development, and consol-
idation of the technical (and socio-technical) elements that will build the infrastructure 
development. The infrastructure will support business improvement through further in-
novation, development, dissemination, and implementation. Ideally the achieved im-
provements should be evaluated and assessed to determine to what extent the strategic 
goals have been achieved. 

Figure 1. Life cycle of a national strategy for eHealth 

For six years, the Nordic eHealth Research Network (NeRN) has strived to develop, 
test and assess a common set of indicators for monitoring eHealth in the Nordic Countries, 
Greenland, The Faroe Islands, and Åland. The overall goal is to support national and 
international policy makers and scientific communities to develop Nordic welfare. NeRN 
has published their work in more than 20 scientific publications [6]. These publications 
report details about a methodology to generate eHealth indicators and benchmarking re-
sults of 49 common Nordic eHealth indicators for which data were available for at least 
some of the Nordic countries. Several challenges and problems have been discovered 
through this work. This paper reports on one of the issues that the NeRN network has 
worked on: How have the national policies changed from 2012 to 2016 and how does 
that effect the need for indicators? 

1. Materials and methods  

Based on two consecutive policy analyses we were able to do a comparative analysis of 
Nordic eHealth policies from before 2012 and policies from 2012 onward. The first pol-
icy analysis is reported in previous publications [7]. The results of the second analysis 
based on [8…12] are reported in this paper. 

Contents of these current eHealth policy documents were analyzed to identify their 
key objectives and to explore how policy main target areas have changed between the 
two studies. Policy characteristics from the two streams of research were compared. The 
Swedish, Norwegian, and Danish documents were analyzed in their respective native 
languages. The eHealth strategies from Iceland and Finland were analyzed using the of-
ficial English version. The text annotation tool HyperResearch (ReasearchWare, Inc.) 
was used for the analysis, where sentences and sections with statements about: a) moti-
vation for policy, b) main strategic targets, c) actors and players, d) measures, e) plans, 
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and f) stakeholders involved, were tagged with a code. The codebook from 2012 was 
used as a template for the second study, but extended with updated concepts. In a second 
coding round, the codebook was condensed and overlapping codes were merged. The 
first and second coding rounds were performed by researcher •AFŽ and the results were 
reviewed by researchers •CNŽ and •SVŽ. Disagreement of the coding was discussed in 
each case to reach consensus. 

2. Results 

The Nordic countries are among the first in the world to develop and implement inte-
grated eHealth technologies. Because of the publicly financed health care systems, the 
initiatives have reached a high coverage on a national basis. However, this does not mean 
that the different health care providers have implemented the same systems or contracted 
with the same vendors. Instead, use of various standards have enabled different actors to 
communicate structured data within certain limits. 

The analysis of the current eHealth policy documents revealed seven key strategic 
targets common to all the Nordic countries: 1) Using eHealth to empower and activate 
citizens, 2) making citizens• digital interface his/her preferred channel for interacting 
with the healthcare system, 3) making health services more integrated and digitally avail-
able, 4) making eHealth systems more usable for the clinician and citizen end-users, 5) 
improving eHealth literacy among the citizens, 6) reaping the economic benefits of in-
vestments in eHealth systems and infrastructures, and 7) improving healthcare services 
by building and implementing eHealth systems and services. 

Figure 2. National eHealth strategy profiles from 2012 and 2016 [13] 

The main changes in strategic targets are depicted in figure 2. The scale shows the 
number of text segments belonging to the specific policy items in percentage of the sum 
of segments coded for each country. There is a shift from a main focus on technical 
issues, such as technical and clinical infrastructure, towards governance and stakeholder 
involvement. Also, the relative role of business support has decreased. However, Sweden 
still has a significant emphasis on clinical infrastructure and the technical infrastructure 
has more importance in Iceland than in other countries. 
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3. Discussion and conclusion 

The changes in the focus of national eHealth policies in the Nordic countries indicate 
that benchmarking should be conducted to reflect the achievements in availability, up-
date-ability, trustability and understandability of eHealth services from the perspective 
of clinicians as well as patients. The dominating tools for measuring understandability 
and usability of eHealth systems has been used on an individual level for some time, 
whereas several challenges remain to obtain a generic measure for a national level that 
can be used to compare the Nordic countries. Further there could be a need to support 
quantitative measures with qualitative inquiries on selected cases to allow for a deeper 
understanding of the national practices. 

As the availability for many eHealth services approaches 100%, it is also required 
to develop indicators that reflect the actual use. It could be tempting to collect and com-
pare log data harvested from national log files. However, when confronted with the spe-
cific context in the different systems it has proven challenging to define a common set 
of indicators for monitoring the practical use of eHealth [3]. 

A third focus for the development of indicators should reflect the design, mainte-
nance, availability, use and utility of shared information infrastructure from the perspec-
tive of the end-users - clinicians in particular but also patients when in contact with health 
care providers, their relatives, and citizens using eHealth applications to promote their 
health. 
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Abstract. The concerns about privacy and personal data protection resulted in 
reforms of the existing legislation in European Union (EU). The General Data 
Protection Regulation (GDPR) aims to reform the existing measures on the topic 
of personal data protection of the European Union citizens, with a strong input on 
the rights and freedoms of people and in the establishment of rules for the 
processing of personal data. OpenEHR is a standard that embodies many 
principles of interoperable and secure software for electronic health records. This 
work aims to understand to what extent the openEHR standard can be considered a 
solution for the requirements needed by GDPR. A list of requirements for a 
Hospital Information Systems (HIS) compliant with GDPR and an identification of 
openEHR specifications was made. The requirements were categorized and 
compared with the specifications. The requirements identified for the systems were 
matched with the openEHR specifications, which result in 16 requirements 
matched with openEHR. All the specifications identified matched at least one 
requirement. OpenEHR is a solution for the development of HIS that reinforce 
privacy and personal data protection, ensuring that they are contemplated in the 
system development. The institutions can secure that their Eletronic Health Record 
are compliant with GDPR while safeguarding the medical data quality and, as a 
result, the healthcare delivery. 

Keywords. GDPR, openEHR, Hospital Information Systems, Data Protection, 
Requirements 

Introduction 

Healthcare activities strongly rely on information with focus on the medical record. 
Information Technology (IT) became a critical tool to support the needs of the health 
care institutions, being responsible for processing heath data. It•s important to 
understand the IT•s impact on personal data processing and, in particular, on data 
protection. Privacy needs to be considered during systems design and implementation. 
(1). GDPR is a regulation that concerns the processing of personal data of EU citizens. 
It provides a framework that guides the use of personal data in all kind of institutions, 
imposing rules and obligations regarding the privacy and protection of data. OpenEHR 
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presents a set of specifications for an interoperable EHR systems architecture based on 
a multi-level, single source modelling approach.(2) This work aims to understand to 
what extent openEHR standard addresses the requirements mandatory to GDPR. 

1. Methods 

We first identified the requirements for an HIS compliant with GDPR. The regulation 
was analysed and a total of 16 requirements that were identified as a specification or 
obligation of the institutions were considered (3). Secondly, we identified 8 
specifications of openEHR based systems, through the analysis of "OpenEHR 
Architecture overview". Finally, we made a table matching the GDPR requirements 
and the openEHR specifications. We defined that one specification could match more 
than one requirement and a requirement could be matched by more than one 
specification. If the openEHR specification meets the requirement in a direct way, by 
simply using the openEHR architecture, then it was considered a match. 

2. Results 

2.1. Matching GDPR requirements with openEHR specifications 

The specification Access Control - access list and Access Control - configurations were 
matched with the following requirements:  

Integrity and confidentiality - the access list ensures the maintenance of patient•s 
privacy by allowing access to the related users; the configurations set the individuals 
that can change the configurations of the access list, maintaining the integrity of the 
access.  

Data subject access - it enables the possibility of accessing the data, which allows 
the possibility of getting a copy of the data. If the data subject is not present in the 
control list, he will not be allowed to access and to have a copy; the configurations 
allow the data subject to set who can access his data, allowing a copy to be made.  

Data subject direct access - it enables the data subject access directly to its 
personal data. The EHR allows the data subject access only if he is identified on the 
access list; by defining a gatekeeper in the configurations, it allows the data subject to 
be identified as such and, therefore, access the data.  

Data protection by default. By defining the individuals that can access the data, the 
possibility of improper access is limited. It also ensures access restriction and limitation 
to personal data, preventing unwanted processing; the configurations allow the access 
list to be defined for an EHR, ensuring the integrity of the access. 

The specification Digital Signature matches the following requirements: Integrity 
and confidentiality - it assures the authentication, non-repudiation and integrity of the 
EHR, acting as an important security and integrity measure of the personal data and its 
processing. Data protection by default - digital signature ensures the access and 
availability of information, acting as a security measure. 
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Table 1. Matches found between the GDPR requirements (1st column) and openEHR specifications (1st line) 

 
The specification Versioning ensures the indelibility of the EHR preventing any 

information from being deleted. It matches with the following requirements: Integrity 
and confidentiality - the creation of new EHR versions is an important measure against 
the loss, destruction or accidental arm of the EHR data, guaranteeing trustworthy and 
reliable information in all moments of processing. Personal data processing 
confirmation - through records versioning, it•s possible to identify the user that made 
the changes, the date and time and the justification for the action, allowing the 
confirmation to the data subjects of any processing occurring. 

The specification Separation of demographic information and EHR matches the 
following requirements: Data minimization - it allows the limitation of data to the 
purpose of processing by minimizing the use of the demographic data. Limitation of 
personal data storage - the identity of the data subject is automatically preserved when 
the clinical and demographic information are separated. In that way, while the clinical 
data is stored for treatment, the demographic data is connected to the EHR through an 
external identifier. Data protection by design - it allows the pseudonymization of the 
data subject by separating the EHR from the identifiable demographic information, 
only relating them by an external identifier. Data protection by default - on the moment 
of the medical care, it only considers the health personal data, safeguarding the 
demographic information. 

The Service Model matched the following requirements: Data subject direct 
access - the service model, through the Virtual EHR API and EHR Service, creates a 
view that allows the consultation of the EHR by the data subject. Interoperability of 
formats and systems - it allows creation of different interfaces using the same data in 
different systems around the institution. When the views that allow the consultation of 
the EHR are settled, the record keeps its singleness and structure, maintaining the 
interoperability. The specification audit trail matches the following requirements: 
Integrity and confidentiality - it allows the record of access logs, ensuring the integrity 
of the data. Personal data processing confirmation - considering the audit trail•s 
traceability, it is possible to know if there is any action being performed on the data 
subject•s EHR, allowing the confirmation of data processing. Records of the processing 
of personal data - the audit trail keeps a record of all the information related to the 
actions performed in the EHR. Availability of records of the processing of personal 
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data- through its traceability, the audit trail allows the creation of a record of personal 
data processing that can become available to the data authorities. Records of data 
breaches - it provides a record of the data breaches that occurred by keeping a record of 
non-authorized data and undue actions. 

The specification Two-level Modelling matches the following requirements: data 
subject access - the archetype modelling allows data to be export and made available to 
the data subject. Personal data portability - it ensures the ability of extracting the 
required data in a structured and automatic format. Personal data portability between 
controllers - any developed system that uses openEHR architecture, even with different 
vendors, can support the same data (modelled as archetypes and templates), ensuring 
the portability between vendors. Interoperability of formats and systems - the 
implementation of the Reference Model on the software level is common to the EHR, 
while the archetype and template modelling allows the semantic interoperability of the 
data and, therefore, the systems. Transfers of personal data to third parties - it allows 
the transfer of data through portability and interoperability (associated to them due to 
the modelling of the archetypes and templates of the reference model). 

2.2. GDPR Requirements not met by openEHR specifications 

This section presents the GDPR requirements that were not matched by the openEHR 
specifications: 

Regarding the requirements related to the principles of processing, the 
specification didn•t match the requirements: Limitation of personal data processing, 
Personal data accuracy, Storage limitation, Accountability and Demonstration of 
accountability. The specifications also didn•t match the requirements related to 
consent: Explicit consent, Record of consent, Data subjects consent withdrawal, 
Characteristics of consent and Lawfulness of processing after consent•s withdrawal. 
Regarding requirements related to legitimate interest, the following requirements were 
not matched: Legitimate interest of processing, Legitimate interest information, Data 
subjects objection to legitimate interest. Some requirements related to data subjects 
were also not matched: Information provided to the data subject, Means to provide 
information to data subjects, Deadline to answer data subjects request, Format for 
data subject•s request answer, Data subject•s notification of new processing, Answer 
form for data subject•s request, Data subjects access to processing information, 
Response data subject•s request, Data subjects objection to data processing and 
Personal data erasure. Regarding the requirements related to privacy notices, the 
specifications didn•t match: Privacy notices, Moment of privacy notification and 
Deadline of privacy notification. Some requirements related to the limitation of 
processing were also not matched: Limitation of personal data processing at data 
subjects request, Limitation of processing and Notification of processing limitation 
cancellation. The specifications didn•t match some requirements related to data 
breaches such as: Development of data breach notification procedures, Records of data 
breaches, Data breach description and Deadline for data breach notification.  

Regarding the requirements related to DPIA, the specification didn•t meet: DPIA 
records preservation and DPIA consultation. Other requirements that were not met by 
specifications were: Communication with other entities, Record of personal data 
protection policies, Format of records of processing activities, DPO involvement, 
Compliance with codes of conduct, Compliance with certification processes and 
Personal data transfers assurance. 
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3. Discussion 

OpenEHR acts mainly on requirements that either shape the functional layer of the 
system or relates to data traceability, integrity and confidentiality. Data protection by 
design, portability and interoperability are ensured by openEHR•s architecture, due to 
the two level modelling and separation of clinical and demographic data. Personal data 
integrity and confidentiality are mainly answered by the access control, versioning and 
audit trail specifications. Still, openEHR is a valuable tool for the fulfilment of the 
requirements that are not directly matched. It should be noted that some of the GDPR 
requirements, namely the ones related to the organizational processes, hardly could be 
met by any EHR specification standard. However, it is important to note that the 
organizational reforms that must be conducted require actions at the level of their 
organizational processes and services, but also specifically at the level of their systems.  

We propose the implementation of openEHR based systems to enforce the 
fulfilment of GDPR requirements. OpenEHR is a promising approach to the 
development of HIS compliant with GDPR, serving as an important support for 
solutions focused on the privacy and data protection by design. It provides an 
integrated environment, focused on the provision of health care and access to quality 
information but ensures the privacy and protection of personal data. 
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Abstract. Acute hospital admission among the elderly population is very common 
and have a high impact on the health services and the community, as well as on the 
individuals. Several studies have focused on the possible risk factors, however, 
predicting who is at risk for acute hospitalization associated with disease and 
symptoms is still an open research question. In this study, we investigate the use of 
machine learning algorithms for predicting acute admission in older people based 
on admission data from individual citizens 70 years and older who were hospitalized 
in the acute medical unit of Svendborg Hospital in Denmark. 

Keywords. Predictive model, Machine Learning, Acute Admission, Healthcare, 
Data Science 

1. Introduction 

As in most countries the population in Denmark (5.75 million as of 2017) has aged 
significantly. Ageing is associated with an increased risk of morbidity and acute 
hospitalization. Not only do people live longer, the proportion of elderly becomes 
relatively larger. An ageing population will increase the demand for primary and 
secondary healthcare, and it will also be reflected by an increasing number of acute 
hospital ad-missions of elderly citizens [1]. Furthermore, evidence in the literature 
indicates that a large amount of the aged patients admitted to hospitals require home care, 
and further primary care physician contacts after discharge [2]. The problem of acute 
hospitalization among the older adults will become more significant as the population 
continues to age. Patients with repeated admissions use a large amount of health care 
resources which lead to bed shortages in clinics [3]. There is a consensus that to reduce 
hospital admissions the patients with high risk for hospitalization need to be identified 
as early as possible. Hence, these individuals could be systematically monitored and 
evaluated for underlying diseases and medication effects, in order to apply preventive 
measures to avoid further deterioration and risk of hospitalization. Much research has 
been de-voted to identifying risk factors in the aged population [4], but a direct 
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comparison of existing studies is difficult due to lack of clarity and consistency in 
definitions, methodological issues, small or biased study populations, variability in the 
periods of follow-up, and vague symptoms.  

A predictive model for identifying patients at the highest risk for acute admission 
and the feasibility of using these inferred likelihoods can assist physicians in clinical 
decision making [5, 6]. In this way, an accurate predictive model helps to reduce the 
number of hospital admissions. A prediction system could be beneficial to both patients 
and doctors. Doctors can improve medical treatments for high risk individuals to avoid 
acute admission and patients may avoid some of the hazards of hospitalization, such as 
delirium, hospital-acquired infections, and functional decline [7]. In this study, the 
objective is to build a predictive model for acute hospitalization among older people 
based on the data on health care services received from the municipality. The aim is to 
predict and estimate a hypothetical time for when an acute admission will be unavoidable 
and thereby enable early preventive actions to prevent hospitalization. This should 
reduce costs while at the same time improve the home care resources and the quality of 
life for the elderly more sensible. The remainder of this paper is organized as follows. 
Section 2 presents the material and describes the extracted data for this study. Section 3 
introduces the method and designed model of the study. The techniques and the 
framework of the predictive model for acute hospital admission is presented. Finally, the 
paper is concluded in Section 4. We discuss the challenges in predictive models in the 
healthcare and illustrate the opportunities and strengths of machine learning algorithms 
in the medical domain in this section. 

2. Material  

We used data from an earlier study that was extracted data from 443 short term (<48 
hours) hospitalizations at the acute medical unit of Svendborg Hospital in Denmark [1]. 
The unique personal number (CPR-number) identifying all citizens in Denmark enabled 
tracking individual data on municipal homecare and primary care physician contacts 12 
months prior and 6 months post-acute admission … see Figure 1. 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Average number of minutes of home care per month, and number of primary care physician 
contacts prior and post-acute short-term hospitalization of elderly citizens aged >70 [1] 
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The cohort is used to examine the association between the hospital admission of 
older adults and a number of other variables such as the use of home care service 
provided by the municipality (i.e. services time (minutes per day), nursing care, and in-
home rehabilitation), primary care physician contacts, prior admissions, and a number of 
demographic data e.g. age, gender, marital status. The data was obtained for a period of 
one year prior to 6 months after each individual admission. 

 

3. Method and Model Design 

We investigated the applicability of machine learning algorithms for prediction of acute 
admission for the cohort. The machine learning algorithms applied the process of 
discovery of previously known patterns in the database and used that data to build a 
predictive model for new cases [8]. The most popular and essential functions in machine 
learning include predictive modelling. Machine learning algorithms can take advantage 
of medical suppliers, like clinics, hospitals, experts, and patients, by identifying efficient 
treatment and better actions [9]. The goal is recognizing new, valid, helpful, and logical 
association and patterns in data by combing large data sets to recognize patterns which 
are difficult for humans to discover. The modelling included the selection of predictor 
attributes, applying statistical methods such as cluster analysis and regression analysis to 
create a classifier. The predictor attributes used for creating the classifier includes 
demographic information of patients such as age, gender, co-morbidities and medication. 
Feature extraction is an important level in the development of any predictive model 
[10,11]. The selection of these attributes is based on evidence from the medical literature 
and health professional experts approving the applicability to identify the risk attributes 
for acute admission. Prediction attributes were validated to assess the predictive value 
with a classifier driven technique and regression models. Attributes are selected to bring 
insights into a subset of prediction variables that correlates with hospital admission of 
the patients. The aim is to build a classifier to predict who is going to need 
hospitalization, based on these attributes. 

 

 

 

 

 
 
 
 
 
 
 

 
 

Figure 2. Framework of the predictive model for acute hospital admission 
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To improve the generalizability of the model, following the popular method in healthcare 
predictive models [11], we split the dataset into two different sections: a training section 
and a test section. The training part contains 70% data of the database, and the test part 
includes the remaining patients. The training and test datasets do not overlap. Figure 2. 
shows the conceptual framework of our predictive model. Python 3.6 is used for 
statistical analysis such as building the classifier, validation analysis, and decision 
optimization. Python is a powerful and popular tool for data analysis and contains all the 
required learning algorithms. It is more robust when using large data sets than other 
similar open source packages like Weka. 

 
4. Discussion and Conclusion 
  
We investigated how to design a predictive model for acute hospital admission in older 
adults based on clinical data and using machine learning algorithms. The aim was to 
support decisions on specific preventive actions to avoid hospitalization by identifying 
several predictors for assessing the risk of hospitalization. A computational predictive 
model to forecast future instances of the morbidity in elderly patients can help to improve 
the quality of healthcare [12, 13]. However, the modelling itself face some challenges as 
the model must exhibit high accuracy to be applicable in the clinical work. Although, 
many predictive models have been developed and validated using large datasets, less 
attention has been considered to ensure sufficient reliability when the model is applied 
in decisions concerning an individual, which exactly is critical for point-of-care decisions 
[14, 15]. Model based predictive estimates are always very context sensitive and careful 
attention must be exercised when systems are transferred to different environments. This 
study is conducted at Svendborg Hospital in Denmark, using local data as training data 
as well as test data, thus, its performance may not be as good in other settings. 
Correlations within clinical data might not vary significantly between settings, this model 
however, apply essential data from homecare visits, rehabilitations, and primary care 
physicians … different health services which are specific to structural issues in the Danish 
health care sector. Applying health prediction rules across settings and to new individual 
patients is always challenging because of different symptoms, multiple conditions 
orpolypharmacy, ageing physiological diseases, high risk of complications, or risks of 
complications. Hence, validation of the rules should always be in agreement with specific 
healthcare systems or hospitals. The predictor attributes affect the composition of the 
model development, for example, all patients are not being evaluated based on the same 
laboratory tests. Some attributes have limited representations in the predictive model. 
Therefore, it could be concluded that, a more transferable model with higher efficiency 
is achieved by applying fewer context sensitive attributes associated with specific health 
environment. With under-standing which specific individuals and conditions we•re 
facing would help to offer better home medical treatments with the most benefit. 
Moreover, when machine learning algorithms gain knowledge from the human decisions, 
they also learn or replicate human mistakes, like overdiagnosis, overtesting, failing to 
realize patients who need to care, and mirroring ethnicity or gender biases. Ignoring these 
contents will result in automating and even magnifying challenges in the healthcare 
system. Knowing all these challenges demands a deep knowledge with the medical 
decisions and the data they generate, a reality that emphasizes the significance of viewing 
machine learning algorithms as thinking partners, rather than replacements, for 
physicians [16]. 
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In our future work, we will implement a predictive model for acute hospital 
admission based on the proposed framework and evaluate the performance of the 
predictive model through a cross validation. Employing the predictive models will assist 
the physicians in making decisions and enable better treatment earlier, and a major driver 
of cost by decreasing the incidence of hospitalization. 
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Abstract. Using gene markers and other patient features to predict clinical outcomes 
plays a vital role in enhancing clinical decision making and improving prognostic 
accuracy. This work uses a large set of colorectal cancer patient data to train 
predictive models using machine learning methods such as random forest, general 
linear model, and neural network for clinically relevant outcomes including disease 
free survival, survival, radio-chemotherapy response (RCT-R) and relapse. The 
most successful predictive models were created for dichotomous outcomes like 
relapse and RCT-R with accuracies of 0.71 and 0.70 on blinded test data respectively. 
The best prediction models regarding overall survival and disease-free survival had 
C-Index scores of 0.86 and 0.76 respectively. These models could be used in the 
future to aid a decision for or against chemotherapy and improve survival prognosis. 
We propose that future work should focus on creating reusable frameworks and 
infrastructure for training and delivering predictive models to physicians, so that 
they could be readily applied to other diseases in practice and be continuously 
developed integrating new data. 

Keywords. Machine-learning, colorectal cancer, survival prediction, chemotherapy, 
relapse, predicting clinical outcomes 

1. Introduction 

The early prediction of clinical outcomes in cancer therapy may inform prognosis and 
treatment decisions. Modern machine learning (ML) techniques have improved the 
prognosis accuracy by 15-20% and promise to enhance diagnosis and overall prognosis 
of cancer [1]. Kourou et al. found a growing trend to incorporate genomic data, as well 
as age, weight, diet and high-risk habits into analysis. This has led to the same type of 
cancer having different subgroups based on genes. They further identified lack of 
external validation and large datasets as main problems [1]. Colorectal cancer has been 
studied less than more frequently diagnosed cancers, such as breast and lung cancer [2]. 
In order to avoid over or under treatment (e.g. chemotherapy despite it having little 
effect) of patients with colorectal cancer, researchers have identified subgroups to 
improve prognostic accuracy for stage II and III patients [3, 4]. We apply several ML 
algorithms to predict the following clinically relevant outcomes: disease-free survival 
(DFS), survival, radio chemotherapy response (RCT-R), relapse, risk group stage II (SII), 
risk group stage III (SIII), DFS SII, relapse SII, DFS, SIII, and relapse SIII. 
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2. Methods 

We evaluated predictive methods based on a dataset of clinical and mRNA gene 
expression attributes extracted using the RT-qPCR method [5, 6] from 564 colorectal 
cancer patients who had a tumor resection at Erlangen University hospital after fall 2009. 
Of these patients, 254 (45%) suffered from rectal carcinomas and 310 (55%) from colon 
carcinomas. Age ranged from 24.5 to 97 years, with an average age of 67. 140 patients 
(24%) received neoadjuvant therapy. Of all patients 145 (26%) have experienced a 
relapse, and 113 patients (20%) have died. 

 
All models were created using the same process. Starting with data preparation, we 

then selected the most useful features for each prediction model. Following feature 
selection, survival outcomes were predicted using the methods general linear model 
(glmnet), coxph and random forest for survival (rfsrc). Non-survival outcomes or 
classical categorization models were trained using the methods glmnet, k-nearest 
neighbor (knn), neural network (nnet), C50 (decision tree), random forest (rf) and deep 
neural network (dnn). The best models were extracted according to performance 
measures described below. In order to control for overfitting, the best-performing models 
were subsequently evaluated using separate test data deliberately withheld before the 
model building process. To select features we used two approaches. 

 
Expert manual forward feature selection, where we used feedback from our clinical 

expert to identify feature groups that were likely to have an impact on the prediction. We 
then generated all predictive models using all the gene expression data, and repeated this 
step successively adding additional feature groups. The following feature groups were 
identified: Gene Expression (59 genes pre-selected as part of a prospective study on 
colorectal carcinoma [5, 6]), Localization (1), Epidemiology (4: gender, smoker, weight, 
height), Cancer Type (1: colon/rectum), Tumor Stage (1: TNM stages I-IV). 
 

Expert automatic feature selection, which was analogous to the expert forward 
feature selection process, except that instead of a simple manual forward selection we 
used the recursive feature elimination (RFE) method or for survival outcomes and 
survRandForestLearner to train random forest models. The most successful features 
were then chosen according to the effect a feature has on the respective model (variable 
importance). These features where then used for the model building process. 
 

To measure model performance for right-censored survival time data, we computed 
the so-called C-Index, while accuracy was used for the remaining models. Models with 
binary outcomes (Yes/No) were selected in accordance to the Youden-Index (specificity 
+ sensitivity … 1). This was especially important for relapse predictions among stage II 
and III patients, as these outcomes were substantially unbalanced insofar as most patients 
had •no relapseŽ. To establish the validity and reliability of the risk groups identified by 
Merkel et al. (2001) [3, 4] on our data, we extracted them from the data using the 
information from the literature. We then added the risk groups to the general data set as 
benchmark to test our best prediction model against using a log-rank test. The whole 
program was written in R version 3.4.0. 
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3. Results 

3.1 Machine learning model performance all stages 

The glmnet method achieved the best results predicting DFS and survival with C-Index 
scores of 0.76 and 0.87 on test data respectively. The DFS model used Gene Expression, 
Localization, Epidemiology, Cancer Type and Tumor Stage and the survival model used 
Gene expression and Localization. The model that predicted RCT-TR (Yes/No) best was 
a decision tree method using Gene expression, achieving accuracy of 0.70 on test data 
with a specificity of 0.85 and a sensitivity of 0.53. The outcome relapse could be 
predicted with an accuracy of 0.71 on test data using glmnet. This model used Gene 
Expression, Localization, Epidemiology, Cancer Type, Tumor Stage features. The 
specificity was 0.73 and the sensitivity 0.63. 

3.2 Machine learning model performance cancer stages II and III 

The stage II (134) and III (97) patients are of special interest as they allow for the most 
substantial intervention by clinicians. We predicted DFS SII using the coxph method 
with Gene Expression and Localization features. The C-Index of the model was 1 on 
training and 0.83 on test data. The glmnet method using Gene Expression, Localization, 
Epidemiology, Cancer Type predicted Relapse SII with a Youden-index of 0.7. In the 
analysis of relapse of SII and SIII the focus was on the training data, as the test data only 
had 1 and 3 positive cases respectively, which made it difficult to interpret. The model 
that predicted DFS SIII with the highest C-Index score was the rfsrc method using Gene 
Expression, Localization and Epidemiology. The C-Index of the model was 0.98 on the 
training and 0.20 on the test data, indicating overfitting of the model. The model that 
predicted Relapse SIII best was the glmnet method using Gene Expression, Localization, 
Epidemiology. The accuracy of the model was 0.71 on the training and 0.54 on test data. 

3.3 Comparing relapse prediction to subgroup benchmarks 

The model for the prediction of relapse stage II was used to divide patients into two 
groups, namely relapse and no-relapse. The survival probability of the categorization by 
the ML model was then compared to the sub stage groupings of stage II. The Kaplan-
Meyer curves in figure 1 demonstrate that the model-based subcategorization of stage II 
patients implies stronger separation of survival curves than the established classification 
from the literature. The same comparison with similar results was done for stage III 
patients. 

4. Discussion 

The glmnet method achieved the best results predicting DFS and survival with C-Index 
scores of 0.76 and 0.87 on test data respectively. These values indicate that when enough 
information is given, a very accurate prediction of survival and DFS can be made. 
Interestingly, the best model found for survival used only Gene Expression and 
Localization. This suggests that these two feature sets contain most of the relevant 
information. 
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Fig. 1: survival across high-risk and low-risk groups for stage II patients identified by the literature (left): 

survival across relapse-no and relapse-yes groups stage II patients identified by the best fitted machine 
learning model (right)  

Initially it was attempted to train a ML model that would predict all levels of 
response to radio chemotherapy as classified by the Dworak ranking, which ranks 
patients from 0 (no response) to 4 (very good response). Predicting all levels, the best 
result achieved was an accuracy of 0.40. Dimensions were then reduced to two levels by 
merging levels 3 and 4 into one class (good response) and the other levels (0,1,2) together 
into one class (no or poor response). Building a model for this reduced dimensionality a 
C50 (simple tree) model lead to a model with good specificity (0.85) and reasonable 
sensitivity (0.53) values. This is especially interesting as the model could be used to 
reliably qualify non-responders. A glmnet model using Gene Expression, Localization, 
Epidemiology, Cancer Type and Tumor Stage achieved a relapse prediction accuracy of 
0.71 and was especially good at classifying whether patients would have a relapse. The 
fact that relapse is measured on right-censored data might have skewed these results. Yet 
there is a clear difference between the survival of no-relapse and relapse patients. The 
predictions for stage II and stage III relapse were slightly worse than relapse predictions 
for all stages. This might be partly because the data available for training and testing for 
stages II and III was significantly less than the data available when all stages were 
considered. However, the relapse prediction across all stages might disguise a poor fit 
for singular levels. The data used was unbalanced as few patients had a relapse. This 
could explain why the specificity for predicting a relapse was so high, while the 
sensitivity was significantly lower. Having established this pattern, the models trained 
for stage II relapse still provide a better subgroup classification than the high risk and 
low risk groups established in the literature [3, 4]. However, as the available data was 
limited, future research should study the generalizability of these models as well as 
improve on these results. 

4.1 Clinical Relevance and potential application 

Establishing good prediction models for survival and relapse promises to help physicians 
give a more accurate prognosis of disease progression and adjust treatment decisions. 
The prediction of relapse and RCT therapy response, for example, could be used to 
decide whether patients should undergo neoadjuvant as well as adjuvant radio-
chemotherapy. The models built, despite not being perfectly accurate, are still able to 
predict an outcome better than chance and might be better than predictions made by 
physicians themselves. 
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4.2 Limitations and future work 

The amount of available data was a limiting factor, as the feature selection process 
involved the data being split into three sets rather than two. A focus on subgroups of the 
dataset also reduced the data available for some experiments. The analysis of the most 
important genes is beyond the scope of this study and should be explored in further 
research, focusing on further narrowing down the most important genes related to 
colorectal cancer. Special caution should be taken evaluating the overall importance of 
genes as we found that importance of genes depends on the prediction problem. The 
program written for this study can be applied to other datasets with minor adjustments. 
This is a first step towards automating the ML process for future projects.  

4.3 Conclusion 

We created prediction models with accuracies above 0.70 using a fully automated 
process, which predicted relevant outcomes like chemotherapy response and survival.  
The main problems identified were the availability of data and choosing the right 
performance measure to select the best model. The outcomes that were predicted with 
the highest accuracies were Relapse and RCT response (Yes/No), as well as survival and 
disease-free survival. The models could be used in future to influence therapy decision. 
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Abstract. This paper describes a technology for predicting the aggravation of 
diabetic nephropathy from electronic health record (EHR). For the prediction, we 
used features extracted from event sequence of lab tests in EHR with a stacked 
convolutional autoencoder which can extract both local and global temporal 
information. The extracted features can be interpreted as similarities to a small 
number of typical sequences of lab tests, that may help us to understand the 
disease courses and to provide detailed health guidance. In our experiments on 
real-world EHRs, we confirmed that our approach performed better than baseline 
methods and that the extracted features were promising for understanding the 
disease. 

Keywords. Electronic Health Record, Risk Prediction, Diabetic Nephropathy, 
Kidney Disease, Convolutional Autoencoder, Feature Extraction 

1. Introduction 

Diabetic nephropathy (DN) is a kidney disease which is commonly complicated with 
diabetes mellitus [1]. For its risk prediction and detailed health guidance, growing 
attention is being paid to analyzing the electronic health records (EHRs) [2,3]. While 
most of the previous studies focused on past medical histories or lab tests at certain 
time points [4], using the long-term information available in EHR may be of help in 
risk prediction and lead to better understanding of the disease. 

This paper proposes a machine learning-based approach to risk prediction for 
aggravation of DN from EHR. The major features of our system are twofold. First, the 
system can predict the risk incorporating the long-term 
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Figure 1. Event sequence of lab tests and its matrix representation. The horizontal and vertical axes 
respectively correspond to time stamps and different lab tests. Triangles indicate the values of the lab tests on 
the corresponding time; red and blue mean high and low values, respectively.  

temporal information by using the features extracted from an event sequence of lab 
tests in EHR. Second, the extracted features are interpretable, which helps us to obtain 
knowledge about the characteristics and long-term course of DN. 

To implement the above features, there were technical hurdles to overcome for 
each. In particular, our challenge for the first feature was how to handle the event 
sequence. As shown in Figure 1, since the events are recorded irregularly, when 
extracting features from that, we need to consider the time shift invariance and 
correlations between lab tests on both local and global time scales. This requires a 
hierarchical convolution and pooling mechanism across time in the feature extraction 
process. 

The challenge for the second feature was how to make the extracted features 
interpretable while meeting the above requirement. It may be helpful if we can consider 
that the features are represented by affiliations to a small number of typical patterns of 
lab-tests sequence, i.e., some kind of filter for the sequence. This is because we can 
obtain these typical patterns through inverse analysis of the feature extractor and the 
extracted features can be interpreted as the similarities to these few patterns. 

To meet these challenges, we propose a solution based on the convolutional 
autoencoder [5]. We will show that our approach performs better than baseline methods 
in experiments predicting aggravation on real-world EHRs. The extracted features 
reveal the typical sequences that are related to aggravation. 

2. Methods 

Our goal is to construct a prediction model for aggravation of DN from stage 1 to stage 
2 after 180-days from the latest record in the input EHR, while keeping interpretability. 
We are given real-world EHRs obtained from 30,810 patients in a Japanese hospital. 
The aggravation label of the �E-th input EHR is defined as �U�Ü�Ð�<�r�á �s�= such that �U�Ü
 L � r 
and �U�Ü
 L � s respectively represent that the patient stayed in stage 1 and that the one 
progressed to stage 2 after 180 days. The �E-th input EHR is represented as a 180-day 
sequence of real-valued results of the lab tests and basic patient information, where we 
represent the sequence as a matrix �„ �Ü� Ð � 9�½
H�Í whose horizontal dimension corresponds 
to the time stamp (time length � 6 
 L � s� z by taking the mean of each 10-day result in the 
180 days) and whose vertical dimension corresponds to the lab tests having � & 
 L � t� u 
attributes, as shown 
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Figure 2. Risk prediction framework via interpretable feature extraction from EHR.  

in Figure 1, similar to [6]. The basic information is a vector, � �Ü, consisting of age and 
sex, which is decoded as a combination of one hot vectors for age (every 10 years) and 
sex (man or woman). Using a total of �0 sets of the labels, matrices, and vectors, 
�<�U�Ü� á � „�Ü� á �  �Ü�=�Ü�@�5

�Ç , we learn the model for predicting �U from �<�„�á � �=. 
Figure 2 summarizes the concept of the proposed framework. For the matrices 

�<�„ �Ü�=�Ü�@�5
�Ç , we first learn a stacked convolutional autoencoder (SCAE) repeatedly 

applying one-dimensional convolution and pooling across time as a hierarchical feature 
extractor from the sequence. Then, we learn the prediction model for the aggravation �U 
from the SCAE outputs with the basic information of patients � . Finally, since the 
output of the SCAE becomes affiliations to a small number of typical patterns, we 
generate typical sequences of lab tests as those that maximally activate the SCAE 
outputs, which describe the features extracted with the SCAE. 

First, for learning the SCAE, we minimize the following reconstruction error 
across the �0 lab-tests sequences �<�„ �Ü�=�Ü�@�5

�Ç : 

�������������Ã �.�„ �Ü
 F � •
 k� Œ�:�„ �Ü�;
o�.�Ç
�Ü�@�5 �6

�6
         (1) 

where the function �Œ�:�®�; is a feature extractor repeatedly mapping the input to the latent 
representations. We define the latent representation in the �H-th layer as �Ž�ß. Then, we use 
�Œ�:�„ �Ü�; to reconstruct the input �„ �Üby performing a reverse mapping �•
k�Œ�:�„ �Ü�;
o. As 
shown in Figure2, �Œ�:�®�; has five hidden layers: 1) a convolutional layer with 64 � & 
 H � u 
filters; 2) a max-pooling layer of � s 
 H � t filter; 3) a convolutional layer with 64 � s 
 H � u 
filters per map; 4) a max-pooling layer of � s 
 H � t filter; 5) a fully connected layer of 128 
hidden neurons. The �G-th feature map in the �H-th convolutional layer is a deterministic 
function, �Ž�ß

�:�Þ�; �  � �� ê
 k� Ž�ß�?�5� Û � ƒ�ß
�:�Þ�; 
 E � ˆ�ß

�:�Þ�;��
o, where �ê�:�®�; is an activation function (we used 
a ReLU [7]) and the operator �Û denotes a one-dimensional convolution across time with 
parameters �ƒ �ß

�:�Þ�;  and �ˆ�ß
�:�Þ�; . The max-pooling layers down-sample the latent 

representation by taking the maximum value over sub-temporal regions. The fully 
connected layer is also a deterministic function, ���Ž�9 �  � �� ê�:�ƒ �9�Ž�8 
 E � ˆ�9�;, where �ƒ �9 and 
�ˆ�9are parameters. The first convolutional layer receives its input from �„ �Ü as �Ž�ß�?�5, and 
each of the other layers receives its input from the latent representation of the layer 
below. The reconstruction function �•
k�Œ�:�„ �Ü�;
o is the transposed convolution [8]. 
Through the unsupervised learning, the SCAE �Œ�:�®�; works as a function that extracts 
features from an event sequence of lab tests without manually designing the function. 
The SCAE can capture local and global temporal information in early layers and later 
layers, respectively. As feature extraction results, we used 128-dimensional features �Ž�9 
that were the output of the 5-th layer. 

Next, we learn the prediction model for �U from the joint feature vector � ž 
 L � <� Ž�9� á �  � = 
by solving an L1-regularized binary classification problem defined as 
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Table 1. Comparison of proposed and baseline methods in terms of mean AUC (higher is better). 

Basic Basic + Latest Basic + Stats SCAE Proposed (Basic + SCAE) 
0.60 ± 0.01 �R 0.63 ± 0.01 0.62 ± 0.01 0.64 ± 0.01 0.66 ± 0.01 

  
Figure 3. Comparison of sequences between patients who stayed in stage 1 and those who progressed to 
stage 2. Red and blue squares mean high test value and low-test value, respectively.  

�•�‹�•�• �:�’�”�‡�†�;�á�Õ�:�’�”�‡�†�; ���Ã � . 
 l� U�Ü� á � Ü � @
 c� •�:�’�”�‡�†�;
g
�C
� ž 
 E � >�:�’�”�‡�†�;�A
p 
E �ã�Ã �Z�S�à

�:�’�”�‡�†�;�Z�Æ
�à�@�5

�Ç
�Ü�@�5 ,             

(2) 
where �• �:�’�”�‡�†�; and �>�:�’�”�‡�†�; are parameters, and the functions �.�:�®�; and �Ü�:�®�; are the cross 
entropy and sigmoid function, respectively. Using the learned parameters, �•
Ý�:�’�”�‡�†�; and 
�>
à�:�’�”�‡�†�;, we can predict the probability of the label for the new data as 

�2�:� U 
 L � s�; 
 L � Ü � @
 c� •
Ý�:�’�”�‡�†�;
g
�C
� ž 
 E � >
à�:�’�”�‡�†�;�A.        (3) 

Finally, we output a typical sequence �„
á for the �O-th feature, �>�Ž�9�?�æ, through inverse 
analysis solving the following optimization problem: 

�•�ƒ�š�„ ���>�Ž�9�?�æ������ �� ��������������������(4)��
where we extract the pattern by maximizing the activation of �>�Ž�9�?�æ. We can interpret 
the feature as the similarity to the pattern. 

We used ADAM with the recommended hyper-parameters in [9] and mini-batches 
of 128 examples for the above optimization problems. 

3. Results 

Table 1 compares the results of the proposed method with those of the baseline 
methods that use the same prediction model as ours (Eq. (3)) but input different 
features from ours, i.e., only basic information (basic), basic information and the latest 
values of lab tests (basic + latest), basic information and basic statistics of the 180-day 
lab-tests sequence consisting of mean, standard deviation, and 
�<�r�ä�r�w�á �r�ä�t�w�á �r�ä�w�á �r�ä�y�w�á �r�ä�{�w�= quantiles (basic + stats), and only SCAE outputs (SCAE). 
We evaluated the results with regard to the mean of the Area Under the Curve (AUC) 
in ten-fold cross validation using the given real-world EHRs and also computed the 
standard deviation of the AUC. Here, we set the regularization parameter candidates to 
�<�s�r�?�7� á � s� r�?�6� á � s� r�?�5� á � s� r�4� á � s� r�5�= for all of the above methods and selected the optimal one 
by using five-fold cross validation in the training data of each cross-validation step. 
From Table 1, we can see that the mean AUC of the proposed method is better than 
those of the baselines. This shows that the SCAE can extract good features from the 
EHRs for the prediction.  

Figure 3 is a comparison between a typical 180-day lab-tests sequence �„
á in Eq. (4) 
of patients who stayed in stage 1 and those who progressed to stage 2, and it 
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shows features having notable differences between these groups. We determined �>�Ž�9�?�æ 
for the groups respectively as the latent representations having the lowest and highest 
values of the weights �• �:�’�”�‡�†�;. In the typical sequences of patients who progressed to 
stage 2; the values of the creatine phosphokinase (CPK) and body mass index (BMI) 
are increasing over time, the glomerular filtration rate (eGFR) value has opposite 
characteristic from them, and the potassium (K) value fluctuates through time. These 
results are mostly consistent with knowledge about DN. Additionally, if only the latest 
lab test values were analyzed, it would miss such temporal behaviors of the lab tests 
that we discovered. We can show typical sequence for each latent representation in 
each middle layer. Here, we omitted them due to space limitations. 

4. Conclusion 

We demonstrated that the proposed method can predict aggravation of diabetic 
nephropathy with higher accuracy than baseline methods by using features extracted 
from EHR by the SCAE. We could obtain the typical patterns for interpreting the 
extracted features. The next step is to combine our prediction model with other 
information, such as medication. Thanks to the unsupervised nature, the extracted 
features by the SCAE can be used flexibly for modeling with any features extracted by 
other methods. Considering what new information can be obtained from the extracted 
typical patterns is another interesting topic.  
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Emergency Room Visit Prediction ased on 

Electronic Health Record Data 
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Abstract. Emergency room(ER) visit prediction, especially whether visit ER or 
not and ER visit count, is crucial for hospitals to reasonably adapt resource 
allocation and` for patients to know future health state. Some existing studies have 
explored to use machine learning methods especially kinds of general linear model 
to settle down the task. But, in the clinical problems, there exist complex 
correlation between targets and features. Generally, liner model is difficult to 
model complex correlation to make better prediction. Hence, in this paper, we 
propose to use two non-linear models to settle the problem, which are XGBoost 
and Recurrent Neural Network. Experimental results show both methods have 
better performance. 

Keywords. ER visit prediction, EHR, Machine Learning 

1. Introduction 

One of the central goals of the Affordable Care Act is to improve access to health care, 
which was expected to decrease the number of emergency room (ER) visits as patients 
relied on their primary physicians rather than visiting the ER for non-emergency 
conditions [1]. Hence, ER visit prediction, especially whether visit ER or not and ER 
visit count, is crucial for hospitals to reasonably adapt resource allocation and for 
patients to know future health state. Some studies have explored to use machine 
learning methods to settle down the task. [2] proposed to use logistic regression to 
make whether ER visit prediction. [3] proposed to use linear regression to model the 
correlation between ER visit count and clinical features to make a prediction. Both 
logistic regression and linear regression models can be considered as the generalized 
linear model, which means they work better when the data has a linear shape. But, in 
the clinical problems, there exists complex correlation between objects and features. 
Generally, liner model is difficult to model complex correlation to make better 
prediction. Hence, in this paper, we propose to use two non-linear models to settle the 
problem, which are Extreme Gradient Boosting (XGBoost)[4] and Recurrent Neural 
Network (RNN)[5]. XGBoost is a novel sparsity-aware algorithm for sparse data and 
weighted quantile sketch for approximate tree learning. Recurrent neural network 
(RNN) is a class of artificial neural network which can exhibit dynamic temporal 
behavior. Both models have more complex model structure and stronger fitting ability. 
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2. Problem Definition 

In this paper, there are two ER-related prediction tasks, whether visit ER prediction 
(task 1) and ER visit count prediction (task 2). Based on observed HER data in this 
year, both tasks make ER related value prediction in the next year. 

Assuming there are n patients, there are two label sets Y={yi, i=1,ƒ,n} and P={p i, 

i=1,ƒ,n}, where yi�Z N represents ER visit count of i-th patient in the next year and pi

�Z {0,1} represents whether visit ER of i-th patient in the next year.  
There are basis feature set F={fi, i=1,ƒ,n}, where f i is denoted as feature vector of 

i-th patient extracted from current year data. The features contain demography features 
and historical summary features. The demography features contain sex, age and so on. 
The historical summary features contain cost statistic, hospital visit statistic, ER visit 
statistic, disease statistic and so on. 

Additionally, for furthermore recurrent neural network exploration, we also 
extract visit logs of patients to organize visit sequence features for each patient, V={vi, 

i=1,...,n} where vi presents the visit sequence of i-th patient. For i-th patient visit 
sequence, vi={v i1, vi2, ..., viT(i) }, where T(i) indicates the length of the visit sequence of 
i-th patient in the EHR data. We denote all the unique diagnose codes from the EHR 
data as C = {c1,c2,···,c|C|}, where |C| is the number of unique diagnose codes. Thus, in 

visit sequence vi, each visit vit�Z {0, 1} |C|
 is denoted by a binary vector where the j-th 

element is 1 if the visit contains the code cj. Each diagnosis code can be mapped to a 
node of the International Classification of Diseases (ICD-9)2. 
Figure 1 shows the prediction problems. 

 
Figure 1. Problem definition (Take data of i-th patient for example. For i-th patient, vi is the extracted 

sequence feature. fi is the extracted basis feature and task target is to predict value pi or yi). 

3. Model Description 

3.1. XGBoost 

XGBoost[4] is a novel sparsity-aware algorithm for sparse data and weighted quantile 
sketch for approximate tree learning. It is an implementation of gradient boosted 
decision trees designed for speed and performance. It is used for supervised learning 
problems, where we use the training data Xi (with multiple features) as input to predict 
a target variable Yi which is considered as label. The model usually refers to the 
mathematical structure of how to make the prediction Yi given Xi. The prediction value 
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can have different interpretations, depending on the task, i.e., regression or 
classification.  
    In this paper, in order to apply XGBoost method, we use extracted basis features as 
input and use separately ER visit count and Whether visit ER as label.  

3.2. Recurrent Neural Network.  

Recurrent neural network (RNN)[5] is a class of artificial neural network where 
connections between units form a directed cycle. This allows it to exhibit dynamic 
temporal behavior. Unlike feedforward neural networks, RNNs can use their internal 
memory to process arbitrary sequences of inputs. Basic RNNs are a network of neuron-
like nodes, each with a directed (one-way) connection to every other node. Each node 
(neuron) has a time-varying real-valued activation. Each connection (synapse) has a 
modifiable real-valued weight. Nodes are either input (receiving data from outside the 
network), output nodes (yielding results) or hidden nodes (that modify the data route 
from input to output). For supervised learning in discrete time settings, sequences of 
real-valued input vectors arrive at the input nodes, one vector at a time. At any given 
time step, each non-input unit computes its current activation (result) as a nonlinear 
function of the weighted sum of the activations of all units that connect to it. 
Supervisor-given target activations can be supplied for some output units at certain 
time steps. 

 
Figure 2. Recurrent neural network model 

In this paper, we adapt basic recurrent neural network to model sequence feature 
data and basis feature data. Figure 2 shows proposed recurrent neural network model. 
In the model, we use typical Long short-term memory (LSTM)[6] as recurrent unit, 
which are a special kind of RNN, capable of learning long-term dependencies. As 
introduced above, we use visit sequence of patients as inputs of RNN. While each visit 
vector vit of each patient visit set vi is sparse where a small part of values is 1 else 0, the 
sparse input will impact parameters fully learning. Hence, we firstly embed the visit 
vector as dense vector using typical embedding method word2vec[7]. Through RNN 
learning, each step will generate out value ht, which can be seen as distillation feature 
of current step. Then, we apply attention-based learning to ensemble all outs (h0, h1, ƒ, 
hT(i)) to generate new vector. Then, we use sigmoid function to map the generated 
feature vector to generate new feature vector GL as blue stick in Figure 2. Similarly, for 
basis feature vector fi, we also use sigmoid function to map the basis feature vector fi to 
generate new feature vector GR as orange stick in Figure 2. Then we concatenate 
vectors GL and GR to construct final feature vector G. In the end, we use least square as 
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loss function to model correlation between feature vector G and ER visit count for task 
1 ER visit count prediction; we use logistic cross entropy as loss function to model 
correlation between feature vector G and the target whether visit ER for task 2 whether 
visit ER prediction. 

4. Experimental Setting 

In this section, we evaluate the performance of both methods in real-world datasets. 
Firstly, we describe the datasets. Then we describe evaluation methods. In the end, we 
present the experiment results with discussions.  

4.1. Dataset description 

We conducted experiments on real-world EHR dataset. The data is an actual collection 
of logs of patient hospital-visit which contain visit time, diagnoses, cost information 
and corresponding ER flag.  

Firstly, we extract the first-year data from the original data to construct new 
feature dataset which contains 6 thousand patients, 0.1 million visits and hundreds of 
unique diagnose codes. For each chose patient, we extract corresponding second-year 
ER information as label data from original data.  

Secondly, we construct basis features from the new feature dataset. Each patient 
has a corresponding basis feature vector. The basis feature vector contain gender (Male 
or Female, filled with 1 or 0), age, 27 chronic conditions3(if patient meet some 
conditions, the corresponding values is filled with 1 else 0), patient hospital-visit count 
and total cost, ER visit count, cost & count in the top-5 frequent and top-5 cost 
diagnoses. 

Then, we reorganize the visit log according to sequence feature construction of 
section 2 to adapt to RNN learning. 

We set the proportion of validation set, training set and testing set 1:8:1. 

4.2. Evaluation 

To evaluate ER visit count prediction (task 1) results, we adopt standard regression 
evaluation metrics R-squared value. R-squared value is a statistical measure of how 
close the data are to the fitted regression line. It is also known as the coefficient of 
determination. 

To evaluate Whether visit ER prediction (task 2), we adopt standard classification 
evaluation metric, the area under the curve(AUC). AUC value is often used as a 
measure of quality of the classification models. A random classifier has an area under 
the curve of 0.5, while AUC for a perfect classifier is equal to 1. In practice, most of 
the classification models have an AUC between 0.5 and 1. 

4.3. Experimental Results 

In this part, we conduct separately Logistic Regression, XGBoost and RNN on the 
generated experimental data for task 1, and Linear Regression, XGBoost and RNN for 
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task 2. The basis features are applied in all of three methods. The sequence features just 
are used in RNN. For RNN, we conduct RNN-100, RNN-50 and RNN-10 with 
different embedding sizes 100, 50 and 10. 

4.3.1. Task 2 Whether visit ER prediction 

We show the experimental results in Table 1. We can find that both XGBoost and RNN 
have better performance than traditional linear logistic regression method. Compared 
with logistic regression, XGBoost and RNN have more complex model structure and 
stronger fitting ability. Additionally, XGBoost has best performance among three 
methods. Moreover, with growth of embedding size, performance gets better.  

Table 1. Whether visit ER prediction 
 L inear Regression XGBoost RNN-100 RNN-50 RNN-10 
AUC 0.6455 0.6974 0.6881 0.6804 0.6766 

4.3.2. Task 1 ER visit count prediction 

We show the experimental results in Table 2. We can find that both XGBoost and RNN 
have better performance than traditional linear regression method. Compared with 
logistic regression. Additionally, RNN has best performance among three methods. 
Compared with XGBoost, RNN uses additional sequence features besides of basis 
features to learn disease state evolving features of patients. Different from finding of 
task 1, experimental results show using sequence features can improve prediction 
performance. 

Table 2. ER visit count prediction 
 Logistic Regression XGBoost RNN-100 RNN-50 RNN-10 
R-squared 0.1784 0.3354 0.3421 0.3405 0.3367 

5. Conclusion 

In this paper, we propose to use two non-linear models to settle the problem, which are 
XGBoost and Recurrent Neural Network. Experimental results show both methods 
have better performance and using sequence features can improve performance of ER 
visit count prediction. 
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Abstract. Patient experience is an emerging concept that supports the improvement 
of healthcare services through identified patient expectations and experiences. In 
addition to structured feedback through official channels, experiences about 
healthcare appear increasingly in digital services and social media. We explore a 
new patient experience harvesting process based on linguistic patterns to identify 
relevant expressions in online discussions about children•s health. Our results from 
the analysis of 98 229 unique sentences suggests that the 7-step process can be useful 
in discovering patients• evaluations of their care experiences. We propose ways to 
extend the process to other care contexts by adjusting the semantic reference models. 

Keywords. patient experience, word collocations, online discussions 

1. Introduction 

Patient experience (PX) reflects events across the continuum of care including focus on 
personalized care, patient-centered care and patient satisfaction [11]. However, as a 
concept, PX is still fragmented and flexible: It covers a broad range of topics including 
information and communication, patient's emotions, knowledge, opinions and decision-
making. Conceptually, PX connects to physical conditions and health behavior [3, 5, 9]. 
A known instrument for gathering patient feedback is the HCAHPS (Hospital Consumer 
Assessment of Healthcare Providers and Systems satisfaction survey) [12]. HCAHPS is 
implemented as a questionnaire, which is suitable to handle pre-categorized and 
structured data. Real life, however, often escapes the rigid formats of such measures. 

Standardized surveys enable longitudinal monitoring of patient satisfaction. Reasons 
for changes in measures with related experiences, however, are not easily identifiable so 
that they would support detailed improvement actions in healthcare. At the same time, 
patients increasingly voice their views in the •digital worldŽ at online forums in order to 
get peer support and to compare experiences. To certain extent, such online discussions 
can form a valuable database of organic unstructured expressions describing healthcare 
experiences. As digital communication in healthcare increases, new approaches are 
needed to answer this call. Currently, the potential of large text corpuses is largely 
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unrealized due to the limitations of qualitative methods and traditional statistical 
approaches to handle masses of online discussion information. Recent studies address 
how identification of patterns of linguistic health data can help to support care [2, 7]. 

In this article, we present a mixed method process combining qualitative and 
computational estimations. We harvest patient experience expressions from online 
discussions concerning children•s health. The source of the online discussions is the 
Finnish Suomi24 discussion forum [10], providing a rich set of unmoderated expressions. 
Our exploration can serve as the basis for automated harvesting of patient experience in 
emerging digital communication platforms in healthcare. 

2. Objectives and research questions 

Our objective is to study how online discussions reveal patients• experiences. What is 
the organically formed, unprompted •online languageŽ about patients• experiences? Due 
to the nature of the data, we explore what could be a recommended process to efficiently 
find focused expressions from masses of data. Our research questions are following: Q1: 
How do patients express their experiences on care in digital/online discussions? What 
words and expressions do they use to convey PX? Q2: How can we find the relevant PX 
expressions from masses of text? What process can be used to extract the valuable 
expressions? The practical aim is to define an effective method for finding and 
identifying relevant expressions in online discussion for improving patient experience.  

3. Data and methods 

The source of the online discussions is the Finnish Suomi24 discussion forum in a time 
frame 2001-2016. It is available as an annotated data set for linguistic research purposes 
at the Language Bank of Finland [10]. The data is supplied with a morphosyntactic 
annotation that is based on Turku Dependency Parser. Our set of 98 229 unique sentences 
from discussion category Children•s health (•Lasten terveys• in Finnish) have been 
extracted and further computationally analyzed with various R language scripts by author 
LL. Analysis of the sentences in the data set is facilitated by having the part-of-speech 
tags indicated for each word in the sentences. 

In our procedure, we combine qualitative rating and thematic analysis with 
quantitative methods. Many common statistical tests are designed for independent and 
identically distributed data and do not suit well for measuring all kinds of associative 
patterns of data, such as collocation of words in texts. The frequency of a word pair 
collocation can indicate the popularity of a certain expression, but many distinctive 
patterns can remain unnoticed due to the noise caused by dominant but trivial words. 
Log-likelihood has been proposed as a convenient measure for analyzing associative 
patterns of data [1, 4]. Likelihood ratio tests rely on the ratio computed between the 
maximum likelihood of the observed data in respect to the null hypothesis and its 
unconstrained maximum likelihood. Computation of log-likelihood values can be carried 
out with a multinomial sampling distribution. 
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4. The 7-step PX harvesting process (PX-HARV) 

Author LL calculated frequency and log-likelihood values for all word pair collocations 
in 98 229 sentences (Step 1). Our extraction of the PX expressions started by identifying 
word pair collocations that define a relationship between a PX relevant noun and 
adjective (e.g. •sick childŽ). The authors formulated 72 Finnish key terms2 to be matched 
with at least one word in adjective-noun or noun-adjective collocations occurring in 
98 229 sentences. These key terms were formed based on the conceptual themes of two 
patient experience instruments: the HCAHPS [12] and a newly developed survey for the 
parents of pediatric patients (PPX) [6] (Step 2). Among collocations matching with the 
key terms author LL extracted the 16 highest-ranking word pairs3 in respect to frequency 
and log-likelihood to be used for further analysis, 20 word pairs when overlaps removed 
(Step 3). These 16 highest-ranking word pairs occurred in 869 unique sentences. The 
three authors independently reviewed each of these 869 sentences and evaluated whether 
the sentence contained a description of patient experience (yes/no) (Step 4). Based on 
this identification task, we formed a ranking of word pairs: How likely is it that certain 
word pairs can reveal sentences describing patient experience from the data set? The 
ranking was based on relative frequency indicating how many of the word-pair sentences 
were identified as •contains a PX expressionŽ by all three authors (Step 5) (Table 1). 

Table 1. Highest-ranking word pairs for which all the three authors agreed that the sentences represent PX 

Word pair  Frequency of sentences 
for the word-pair 

category 

 Proportion of sentences about 
PX in the word-pair category 
agreed by all three authors 

Adjective Noun 

private doctor  35  0.80 
good care  29  0.76 

private healthcare provider  21  0.71 
own doctor  27  0.63 

Further analysis was done with 50 sentences for the word pairs •private doctorŽ 
(•yksityinen lääkäriŽ, PD) and •good careŽ (•hyvä hoitoŽ, GC), since these word pairs 
reached the highest proportion of sentences about PX agreed by all three authors, and 
they also represent a general theme in common vocabulary in respect to healthcare 
services (Step 6). The three authors independently evaluated 28 •private doctorŽ 
sentences (0.80×35=28) and 22 •good careŽ sentences (0.76×29�22) in respect to their 
semantic fit with HCAHPS and PPX categories (Table 2) (Step 7). 

Table 2. HCAHPS and PPX categories used in the classification of the 50 PX sentences 

HCAHPS categories [11] PPX categories [6] 
C1. Communication with nurses and doctors C2. The 
responsiveness of hospital staff C3. The cleanliness and 
quietness of the hospital environment C4. Pain 
management C5. Communication about medicines C6. 
Discharge information C7. Overall rating of hospital 

C8. Would they recommend the hospital 

C9. Success of the treatment C10. Arrangements for the 
treatment C11. Personnel C12. Relation/attitude to the 
illness C13. Support and arrangements for everyday life 

 

  

                                                           
2 72 key terms and other details of the analysis are available in our open data supplement (see [8]). 

3 20 word pairs (overlaps removed): sick child (frequency 102; log-likelihood 535.09), other symptom (98; 
345.01), own experience (97; 489.80), other experience (78; 311.53), domestic grain (49; 735.68), allergic 
reaction (46; 529.71), positive feedback (40; 571.39), neurologic illness (37; 329.22), private doctor (33; 
158.10), corresponding experience (32; 276.32), effective substance (30; 448.94), personal assistant (30; 
423.40), good care (29; 97.32), personal experience (29; 357.29), neurologic examination (28; 226.13), own 
doctor (28; 25.83), appropriate answer (23; 267.94), academic hospital (21; 270.47), private healthcare provider 
(21; 272.46), negative feedback (17; 231.74) 
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5. Results 

 28 PD sentences and 22 GC sentences were labeled with HCAHPS and PPX categories 
by all three authors (Table 3). HCAHPS categories received labels less evenly than PPX. 
The HCAHPS categories C3 (the cleanliness and quietness of the hospital environment) 
and C4 (pain management) did not receive any labels from the authors. Categories C5 
(communication about medicines) and C6 (discharge information) received only few 
labels. For the sentences to which all three authors gave the same HCAHPS category 
label, C7 (overall rating of hospital) received the highest number of labels (11). C8 
(would they recommend the hospital) received 6 labels, C1 (communication with nurses 
and doctors) 5 labels, and C5 (communication about medicines) 1 label. For the sentences 
to which all three authors gave the same PPX category label, C9 (success of the 
treatment) received the highest number of labels (5). Both HCAHPS and PPX received 
labels relatively equally on PD sentences. PPX, however, received more labels on GC 
sentences than HCAHPS . Among 50 sentences on PD or GC, 8 sentences were given 
the same HCAHPS and PPX category labeling by all three authors. Examples of such 
sentences are •Good care and nice personnelŽ and •We visited an expensive private 
doctor, said that it was just some rashŽ. 
Table 3.  Amount of sentences getting the same HCAHPS [12] or PPX [6] category label by the authors (28 

"private doctor" (PD) sentences and 22 "good care" (GC) sentences) 

Same HCAHPS category label for the sentence  Same PPX category label for the sentence 
Cate
gory 

 Same label from 
all three authors 

Same label from 
at least 2/3 
authors 

Cate-
gory 

Same label 
from all three 
authors 

Same label from 
at least 2/3 
authors 

C1 5 (PD 5; GC 0) 8 (PD 6; GC 2) C9 5 (PD 3; GC 2) 13 (PD 4; GC 9) 
C2 0 (PD 0; GC 0) 6 (PD 3; GC 3) C10 0 (PD 0; GC 0) 10 (PD 6; GC 4) 
C3 0 (PD 0; GC 0) 0 (PD 0; GC 0) C11 0 (PD 0; GC 0) 6 (PD 5; GC 1) 
C4 0 (PD 0; GC 0) 0 (PD 0; GC 0) C12 0 (PD 0; GC 0) 11 (PD 1;GC 10) 
C5 1 (PD 1; GC 0) 1 (PD 1; GC 0) C13 0 (PD 0; GC 0) 5 (PD 1; GC 4) 
C6 0 (PD 0; GC 0) 0 (PD 0; GC 0)    
C7 11 (PD 1;GC 10) 11 (PD 3; GC 8)    
C8 6 (PD 4; GC 2) 6 (PD 4; GC 2)    

 

6. Discussion and conclusions 

Our results suggest that the 7-step PX harvesting process can be used in discovering 
patients• evaluations and descriptions of their care experiences. The method mixes 
quantitative and qualitative methods enabling the use of big data sources for finding 
practical insights supporting healthcare service improvement. Computational methods 
enable the use and effective filtering of large data sources and human interpretation adds 
significance and semantic certainty on the revealed expressions. 

Our process focused on statements of patients• expressions about healthcare in 
Finnish online discussions. For children•s health, word pairs •good careŽ and •private 
doctorŽ were expressions that led us to PX focused sentences that fit conceptual 
categories in patient feedback and experience models (HCAHPS [12], PPX [6]). The 
expressions relating to HCAHPS addressed overall rating of hospital, recommendations 
of hospitals, and communication with nurses and doctors. The PPX related expressions 
addressed success of the treatment, relation/attitude to the illness, and arrangements for 
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the treatment. Overall, it appeared that the continuum of care in respect to PPX, including 
patient-centered care, was rather well covered by these expressions. 

For systematic semantic focus, our •PX-HARVŽ method requires the usage of a 
conceptual reference model such as HCAHPS or PPX. By changing the conceptual 
reference models, the process may be used in other contexts of care. With proper 
conceptual framing, we anticipate that our method can be applied, for instance, to analyze 
online discussions regarding pregnancy with a pregnancy-related PX survey or prostate 
cancer discussions with a prostate cancer specific content. 

The increasing amount of healthcare communication in a digital form provides 
interesting possibilities for computer-supported semi-automatic analysis of PX. Our 7-
step process can serve as the basis for automated harvesting of patient experiences in 
emerging digital communication platforms in healthcare, such as chat-based healthcare 
services. For practical purposes, our proposed process may still be too labor-intensive 
requiring several persons to manually classify the sentences. Therefore, further work on 
the PX harvesting process would benefit from focus on increased efficiency in spotting 
relevant experience statements. Future work should focus on automating some of the 
qualitative steps in the process and explore longer phrases with machine learning. 
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Abstract. This paper presents an approach for an evaluation of finished 
telemedicine projects using qualitative methods. Telemedicine applications are said 
to improve the performance of health care systems. While there are countless 
telemedicine projects, the vast majority never makes the threshold from testing to 
implementation and diffusion. Projects were collected from German project 
databases in the area of telemedicine following systematically developed criteria. In 
a testing phase, ten projects were subject to a qualitative content analysis to identify 
limitations, need for further research, and lessons learned. Using Mayring•s method 
of inductive category development, six categories of possible future research were 
derived. Thus, the proposed method is an important contribution to diffusion and 
translation research regarding telemedicine, as it is applicable to a systematic 
research of databases. 

Keywords. Telemedicine, eHealth, care, qualitative research, future research 

1. Background 

Since the beginning of the application of ICT in health care, high expectations were 
linked to eHealth solutions [1]. During the last 15 years, the number of innovative 
eHealth solutions increased dramatically [2]. Based on Rogers• Diffusion of Innovations 
Theory [3] and relying on Bashshur•s taxonomy of telemedicine solutions [4], van Dyk 
names four types of barriers to be studied further: (1) technical, (2) behavioural, i.e. user-
centred, (3) economical and (4) organizational [5]. Yet, scientifically valid evidence 
regarding the long-term benefits and potential risks of approaches using eHealth and 
telemedicine are still missing, vague or focussing only on isolated solutions [6]. Financial 
support is mostly focussing on setting-up telemedicine programs rather than on their 
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evaluation [7]. This leads to a paucity of studies systematically evaluating barriers of 
telemedicine projects [8]. Frameworks for implementing telemedicine projects mostly 
rely on analyses of secondary data from at least partly finished projects [5], [7]. The 
NICE (National Institute for Health and Care Excellence) database summarises relevant 
disease-specific evidence focussing on effectiveness. However, the database does not 
provide guidance on how to overcome challenges referring to failure of projects during 
implementation and scaling-up, which is frequently associated with a phenomenon called 
•pilotitisŽ [9], [10]. This is because the uptake of NICE guidelines is slow due to a lack 
of incentives [11]. 

Therefore, the aim of this study is to develop a methodology to systematically 
identify and categorise obstacles and research gaps by analysing lessons learned of past 
telemedicine projects. Qualitative content analysis [12] of lessons learned from finished 
projects identified in a database analysis is conducted. The systematically derived 
definition of telemedicine by Sood et al. was employed to identify eligible projects [13]. 
A terminological ontology provided by Otto et al. allowed for further distinguishing the 
terms eHealth and telemedicine [14]. The paper presents the methodological approach 
and first findings of an ongoing research project as well as practical implications. 

2. Methods and Preliminary Analysis 

2.1. Proposed Selection Process and Description of Qualitative Content Analysis 

A database-centred approach was chosen to identify studies of interest (Figure 1). In a 
first step, a desktop research resulted in three health-related project databases, containing 
260 projects in total. Within these databases, the authors identified projects relating to 
telemedicine based on the definition provided by Sood et. Consequently, to be included, 
a project has to aim primarily at (a) using ICTs, (b) improving patient care and/or target 
the education of patients, while (c) applying technology to cover distance to either send 
patient data or deliver care [13]. During data collection from July to October 2017, 
projects still running at that time were excluded from the analysis. As a next step, a 
desktop research has to be carried out to collect project reports and publications. If 
publications cannot be found, the respective projects will be excluded.  

 
Figure 1: Project Identification and selection of projects 

After extracting basic characteristics of the projects, quotes were taken from both 
project reports and scientific publications reporting conclusions, recommendations and 
limitations (Figure 2). The relevant fragments of text were categorised following 
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Mayring•s method of inductive category development. According to this method, no ex-
ante knowledge of the material to be analysed is assumed. Instead, the text material 
described above is examined for underlying broad patterns, called categories. 
Paraphrases of each text fragment concerning lessons learned or the like were then added 
to these categories [15]. 

 
Figure 2: Process of Qualitative Content Analysis 

2.2. Pre-Test of Project Selection and Categorisation  

A pre-test was conducted by five researchers to determine whether the three criteria 
stated above ((a) … (c)) make it possible to unambiguously include a project for further 
research. For ten projects, all researchers made seven undisputed decisions, while three 
projects were to be discussed. The discussion could be reduced to the question whether 
the given telemedicine technology was used to administer care to a patient directly. 
Based on the 104 peer-reviewed definitions of telemedicine collected and analysed by 
Sood et al. a systematic analysis of the included definitions of •careŽ was carried out. 

The analysis revealed that, apart from the differentiation of the terms eHealth and 
telemedicine, telemedicine itself can be defined using two approaches. The majority of 
definitions interpreted care in a narrow sense referring to a direct benefit for the patient 
due to diagnosis, medical education, treatment, care and/or rehabilitation. The minority 
of definitions interpreted care in a broader sense, e.g. education/training of professionals 
or consultation of experts. Based on these findings, the inclusion criteria of the database 
analysis were adapted: (a) use of ICTs, (b) directly/immediately improving patient care 
and/or target on education of patients, (c) applying technology to cover distance to either 
send patient data or deliver care. A second pre-test, based on these criteria, led to a 
unified understanding of which projects to include. 

For testing the qualitative evaluation methodology, the seven previously identified 
plus three additional projects from the GEMATIK2-database were selected according to 
the consolidated inclusion criteria. After analysing the reports, one project proved not to 
fulfil the •careŽ-criterion. Reports could be found on all but one of the remaining nine. 
Six projects presented their results as a research paper in a journal. Two offered only a 
white paper. In six out of eight reports, limitations, need for further research, open 
questions and/or lessons learned were mentioned. The resulting structural categories and 
their frequencies are shown in Figure 3. 
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Figure 3: Finding of Pre-Test including categories and sub-Categories  

Six categories of lessons learned, need for further research, and/or open questions 
were identified on the basis on n=10 projects. Aspects concerning the technology in use 
formed the largest. With ten paraphrases being subsumed, the category allowed for the 
formation of sub-categories. Five paraphrases were subsumed under range of 
functionalities required by the end user, yet missing from the original design, e.g. 
personalised messages or interactive functions. The second sub-category, tailoring, 
accounts for two barriers rooted within the patient group using the application, e.g. 
missing ease of use. Finally, characteristics of human-computer interaction (n=2) 
referred to the behavioural change that is required when using a technical device for 
health care, e.g. relinquishing human contact. 

The second broad category, accounting for six relevant paraphrases, was labelled 
patients, as it informs about individual characteristics of the patient as the end user (n=4) 
and his or her interaction with technology (n=2). The former sub-category comprises 
aspects like self-appraisal of health status and the need for social support. The latter 
serves for prerequisites patients have to meet when using an application, e.g. mental 
capabilities. 

The category named clinical status (n=4) mainly deals with specific medical 
conditions not being taken into account. This showed in missing vital parameters and, 
consequently, a sufficient evidence base for the benefits of the application. Financial 
barriers (n=1) could be subsumed in a lack of funding, which in turn affects the structural 
category (n=2) as it stands for missing personnel to successfully implement the 
application. A lack of focus on regional requirements also belongs into this category. 
Finally, methodological concerns (n=6) cover the limitations of a given method used for 
evaluation, four of six being inadequate survey designs. 
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3. Expected Impact 

The aim of this work was to develop a methodological approach to systematically 
evaluate and categorise the current need for research relating to obstacles of and lessons 
learned from telemedicine approaches by analysing finished telemedicine projects. The 
preliminary results of the on-going research support a more elaborated and precise 
understanding of telemedicine and eHealth. Thereby, problems arising from diffuse 
terminology were avoided [7]. In a next step, all remaining included projects need to be 
analysed in the proposed qualitative manner. Multidisciplinary workshops with 
researchers, entrepreneurs and patient representatives may be used to prioritise the 
findings and develop strategies targeting the identified gaps and obstacles afterwards. 
Thus, the work provides a proposal for a unified concept to assess the quality of future 
telemedicine innovations by taking into account limitations of past projects. This will 
deepen the understanding of obstacles for scaling up telemedicine projects. 
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Abstract. Numerous diagnostic decisions are made every day by healthcare 
professionals. Bayesian networks can provide a useful aid to the process, but 
learning their structure from data generally requires the absence of missing data, a 
common problem in medical data. We have studied missing data imputation using 
a step-wise nearest neighbors• algorithm, which we recommended given its limited 
impact on the assessed validity of structure learning Bayesian network classifiers 
for Obstructive Sleep Apnea diagnosis. 

Keywords. obstructive sleep apnea, Bayesian network, missing data imputation 

1. Introduction 

Numerous decisions are made every day by healthcare professionals based in an 
estimated probability that a specific disease or condition is present. In the diagnostic 
setting, the probability that a particular disease, such as obstructive sleep apnea (OSA), 
is present can be used to support further testing, request initiate treatment or reassure 
patients [1]. OSA is one of the most prevalent sleep disorders, affecting approximately 
3-7% of men and 2-5% of women worldwide [2]. Despite its high-frequency, OSA 
remains underdiagnosed and underestimated, with 75-80% of cases remaining 
unidentified [2]. Its severity is assessed using the apnea-hypopnea index (AHI), 
stratifying into mild (5-15), moderate (15-30) and severe (higher than 30). Missing data 
is a relatively common problem in almost all types of studies, having a significant effect 
on the conclusions that can be drawn from the data. It is defined as the data value that is 
not stored for a variable in the observation of interest [1]. Its relevance is such that, when 
reporting a study development or validation of a diagnosis model, TRIPOD checklist has 
a specific topic for missing data, where it is mandatory to describe how missing data 
were handled with details [4]. This work objective was to study the impact of missing 
data imputation, using nearest neighbors (NN), on structure learning of Bayesian 
network classifiers for OSA diagnosis. 
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2. Methods 

2.1. Patients 

We have included all patients that performed polysomnography at Vila Nova de 
Gaia/Espinho hospital center sleep laboratory. All medical and/or sleep laboratory 
records were retrospectively collected between the 1st of January to the 31st of May 2015. 
Included patients aged more than 18 years old, while patients already diagnosed, patients 
with severe lung diseases or neurological conditions and pregnant women were excluded. 
In case of duplicate exams, the best sleep efficiency was selected. 

2.2.  Variables and pre-processing 

A literature review was previously conducted to define the most relevant OSA variables 
to be collected from administrative records. A total of 48 variables were collected: demo- 
graphic variables: gender, age; physical examination: body mass index (BMI), neck 
(NC) and abdominal circumferences (AC), modified Mallampati, craniofacial/upper- 
airway abnormalities; clinical history:  daytime sleepiness, snoring, witnessed apneas, 
gasping/choking, sleep fragmentation, non-repair sleep, behavior changes, decrease 
concentration, morning headaches, decreased libido, body position, sleep efficiency, 
vehicle crashes, drivers, driving sleepiness, nocturia, alcohol consumption, smoking, 
coffee, sedatives, family history/genetics, Epworth somnolence scale (ESS); 
comorbidities: atrial fibrillation, stroke, myocardial infarction (MI), pulmonary 
infarction, arterial and pulmonary hypertension, congestive heart failure (CHF), 
arrhythmias, pacemaker/cardiovector, respiratory alterations,, diabetes, dyslipidemia, 
renal failure, hypothyroidism, gastroesophageal reflux (GE), insomnia, glaucoma, 
bariatric surgery, depression/anxiety. The outcome measure was OSA clinical diagnosis, 
obtained from AHI, categorized into normal (AHI<5) or OSA (AHI� 5). We carry out a 
pre-processing analysis and continuous variables were categorized. 
 

2.3. Imputing missing data 

Instead of deleting any case that has missing data, k-NN imputation algorithms preserves 
all cases and replaces the missing data with a value obtained from related cases (k similar 
cases) in the whole set of records [3]. Our strategy followed systematic procedures: a) 
we observed the percentage of missing data, that ranged from 0% (e.g. gender) to 97% 
of missing data (e.g. bariatric surgery); b) variables were then ranked for data imputation, 
starting with outcome-wise statistically significant variables (with no quality problems 
suspected), followed by the remaining ordered in increasing percentage of missing data; 
c) 10-nearest neighbors imputation was done for each new included variable; d) odds 
ratio (OR) were computed to assess the impact of the referred k-NN imputation. 
 

2.4. Naïve Bayes and Tree Augmented Naïve Bayes 

Globally, a Bayesian network represents a joint distribution of one set of variables, 
specifying the assumption of independence between them with the interdependence 
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between variables being represented by a directed acyclic graph. Each variable is 
represented by a node in the graph, and its dependence on the set of variables is 
represented by its ascendant nodes. This dependence is represented by a conditional 
probability table that describes the probability distribution of each variable, given their 
ascendant variables [5]. Naïve Bayes (NB, which assumes conditional independence 
among factors) and Tree Augmented Naïve Bayes (TAN, which allows for an optional 
dependence for each factor) were the Bayesian network classifiers used in this work. 
Both classifiers structure learning algorithm requires complete cases, so they were built 
with the imputed dataset, and we assessed also the impact for different number of 
selected variables. In the first approach, we used the 10 variables that were statistical 
significant with or without imputation; in the second approach, we augmented the 
variable set with 6 more variables found significant in the imputed OR calculation. 
 

2.5. Statistical analysis 

Variables were selected after performing Chi-square test or Fisher•s exact test for 
categorical variables and student•s t-test or Mann-Whitney U test for continuous 
variables. Variables were selected if presenting an univariate significant association with 
the outcome, considering a 5% significance level and for which no quality problems were 
suspected. Model parameters (NB10 and NB16; TAN10 and TAN16) were validated by 
comparing the AUC in the imputed derivation cohort with those calculated from a leave-
one-out, 10 times 2-fold cross validation (for variability assessment with independent 
training and testing) and the original derivation cohort. We used R software for: a) 
missing data analysis; b) imputing missing data (package DMwr); c) descriptive and 
comparative analysis (packages gmodels and epitools); and d) analyzing AUC (package 
pROC). 

3. Results 

In the 318 patients included, 211 had OSA. In total, we had 198 males (62%, crude and 
imputed OR 2.58 [1.65-4.30)), where 148 (70%) had OSA. In 211 patients with OSA, 
115 (55%) were categorized as mild, 50 (24%) as moderate and 46 (22%) as severe. 
Participants had a mean age of 58 (49-67) years old, being higher in the OSA group (61 
(53-68), p value � 0.001); age above 45 years presented a higher risk for OSA (crude and 
imputed OR 3.29 [1.80-6.72]) and 5.93 [3.02-13.44], respectively). BMI median value 
was 29 (27-32) Kg/m2; when categorized into normal and obese, we observed higher 
number of obese patients in the OSA group (83 (54%), crude OR 2.18 [1.30-3.97], 
imputed OR 1.91 [1.19-3.30]). NC and AC had a mean of 42 (39-44) cm and 106 (100- 
113) cm in the OSA group, with AC not having statistical significance (p value 0.052). 
Crude OR of modified Mallampati in the category 4 was significant (4.50 [1.09-38.83]) 
but when imputing (32% of missing data) it lost significance (3.36 [0.83-27.75]). The 
same occurred with nocturia (crude OR 2.05 [1.13-4.16], imputed OR 1.32 [0.79-2.40]). 
In those with craniofacial/upper airway abnormalities we discovered higher number of 
patients in OSA group (64 (82%), crude OR 1.24 [0.57-3.26], imputed OR 1.31 [0.77- 
2.42]), without statistical significance; other variables such as snoring, drivers, smoking, 
use of sedatives, sleep efficiency, gasping/choking, respiratory changes, sleep 
fragmentation, MI, pulmonary and arterial hypertension, dyslipidemia, anxiety or 
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depression, pacemaker or cardiovector, vehicle crashes, genetics/family history, 
hypothyroidism, renal failure, stroke, decreased libido and concentration, behavior 
changes, pulmonary infarction, glaucoma and bariatric surgery had no statistical 
significance, also. Subjects in-taking coffee had a higher risk of OSA (133 (86%)) with 
statistical significance in the imputed OR (0.48 [0.27-0.96]). The same effect was 
described for CHF, arrhythmias, diabetes, GE and insomnia. OSA group was a higher 
number of patients with witnessed apneas (109 (64%), crude OR 1.92 [1.18-3.34], 
imputed OR 2.14 [1.37-3.53]). Additionally, with statistical significance in crude and 
imputed OR, we found non-repairing sleep, morning headaches, driving sleepiness, 
alcohol consumption and body position. Daytime sleepiness and ESS presented 
contradictory results raising data collection quality suspicion, and were not considered 
for analysis. Impact of imputing missing data was assessed with ROC curves for each 
model, along with their 95% confidence interval (CI), being presented in Figure 1, 
demonstrating imputed and original in-sample AUC. Imputed leave-one-out and 10 
times 2-fold cross validation values are presented in Table 1. Specific cut-off values were 
chosen after assessing the AUC of the imputed derivation cohort, aiming at a sensitivity 
of 95%, to allow a rule-out approach aiming to avoid false negatives. The AUC values 
of the original and imputed derivation cohort in the four models overlapped, as did 
imputed leave-one-out and cross-validation. 

Figure 1. Receiver operating characteristics analyses and area under the curve values for NB10, TAN10, 
NB16 and TAN16, as well as for the internal validation procedures and the original derivation cohort. 
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Table 1. Validity assessment [%] estimated from 10 times 2-fold cross validation. 

Model Cut Accuracy  
[CI 95%] 

Sensitivity 
[CI 95%] 

Specificity 
[CI 95%] 

Precision (+)  
[CI 95%] 

Precision (-)  
[CI 95%] 

NB10 19.56% 70.85% 
[69.63,72.07] 

95.07% 
[93.72,96.42] 

23.09% 
[21.01,25.17] 

70.91% 
[70.23,71.59] 

71.69% 
[65.29,78.08] 

TAN10 34.18% 68.71% 
[67.51,69.91] 

89.05% 
[87.31,90.80] 

28.6% 
[26.19,31.00] 

71.1% 
[70.41,71.8] 

57.70% 
[53.78,61.61] 

NB16 13.17% 70.79% 
[70.00,71.57] 

94.36% 
[93.00,95.72] 

24.29% 
[22.44,26.13] 

71.09% 
[70.67,71.51] 

70.20% 
[65.62,74.78] 

TAN16 23.61% 69.78% 
[68.39,71.17] 

90.33% 
[88.55,92.11] 

29.27% 
[26.36,32.18] 

71.6% 
[70.73,72.47] 

61.48% 
[56.51,66.46] 

NB10, NB16: Naïve Bayes with 10 or 16 variables; TAN10, TAN16: Tree Augmented Naïve Bayes with 10 or 16 variables 

 

4. Discussion and Conclusion 

The occurrence of missing data is a major concern in several areas, including medical 
domains such as OSA diagnosis. The work of Hernández-Pereira et al. [6] tried to 
improve detection of apneic events by treating missing data; however, it only addresses 
numeric values. We have proposed a step-wise k-NN imputation approach (instead of 
more common list-wise deletion), proving to be a far better and valuable solution, with 
limited impact in structure learning Bayesian network classifiers. Main advantages 
include: a) imputed values are actually occurring values and not constructed values; b) it 
makes use of auxiliary information provided by the independent variables, preserving 
thus the original structure of the data; and c) it is fully non-parametric and does not 
require explicit models to relate factors and outcomes, being thus less prone to model 
misspecification. 
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Abstract. The goal to facilitate a continuing medical education can be 
incorporated in the design of a clinical decision-support system. Developing a 
method for evaluating knowledge and skill development as part of evaluating the 
system is the aim for the research presented in this paper. The activity supported 
by the system was analyzed using Activity theory and structured into a protocol. 
Four clinicians were studied using the system for the first time, and their activity 
were assessed using the concept of Zone of Proximal Development. Initial results 
show how the system was used for clinician with different level of skills, and 
provide implications for further development of the methodology and the system. 

Keywords. Clinical decision-support system, Activity theory, Zone of proximal 
development, Dementia, Evaluation, Continuing medical education 

Introduction 

The major purposes of clinical decision-support systems (CDSS) are disseminating 
new medical knowledge and clinical guidelines to clinical practice, supporting a 
continuing medical education, and increase quality of care by preventing errors in 
clinician•s assessments [1]. A CDSS supporting a continuing medical education should 
promote less knowledgeable clinicians in developing such skills and diagnostic 
reasoning seen in experts [2]. However, evaluation studies focusing on the knowledge 
development in users of CDSSs are sparse [3-4]. 

The purpose of the study was to investigate how clinicians with different levels of 
experience from dementia assessment, approach the task of assessing a potential 
dementia case using a decision-support system that they had not before used. A 
clinician with minor experience from dementia assessment, faces two challenges in 
such situation: i) managing the dementia assessment with the limited knowledge and 
experience that he/she has, and ii) managing efficiently a digital tool that should 
support and guide the user in the process of assessment, and not be experienced as an 
obstacle in the process of assessment. This research is an initial case study of an 
instrument applied for detecting the participant•s skills and knowledge in handling the 
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two challenges based on Activity Theory and the concept of Zone of Proximal 
Development (ZPD), defined as activities that a person can accomplish with the guide 
of a more capable peer [5-6]. We consider also whether the CDSS could function in 
practice as the more capable peer, i.e. as a guide through ZPD to achieve mastery. 

The Dementia diagnosis and Management Support System DMSS was applied in 
this study, which is based on a set of diagnostic guidelines [7]. It was shown in earlier 
studies of DMSS that limitations in knowledge about certain symptoms and how they 
relate to the diagnosis was the major reason for the user to deviate from suggestions 
made by the system [8]. Automated methods to detect proficiency in the user were also 
an aim in earlier studies, in order to adapt the support to the individual [9]. This study 
complements these, and is expected to provide a method for assessing the progress of 
skill development, which may be possible to automate in a future version of DMSS. 

1. Methods 

The diagnostic activity to be supported by the CDSS was analyzed using activity-
theoretical models of hierarchical actions and cognitive load, and the Zone of Proximal 
Development (ZPD) [5-6] (Fig. 1). This was done by adapting the AAIMA 
(Assessment of Autonomy in Internet-Mediated Activity) protocol to the activity [10]. 
For each action four levels of complexity were described, corresponding to the 
knowledge and skills required to accomplish the task. A distinction was made between 
the knowledge task relating to the main activity, in our case dementia assessment, and 
conducting the task with the system as mediating tool, in terms of Activity Theory. The 
main activity is Dementia assessment and diagnosis, the sub-actions are the following: 
Patient information management, Data capture related to dementia knowledge, Data 
capture related to using the instrument DMSS-W, Diagnosis and intervention, and 
Assessment procedure. At the operational level, complexity levels are defined that 
related to Interaction with interaction devices, GUI components and terminology. The 
adaptation of the AAIMA protocol was done in an iterative way, where the initial 
protocol was evaluated using observations of physicians. 

  
Figure 1. Screenshot of DMSS-W. 
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A user study was conducted involving four physicians during their specialist 
training in public health. Two participants assessed their expertise level as being novice 
(had assessed only few cases of dementia, A and B in Table 1), one participant assessed 
her expertise level as somewhat knowledgeable (tenths of cases, C in Table 1) and one 
assessed her expertise as knowledgeable but not expert (assessed more than 100 cases, 
D in Table 1). Each participant applied two patient cases using DMSS that they 
envisioned from their experience from clinical practice (Fig. 1) [6]. We chose to focus 
on the clinicians• first two cases since these would reveal interaction design issues that 
may prevent the users from proceeding to becoming a skilled user of the CDSS. This is 
essential, especially in the primary care environment where the frequency that each 
physician assesses a new dementia cases is low. The sessions were video-recorded and 
three researchers assessed the participants• levels of knowledge and skills using the 
AAIMA protocol. The feasibility of using the protocol was also assessed. 

2. Results 

The purpose of the study was to explore the adapted AAIMA protocol and ZPD as 
method for distinguishing obstacles that were due to limitations in the knowledge about 
dementia assessment, and obstacles due to interaction design of the CDSS.  

The AAIMA protocol was adjusted based on the evaluation involving three 
researchers to increase inter-rater reliability. Ambiguous meaning of the levels of 
complexity was detected and reduced by improving formulations. In addition, a 
distinction was made in a re-assessment between i) when the user was in a ZPD where 
the user could be guided by the system as the more capable peer (ZPD-S), and ii) when 
the user was in a ZPD where it was judged that further education involving more 
experienced colleagues was needed (ZPD-H) (Table 1).  

The participants were all skilled computer users, so basic operations managing 
common graphical interface objects provided no problems. The participant with most 
experience in assessing dementia was able to apply well-known patient cases to learn 
how the CDSS works, i.e., using the patient case as instrument to learn the CDSS in 
terms of Activity Theory. This was also observed in the person with some experience. 
Their skill level in using the DMSS on more advanced levels were assessed ZPD-S, 
meaning that they could on their own, develop their skills in both using the system and 
assessing dementia using the CDSS as instrument. The two novice participants who 
had experienced few familiar patient cases showed also more difficulties mastering 
DMSS and its purposes during the short time they were observed. All participants 
needed some guidance during their first patient case to find key functionalities, such as 
•what to do nextŽ functionality, information buttons with definitions, etc.    

Preliminary results relating to the dementia knowledge and skills, show that the 
two novice users found the assessment of each symptom as a challenge, with their 
limited knowledge in the domain. They used the information related to each symptom 
to learn about each, however, they had difficulties to perceive the overall scope of 
dementia assessment and its different areas of interest. Their limited knowledge in the 
domain may also cause their less confidence in their own assessments. One of novice 
users considered her trust in this system. However, she perceived this system was 
helpful to diagnose after she knew all assessments in this system were in line with the 
major clinical guidelines. Consequently, a major purpose of a CDSS would then be to 
promote confidence in both the system and in the user•s own decision making [4]. An 
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interesting observation was that when the participants chose patient cases, they chose 
non-typical cases and borderline cases that were perceived as difficult cases.  
Table 1. The AAIMA protocol excluding the operation level for space reasons, with the assessments of the 
four participants. A means ability to conduct autonomously, ZPD means that the action/activity lies in their 
zone of proximal development. Person D is most experienced, and A and B are novices. 

 

The two participants who had more experience, but were not yet experts were able 
to assess their dementia cases using the system in the linear, checklist manner. The 
person who considered herself knowledgeable with experience from more than 100 
cases could efficiently utilize the system to evaluate her own assessment, moving back 
and forth between data capture and diagnosis functionalities. The person with some 
experience after meeting about 30 patients, could also complete assessments. However, 
with less confidence in her own assessments, she was more uncertain about also the 
suggestions provided by the system.  

Key to dementia diagnosis is to assess progression of the symptoms, and decide 
when symptoms are mild and when they have progressed into being significant, 
meaning that they affect performance in daily activities. This feature in the system 
caused breakdown situations in all of the participants, since they understood that it is a 
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key finding and that it is important to assess this. The person with most experience 
found that she had been assessing this feature differently from how the system suggests, 
based on the definition that is applied in the major clinical guideline. As a consequence, 
she will adjust how she conducts the assessment in the future. On the other hand, the 
novice user perceived this system as a helper to learn questions for patients that she 
normally could not come up with during diagnosing process. For example, the 
assessments of cognitive functions including executive functions were especially 
helpful. These observations were examples of situations of learning and skill 
development. 

3. Conclusion and Future Work 

A method for evaluating the knowledge and skill development in CDSS users was 
applied and evaluated in a case study involving four clinicians with different levels of 
expertise using the Dementia Diagnosis and Management Support System DMSS.   

An initial conclusion was that the participants with the novice level of experience 
need more substantial introduction to dementia assessment guided by a more 
experienced physician. The results suggest that DMSS has the potential to function as 
instrument for a continuing medical education in the dementia domain for clinicians 
with some experience from dementia assessment, while novices with very minor or no 
experience need to combine the use with access to medical expertise in clinical practice. 

The AAIMA protocol will be used in future studies of DMSS and adapted to other 
CDSSs, where a larger number of users will have access to the system over a longer 
period of time. The qualitative results will be compared to log files for finding use 
patterns that can be used in automated detection of skill levels and need for 
personalized support, provided either by the system or by more skilled colleagues.  
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Abstract. Twitter, as a microblogging social media platform, has seen increasing 
applications of its data for pharmacovigilance which is to monitor and promote 
safe uses of pharmaceutical products. Medication names are typically used as 
keywords to query social media data. It is known that medication names are 
misspelled on social media, and finding the misspellings is challenging because 
there exists no a priori knowledge as to how people would misspell a medication 
name. We developed a data-driven, relational similarity-based approach to 
discover misspellings of medication names. Our approach is based upon the 
assumption of the identical (or similar) association of a medicine with its effects 
whether the medication is correctly spelled or misspelled. With distributed 
representations of the words in tweets posted in recent 24 months, we were able to 
discover a total of 54 misspellings of 6 medicines whose indications containing 
headache. Our search results also show that Twitter posts with misspellings of 
codeine and ibuprofen can be more than 10% of all the tweets associated with each 
of the medicines. Compared with the phonetics-based approach, our method 
discovered more actual misspellings used on Twitter. 

Keywords. Information retrieval, Pharmacovigilance, Postmarking surveillance, 
Relational similarity, Twitter, Distributed word representation, Misspellings 

1. Introduction 

The primary goal of pharmacovigilance is to continuously monitor and promote the 
safe uses of pharmaceutical products, and an important task to achieve such a goal is to 
identify any suspected adverse effects related to uses of the products. Traditionally, 
drug adverse effects were collected through the spontaneous reporting systems (SPSs), 
but due to underreporting with the SPS systems, other data sources such as electronic 
health records (EHRs) have been sought. More recently, thanks to its prevalence and 
easy accessibility, social media has increasingly become an active data source for 
pharmacovigilance studies. In a recent systematic investigation, Golder and colleagues 
[1] found in 16 databases a total of 3,064 publications related to •social mediaŽ and 
•adverse drug reactionŽ with an upward trend of publications for the last few years. 

One of key challenges in using social media for pharmacovigilance is the 
variations of medication name: non-proprietary names (generic names) and proprietary 
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names (brand names) as well as misspellings of medication names [2]. Misspelling can 
happen unintentionally if a person does not know how to exactly spell a medication 
name, or intentionally when there is a limited space to include all the characters of a 
medication name, which can happen on Twitter, a microblogging service, which 
limited each post to 140 characters. 

Knowing the spelling of a medication name is important because it is typically 
used as a keyword to search social media posts or can be recognized by a named entity 
recognition (NER) tool. This is not an issue if the name is correctly spelled, but it 
becomes a challenge to deal with if it is misspelled name because there exists no a 
priori  knowledge as to how people would misspell a medication name.  

2. Related work 

Pimpalkhute and colleagues are believed to be the first group to study misspellings of 
drug names on social media. They developed a phonetics-based approach to generate 
possible misspellings of any given medication name [3]. Their approach is a predictive 
method that first generates all possible misspellings of a medication name with the edit 
distance algorithm, and afterwards it filters these generated misspellings by the 
phonetic spelling algorithm. This phonetics-based method is able to find misspellings 
of the medicine names, but has limitations. First, it can generate an overwhelming 
number of misspellings if a medicine name is long. Taking acetaminophen as an 
example, there can be about 700 1-edit distance spellings and tens of thousands of 2-
edit distance spellings before removing the duplicates. In addition, it fails to generate 
many misspellings people actually use on social media. 

3. Method 

3.1. Algorithm 

Our approach to discover the actual misspellings of medicine names on Twitter is data-
driven, relational similarity-based. Our method is based upon the assumption that a 
misspelled medicine is associated with its effects (or indications) in the identical or 
similar way that the correctly spelled medicine is associated with the same effects (or 
indications). For example, the association of ibruprofen (misspelling) with headache is 
similar to that of ibuprofen (correct spelling) with headache, indicative of a 
semantically similar relation. Mathematically, we have medmisspelled : indication :: 
medcorrect : indication to represent similar relations. Because the indication at both sides 
is the same, they cancel out each other, and we have medmisspelled :: medcorrect, meaning 
that misspellings of a medication can be discovered from the terms semantically similar 
to the correct name. Recent advancement in distributed representations of word in 
vector space model (VSM) has made it possible to find semantically similar terms 
through dense vectors: vector(medmisspelled) � vector(medcorrect), which indicates that they 
are similar to each other. 

In our method, we first collect Twitter posts with known effects or indications of a 
particular medication. After removing the stop words, punctuations, and non-English 
tweets, a VSM is built. A list of terms similar to the given medication is generated. All 
the known, correctly spelled medicines are removed from the list … note that many 
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medicines share common effects or indications. The similar term list is sorted and 
inspected manually and checked with regular expressions for leading and trailing 
characters for possible misspellings. Later, the identified misspellings are checked 
against the drug names at drugbank.ca for final confirmation. 

3.2. Experiment 

Using word •headacheŽ which is an indication of many medicines (e.g., Aspirin and 
Ibuprofen), we collected a total of 9,335,201 tweets posted from September 2015 to 
September 2017. After preprocessing, there were 6,555,535 remaining tweets. A word 
vector space model was built with Google•s word2vec tool [4]. A collection of 
medications whose indications contain •headacheŽ was compiled, based upon the 
information available in SIDER 4.1, a resource of side effects of pharmaceutical 
products hosted at EMBL [5]. For each medication in the collection, a list of terms 
similar to the medication was generated with similarities of 0.20 or higher … 
mathematically this is done by checking the vector similarity which is measured by the 
cosine value between two vectors. Each similar term list was filtered with the corrected 
medicine names downloaded from the FDA•s National Drug Code (NDC) Directory2. 
Afterwards, each filtered list was sorted and manually inspected and checked with 
regular expressions to select candidates of misspellings. Finally, misspelling candidates 
were compared with the drug names at drugbank.ca.  

To compare our approach with the phonetics-based method, we first reproduced a 
program that implements the algorithm described by Pimpalkhute et al. [3] … we 
studied the authors• Java code but a fragment seemed to be missing. The results of the 
comparison are presented in the next section. 

4. Result 

Out of 34 medicines whose indications contain •headache,Ž six were found to have 
misspellings. Table 1 lists the misspellings of the 6 medicine names. 
Table 1. Discovered misspellings of 6 medicine names 

Medicine Misspellings 
Acetaminophen acetomenophen 

Aspirin aspirine, asprine, asperine, asperines, aspin, asperin, aspren, assprin, aspririn 
Codeine codine, codiene 

Ibuprofen ibprofen, ibruprofen, ibuprofin, ibprophen, ibuprophen, ibprofin, ibprofien, 
ibeuprofen, ibeuprofens, ibproufen, ibeprofen, iboprufen, ibubrofen, ibuprofren, ibp, 
ibuprofins, ibuprofene, ibuprophens, ibprofuens, ibeeprofen, ibrophen, ibprofuen, 
ibeprophen, ibrufen, ibrupofen, ibreprophen, ibroprofen, iboprofen, ibprofens, 
ibruprofin, ibprufen, ibprophin, ibprouphen, ibueprofen, ibupropen, ibuprophene, 
ibuprohen 

Naproxen niproxin, neproxen, naproxin, neproxin 
Sertraline sertaline 

 
Table 2 shows the statistics of misspellings corresponding to the 6 medicine names. 

The discovered misspellings are the results of our approach. The predicted misspellings 
are the results of the phonetics-based method. The common misspellings are the ones 

                                                           
2 https://www.fda.gov/drugs/informationondrugs/ucm142438.htm 
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that were found by both phonetics-based and our approaches. In addition, we collected 
tweets both with the correct spelled medicine names and with their misspellings from 
the inception of Twitter to September 2017. 
Table 2. Statistics of misspellings of 6 medication names. 

Medicine No. of 
Misspellings 
Discovered 

No. of 
Misspellings 

Predicted 

No. of 
Common 

Misspellings 

No. of Tweets w 
Correct Name 
(2006 - 2017) 

No. of Tweets 
w Misspellings 
 (2006 - 2017)  

Acetaminophen 1 158 0 160,908 194 
Aspirin 9 99 2 1,354,690 96,938 

Codeine 2 103 1 2,407,864 287,560 
Ibuprofen 37 126 8 1,628,993 183,931 
Naproxen 4 108 2 83,317 4,296 
Sertraline 1 143 0 31,680 819 

Examples of tweets containing misspellings are listed in Table 3.  
Table 3. Examples of tweets with misspelled medicine names 

Medicine Misspelling Tweets 
Acetaminophen Acetomenophen that•s right it would have! I git a great deal at Target on 

some acetomenophenƒ so much better than aspirin 
Aspirin Asprine I took asprine for my cramps earlier and now I need them 

for my headache. :( 
Ibuprofen Ibprofin A nice blend of ibprofin for my fever.. And melatonin and 

Benadryl for sleep.. Let•s see how this goes.. 
Codeine Codiene codiene will hopefully knock me out and take away my cold 

#pleaseallah 
Naproxen Neproxin are you sure the side effects of neproxin is worse that 

ibuprophen 
Sertraline Sertaline Anyone else feel sleepy in the afternoons whilst taking 

#sertaline ? Bloody nightmare.... 

5. Discussions 

With our approach, we were able to discover misspellings without a priori knowledge. 
This is to say, misspelled words can be discovered even if we do not know how and 
why they are misspelled. The ability to do so may be attributed to the power of 
distributed word representation that embeds rich semantic information in the word 
vectors and supports relational similarity. This is advantageous over the phonetics-
based predictive method in that the phonetics-based method focuses on discovering the 
similar pronunciations of a medication but ours relies on the semantical relation. 

As can be seen in Table 2, a total of 54 misspellings were discovered for 6 
medications, and we were able to gather tweets with all these misspellings. We did not 
find many tweets containing the misspelling of Acetaminophen, but there were a 
noticeable number of tweets containing misspellings of ibuprofen and codeine, 
representing more than 10% of each of the medications and making up a noticeable 
amount of tweets with the medicines. This indicates the importance of considering their 
misspellings when collecting Twitter data. 

Although we do not know why our method only discovered the misspellings of 6 
out of 34 medications whose indications include headache, we offer a few possible 
explanations. First, some misspellings may not appear a sufficient number of times in 
Twitter data in order to be included in the VSM. Second, headache may not be the 
major indication of some medications in this study. Finally, in this research, only single 
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word medication names were considered, and this may have left out the tweets with 
two or more word medication names. 

Misspellings discovered by our approach were actually posted by Twitter users. 
There is a substantial disagreement between the misspellings discovered by our 
approach and the ones predicted by the phonetics-based approach. Out of 54 discovered 
misspellings, only 13 were predicted by the phonetics-based approach (Table 2). This 
may indicate that the predictions generated by the phonetics-based approach are far 
from the reality and being useful. It is observed that many tweets contain the plural 
form of medication names, and we considered the plural form of a medication name 
correct spelling. This is true if stemming is applied in processing the textual data. 

We acknowledge that this study only used a very common indication (headache) 
and only tweets posted in recent 24 months and containing the word headache were 
collected and analyzed. Ideally, tweets with all the indications and effects and posted 
from the inception of Twitter should be queried in order to discover all possible 
misspellings of a particular medication. 

6. Conclusion 

We developed a data-driven, relational similarity-based approach to discover 
misspellings of medication names on Twitter. Our method is based on the assumption 
of the identical (or similar) relation of a medication with its effects whether the name is 
correctly spelled or not, and was able to effectively discover medication misspellings 
actually used by Twitter users. We believe that our approach can be extended to 
discovering misspellings of all the medications, and can ultimately assist in collecting 
more relevant tweets for pharmacovigilance. It is conceivable that our method can also 
be applied to many other types of health surveillance based on social media where 
misspelling can happen. 
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Abstract. ICD encoded diagnoses are a popular criterion for eligibility algorithms 
for study cohort recruitment. However, •officialŽ ICD encoded diagnoses used for 
billing purposes are afflicted with a bias originating from legal issues. This work 
presents an approach to estimate the degree of the encoding bias for the complete 
ICD catalogue at a German university hospital. The free text diagnoses sections of 
discharge letters are automatically classified using a supervised machine learning 
algorithm. The automatic classifications are compared with the official, manually 
classified codes. For selected ICD codes the approach works sufficiently well. 

Keywords. ICD, classification, machine learning, natural language processing 

1. Introduction 

ICD encoded diagnoses are a popular criterion in eligibility algorithms for study cohort 
recruitment. However, •officialŽ ICD encoded diagnoses used for billing purposes, 
although being technically easy to access and reasonably reliable, are afflicted with a 
bias originating from legal issues. Diseases are only allowed to be officially encoded via 
ICD when the hospital is treating the patient for the respective disease. This leads to an 
underestimation of case frequencies for diseases not relevant for billing purposes. 
At the University Hospital of Würzburg the codes are manually encoded by teams of 
encoding secretaries which mainly use the electronic health record (EHR) of the patients 
for their encoding decisions. The main data source used in this process is the discharge 
letter but all other reports (medication, laboratory, etc.) are also consulted when needed. 
The codes are stored in dedicated database tables in the clinical information system (CIS). 
The focus of this work is not the automatic classification of ICD codes from the EHR 
itself but rather the gap between already existing textual ICD descriptions in the 
discharge letters and the officially encoded codes. The presented approach tries to 
estimate the degree of distortion caused by the legal bias described above. We make use 
of the discharge letters, which are the data sink in which concurrent diagnoses are also 
listed although they are not encoded for billing purposes. The official ICD codes are 
compared with automatically generated ones which are provided by a supervised 
machine algorithm that processes the free text diagnosis sections of discharge letters.  
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2. Related Work 

The automatic classification of ICD codes free text using supervised machine learning 
algorithms is a common approach. Mujtaba et al. [1] classified ICD codes by analyzing 
the free text of autopsy reports. Kavuluru et al. [2] automatically encoded ICD-O-3 codes 
from cancer pathology reports. 

The comparison of official ICD codes with automatic classifications is often only 
performed for a narrow interval of ICD codes. Hsu et al. [3] examined the phenotyping 
of chronic rhinosinusitis by comparing official ICD codes with an algorithm, which also 
considered procedure codes. Ferris et al. [4] examined the underestimation of chronic 
kidney disease also by taking into account the complete EHR. Hanauer et al. [5] try to 
identify patients with disorders of sex development by also using a keyword search in 
the EHR. A systematic review on the improvement of coded information by additionally 
using information extracted from the EHR is done by Ford et al. [6]. Other analyses on 
the reliability of ICD codes are often only based on the quality of the encoding process 
itself [7] instead of the intrinsic legal bias. A large-scale usage of automatic ICD 
classification to estimate a legal bias in official ICD encodings has not yet been 
undertaken. 

3. Methods 

To compare the official ICD codes with the diagnoses from the discharge letters we 
exported all desired data to the file system. To facilitate the export the data was taken 
from a dedicated data warehouse (DW) [8] that stores the identical content of the CIS in 
harmonized form and offers comfortable export interfaces. The desired data was 
exported in the form of a CSV (comma separated values) file, containing two columns: 

1. The list of all official ICD codes for each case. 
2. The plain text of the diagnosis section from the discharge letter of the respective 

case. The diagnosis letter section texts are an available data item in the DW. The sections• 
ETL (extraction-transformation-load) process from the CIS into the DW shall be 
described briefly: The discharge letters are exported from the central discharge letter 
repository to a staging area where they are transformed from the .doc-file-format into 
html preserving most of the documents• layout structure. The letters are then anonymized 
by a heuristic algorithm [9] and a section detection algorithm [9] extracts all identifiable 
sub-sections (e.g. diagnoses, physical examination, etc.) as plain text strings without 
layout information. Finally, the texts of all section types are loaded into the DW. The 
diagnosis sections usually have the simple structure containing one diagnosis in each line 
of text. Therefore, the sections can be easily split into separate single diagnosis texts by 
splitting the texts at line feed characters. 

The exported CSV-file contained the data of 1.2 million rows of data, containing      
4 859 288 official ICD codes and 20 302 093 discharge letter diagnosis lines. 

 
For the automatic classification of the plain text diagnoses we trained a supervised 
machine-learning algorithm with a training corpus containing •diagnosis textŽ-•ICD 
codeŽ pairs. The training corpus contained data from three data sources: 

1. A small amount of discharge letters (76 765 diagnosis sections) list the diagnoses 
with already contained ICD codes in the text. The reason for this phenomenon it that 
some wards use an automatic discharge letter authoring tool that suggests most parts of 
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the discharge letter including the diagnosis section. The tool creates a section skeleton 
with one line per diagnosis including the ICD code and the official diagnosis name, 
which was afterwards edited by the clinician to improve the diagnosis description of the 
respective case. The discharge letters from those wards provided a large supply of gold-
labeled text snippets (325 551 training pairs) with a large variety of synonyms for many 
ICD codes. 

2. The ICD database table in the CIS contains a comment column. 426 939 of the 
diagnoses contained data in this column. Although some of the comments are only 
additional information about the diagnosis (e.g. •both sidesŽ for H92.2 •Bleeding from 
earŽ), many comments are paraphrases or more detailed descriptions of the official 
diagnosis, thus, providing a large supply of gold-labeled training pairs. 

3. The DIMDI (the German institute for medical documentation and information) 
provides a list of synonyms (78 798) mapped to the corresponding ICD codes. 

All three sources were combined to one large training corpus. The corpus was 
preprocessed by lower-casing the texts and removing leading and trailing non-alphabetic 
characters. All occurrences of ICD codes in the texts were removed. The resulting corpus 
contained 813 146 distinct training samples (text snippet to ICD-code mappings). 

As supervised training algorithm, we chose the maximum entropy (ME) 
implementation from the MALLET toolkit [10]. The training pairs were presented to the 
algorithm via the following feature vector: Each word of the training corpus was a single 
dimension encoded with a 1 when present in the bag of words of the training sample, 
whereas the absence of the word was encoded with a 0. All 2- to 5-ngrams of the text 
were similarly encoded. When the classifier was presented with a feature that did not 
exist during training all parameters concerning this feature were assumed being 0, 
thereby ignoring features unseen during training. The classifier creates a probability 
distribution for all possible ICD codes which had to be filtered by an acceptance 
threshold. Thus, a diagnosis text line could result in more than one automatically 
classified ICD code (or none at all). 

The trained model was subsequently used to classify all text diagnoses of the 
exported data. For each case, the diagnosis section was again split in separate lines, which 
were automatically classified. The collected classifications were added as concatenated 
list as a third column to the existing CSV-data file. 

From the result CSV-file the overlap between the official ICD codes and the 
automatically classified ICD codes were computed. If an ICD code appeared in the set 
of official ICD codes as well as in the set of automatic classifications this was counted 
as a true positive (TP). Appearing in the official ICD codes but lacking in the automatic 
classifications was counted as false negative (FN) and false positive (FP) for vice-versa.  

4. Results 

The training of the supervised algorithm took place on a Windows 7 machine with 16GB 
RAM and an Intel Core 2 Duo 3.16GHz CPU. As the training on the complete training 
corpus exceeded the available memory, we trimmed all ICD codes to their category codes  
(e.g. •I50.01Ž	•I50Ž). Furthermore, we restricted the experiment to the I-branch (I00-
I99: diseases of the circulatory system; 54 698 training samples) and replaced all other 
ICD codes in the rest of the training corpus with an empty string. The empty string label 
was filtered from the accepted classifications. We selected a probability threshold 0.5 for 
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the filtering of the classified ICD codes to get an acceptable tradeoff between precision 
and recall.  
The I-training corpus took about 4 hours to train with a memory consumption of 12GB 
RAM. We excluded 10% of the gold labeled diagnoses sections from the training and 
used them for testing. We measured an overall precision (Pre) of 0.81, a recall (Rec) of 
0.67 and an F1-score (F1) of 0.73. When analyzing the different ICD codes separately it 
could be observed that some ICD codes show a better classification performance than 
others. Table 1 shows the results of three selected codes. 
 
Table 1. Test results of selected ICD codes mapping diagnosis texts to ICD using a trained ME model. 

ICD 
codes 

occurrences 
in sections 

automatically 
classified 

TP FP FN Pre Rec F1 

I50 250 237 209 28 41 0.88 0.84 0.86 

I71 57 58 53 5 4 0.91 0.93 0.92 

I83 178 154 105 49 73 0.68 0.59 0.63 

 

Table 2. Matching of selected ICD codes between the official ICD codes and the automatic classifications 
using a trained ME model. The last two columns are dark figure : the estimation of missing diagnoses in the 
official ICD coded diagnoses based on the false positives of the automatically classified case frequencies and 
the precision of the automatic classification %:  the percentage of underestimation of the real case frequencies. 

ICD 
code 

officially 
encoded 

automatically 
classified 

TP FP FN dark 
figure 

% 

I50 45 974 40 294 22 730 17 564 23 244 15 456 25 

I71 4 823 10 475 3 677 6 798 1 146 6 186 56 

I81 418 711 192 519 226 353 46 

 
The trained model was now used to classify all diagnosis sections in the available data. 
The comparison of the official ICD codes and the automatic classifications resulted in a 
matching table containing all I-codes of which a subset is displayed in Table 2. 

Interpreting the data from Table 2 and taking the code I50 as an example the 
following hypothesis could be proposed: When the automatic text classification has a 
precision of 0.88 and 17 564 cases were automatically classified in addition to the 
officially encoded cases (FP), a dark figure of about 0.88 * 17 564 = 15 456 cases exists. 
When 45 974 cases were officially encoded this underestimates the probable real number 
by about 25%. Following those assumptions leads to the estimation of the dark figures 
and underestimation percentages displayed in Table 2. 

5. Discussion 

The presented work is only the beginning of ongoing work about the estimation of biases 
in official encodings. The undertaken approach relies on several assumptions that still 
have to be verified: 
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It is assumed that the diagnosis sections from the discharge letters of those wards 
that contain ICD codes in the texts (i.e. the training corpus) have a similar structure as 
the letters from those wards for which this is not the case. Otherwise a transfer from the 
classification precision from the training corpus to the unseen data would not be possible. 
An evaluation of the types and causes of classification errors has to be undertaken. 

The algorithm, which extracts the diagnosis sections from the discharge letters, is 
based on the detection of headlines in the discharge letters and only has a recall of 0.96 
[9]. That means that sometimes the headline following the diagnosis section is not 
detected which lets the following section to be also extracted as part of the preceding 
diagnosis section. Those erroneous diagnosis lines could lead to unwanted classifications. 

Some ICD code have an unusually high dark figure percentage (e.g. I15 with ~90%) 
which could be explained by the exclusion of this code when concurrently another code 
(e.g. I20-I25) is present. As the classification algorithm currently does not check those 
rule-based concurrency exclusions this can lead to mismatches with the official codes. 

The machine learning algorithm, which was used for the classification (maximum 
entropy in the present case), could be replaced by any other supervised learning 
algorithm or rule based information extraction method. Another aspect, which could be 
varied, is the type and amount of features that the classifier gets as input when provided 
with text data. The bag of words and n-grams, which are currently used, could be 
enriched by combinations of word tuples or word orders. Aside from texts from the 
diagnosis sections, the whole extent of the EHR could be used for classification. 
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Abstract. In this paper, an identification approach for the Population (e.g. patients 
with headache), the Intervention (e.g. aspirin) and the Comparison (e.g. vitamin C) 
in Randomized Controlled Trials (RCTs) is proposed. Contrary to previous 
approaches, the identification is done on a word level, rather than on a sentence level. 
Additionally, we classify the sentiment of RCTs to determine whether an 
Intervention is more effective than its Comparison. Two new corpora were created 
to evaluate both approaches. In the experiments, an average F1 score of 0.85 for the 
PIC identification and 0.72 for the sentiment classification was achieved. 

Keywords. Information extraction, natural language processing, machine learning, 
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1. Introduction 

In the scope of the EU project KConnect1, one task was to develop a search tool for the 
TRIP database2. This tool consists of a categorization based on medical conditions (e.g. 
diseases) and for each condition, appropriate treatment methods (e.g. drugs) are listed, 
ranked based on their effectiveness. 

To generate the underlying data for this tool, we extracted information from the title 
and the abstract of Randomized Controlled Trials (RCTs). An RCT is a study design in 
which a group of people, who share a common medical condition (e.g. men with asthma), 
are randomly assigned to either the treatment group (e.g. treated with vitamin C) or the 
control group (e.g. receiving placebo). The participants of an RCT are called Population, 
the treatment used in the treatment group is the Intervention and the treatment of the 
control group is called Comparison. Additionally, the main outcome of an RCT, e.g. is 
vitamin C more effective than placebo, is reported. 

In this paper, we propose an automatic identification approach for the Population, 
the Intervention and the Comparison (short PIC) in RCTs (Section 2). In previous 
approaches [1,2,3] the PIC identification was done on a sentence level; however, we 
propose a precise word level identification based on hand-crafted rules. Furthermore, we 
propose a sentiment classification method based on machine learning, to determine if the 
Intervention of an RCT is more effective than its Comparison (Section 3). To evaluate 
both methods, we created two new corpora with the help of human annotators. The 
evaluation results for these corpora are given in Section 4. 

                                                           
1 EU project about search in the medical domain: http://www.kconnect.eu/ 
2 A clinical search engine: http://www.tripdatabase.com 
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2. Method for the PIC Identification 

In previous approaches, sentences were classified to determine if they contain a certain 
PIC element, or not. Only [4] proposed a word level approach. Unfortunately, since no 
appropriate dataset existed (at that time), no evaluation results were provided. 

The evaluation data used in our approach was generated by six human annotators (2 
linguists and 4 persons from the medical domain). We developed a web-interface (Figure 
1), which was used to submit annotations. To evaluate the performance of individual 
annotators, we created a ground truth based on 20 RCTs in cooperation with a medical 
expert. These 20 RCTs were annotated by each annotator. As evaluation metric, we 
define the agreement as 

�S�G�m�p�p�c�a�r

�S�G�m�p�p�c�a�r�>�S�M�l�a�m�p�p�c�a�r
, where an annotation was counted as �%�K�N�N�A�?�P 

if it was exactly the same as the ground truth annotation and �+�J�?�K�N�N�A�?�P in all other cases. 
Stop words (e.g. in, to, [ , we) were removed before computation of the agreement. For 
titles, on average, the agreement was 0.70 for P, 0.66 for I and 0.62 for C. We also asked 
the users to submit annotations for abstracts; however, due to a more complex sentence 
structure (e.g. more text variety, longer sentences), we reached agreements of less than 
0.50 for each PIC element. 

 
Figure 1. The PIC annotation web-interface: (A) Sentence navigation, (B) active sentence (yellow background), 
(C) active sentence split into single word units (tokens) and finally, after selecting a start and end token, a pop-
up window (D) is shown and used to submit an annotation for either P, I or C. 

Based on the newly created corpus, we propose an automatic approach for the PIC 
identification. Since the annotation agreement for abstracts was weak, we decided to 
focus on titles of RCTs. In fact, the title already contains most of the PIC information: 
The 20 ground truth RCTs showed a coverage of 18/20 for P, 19/20 for I and 7/20 for C. 
Usually, no-medication and placebo comparisons are omitted in the titles, which explains 
the low 35% coverage for C. Therefore, if no C was detected, we assumed no-medication. 

To identify PIC elements automatically, we propose a rule-based approach. Rules 
are hand-crafted expressions and are used to exploit commonly occurring linguistic 
patterns. There are frameworks that ease the rule-crafting process. In our approach, we 
used Stanford's TokensRegex [5], which is best explained based on an example: Assume, 
we want to identify the P element in The bioavailability of nasogastric versus 
trovafloxacin in healthy subjects. First, we use CoreNLP [6], a natural language 
processing toolkit, to split the sentence into tokens (=single word units) and for each 
token, the lemma (base form) and the part-of-speech (POS) tag is computed. Additionally, 
we use GATE's BioYodie3, a pipeline to identify medical semantics (e.g. drugs, diseases), 

                                                           
3 https://gate.ac.uk/applications/bio-yodie.html 
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