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Preface  

Building Continents of Knowledge in 

Oceans of Data: The Future of Co-Created 

eHealth 

Adrien UGON
a

, Daniel KARLSSON
b

, Gunnar O KLEIN
c

, Anne MOEN
d

  

a

ESIEE-Paris, Noisy-le-Grand, FRANCE, 
b

Linköping University, Linköping, SWEDEN, 

c

Informatics/eHealth, School of Business, Örebro University, 
d

Institute for Health and 

Society, University of Oslo, NORWAY  

This volume of Studies in Health Technology and Informatics – Building Continents of 

Knowledge in Oceans of Data: The Future of Co-Created eHealth – Proceedings of 

MIE 2018 – contributes to the discussion of ongoing challenges in eHealth, digitaliza-

tion, capacity building and user engagement with true inter-disciplinary and cross-

domain collaboration arising for 21-century health care. 

The MIE conferences are the most important conference hosted by the European 

Federation for Medical Informatics (EFMI). The first MIE conference was hosted in 

Cambridge, UK in 1978 and therefore, MIE2018 marks the 40th anniversary for the 

Medical Informatics Europe – MIE – conferences. Over the years, the contributions 

presented at the MIE conferences, presented in the IOS Press series Studies in Health 

Technology and Informatics, has contributed to set the stage for medical informatics, 

health informatics and eHealth development in Europe. 

The contributions in this book are no exception and share the full range of meth-

odological and application oriented health informatics achievements at regional, na-

tional, and international level. The first part of the MIE 2018 conference theme – Build-

ing Continents of Knowledge in Oceans of Data – zoom in on experiences, methods 

and expectations for the future coming from achievements in Big Data analytics, data 

driven development of eHealth in the current health care systems and contributions 

from citizens’ engagement in their self-management. The second part of the theme – 

The Future of Co-Created eHealth – has triggered a large number of papers describing 

strategies to create, evaluate, adjust or deliver tools and services for improvements in 

the healthcare organizations and citizens to respond to the challenges of the health 

systems. 

This book presents the 190 full papers presented at that conference, held in 

Gothenburg, Sweden in April 2018. We have grouped the papers under these headings: 

Standards and interoperability, Implementation and evaluation, Knowledge manage-

ment, Decision support, Modeling and analytics, Health informatics education and 

learning systems; and Patient centered services. Attention is also given to development 

for sustainable use, educational strategies and workforce development, which may arise 

when health professionals collaborate with colleagues and patients in virtual teams. 

v



The concept of ‘meaningful use’ opens up additional perspectives and offers excit-

ing opportunities to ensure that users – broadly understood as health providers, patients 

and their families or consumers at large – are offered workable solutions relevant to 

their needs. 

This volume will be of interest to all those whose work involves the analysis and 

use of data to support more effective delivery of healthcare. 

Adrien Ugon, Daniel Karlsson, Gunnar O Klein, Anne Moen  

Editors 

Paris/Stockholm/Örebro/Oslo, March 8th 2018 
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Abstract. Using claims data for research is well established. However, most claims 
data analyses are focused on single countries. Multi-national approaches are scarce. 
The application of different anonymization techniques before data are shared for 
research as well as differences in the reimbursement systems hamper the use of 
claims data from multiple countries. This paper analyses data conflicts that occur 
when international claims data sets are used for research and develops a generic 
process to detect and resolve these conflicts. The approach was successfully applied 
in the EU-funded ADVOCATE (Added Value for Oral Care) project that acquired 
data from health insurance providers, health funds or health authorities in six 
European countries. 

Keywords. Administrative data, secondary use, claims data, data conflicts 

1. Introduction 

Using claims data for research has great potential and is well established [1,2]. However, 
most claims data analyses are focused on single countries. Multi-national approaches, 
that use claims data from other countries, are scarce [3]. 

The European Union (EU)-funded project ADVOCATE (“Added Value for Oral 
Care”) aims to use claims data on European level for dental care research by assessing 
the quality of dental health care services. The aim of the project is to analyze which 
national characteristics have a positive influence on these measures and to recommend 
successful strategies to other countries. The project involves the analysis of claims data 
from health insurance providers, health funds or health authorities in six European 
countries, namely Denmark, Germany, Hungary, Ireland, the Netherlands, and the 
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United Kingdom [4]. Oral health measures were defined by a group of experts [5]. The 
measures refer to topics regarding the access to dental care, symptoms and diagnosis, 
health behaviors, oral prevention and patient perception. 

Differences in the underlying treatment codes and anonymization approaches that 
are applied to the data before they are shared for research purposes affect the feasibility 
of comparative analyses [6]. Hence, data quality and metadata descriptions must be 
assessed and data conflicts must be detected and resolved, prior to the analyses [7]. 

In this paper, we analyze on the example of the ADVOCATE project which data 
conflicts can occur when multiple international claims data sets are used for research and 
we develop a generic process to detect and resolve these conflicts. 

2. Methods 

A data cleaning process was developed in an evolutionary process. First, claims data 
were acquired from multiple data owners. In addition to the data sets, the data owners 
provided descriptions of their data (metadata). The descriptions specified semantic data 
characteristics, e.g. variables or attributes, columns and treatment codes of services. 
Characteristics of the data sets were analyzed and treatment codes corresponding to the 
respective oral health measures were identified. For each measure, a numerator and a 
denominator were defined that were available from the data. 

A spreadsheet-based harmonization table as presented in Firnkorn et al. (2015) [8] 
was used to document the results. The table provides a comprehensive view for each 
claims data set compared to the corresponding general definition of the numerator and 
denominator of the oral health measure. For example, to identify patients that had at least 
one X-ray per year in the Danish data, billing events that involve one of the treatment 
codes 1150, 1151, 1152, or 1300 must be extracted. Table 1 depicts an extract of the 
harmonization table. 

Various data conflicts were detected during the matching of treatment codes to the 
corresponding oral health measures that were classified according to the taxonomy of 
Spaccapietra et al. (1992) [9]. 

The matching was subsequently evaluated. Project partners in the respective 
countries were asked if the treatment codes that were identified from the metadata 
descriptions are suitable to calculate the particular oral health measure. 
 
Table 1. Excerpt of the harmonization table that shows how to calculate the oral health measure “number of 
patients with at least one X-ray per year” with the Danish data. 

Oral health measure Claims data Denmark 
Numerator Denominator Treatment codes Denominator unit 

Number of patients with 
at least one X-ray 

Total number of patients 
with claimable service 

per year 

1150, 1151, 1152, 1300 Patients per year 

 

After the feedback from the project partners was received, the oral health measures 
have been calculated with the available claims data sets. 
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3. Results 

The development of the data cleaning workflow resulted in a three-step process: First, 
an initial matching of treatment codes to the corresponding oral health measures is 
developed based on the metadata that are provided by the data owners. The initial 
matching is subsequently validated by stakeholders from the respective countries. Data 
conflicts that are detected in these phases are resolved afterwards, if possible, and the 
final mapping is developed. 

In the ADVOCATE project, the data cleaning process was performed with claims 
data sets and metadata from six data owners from Denmark, England, Germany, Hungary, 
Ireland, and the Netherlands. All data owners sent a description of their data and four 
additionally shared a data excerpt. 

During the initial matching and the validation by project partners, various data 
conflicts were identified and classified: 

Descriptive conflicts occur due to lack of information in claims data. This can occur 
due to differences in the reimbursement systems. If treatments are reimbursed as fixed 
sums, it is not possible to identify individual procedures from the data. 

Semantic conflicts occur, when data are anonymized by the data owner before they 
are shared for research. Microaggregation or generalization are popular mechanisms to 
preserve the anonymity of the individuals. If the aggregation level is too high, specific 
measures cannot be calculated. For example, in the ADVOCATE project the calculation 
of measures was not possible on individual level for one county, because the data owner 
only provided data aggregated by the number of claimed services per quarter. 

Additional semantic conflicts occur due to discrepancies between the meaning of 
treatment codes. In the ADVOCATE project, these conflicts were detected during the 
second phase. Project partners in the respective countries were asked which treatment 
code they would use to claim a specific procedure and if they see discrepancies to the 
codes that were selected from the data descriptions. If possible, these conflicts were 
resolved by choosing different treatment codes. This approach revealed some differences 
between the data descriptions and the actual application of treatment codes in practice. 
For example, although some treatment codes were listed in the data description, they 
were excluded by the project partners because they are not in use anymore for a long 
time or were not relevant to identify specific treatments. For example, to identify partial 
removable dentures from the Dutch data, the treatment codes F10, F15, F34, F35 were 
identified using the metadata description, which were removed later by the project 
partner, because these codes have not been in use anymore for a long time. For example, 
in case of the Danish data, it was possible to calculate twelve oral health measures with 
the available data. The feedback from the Danish project partner led to a correction of 
seven measures. No correction was recommended for the five remaining measures. 

In the ADVOCATE project, 48 oral health measures were defined in total. Twenty 
three oral health measures could not be calculated for any of the countries. Twenty two 
measures have been calculated for single countries (e.g. number of teeth or X-rays). It 
has been possible to calculate three oral health measures for all six countries (periodontal 
examination, root canal treatment and tooth extraction). 
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4. Discussion 

Using claims data for research has great potential. However, using claims data from 
multiple data owners is challenging because differences in data quality and underlying 
treatment codes can hamper the feasibility of analyses or the correctness of results. 

This paper has described a data cleaning process as well as various data conflicts 
that can occur when international claims data from multiple data owners are used for 
research. The experiences made during the ADVOCATE project show that the feedback 
from the stakeholders facilitate the detection of semantic conflicts between the data 
definitions and the actual application in practices. Conflicts that concern differences 
between treatment codes can be resolved. However, other conflicts could not be solved. 
Furthermore, the content of claims data is limited because they are originally collected 
for administrative purposes. In the ADVOCATE project, measures that are related to 
health behaviors, e.g. tooth brushing could not be calculated using the claims data. Hence, 
alternative data sources must be found to gather missing information. Nevertheless, 
claims data are an important data source for research, because they include large numbers 
of observations and have a high representativeness [10]. 

The here presented approach is limited insofar, that it was developed pragmatically 
and the involvement of project partners was done during a later stage of the process. 
However, the involvement of the project partners was important to find discrepancies. 
To improve the process, domain experts such as dental practitioners or stakeholders from 
the health insurances should be involved already in the first phase of the process. The 
process can be extended towards a data harmonization approach that allows using claims 
data from multiple countries for comparative analyses. 

5. Conclusion 

Differences in benefit structures and the application of different anonymization 
techniques before data are shared for research hamper the use of claims data from 
multiple countries. By applying the data cleaning process, presented in this paper, it was 
possible to detect and classify data conflicts. The experiences made in the ADVOCATE 
project show that specific data conflicts can be resolved. The approach can be further 
standardized and used for other data integration projects that aim to use claims data from 
multiple countries. 
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Abstract. Malaria is an infectious disease affecting people across tropical 
countries. In order to devise efficient interventions, surveillance experts need to be 
able to answer increasingly complex queries integrating information coming from 
repositories distributed all over the globe. This, in turn, requires extraordinary 
coding abilities that cannot be expected from non-technical surveillance experts. In 
this paper, we present a deployment of Semantic Automated Discovery and 
Integration (SADI) Web services for the federation and querying of malaria data. 
More than 10 services were created to answer an example query requiring data 
coming from various sources. Our method assists surveillance experts in 
formulating their queries and gaining access to the answers they need. 

Keywords. Interoperability, Web Services, Malaria Surveillance, Malaria 
Analytics, Distributed Data 

Introduction  

Malaria is an infectious disease caused by Plasmodium parasites and transmitted 
through the bites of an infected Anopheles mosquito. It is endemic throughout 91 
tropical and subtropical countries and in 2015, it was estimated to have caused the 
death of 429,000 people [1] worldwide. Sub-Saharan African countries, however, bear 
the heaviest burden in the world and account for almost 90% of all registered malaria 
cases. The economic and societal costs of malaria are staggering, especially in the 
impoverished countries where it thrives [2]. The ability to control and eradicate malaria 
is part of the international goals for malaria community [3]. A key component in 
controlling and eradicating malaria is surveillance for the monitoring and evaluation of 
the trends, epidemiology, and interventions. 

Malaria data is stored in distributed repositories, locally and globally, with various 
levels of granularity. For instance, Mapping Malaria Risk in Africa (MARA) [4] is an 
open-access Web-based platform designed to extract and display raw malario-metric 
data. Likewise, Zambia’s District Health Information Software 2 (DHIS2) [5] is an 
open source software platform for reporting, analysis, and dissemination of data on 
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different health conditions. The goal of the Semantics, Interoperability, and Evolution 
for Malaria Surveillance (SIEMA) project [6] is to enable the federation and querying 
of distributed malaria data in a manner resilient to changes in data availability, structure 
and location. This paper introduces a central component of this solution, namely the 
use of semantic querying and data federation to access target information in distributed 
data repositories. SADI Semantic Web services [7] have been shown to improve 
semantic data access to a variety of programmatically accessible data repositories. In 
this paper, we present a deployment of SADI services and illustrate how surveillance 
experts can construct queries for malaria data without special regard to how the data is 
structured or distributed.  

This paper is organized as follows: we start with a technical description of the 
SADI framework. This is followed by a brief overview of the registry of services and 
the graphical query client used in an example deployment. The paper concludes with 
some observations.  

1. Methods  

In this study, we have adopted a RESTful Web Service framework called the Semantic 
Automated Discovery and Integration (SADI) [7] which provides a set of conventions 
for creating Semantic Web services making publication of services easier. Services 
defined using SADI provide their I/O descriptions as well as a queryable semantic 
description of the service functionality. Service descriptions are archived in registries 
where they can be discovered by SADI query clients, SHARE [8] and HYDRA [9] 
using SPARQL as a query language. These clients can plan complex workflows and 
invoke services to retrieve target data in an automated fashion. The SADI framework 
uses RDF[S], OWL for data representation and modeling, and HTTP based 
recommendations (GET, POST) for interacting with the services. The SADI services 
receive and produce RDF instances of OWL classes. Input RDF data is annotated with 
service outputs to become an integrated instance of the output OWL class, thereby 
linking the input and output data.  

SADI service input and output descriptions are authored using community adopted 
domain terminologies. For the current malaria surveillance study, we used 
terminologies from the Mosquito Insecticide Resistance Ontology (MIRO) [10]. In our 
trial deployment we used HYDRA, a commercial query engine for SADI services 
developed by IPSNP Computing Inc. In this paper, we illustrate HYDRA’s intelligent 
graphical user interface that supports query composition by non-technical users. It has a 
keyword/natural language understanding capability that is employed to form a graph-
based rendition of an end user’s query that is then translated to SPARQL. HYDRA can 
interpret SPARQL and discover matches to SADI services stored in the registry. The 
SADI framework has already been used in other scenarios requiring complex data 
integration, such as clinical intelligence [9] and ecotoxicology [11], but never in the 
context of infectious disease surveillance. Use of the HYDRA’s graphical interface for 
query composition as not been previously reported in the literature.  
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2. Malaria Services 

Building services for the federation and querying of malaria data require consultation 
with end-users about the queries they want to be answered and the availability of 
relevant data sources. Figure 1 shows a registry of eleven SADI Semantic Web services, 
which are created to answer some queries in the field.  

 

Figure 1. A screenshot of the registry of services used to answer the example query. 

The declarative programming of input and output of the services define what a service 
expects as an input and what it produces as an output after the execution. Among the 
deployed services, there are four in the form of allX, which retrieve all information 
regarding X without expecting any input. They are: allAssays, allCollectionSites, 
allFieldPopulation, and allMosquitoPopulations. On the other hand, there are 7 services 
in the form of getYByZ, which retrieve Y based on the input Z. They are:  

getCollectionSiteIdByPopulationId, getCountryByCollectionSiteId, 
getInsecticideIdByAssayId, getPopulationIdByAssayId, getResultByAssay, 
getSpeciesNameByPopulationId, and 
getIdentificationMethodDescriptionByPopulationId.  

For example, while the service allMosquitoPopulations retrieves all the identifiers 
of the mosquito populations, the service getSpeciesNameByPopulationId retrieves the 
name of a mosquito species for a given mosquito population identifier.  

In this paper, we defined one query that we deemed interesting and created 
synthetic data that can be used to provide an answer. The query we used as an example 
was “What are the names of all the species of mosquito found in Uganda that are 
affected by the insecticide DDT?”. The graph representation of this query can be found 
in Figure 2. This query returns the list of possible values of one variable, the 
species ?species in the red variable-node. The species that correspond to the answer are 
the ones which are part of a population, identified by the blue concept-node 
MIRO_30000006, which was collected in a site in the country identified by the yellow 
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value-node containing the string Uganda. That population also had to be part of a 
bioassay during which a utilization of the insecticide named 
Dichlorodiphenyltrichloroethane was deemed to have a positive toxicological result. 
The services called to answer this query were allAssays, getCollectionSiteIdByPopulationId, 
getCountryByCollectionSiteId, getInsecticideIdByAssayId, getPopulationIdByAssayId, 
getResultByAssay and getSpeciesNameByPopulationId.  

 
Figure 2. The graph representation of the query “What are the names of all the species of mosquito found in 
Uganda that are affected by the insecticide DDT?” The query specifically queries for the results of tests 
where a bioassay showed a positive toxic effect of the insecticide DDT on mosquitos collected from a site 
located in Uganda and select for the names of the mosquito species. 

3. Conclusions and Discussion 

In this work, we have introduced the use of a data integration platform that facilitates 
non-technical end-users to create complex queries over heterogeneously formatted and 
distributed data. The presented approach has been already shown beneficial in 
formulating and answering complex queries in other domains [9,11] including mission 
critical surveillance tasks. In [11] SADI has been used for querying information to aid 
detection of patients with hospital-acquired infections, such as Sepsis. Clinical 
guidelines stipulate diagnostic variables reflecting conditions such as fever, high white 
blood cell counts, deficiencies in oxygen reaching the body tissues and checking for 
these conditions is essential to the identification of identify patients at risk of infection. 
In recent work HYDRA GUI has made it possible for diagnostic variables to be readily 
translated into surveillance queries2.  
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Malaria surveillance practitioners are also interested in identifying incidents of 
infections, albeit at the population level over wide geographic regions. They also want 
to check the occurrence of environmental conditions that correspond with the spread of 
mosquito vectors, determine the impact of interventions and review the demographics 
of patients. In both scenarios, a framework for federation of heterogeneous distributed 
data and a tool for easy composition of multiple complex queries can greatly improve 
surveillance and facilitate interventions. In our current work, we are in the process of 
building and testing the appropriate resources (i) a registry of SADI services, (ii) a 
shareable library of saved SPARQL queries essential for malaria surveillance tasks. By 
recruiting SADI and HYDRA we seek to showcase a tangible approach for assembling 
surveillance routines composed of many complex queries across multiple data 
resources and formats. We anticipate that the example we provide will stimulate 
essential discussions in the community about strategies for surveillance tasks to the 
extent that a set agreed upon surveillance criteria can be realized and adopted.  
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Abstract. Electronic exchange of medical data between clinics and test centers 

makes the testing process more efficient, enables continuity of care record and   

reuse of medical data. The presented project employs HL 7 FHIR approach to model 

clinical concepts for the medical data exchange between a test center and different 

hospitals. Using a standard FHIR editor we have modeled 1226 observation profiles, 

2396 commercial tests profiles that are mapped to 3249 production tests profiles.  

We have also defined a concept of an order and developed RESTfull API protocol 

to facilitate the ordering process. Now the data exchange system is in production 

and processes more than 20 000 test orders with more than 40 000 tests a day. 

Keywords. FHIR, Semantic interoperability, laboratory data exchange, integration 

1. Introduction 

Laboratory information systems (LISs) are designed to automate workflows of clinical 

laboratories and to provide an interface to Hospital Information Systems (HIS) and 

billing systems.  

The communication between a HIS and a LIS can be divided into five common steps 

presented in the figure 1. 

 

Figure 1. HIS-LIS data exchange process. 

When a HIS generates an order to perform lab tests it has to follow the tests' 

preanalytic rules.  This requires that a HIS can analyse selected tests and conclude how 

many specimens of which type must be taken and which additional required fields must 

be filled. To do this, a HIS must have access to the standard definitions of laboratory test 

concepts and be able to process them. After an order has been completed it shall be 
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transferred to a LIS and the test results shall be returned to a HIS in a standard structure 

preserving semantics of the data. 

So, the integration and maintenance of a semantically interoperable communication 

between a LIS and a HIS is one of the most important tasks to provide efficient laboratory 

workflow and continuity of care record. 

Efficient data exchange between a LIS and a HIS requires that both systems 

understand the semantics of data and support its structure [3].  Medical data exchange 

standards such as openEHR [1], CEN/ISO EN13606 [2; 5; 7], HL7 [8] define generic 

architectures to provide semantic interoperability of medical data. 

Fast Healthcare Interoperability Resources (FHIR) is the most recent 

implementation of HL7 Consortium that provides specific set of concepts to model 

laboratory tests and facilitate HIS-LIS data exchange 

(http://wiki.hl7.org/index.php?title=Laboratory_Order_Conceptual_Specification). 

FHIR resources can serve as a good basis to define a structure and semantics of 

laboratory tests and to transfer them to a HIS [4]. The semantics of data can be defined 

using the reference to an international standard nomenclature, for example LOINC [6]. 

FHIR resources define a concept of a test order but don't provide description how to 

implement the preliminary phase of the order creation (steps 1-3 in the figure 1). The 

following data required to run the process are missing: 

● List of available tests 

● Tests preparation protocols 

● Types of biomaterial that a lab is ready to accept 

● Duration of the tests 

● Data influencing references of the results 

● List of specimens to be taken for the order 

In FHIR STU3 a list of available tests can be modelled as HealthCareService 

resources (http://hl7.org/fhir/stu3/healthcareservice.html) or a Contract 

(http://hl7.org/fhir/stu3/contract.html). Whereas, the HealthCareService resource is a 

part of an Administration block and is designed to define a list of high level services are 

offered by an organization e.g. Allied Health, Clinical Neuropsychologist, Podiatry 

Service. The Contract resource is a part of a Financial block and can be used to define 

rather a legal structure than actual services. So, the standard is missing the resources that 

are required for the order creation process. 

The goal of the paper is to present an implementation of FHIR profiles and data 

exchange infrastructure to automate HIS – LIS workflows. 

2. Methods 

Helix laboratory is a clinical laboratory service located in Saint-Petersburg, Russia. The 

laboratory uses a proprietary laboratory information system, with a unified LOINC based 

terminology. The laboratory receives orders from multiple clinics and sends back results 

using a proprietary RESTfull API protocol. 

2.1. Concept design�

The study required designing a set of FHIR profiles suitable for the decision-support for 

the purposes of a treatment quality control. We used Forge 
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(https://fhir.furore.com/forge/) - official HL7®FHIR® profile editor, a desktop 

Application for profiles’ modelling and validation. We used LOINC codes to define the 

semantics of the profiles. 

We have designed a set of RESTfull API endpoints to enable HIS to automate the pre-

order process.  

The approach was evaluated within an integration project of a Helix laboratory service 

in Saint-Petersburg, Russia. To evaluate the approach, we calculated the number of 

erroneous electronic orders that could not be accepted by the LIS. 

3. Results 

3.1. FHIR modelling 

Using a Forge designed we have modelled 1226 observation resources, 2396 commercial 

tests profiles that are mapped to 3249 production tests resources. Each of them consisting 

of primitive 12309 components and measurement unit profiles (i.e. complete blood count 

test consists of 8 components). The examples of a profile and a unit definitions are 

presented in the figure 2. 

 

 

 

Figure 2. Laboratory test and units’ resources example. 

The concept of an order aggregates several laboratory tests into one instance. In our 

solution, we have achieved this by setting similar values of the “requiestID” field for the 

tests that are to be aggregated into one order (figure 3).  
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Figure 3. Laboratory test order concept. 

3.2. Pre-order infrastructure 

We have defined a set of API endpoints to represent concepts required to exchange and 

analyse interaction with hospital information systems, namely:  

The following API endpoints were implemented: 

• GET Nomenclature, which returns a list of available tests 

• GET estimated time of accomplishment (ETA), which returns time in hours that 

will be required to accomplish a test 

• GET Questionnaire, which returns a list of mandatory field that need to be 

included in the order.  

The developed FHIR resources and technical documentation is publically available at 

doc.medlinx.online. 

Now the data exchange system is in production and processes more than 20 000 

orders with more than 40 000 tests a day. 

4. Discussion 

The presented approach showed a high efficiency in the pilot project settings. Using 

LOINC codes in profiles allowed avoiding extra effort to map clinical terms from a HIS 

nomenclature to LIS. The FHIR approach requires a very high quality of archetypes’ 

definition and a timely and correct update of a repository that plays a major role in a data 

exchange process. 

HL7 FHIR is a relatively young standard (http://hl7.org/fhir/directory.html), 

however, we can already observe compatibility issues. In 2017 an STU3 ((temporary use 

standard)) has been released that doesn't guarantee a backwards compatibility with a 

future FHIR Release 4 and the previous major release of DSTU2 (Draft of a standard for 

Simmilar 

requestID 

values 
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a temporary use). Frequent changes of the standard can become an obstacle for its 

adoption by the industry. Many of the early adopters still use DSTU2.  

Based on our experience we can distinguish the following main problems of FHIR 

implementations:   

● Frequent standard changes and a lack of backwards compatibility 

● There exists no standard approach for a HIS-LIS interaction.  

The next steps of the implementation will be enabling the system working with 

dynamic questionnaires based on the “Questionnaire” FHIR resource to allow collecting 

more precise information about patients’ anamnesis. 
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Abstract.  Development of biobanks is still hampered by difficulty to collect high 
quality sample annotations using patient clinical information. The IBCB project 
evaluated the feasibility of a nationwide clinical data research network for this 
purpose. Method: the infrastructure, based on eHOP and I2B2 technologies, was 
interfaced with the legacy IT components of 3 hospitals. The evaluation focused on 
the data management process and tested 5 expert queries in Hepatocarcinoma. 
Results: the integration of biobank data was comprehensive and easy. Five out of 5 
queries were successfully performed and shown consistent results with the data 
sources excepted one query which required to search in unstructured data. The 
platform was designed to be scalable and showed that with few effort biobank data 
and clinical data can be integrated and leveraged between hospitals. Clinical or 
phenotyping concepts extraction techniques from free text could significantly 
improve the samples annotation with fine granularity information. 

Keywords. biobank, data integration, interoperability, big data, data sharing 

1. Introduction 
Biobanks operate at the interface between patient care in hospitals and clinical, 
translational or basic researches. The cooperation and extensive collaboration through a 
network of multiple organizations is encouraged to enable the streamlined exchange of 
bio specimens and associated data. As such, biobanks are central for the development of 
both academic and industrial R&D, which requires an easy access to biological resources 
and associated data, to generate innovative drugs and biomarkers related to specific 
diseases [1]. With the development of high throughput genomics and big data systems, 
even a single experiment with human samples may give rise to huge amounts of hits, 
whose interest and specificity strictly depends on the quality of the original data linked 
to the samples. However, the development of biobanks is still hampered by the difficulty 
to collect and to process human bio specimens based on standards that support quality, 
regarding storage, phenotyping and clinical annotations including medical, genealogical, 
and lifestyle information in a biobank. In parallel, Clinical Data warehouse (CDW) 
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technologies and now Clinical Data Research Networks (CDRN) are coming forward as 
one of the solutions to address bio clinical data exploitation and data sharing at multiple 
scales. In these networks, stakeholders provide to the research community a part of their 
data while maintaining a data-sharing control at any time.  In this context, the main 
objective of the iBCB project (integrating Biological and Clinical data for Biobank) was 
designed to explore, through a proof of concept, how semantic integration and CDW 
technologies could enrich biobanks data and facilitate sharing sparse information, that 
was up to now compartmentalized into clinical information systems. The aim of IBCB 
was to design a multi-site platform prototype capable to provide bio clinical information 
for biobanks in an efficient and secure way. In this paper, we present the technical 
infrastructure and the evaluation of the platform Hepato-Cellular Carcinoma (HCC), 
which is a critical research field. Indeed, Chronic liver disease incidence leading to liver 
cancers is increasing dramatically in the last 20 years worldwide. In France, the incidence 
of chronic liver disease has increased by 2.5-fold [2].  
 
2. Material and methods: 
Definition of the use case: The project involved two academic hospitals (Rennes and 
Bordeaux) and a Cancer Center (CLCC Bergonié of Bordeaux). To define the road map 
of the IBCB platform, we interviewed the potential end users (Pathologists and 
physicians) of the three hospitals, to identify their needs and their functional 
requirements regarding data reuse. We collected the functionalities and the different 
queries they would like to perform on the platform to conduct their research. A main 
requirement was to get the count of patients meeting specific clinical and biological 
criteria and having one or several samples, in a multi-site fashion. Five examples of 
queries were provided by users: 
Q1: all patients having sample(s) AND with HCC AND with other non-hepatic tumor 
Q2: all samples of liver tumor of patient with HCC AND with other non-hepatic tumor 
Q3: all patients having liver sample(s) with HCC AND with non-cirrhotic liver 
Q4: all patients having liver sample(s) with HCC AND NASH syndrome 
Q5: all patients having liver sample(s) with HCC AND with cirrhotic liver and AST > 800 UI/L or 
ALT>800 UI/L 
Infrastructure design and technical aspects: One challenge of the project was to design 
a scalable architecture that could be extended to several hospitals. As a proof of concept 
we build the architecture (fig. 1) on different CDW technologies. Two types of CDW 
(eHOP and I2B2) were used: eHOP is a CDW developed by the team of Rennes, which 
is used in 8 hospitals within the western CDRN of France [3]. I2B2 is an Open Source 
CDW developed by the Boston university to facilitate the use of the clinical patients' data 
in the translational informatics [4]. I2B2 is used in Bordeaux as a legative CDW and in 
Rennes to share structured data coming from eHOP. SHRINE was the third technical 
component that allowed to distribute query and to compute counts of patients from I2B2 
endpoints. All technical components of the infrastructure were hosted within the 
information systems of the 3 hospitals. 
Biobank and clinical data integration: The first step of data integration consisted in 
developing a specific ETL job to extract, transform and load sample data coming from 
the legacy biobank softwares (that were different in the 3 sites) in each CDW: TD 
biobank for Rennes and TumoroteK for Bordeaux. An ontology of data elements taking 
into account the comprehensive content of information available in the biobank software 
databases was commonly defined by the 2 hospitals: the clinical datasets included 
relevant structured data: ICD-10 and ICD-O diagnosis codes, Procedures Codes 
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(CCAM) and pathology codes (French ADICAP terminology). For lab tests, each site 
had its own interface terminology, so we used LOINC to map a subset of relevant data 
elements. 

 
Figure 1: IBCB platform architecture 

 
The second step was to export from the legacy CDWs, clinical and samples data in the 
I2B2 DataMart intended to be shared between hospitals through the SHRINE query 
orchestrator.  
Validation and evaluation methods: Data management study: this first study was 
carried out to assess the ETL processes and the data integration at each level of the 
platform. Counts of data elements were compared from the sources to the target Datamart. 
Biobank data managers were solicited to evaluate the data quality before and after 
integration in the legacy CDW and the target Datamart. A random sample of 100 records 
was compared by the data managers from the two sites. Functional evaluation of the 
platform: A second study consisted into executing queries provided by the users to test 
the platform. Such queries were performed on the legacy CDW and on the IBCB 
datamarts. The objective was to compare the capability of each component to provide 
consistent and complementary information. 
 
3. Results 
Data management study: Table 1 compares from the 2 sites the count of patients and 
data elements integrated in the CDW:  

 
  Rennes Site Bordeaux Site 

Available Bioclinical 
data collection in 
CDW: 

- Nb of patients  
- Nb of bioclinical documents  
- Nb of related data elements 
- Period of time  

1.2 millions  
38 millions  
299 millions  
1995 to 2017 

140,000  
10 millions  
235 millions 
2010 to 2017  

Biobank data 
integrated in CDW: 

- Nb of samples / Nb of patient  
- Nb of data elements 
- % integrated / biobank software 

33,074 / 4,958  
708,323  
100% 

18,086 / 13,535  
257,552  
100%  
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- Period of time 2010 to 2017 2006 to 2017 

Data exported to I2B2 
shared DataMart 

- Nb of patients 
- Nb of data elements 
- Period of time 

4,958  
7,428,426 
2010 to 2017 

13,535  
33,061,726 
2006 to 2017 

 
Functional evaluation of the platform: We performed a set of queries to compare the 
results from the IBCB infrastructure with those coming from the legacy CDW. Table 2 
shows the results of the queries at the different stages of the platform. 
 

Query executed on : Q 1 Q 2 Q 3 Q 4 Q 5 

CDW Rennes (eHOP) 
CDW Bordeaux (I2B2) 

34 patients 
84 patients 

34 samples 
128 samples 

84 patients 
170 patients 

3 patients 
- 

30 patients 
71patients 

DataMart Rennes (I2B2) 
DataMart Bordeaux (I2B2) 

34 patients 
84 patients 

34 samples 
128 samples 

84 patients 
170 patients 

- 
- 

30 patients 
71 patients 

 
The Figures 2 and 3 show the Biobank data representations into eHOP and I2B2 user 
interfaces. Specifically, eHOP enables visualization of documents and not only data 
elements. Integration of samples information was fully validated by data managers of 
biobank software. 

Figure 2: eHOP user interface: hierarchy of biobank data elements. Result including free text research  
 

4. Discussion and conclusion: 
The aim of the IBCB project was to investigate whether biobank data combined with bio 
clinical data could be shared with the researcher community at a nationwide level through 
a flexible and scalable infrastructure. This first attempt successfully showed that such 
approach is feasible and could leverage existing technologies. This needed few efforts 
regarding data integration, since biobanking items are quite standardized from one site 
to the other. The limited scope of bioclinical data used in the project also helped data 
integration. The collection of data elements was natively encoded with reference 
terminologies excepted lab tests, which required a manual mapping with the LOINC 
terminology. 
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Figure 3: I2B2 User interface with hierarchy of biobank data elements 

As a limit, our first experiment queried and shared data from only two sites. However, 
we used scalable and open source components (I2B2 and Shrine).  Query 4 focused to 
find patient with a NASH syndrome, which turned out to be not currently coded with 
existing reference terminology. As only structured data was transferred to Datamart, 
query 4 failed on I2B2 but succeeded with eHOP (eHOP has the advantage to natively 
enable advanced information retrieval on both structured data and free text documents). 
Even if free text queries generate noise, from the user’s perspective, the workload to 
manually review the cases returned was negligible compared to the benefit. This shows 
that inferring phenotypes from unstructured data is crucial to answer user needs with 
technologies like I2B2. Future works will focus to deploy the IBCB platform on a larger 
number of hospitals and to provide at a national level the existing and new services such 
as pre-screening functionalities, deep phenotyping [5], and data export to populate target 
databases such as epidemiologic registries or cohort databases. 
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Abstract. Predictive models can support physicians to tailor interventions and 

treatments to their individual patients based on their predicted response and risk of 

disease and help in this way to put personalized medicine into practice. In alloge-

neic stem cell transplantation risk assessment is to be enhanced in order to respond 

to emerging viral infections and transplantation reactions. However, to develop 

predictive models it is necessary to harmonize and integrate high amounts of het-

erogeneous medical data that is stored in different health information systems. 

Driven by the demand for predictive instruments in allogeneic stem cell transplan-

tation we present in this paper an ontology-based platform that supports data own-

ers and model developers to share and harmonize their data for model develop-

ment respecting data privacy. 

Keywords. Predictive models, semantic data annotation, semantic integration 

1. Introduction 

Patterns in individual health data and personalized multiscale models of diseases can 

predict future events and outcome. Such predictive models are able to support decisions 

by physicians in all aspects of personalized diagnosis and treatment. Especially in the 

area of stem cell transplantation (SCT) predictive models are needed, since complica-
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tions, e.g. viral infections, graft-versus-host disease (GvHD) or relapse, can be life-

threatening. It is currently not possible to predict the course of SCT and therefore in a 

number of patients lifesaving interventions cannot be applied on time. Despite the pop-

ularity of predictive research, the development of required models lacks behind expec-

tations [1].  

Model developers need a reliable methodology to easily collect and correlate data 

from different hospitals and diverse sources (health information or laboratory systems, 

medical reports, etc.) in order to reach a sufficient study cohort. It is a tedious task to 

do so manually and it is estimated that currently 50%-80% of a data scientist’s time is 

spent on data integration [2]. An expressive description of data using emerging stand-

ards is necessary to maximize the quality and applicability of the developed models. 

Hence, in the XplOit project we are developing a platform that enhances and acceler-

ates development of predictive models with an innovative approach for semantic data 

integration. The XplOit Platform enables data owners to easily share and harmonize 

their data respecting data protection. Model developers can inspect and analyze cross-

institutional harmonized data. In the following, we describe our approach to semantic 

data integration and the architecture of the XplOit Platform.  

2. Methods – Ontology-Based Data Integration 

Establishment of reliable predictive models requires a profound understanding of the 

meaning and the correlation of cross-institutional data. Therefore, expressive data an-

notations and deep semantic data integration is required. Hence, we have chosen an 

ontology-based data integration approach [2] with the following features: (1) As global 

scheme, we use an ontology that is an expressive standardized description of the do-

main formalized in the Web Ontology Language OWL [3]. (2) Unlike most current 

medical data integration approaches, which use merely concepts from the ontology as 

annotations, we allow complex descriptions to realize deep expressiveness. (3) We aim 

to enable data owners themselves to perform the data integration tasks, i.e. extend on-

tology and create data annotations, since they know the meaning of the data and can 

decide which data is needed. 

Our work exceeds approaches in most other medical data integration platforms as 

e.g. tranSMART [4] or i2B2 [5] in the expressivity of metadata. There are only few 

approaches, e.g. the p-medicine platform [6], with comparable expressivity in their 

metadata. However, in these approaches annotations have to be created mostly manual-

ly, browsing complex ontologies, a tedious and time-consuming task. We, in contrast, 

provide easy-to-use semi-automatic tools as described in the following. 

2.1. VDOT-Ontology and Ontology Aggregator Tool 

The global scheme of our data integration approach is the Viral Disease Ontology 

Trunk (VDOT)
2
, a modular, domain ontology. It provides formal, human-and comput-

er-understandable axiomatic semantic descriptions of concepts and expressions for the 

description of biomedical data and predictive models. VDOT is standardized by reus-

ing parts of established ontologies relating them in an axiomatic new framework. It 
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does not contain all concepts needed for data annotation purposes, but rather provides a 

framework, which can easily be extended by users to cover their individual annotation 

needs.  VDOT extensions can be semi-automatically generated by end users with the 

Ontology Aggregator Tool. This tool searches a semantic repository, with standardized 

ontologies and can automatically relate needed concepts with others in VDOT.  

2.2. Semantic Data Annotation 

We realize data annotations as paths relating ontology concepts by axiomatically de-

fined relations, allowing to describe the meaning of a data element with different in-

formation. The annotation service supports data owners to easily annotate a data object 

type (DOT) that describes similar data files with paths from the ontology: For each data 

element an ontology path is semi-automatically created in three steps as follows: 

1. Matching concepts. A string matching algorithm searches matching concepts for 

the data element. The label of the data element is compared to labels and syno-

nyms in the ontology. If no concept can be found, the data owner can specify alias-

es. If still nothing can be found the Ontology Aggregator Tool can be used to semi 

automatically extend the ontology. 

2. Ontology paths. For the matched concepts potential ontology paths are created. 

The starting point of the path is the patient, the ending point the matched concept. 

Automatically all possible paths can be created by iteratively searching VDOT uti-

lizing axiomatic constrains of its concepts (ontological relations). 

3. Selection of path. If more than one path is found, the paths are ranked according to 

their likelihood that grows when: 1) Same path is already used in other DOTs. 2) 

Path is similar to paths related to other data elements in the DOT. 3) Path contains 

concept with a high string matching similarity. The ranked paths are shown to the 

data owner with additional descriptions from the ontology, enabling him to select 

the right path. 

From the annotations a formal annotation template is generated, storing the information 

to translate uploaded data matching the DOT into an RDF triple graph and integrate it 

with other data. The information stored in the graph is sufficient to provide model de-

velopers with extensive search and analysis functionality as described in the next chap-

ter.  

3. Results – The XplOit Platform 

The XplOit Platform is a web-based platform for model developers and clinicians 

working in a modelling project together. For modelling projects, a community can be 

founded, which allows data sharing with their members respecting data protection. A 

community manager, who is in general a data owner, is responsible that only author-

ized persons can become a member of the community in order to guarantee data priva-

cy. The data owners from different hospitals upload their pseudonymized data. After 

annotating as described above the data is harmonized by representing them as triples in 

a data store, and model developers can search and analyze it. In the following we de-

scribe the main components and services of the platform as depicted in Figure 1. 
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The De-Identification and Pseudonymisation Services are locally installed in the 

hospitals to semi-automatically pseudonymize and deidentify structured (Mainzelliste 

[7]) and unstructured data (deID-Tool [8]), as e.g. medical reports. The Information 

Extraction Framework (IEF) provides user friendly tools for data owners to share 

and harmonize their data. It processes structured and unstructured heterogeneous data 

to store the raw data as well as the processed triples data in the data warehouse. The 

IEF enables to integrate different pipelines for a flexible ETL (Extract, Transform and 

Load) processing of the provided data according to configured DOTs. These pipelines 

can be designed as Pentaho Data Integration [9] transformations and uploaded via the 

XplOit portal. The Data Warehouse is the central database of the XplOit Platform. It 

consists of an OpenLink Virtuoso quad store [10], for storing the RDF graph, and a 

MongoDB database [11], for storing application specific data as e.g. user information. 

The Semantic Integration Framework implements the described data integration 

approach. The Modeling Workbench enables model developers to search and analyze 

the integrated data to check data quality, possible correlations and generate first hy-

potheses. It is possible to search for parameters using standardized search terms from 

the ontology, while restricting the data ranges of values. For inspecting the data, it can 

be chosen between a tabular and various graphical views as e.g. histogram, box plots, 

scatterplots and parallel coordinates. The Security Services ensure data protection and 

data integrity. They manage secure data access and provide an audit trail. 

 

 

Figure 1. Architecture of the XplOit Platform.  
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4. Conclusion 

We have presented a semantic data integration platform for enhancing and accelerating 

the development of predictive models. It allows clinicians and model developers to 

work together efficiently. Data owners can easily harmonize and share heterogeneous 

health data while respecting data privacy. This is achieved through an innovative se-

mantic data integration approach that enables model developers to quickly gain a deep 

understanding of meaning and correlation of data providing them with data-inspecting, 

-analyzing and -export tools enhancing and accelerating their work. 

  First tests with clinicians and model developers are promising. They have shown 

that both user groups are able to efficiently work with the platform and confirmed that 

important preliminary work for model development can be conducted. Currently our 

platform is applied for developing predictive models for stem cell transplantation utiliz-

ing data from two university hospitals. 

In the future, we will also support transfer of predictive models from bench to bed-

side. Model developers will be able to upload their models into a model repository. The 

models can be validated with prospective clinical trials using the ontology-based trial 

management system ObTiMA [12]. Following validation, clinicians can apply the 

models in patient treatment. Furthermore, data pipelines for miRNA and imaging data 

will be integrated. The presented ontology-based data integration approach can be also 

applied to other kinds of biomedical data integration scenarios. 
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Abstract. We introduce 3000PA, a clinical document corpus composed of 3,000 
EPRs from three different clinical sites, which will serve as the backbone of a na-
tional reference language resource for German clinical NLP. We outline its design 
principles, results from a medication annotation campaign and the evaluation of a 
first medication information extraction prototype using a subset of 3000PA. 

Keywords. German language, clinical text corpus, medication information extraction 

1. Introduction 

Clinical reports and free text entries in electronic patient records (EPR) are a rich 
source of medical information with high added value for clinical decision making [1]. 
Yet, this knowledge is mostly verbally encoded, thus making it hard to be harvested 
automatically. Fortunately, biomedical natural language processing (NLP) technology 
has matured significantly over the years and, hence, unstructured knowledge in verbal 
form can be extracted from clinical narratives for the benefit of patients [2]. 

Despite the huge amounts of raw text stored in clinical information systems, these 
textual resources are by no means easily accessible for another reason. Strict legal rules 
for the protection of patients’ data privacy prohibit the transfer of clinical documents 
from the hospital to external sites, e.g. NLP labs. For instance, the workflow developed 
for the i2b2 challenge competitions [3] to share clinical documents in conformance with 
legal rules—1) complete pseudonymization of textual occurrences of 18 well-defined 
Protected Health Information categories (for a complete list, cf. [3]), 2) approval of the 
de-identified clinical documents by institutional review boards, and 3) release of anon-
ymized data on the basis of Data Use Agreements (DUA)—is effective within the con-
text of the Anglo-American legal culture only. (National) European law is much more 
restrictive, so that, up until now, only very few non-English corpora have been released. 
This situation has a massive negative effect on improving clinical NLP tools, since 

                                                           
1 Corresponding Author: Udo Hahn, Jena University Language & Information Engineering (JULIE) Lab, Frie-

drich-Schiller-Universität Jena, Fürstengraben 30, 07443 Jena, Germany, E-mail: udo.hahn@uni-jena.de  

Building Continents of Knowledge in Oceans of Data: The Future of Co-Created eHealth
A. Ugon et al. (Eds.)

© 2018 European Federation for Medical Informatics (EFMI) and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms

of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/978-1-61499-852-5-26

26

http://www.julielab.de/
mailto:udo.hahn@uni-jena.de


sharable, open-source language resources—corpora and software—are at the heart of 
NLP research as they play a pivotal role for performance testing and classifier training. 

A recently started large-scale national funding initiative in Germany 2  aims at 
changing this situation fundamentally by the concerted effort of researchers from clini-
cal medicine, medical informatics, and major IT companies. The SMITH consortium,3 

one of the four major players in this initiative, incorporates lead members from the 
universities and university hospitals in Leipzig (UKL), Jena (UKJ) and Aachen (UKA). 
As a first result of the collaboration under the SMITH umbrella, the 3000PA corpus has 
been set up. It will serve as a backbone for a national reference corpus of German lan-
guage clinical documents to be made accessible on an on-demand basis via Data Inte-
gration Centers that act as trustful information brokers for all kinds of service requests. 

2. Related Work 

In the US, the past decade has seen a series of clinically oriented NLP shared tasks. 
Prominent examples are the “TREC Precision Medicine / Clinical Decision Support 
Track” as part of the “Text Retrieval Conference” (TREC),4 the NLP branch of the “In-
tegrating Biology and the Bedside” (i2b2) initiative, 5  and, since 2015, “Clinical 
TempEval”,6 a challenge campaign mainly organized by NLP researchers with a focus 
on temporal orderings of clinical events. From these activities, de-identified and seman-
tically annotated clinical corpora have emerged which can easily be acquired, in a de-
identified form, by signing a DUA. Accordingly, for clinical NLP with focus on the 
English language, there are plenty of resources available. For the non-English language 
communities, however, less comfortable conditions prevail. Only very few EU coun-
tries follow the DUA policy, such as reported for a clinical adverse drug reaction corpus 
for Spanish [4] or a comprehensive Dutch clinical corpus [5]. Some labs working on 
non-English languages have announced plans for releasing their resources, e.g., for 
French [6], Polish [7] or Swedish [8]. Apparently, these plans have not been fully real-
ized as, to the best of our knowledge, none of these corpora is currently DUA-available 
for the research community. Another source for medical language resources in Europe 
derives from the “CLEF eHealth” initiative.7 Established in 2013, this series of health-
related challenges led to the preparation of several corpora—mostly for English, but 
also for other European languages. However, they are typically very small and only 
available for usage directly related to the respective task, i.e., neither usable later on nor 
available for the research community independent of the specific CLEF task. 

For German-language medical corpora the situation is even worse: all clinical cor-
pora are only available for the research staff within the lifetime of a project and remain 
inaccessible forever for the outside world. We here briefly mention those which contain 
at least 300 clinical documents. FRAMED [9], the first published German-language 
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medical corpus ever, consists of a mixture of roughly 300 clinical reports, textbook 
fragments and consumer-related health texts annotated with low-level linguistic meta-
data (up to the level of parts of speech). In 2012, [10] assembled a corpus of 544 clini-
cal reports from various medical domains (e.g., echocardiography, EEG, lung function, 
X-ray thorax) for an information extraction (IE) task. From a clinical data warehouse 
with roughly 70,000 clinical reports, [11] selected 660 de-identified transthoracic echo-
cardiography reports for IE. In 2016, [12] collected 450 surgery reports to build lan-
guage models adapted to metadata from two German medical thesauri. In the same year, 
[13] developed an annotation schema for the nephrology domain using 1,725 discharge 
summaries and clinical notes. A collection of 1,696 de-identified clinical in- and outpa-
tient discharge summaries were assembled from a dermatology department for an unsu-
pervised abbreviation detection procedure [14] and supervised machine learning using 
an SVM for abbreviation and sentence delineation [15]. Recently, [16] mention a cor-
pus composed of 3,000 chest X-ray reports used for term extraction to support IE. 

3. 3000PA Corpus — Corpus Design and Annotation of Medication Information 

In a consortium-wide effort within SMITH, we requested from each clinical site involved 
(UKA, UKJ, UKL) EPRs of deceased patients (for data privacy reasons) for a six-year 
cohort (2010-2015) treated in either internistic or ICU units for at least 5 days. We then 
sampled roughly 1,000 clinical documents (mostly, discharge summaries) from these 
EPRs per site and so created the 3000PA corpus with approximately 3,000 clinical 
documents. The multi-site composition policy is unique since, up until now, corpora 
were assembled from single hospital sites only.  

After collection, the documents from 3000PA were manually annotated for medica-
tion information. This topic had already been investigated in the Third i2b2 Challenge 
for English clinical documents [17] and we replicated this study for German clinical 
language using 3000PA. Annotation guidelines were formulated by iteratively adapting 
the i2b2 instructions for the English language [18], to the German clinical language. 
Just as for English, our scheme covers medication (drugs) experienced by the patient, 
dosage (the amount of a particular drug given to the patient), mode (the way the drug 
was administered), frequency (how often each dose of the medication was given), dura-
tion (over which period of time the medication was given) and the medical reason for 
which the medication was given. At each of the three local SMITH sites, annotation 
teams were formed (five students of medicine at UKJ, two and one documentation 
officer/s each at UKL and UKA, respectively) supervised by the Annotation Manage-
ment Team in Jena. Due to legal restrictions only the staff at a respective site was al-
lowed to engage in the annotation process of their local documents. 

Given the time constraints of the pilot, we were able to annotate 960/850/550 dis-
charge summaries from UKJ/UK/UKA, respectively, altogether 2,360 (from a maxi-
mum of 3,000) clinical narratives using the BRAT annotation tool.8 Annotation quality 
could only be measured for UKJ where we managed to multi-code 52 documents by all 
five annotators. We used the elastic centroid approach for matching [19], the F1-score 
metric for assessment (depending on centroid matching criteria) and computed inter-
annotator agreement (IAA) values for this document set (cf. Table 1). IAAs ranged in 
the (higher) nineties for medication, dosage, and frequency, in the lower eighties down 
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to the sixties for mode and (lower) seventies for duration, while they plummeted to the 
forties for reason. These tendencies were amplified when the matching criteria were 
chosen increasingly selectively (see the lower three rows in Table 1). 
Table 1. Overview of average Inter-annotator Agreement (IAA) of five annotators  (highlighted in bold) 
(with standard deviation ) and the performance of JUMEX in terms of F1 scores (highlighted in bold), 
Precision (P) and Recall (R) (t describes the threshold and b the boundary of the centroid algorithm [19]). 

 
Medication Dosage Frequency Mode Duration Reason 
F1      (P/R) F1      (P/R) F1      (P/R) F1      (P/R) F1      (P/R) F1      (P/R) 

t = 2, 
b = 0 

 .93 (.95/.92) .95 (.95/.94) .95 (.95/.96) .80 (.83/.78) .70 (.71/.70) .52 (.51/.54) 
 .02 (.02/.03) .02 (.01/.02) .03 (.03/.03) .07 (.07/.08) .04 (.05/.06) .12 (.11/.15) 

JUMEX .64 (.76/.55) .85 (.83/.86) .81 (.87/.76) .55 (.58/.51) .38 (.36/.41) – 

t = 3, 
b = 2 

 .93 (.92/.94) .96 (.96/.97) .95 (.93/.96) .81 (.77/.85) .74 (.68/.82) .39 (.33/.53) 
 .03 (.02/.03) .02 (.02/.02) .03 (.03/.03) .06 (.07/.07) .04 (.04/.06) .07 (.09/.09) 

JUMEX .65 (.76/.56) .84 (.81/.87) .82 (.87/.77) .56 (.57/.56) .41 (.35/.49) – 

t = 4, 
b = 3 

 .88 (.82/.95) .91 (.87/.96) .92 (.88/.96) .59 (.49/.73) .64 (.52/.83) .28 (.20/.60) 
 .01 (.01/.03) .01 (.01/.02) .02 (.02/.02) .02 (.04/.03) .03 (.05/.04) .09 (.09/.08) 

JUMEX .65 (.75/.58) .83 (.80/.87) .82 (.87/.77) .58 (.55/.62) .40 (.33/.50) – 

4. Medication Information Extraction from the 3000PA Corpus 

The semantic metadata from 3000PA were taken to build a pilot system that automati-
cally extracts medication information from this corpus and to evaluate its performance. 
The first prototype of the medication extractor we developed, JUMEX, is based on the 
MEDXN system [20]. Its rule base was adapted to German, exploiting “Rote Liste”9 as a 
task-specific terminological resource for the German language. The F1 scores for 
JUMEX are also depicted in Table 1. We achieved good coverage for frequency and 
dosage (in the eighties), mediocre quality for medication (in the mid-sixties) and mode 
(in the upper fifties), and rather low performance for duration (in the forties). The at-
tribute reason (for administering the medication) was too complex to be adequately 
covered by the current version of JUMEX. Note that these results, although they com-
prise the first ones published for German clinical documents, are not really competitive 
because of the limited time we could spend on prototype development (just one week). 

5. Conclusions 

We briefly described the activities to set up 3000PA, a preliminary version of the first 
national reference corpus for German clinical documents composed of roughly 3,000 
clinical reports from three different German hospitals. To demonstrate its usability, we 
annotated around 2,400 of these documents at all sites for medication information (in-
volving six attributes per medication statement). We then set up JUMEX, a preliminary 
medication extraction prototype for German. This endeavour replicated work for the 
German language that had originally been conducted for English in the i2b2 Challenge. 
Future work will not only focus on extending 3000PA, but also enriching it by addi-
tional clinically relevant metadata (entities such as diseases, diagnoses, therapies). 

                                                           
9 https://www.rote-liste.de/  

U. Hahn et al. / 3000PA—Towards a National Reference Corpus of German Clinical Language 29

https://www.rote-liste.de/


 
Acknowledgements. This work has been funded by the German Bundesministerium für 
Bildung und Forschung (BMBF) under grant no. 01ZZ1803G. 

References 

[1] E Ford, JA Carroll, HE Smith, DS Scott, and JA Cassell (2016). Extracting information from the text of 
electronic medical records to improve case detection: A systematic review. JAMIA, 23(5):1007–1015. 

[2] K Kreimeyer, M Foster, A Pandey, N Arya, G Halford, SF Jones, R Forshee, M Walderhaug, and T 
Botsis (2017). Natural language processing systems for capturing and standardizing unstructured clini-
cal information: A systematic review. JBI, 73:14-29. 

[3] A Stubbs and Ö Uzuner (2015). Annotating longitudinal clinical narratives for de-identification: The 
2014 i2b2/UTHealth Corpus. JBI, 58(Suppl):S20–S29. 

[4] M Oronoz, K Gojenola, A Pérez, A Diaz de Ilarraza, and A Casillas (2015). On the creation of a clinical 
gold standard corpus in Spanish: Mining adverse drug reactions. JBI, 56:318-332. 

[5] Z Afzal, E Pons, N Kang, M Sturkenboom, M Schuemie, and J Kors (2014). ContextD: An algorithm to 
identify contextual properties of medical terms in a Dutch clinical corpus. BMC Bioinformatics, 
15:#373. 

[6] L Deléger, AL Ligozat, C Grouin, P Zweigenbaum, and A Névéol (2014). Annotation of specialized 
corpora using a comprehensive entity and relation scheme. LREC 2014 — Proceedings of the 9th Inter-
national Conference on Language Resources and Evaluation, pp. 1267–1274. 

[7] M Marciniak and A Mykowiecka (2014). Towards morphologically annotated corpus of hospital dis-
charge reports in Polish. BioNLP 2011 — Proceedings of the Workshop on Biomedical Natural Lan-
guage Processing @ ACL-HLT 2011, pp. 92–100. 

[8] H Dalianis, M Hassel, and S Velupillai (2009). The Stockholm EPR Corpus: Characteristics and some 
initial findings. ISHIMR 2009 – Evaluation and Implementation of e-Health and Health Information In-
itiatives. Proceedings 14th Intl. Symposium for Health Information Management Research, pp. 243–249. 

[9] J Wermter and U Hahn (2004). An annotated German-language medical text corpus as language resource. 
LREC 2004 — Proceedings 4th Intl. Conference on Language Resources and Evaluation, pp. 473–476. 

[10] G Fette, M Ertl, A Wörner, P Klügl, S Störk, and F Puppe (2012). Information extraction from unstruc-
tured electronic health records and integration into a data warehouse. Informatik 2012 — Proceedings 
42. Jahrestagung der Gesellschaft für Informatik (GI), pp. 1237–1251. 

[11] M Töpfer, H Corovic, G Fette, P Klügl, S Störk, and F Puppe (2015). Fine-grained information extrac-
tion from German transthoracic echocardiography reports. BMC Med Inform Decis Mak, 15:#91. 

[12] C Lohr and R Herms (2016). A corpus of German clinical reports for ICD and OPS-based language 
modeling. CLAW 2016 — Proceedings of the 6th Workshop on Controlled Language Applications @ 
LREC 2016, pp. 20–23. 

[13] R Roller, H Uszkoreit, F Xu, L Seiffe, M Mikhailov, O Staeck, K Budde, F Halleck, and D Schmidt 
(2016). A fine-grained corpus annotation schema of German nephrology records. ClinicalNLP 2016 — 
Proceedings of the Clinical Natural Language Processing Workshop @ COLING 2016, pp. 69–77. 

[14] M Kreuzthaler, M Oleynik, A Avian, and S Schulz (2016). Unsupervised abbreviation detection in 
clinical narratives. ClinicalNLP 2016 — Proceedings of the Clinical Natural Language Processing 
Workshop @ COLING 2016, pp. 91–98. 

[15] M Kreuzthaler and S Schulz (2015). Detection of sentence boundaries and abbreviations in clinical 
narratives. BMC Med Inform Decis Mak, 15(Suppl 2):S4. 

[16] J Krebs, H Corovic, G Dietrich, M Ertl, G Fette, M Kaspar, M Krug, S Störk, and F Puppe (2017). 
Semi-automatic terminology generation for information extraction from German chest X-ray reports. 
German Medical Data Sciences. Proceedings of the 62nd Annual Meeting of the German Association of 
Medical Informatics, Biometry and Epidemiology (gmds), pp. 80–84 (Stud Health Technol Inform, 243). 

[17] Ö Uzuner, I Solti, and E Cadag (2010). Extracting medication information from clinical text. JAMIA, 
17(5):514–518. 

[18] Ö Uzuner, I Solti, F Xia, and E Cadag (2010). Community annotation experiment for ground truth 
generation for the i2b2 medication challenge. JAMIA, 17(5):519–523. 

[19] I Lewin, Ş Kafkas, and D Rebholz-Schuhmann (2012). Centroids: Gold standards with distributional 
variation. LREC 2012 — Proceedings 8th Intl. Conf. on Language Resources & Evaluation, 3894-3900. 

[20] S Sohn, C Clark, SR Halgrim, SP Murphy, CG Chute, and H Liu (2014). MEDXN: An open source 
medication extraction and normalization tool for clinical text. JAMIA, 21(5):858–865. 

U. Hahn et al. / 3000PA—Towards a National Reference Corpus of German Clinical Language30



Clinical Similarity ased Framework for 
Hospital Medical Supplies Utilization 

Anomaly Detection: A Case Study 
Ning SUNa,1, Meilin XUb, Mingzhi CAIc, Xudong MAc,1, Yong QINa 

a
 Ping An Health Technology, Beijing, China 

b
 Pfizer Investment Co. Ltd. - China, Beijing, China 

c
 Zhangzhou Municipal Hospital of Fujian Province, Fujian, China 

Abstract. Healthcare systems are costly in many countries, and hospitals have 
always been one of the major cornerstones of the healthcare industry. Medical 
supplies expense is an increasingly substantial category of hospital costs. In China, 
the expense of medical supplies is being controlled at the hospital level. Different 
from drug prescription, medical supplies utilization is not being standardized or 
guided by clinical guidelines. In order to achieve the goal, many hospitals directly 
disable the use of the most expensive medical supplies. One missing piece in 
consideration is the patient heterogeneity, which decides the medical necessity for a 
specific surgery/procedure and the associated medical supplies requirement. The 
other challenge is to justify the substitutability of the medical supplies being 
replaced. In this study, we explore a clinical similarity based framework to analyze 
the inpatient medical supplies use records and detect unnecessary utilization. More 
specifically, the inpatient stays are clustered based on patients’ clinical conditions. 
After clustering, inpatient cases within each sub-group should have similar clinical 
necessities and therefore similar medical supplies utilization patterns. Thus the 
unnecessary medical utilization can be identified and the cost reduction suggestions 
can be provided accordingly. This framework will be illustrated though a case study 
of 3-year inpatient records from a Chinese hospital. 

Keywords. medical supplies utilization, clinical similarity, anomaly detection 

1. Introduction 

Healthcare systems are costly in many countries. In 2016, the United States spent $3.4 
trillion for healthcare, 19% of its GDP [1]. In China, healthcare expenditure in 2016 
increased by 10% year-on-year to reach 1,315 billion yuan, which was 7% of its GDP 
[2]. Hospitals have always been one of the major cornerstones of the healthcare industry. 
In the US, 32% of this healthcare expenditure is attributed to hospital care in 2016. 
Medical supplies expense is an increasingly substantial category of hospital costs. A 
study showed that in 2013, U.S. hospitals on average spent $3.8 million on (tangible) 
supply expenses, and about 60% of the total supply expenses are medical supplies [3].  

In China, the expenses in medical supplies are being controlled at the hospital level, 
with a requirement of 20% in the total expense excluding the expense on drugs. As this 
constitutes a substantial portion of the total cost structure, hospitals tend to cut the 
unnecessary supplies utilization to reduce costs. Different from drug prescription, 
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medical supplies utilization is not being standardized or guided by clinical guidelines. 
Therefore many hospitals simply replaced the most expensive medical supplies by their 
“cheaper substitutes”. 

One missing piece in consideration is patient heterogeneity, which decides the 
medical necessity for a specific surgery/procedure and the associated medical supplies 
requirement. And for the same surgery/procedure, there are a variety of medical supplies 
of different qualities, technologies and prices in the market. Thus the second challenge 
is to justify the substitutability and cost-effectiveness of the medical supplies being used, 
and conduct anomaly detection to identify unnecessary utilization. 

To address these challenges in medical supplies cost management, we explore a 
clinical similarity based analysis framework in Section 2, and conduct a case study of 3-
year inpatient records from a Chinese hospital in Section 3. The conclusions are 
discussed in Section 4. 

2. Analysis Framework 

In the clinical similarity based framework, there are two stages:  

� Clustering inpatient cases based on patients’ clinical conditions therefore in 
each subgroup inpatient cases are homogeneous in terms of clinical necessities 
for surgeries/procedures, and accordingly medical supplies utilization; 

� Identifying unusual/unnecessary medical supplies utilization patterns within 
each subgroup, and providing cost reduction suggestions.  

2.1. Inpatient case clustering  

Instead of directly using an unsupervised machine learning algorithm to cluster the 
patients, we need to build a clustering system to ensure the clinical meaningfulness. For 
this purpose, we adopt a similar design to the Diagnosis-Related Group (DRG) system. 
A DRG is a statistical system of classifying any inpatient case into groups for the 
purposes of payment. By definition, DRGs classify cases according to: principal and 
secondary diagnoses, patient age and sex, the presence of co-morbidities and 
complications and the procedures performed. Thus, cases within the same DRG are 
economically and medically similar [4]. Since the 1990s, payments based on DRGs have 
gradually become the principal means of reimbursing hospitals for acute inpatient care 
in most high-income countries [5].  In China, the CN-DRG pricing and payment system 
was released recently as an important step in the healthcare reform. The hierarchical 
grouping flowchart in CN-DRG is shown as the green chart in Figure 1 [6].  

We design a similar grouping framework with a different ordering of the patient-
specific variables as shown as the blue chart in Figure 1. The hierarchy starts from the 
department of an inpatient case, as this is the basic cost management unit in a hospital. 
The second level is the procedure (both surgical and non-surgical) performed during the 
inpatient stay, as this is the determinant of the medical supplies utilization. After that, we 
will explore if an inpatient case can be further classified by diagnoses and clinical 
characteristics. Diagnosis are represented in ICD-10 code or Major Diagnostic 
Categories (MDC) [6, 7]. The diagnoses in each MDC correspond to a single organ 
system or etiology and in general are associated with a particular medical specialty.  
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Figure 1. Left: CN-DRG grouping flowchart; Right: grouping flowchart in our framework 

In our case study, grouping of each level is implemented via Classification and 
Regression Tree. The hierarchy of “department (dep.) -> procedure (proc.) -> diagnoses 
(diag.)” has been verified as the optimal hierarchy, as it returned the largest overall R-
squared as shown in Table 1. The system design has also been discussed with clinical 
experts to ensure the clinical meaningfulness. 

We have also tried multi-task learning techniques to simultaneously group patients 
at each level based on two tasks, their medical supplies expenses and total hospital 
expenses. The overall performance is not satisfying as shown in Table 1.  
Table 1. Comparison of different grouping hierarchies (in the 11 departments with highest medical supplies) 

 dep. -> proc. proc. -> diag. dep. -> diag. -> proc. dep. -> proc. -> diag. 
R-squared 0.385 0.423 0.403 0.459 

 

2.2. Anomaly detection and intervention suggestion 

After clustering, patients within each subgroup should have similar clinical necessities 
and similar medical supplies costs. Both point and contextual anomaly detection methods 
can be applied within the subgroup to identify the super users with abnormally high 
medical supplies costs [8]. Furthermore, the abnormal medical supplies costs can be 
linked to causal factors including the selections of medical supplies, operating surgeons, 
anesthesia methods, surgical incision types, etc. This can be established through a 
classification model applied on the inpatient cases. Cost reduction suggestions are 
provided accordingly, which target to manage these factors. 

3. Case Study 

3.1. Data description 

Our study data is from a hospital in Fujian Province of China (average local GDP per 
capita was 62,507 RMB in 2016). Over the 3-year period from 2014 to 2016, there were 
211,206 inpatient records of 164,164 patients in its 40 departments including 
departments of cardiothoracic surgery, cardiology, neurosurgery, neurology, pediatrics, 
gastroenterology, general surgery, stomatology, ophthalmology, orthopedics, etc. 
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In this case study, instead of using the amount of medical supplies expense, we use 
its percentage  in the hospital expense as the metric to evaluate the medical 
supplies utilization, as this is the KPI used by hospitals. More specifically, this medical 
supplies expense percentage is defined as . 
The metric is defined from the spending point-of-view at a hospital level (hospital ). 
It can be calculated from the consumption point-of-view for any inpatient stay 
(individual ) as well.  

The management target of hospital  is 20%. In our data, the hospital aggregate 
 is 37.25% over the 3 years, with 17 departments out of 40 having  higher than 

20%. Detailed statistics of 11 selected department with the highest medical supplies 
expenses are shown in Table 2, showing the significant differences across departments. 
Orthopedics, neurosurgery and cardiology departments tend to have the highest ; 
while neurology and cardiology departments tend to have the highest coefficient-of-
variation in individual  of each inpatient case. 

Table 2. Selected hospital departments with the highest medical supplies expense and ms% 

Dept. Inpatient 
case # Department ms% Coef-of-Variation 

of ms% 
Medical supplies 

expense 
Neurosurgery 5386 58.96% 0.7127 84,869,197.59 
General Surgery II 9662 51.32% 0.7275 75,634,861.37 
Cardiology 6504 58.87% 1.1378 63,327,391.86 
Cardiothoracic surgery 5334 52.42% 0.7123 59,103,674.61 
General Surgery III 13154 42.07% 0.8938 40,520,632.93 
Orthopedics I 4095 60.55% 0.9139 39,438,427.73 
General Surgery I 10520 33.29% 0.8299 33,453,282.18 
Orthopedics II 4945 51.57% 0.8727 30,908,749.28 
Gastroenterology 5755 40.26% 0.9439 23,636,854.46 
Neurology 6389 35.52% 1.4880 21,477,641.16 
Ophthalmology 4634 39.62% 0.6863 11,122,949.66 

p-value < .001 < .001 < .001 < .001 

3.2. Inpatient case clustering result 

Figure 2 shows the hierarchical clustering result of patients in Neurosurgery Department.  
 

 
Figure 2. An example of inpatient case clustering in Neurosurgery Department. 

The department  is 58.96%, with the average individual  of 39.15%.The left 
is the first-level clustering based on procedures performed. Three major surgeries 
significantly influencing  are identified: ventricle puncture drainage, cerebral 
arteriography and intracranial hematoma removal. The right is the second-level 
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clustering based on the principal diagnosis in the cases with cerebral arteriography. 
Mental diseases and disorders (MDC 19) are shown to increase the  significantly. 

3.3. Anomaly detection result 

As an example, look at the highlighted subgroup in red with 379 inpatient cases in Figure 
2. The group  is 75%, with an average individual  of 61%. A point anomaly 
detection method, the density based technique Local Outlier Factor (LOF) [9] is applied 
to detect the cases with abnormally high  or medical supplies cost. 21 abnormal 
cases are identified with an average individual  of 85%. Other anomaly detection 
method can also been applied. 

Furthermore, a decision tree is built over the 379 cases, with the 21 abnormal cases 
labeled as 1, to identify the specific medical supplies use which is the major cause of the 
high cost. From the model, the use of a specific guide catheter priced at 1,400 RMB is 
identified, although it is not the most expensive device used in the cerebral arteriography 
surgery. And as in the same surgery, most patients not using this catheter have lower 

’s, the catheter can be considered to be replaceable. Furthermore, 3 surgeons are 
identified to use this catheter far more frequently than the others, with an average of 1.9 
vs. 0.2 catheters per surgery. Other factors including anesthesia method and surgical 
incision type have no significant effect on the medical supplies use. 

4. Conclusion and Discussion 

This study propose a clinical similarity based framework to analyze inpatient medical 
supplies use records, identifying the abnormally high expenses due to unnecessary 
medical supplies utilization and providing actionable cost reduction suggestions. The 
framework has been illustrated through a real case study.  

Due to limited space, we only demonstrate the analysis results of inpatient cases in 
the Neurosurgery Department. The analysis will be conducted for all departments to 
provide hospital-level cost saving suggestions. Furthermore, the current hierarchical 
clustering framework is implemented though iterative tree building, which is not 
convenient for global parameter optimization. An integrated algorithm should be 
developed to fulfill the task. 
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Abstract. Collecting Patient Reported Outcomes (PROs) is generally seen as an 

effective way to assess the efficacy and appropriateness of medical interventions, 

from the patients' perspective. In 2016 the Galeazzi Orthopaedic Institute 

established a digitized program of PROs collection from spine, hip and knee surgery 

patients. In this work, we re-port the findings from the data analysis of the responses 

collected so far about the complementarity of PROs with respect to the data reported 

by the clinicians, and about the main biases that can undermine their validity and 

reliability. Although PROs collection is recognized as being far more complex than 

just asking the patients “how they feel” on a regular basis and it entails costs and 

devoted electronic platforms, we advocate their further diffusion for the assessment 

of health technology and clinical procedures. 

Keywords. Patient Reported Outcomes, Patient Reported Outcome Measures, 

PROs, PROMS, electronic registries 

 Introduction 

Patient Reported Outcomes (PROs) are “any reports coming directly from patients about 

how they function or feel in relation to a health condition and its therapy, without 

interpretation of the patient's responses by a clinician, or anyone else” [14]. PRO 

collection is usually performed by having patients fill in a battery of validated and 

standardized questionnaires at regular time in the follow-up phase after some treatment 

(usually a surgical procedure), like 3 months, 6 and 12 months after the treatment. For 

this reason, it is generally seen as an effective way to complement other sources of 

information to assess the efficacy and appropriateness of medical interventions over time 

by including the patients' perspective [12]. This article investigates the value and 

difficulties in collecting Patient Reported Outcomes (PROs) for a healthcare 

organization. While getting more information on how the patients feel over time after a 

treatment directly by their voice could be considered good and desirable per se, it is 

important to assess the utility of this task in terms of information gain and value in light 

of the obvious costs (including the time required by patients and healthcare assistants) 

that are related to data collection and analysis. 
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To this aim, in this paper we provide empirical evidence of the utility of collecting 

PROs in terms of difference between the patients' and physicians' perceptions. On the 

other hand, we also assessed the main biases that can affect PROs data [13], and in 

particular: non-response bias, that is the extent the responses never collected can bias the 

generalizability of the findings extracted by the available responses; the condescending 

(or appeasement) bias, that is the extent the patients give the responses according to what 

they believe the researchers desire to collect (rather than the most accurate and true 

answers), that is a sort of Hawthorne effect [8]. We discuss different methods for a data-

driven and fast way to assess these biases. 

We undertook the study at the IRCCS Orthopaedic Institute Galeazzi (IOG), in 

Milan (Italy): this is a large teaching hospital specialized in the diagnosis and treat-ment 

of musculoskeletal disorders where almost 5,000 surgeries are performed yearly, mostly 

arthroplasty (hip and knee prosthetic surgery) and spine-related procedures. To date 

(November 2017) the IOG registries had collected approximately 8,000 complete 

questionnaires (for spine surgery) and 2,000 questionnaires for arthroplasty. Non-

response bias can be a relevant factor at IOG, as the number of patients who usually quit 

to fill in their intended PRO questionnaires is relatively high, as re-ported in other studies 

(e.g. [2,3]). On average, slightly less than half of the requested follow-up questionnaires 

(47%) have been filled in entirely by the patients. For this reason, the IOG implemented 

solutions to increase the response rate and, in so do-ing, reduce the non-response rate: 

the registry platform sends automatic alerts by email and gives the Institute Data 

Managers a constantly up-to-date list of patients to be contacted by phone, if email was 

found to be an ineffective or inappropriate means to collect PROs (e.g. in the elderly). 

 Method 

As said above, PROs are usually collected by means of a set of standardized and 

validated questionnaires, so that aggregation and both cross-sectional and longitu-dinal 

comparisons can be performed. In what follows we consider a number of item scales and 

questionnaires, as each community of the medical specialists involved in this study has 

developed its own standard questionnaires to collect PROs. 

To assess the utility of PROs we considered the last item from the ‘Core Outcome 

Measures Index’ (COMI) questionnaire [1], which patients are supposed to fill in to 

summarize the perceived outcome
2

 3 months after the surgery, and a similar item called 

“Overall outcome” of the Spine Tango Follow-up form (STF), which clinicians have to 

fill in at the end of the 3-months follow-up physical examination
3

. Scores were 

normalized (with 0 denoting the optimal condition and 1 the worst one), as the number 

of available options in each questionnaire was different: the COMI adopts a 5-value scale, 

while 4 options are available in the STF. 

Pearson's correlation and Mann-Whitney tests were performed to verify hypothesis 

of significant correlation between the scores and possible differences among the 

perceived outcomes, respectively. The choice of non-parametric tests is justified by the 

ordinal nature of the available options. 
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To assess the non-response bias, we considered the patients that had been contacted 

on the phone 3 months after the surgical intervention as a sample of the population who 

did not want to spontaneously fill in the 3-months follow-up questionnaires and who 

would not do it without the assistance of an interviewer. 

Non-response bias has been assessed in terms of difference between the average 

improvement of the mental score and physical scores (derived from the SF-12 and SF-

36 forms compiled at pre-operative time and 3 months after the operation). 

Condescending bias was assessed by means of a Mann-Whitney test on the 

responses given through either on-line (patient alone) or phone (assisted compilation) 

about the pain item in the COMI
4

 for spine patients, and the VAS item for the H&K 

patients, in both cases collected at 3 months since surgery. Both these items adopted a 

scale ranging between 0 and 10 (extremes included), with 0 denoting the minimal pain 

and 10 denoting the highest imaginable pain. 

Need for stratification by either age, pre-operative scores and score improvements 

was dispelled in all cases by performing a non-significant Student's t-test. This means 

that being either young or elderly, being either worse or better before treatment, or after 

treatment did not affect the above biases. 

The study was conducted after Ethical Committee approval and written informed 

consent subscribed by all participants. 

 Results 

In regard to PROs utility, the Pearson's correlation between the COMI and STF item 

about perceived benefit of the treatment (outcome) was moderate and significant 

(number of subjects pairs = 121, = .49, p < .001). According to a Mann-Whitney test 

executed on 121 patient-reported outcomes (median = 0, IQR = .33) and 121 physician-

reported outcomes (median = 0.5, IQR = .25), we detected a significant difference (p-

value < .001). The result is shown in Figure 1, Panel a. 

In regard to the non-response bias, we executed a t-test on both the average “Mental 

score” and the “Physical score” comparing the group of patients who com-piled the related 

items on-line (N=102, mean = 2.91, SD = 11.15 and N= 102, mean = 6.74, SD = 8.95, 

respectively) and the group of patients who filled in the items through a phone call (N=25, 

mean = 6.97, SD = 9.26 and N=25, mean = 6.89, SD = 10.82, respectively). No significant 

difference between these two groups of respondents was found for either scores (p = .067 and 

p = .949, respectively). 

In regard to the condescending bias, we performed a Mann-Whitney test on the pain 

reported by the patients who had been contacted on the phone (N= 74, median 1.5, IQR = 3) 

and the pain reported by patients who had replied on-line (N=557, median = 2, IQR = 

4); we found a significant difference (p = 0.015) on the pain score, as it is shown in 

Figure 1. 
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Figure 1. Panel a: Overall outcome score distribution as reported directly by the patients (left) and recorded 

by the physicians (right), at 3 months after surgery. The higher the Y, the worst. The white dot denotes the 

median; the black bar the Inter-Quartile Range (IQR). The red circle with vertical bars corresponds to the mean 

and its 95% confidence interval. The detected difference supports the need to collect PROs. Panel b: 

distributions of pain scores as reported on-line (non-assisted reporting) or by phone (assisted reporting). The 

notches represent the median's 95% confidence interval. The Figure shows that patients report to feel 

significantly better when interviewed by phone rather than when they answered on their own. 

 Discussion 

As said above, we found a moderate and significant correlation between the perceptions 

of the outcome by the patients and the clinicians, as it was expected. However, it is worth 

noting that correlation is neither perfect nor high (i.e., it is lower than .5 [13]). 

Interestingly, patients tend to report a better outcome than the one assessed by the 

physicians. Thus, while this result could be traced back to a sort of Hawthorne effect, 

and therefore suggest a form of condescending bias by the patients in regard to outcome, 

the result can also be explained by conjecturing that physicians tend to be more 

conservative in evaluating the result of their intervention. 

Another result from our study regards non-response bias. Our findings suggest that 

there is no evidence that people quitting the follow-up (PRO) program would create 

either significantly better or worse scores if they kept being enrolled and filled in the 

intended questionnaire at due time. We addressed this issue by comparing patients' 

responses when contacted by e-mail and voluntarily filling in the questionnaires online, 

and by a phone call and inviting them to fill in the questionnaire on-the-spot. This finding 

should be taken with caution for three reasons: first, the relative low number of 

questionnaires filled in on the phone (this method was introduced only 3 months before 

this work was written); second, obviously absence of evidence is not evidence of 

absence; third, we cannot guess the role on PRO analysis of those potential respondents 

who did even refuse to answer to the PRO questions on the phone. In other words, we 

could not get the opinion of the “real” non-respondents (who are not reachable by 

definition) but only of those who did not want to fill in the online forms (even after two 

reminders to do so). Intending this sample as a representative proxy of the non-

respondent part of population is a common approach and an educated guess [13], that 

notwithstanding we present it as a limitation of the study. 

In regard to the condescending bias, the results show that pain scores were 

(statistically) significantly lower if reported on the phone, than if reported on-line, thus 

suggesting that this kind of bias can affect PRO analysis towards less conservative 

conclusions. 
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Wrapping things up: in this paper we analyzed the PROs collected at a single large 

clinical setting and we found that PROs are not redundant data with respect to the clinical 

record and complement the representation of the treatment outcome adequately. Findings 

also suggest that some biases can affect the PROs' quality. Further research on the 

effectiveness of simple and cost-effective solutions is necessary to mitigate these biases 

and improve the validity and reliability of PRO data. 
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Abstract. In the Lille University Hospital (North of France), data from the 
Anesthesia Information Management System (Diane®) are linked to the Hospital 
Information System and stored in a dedicated data warehouse since 2010. These 
electronic medical records need to be reused and analyzed for observational 
studies. The aim of this paper is to describe the framework developed to structure 
the operation of that anesthesia data warehouse for research purposes. The 
presented framework is structured around three meetings between clinicians, 
computer scientists, and statisticians. The data scientist acts as a coordinator, leads 
meetings, and checks each milestone. Reuse of anesthesia-related electronic 
medical record for research purposes is only allowed through this framework. The 
aim of the first meeting is to decide the primary and secondary objectives of the 
study. The aim of the second meeting is to validate the statistical protocol. The 
data are extracted and the statistical analyses are performed. Finally, the results are 
presented, explained and discussed during the third meeting. During a 6 months 
period, 27 projects were included in the framework leading to 5 scientific 
communications. As a result, case studies with extraction and/or analysis situations 
are presented. This collaboration led to an empowerment process between all three 
actors, which increased efficiency of the workflow. Implementation of this 
framework will keep encouraging collaborative publication in order to provide 
reproducible research evidence. 

Keywords. Data Science, Healthcare Data Reuse, Statistical Analysis, 
Reproducible Research, Electronic Medical Records. 

Introduction  

In most hospitals of developed countries, a large amount of clinical data is routinely 
generated through the healthcare process. Some hospitals developed Clinical Data 
Warehouses to collect and store these structured medical records. Gathered data can 
thus be reused for hospital management, medical decision making and research [1]. In 
the Lille University Hospital (North of France), data from the Anesthesia Information 
Management System (Diane®) are linked to the Hospital Information System and 
stored in a dedicated data warehouse since 2010. These electronic medical records need 
to be reused by the department of anesthesiology for observational research studies. 
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Reproducible research is considered as an attainable minimum standard for 
assessing the value of scientific claims [2]. In the last decades, Knowledge Discovery 
in Databases, CRISP-DM and SEMMA processes were set up to structure the data 
reuse through a roadmap consisting of five to six phases [3, 4]. However, 
reproducibility is challenging when operating databases. Indeed, a detailed description 
of the data extraction, management and statistical analysis is required [5]. In a previous 
work, we published the algorithm enabling reproducibility of the detection of abnormal 
parameters in anesthesia time-series data [6]. 

When the operation of the data warehouse started, the process was performed 
sequentially with minimal interaction between the actors (clinicians, computer 
scientists, and statisticians). Numerous queries were then received by the computer 
scientists in charge of data extraction without medical background justification, and 
without consistency with the subsequent statistical analysis. In a second step, the 
clinician used to send data to the statistician in order to get the statistical analysis. 

However, the design of the study, the data extraction and management, and the 
statistical analysis are not sequential and independent steps. Indeed, numerous back 
loops were observed after delivery of the statistical analysis, leading to a substantial 
waste of time, and preventing reproducible research. Thus, a tight collaboration 
between clinicians, computer scientists, and statisticians was required at all stages of 
the research process. 

The aim of this paper is to describe the framework we developed to structure the 
operation of the anesthesia data warehouse for observational clinical research purposes. 

1. Material and Methods 

1.1. Anesthesiologic data warehouse 

During the routine care process, patients’ demographics, clinical characteristics, and 
postoperative data are collected into the Electronic Medical Records (EMR) system. At 
the same time, preoperative data, intra-operative surveillance, and postoperative 
follow-up are routinely collected into the Anesthesia Information Management System 
(Diane, Bow medical®) [6-8]. All those data are then loaded into the anesthesia data 
warehouse through an ETL (extract, transform and load) process. ETL process notably 
includes data cleansing, terminological alignment, and domain-specific transformations 
and computations. 

1.2. Framework for the operation of the data warehouse 

The proposed framework is structured around three meetings between clinicians, 
computer scientists, and statisticians. The data scientist acts as a coordinator, leads 
meetings and checks each milestone. Regarding anesthesia data, the reuse of EMR for 
observational research purposes is only allowed through this framework (Figure 1). 

For the first meeting, clinicians have to provide a detailed background, and list all 
relevant variables (end-points, exposures, confounding factors, etc.) through a literature 
review. Furthermore, an overview of the methodology of each study (including sample 
size) is also required. A Strobe-based template is used to structure the review [9]. 

The aim of the first meeting is to decide the primary and secondary objectives of 
the study. The feasibility is assessed by the data scientist who compares the objectives 
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with the data available in the data warehouse. The opportunity to compute new 
variables from existing data may be considered. When the data are only available on 
paper, the feasibility of manual collection and further merging is discussed between the 
clinician and the data scientist. If necessary, a sample size computation is made by the 
statistician.  

As a result of this first meeting, a list of variables to extract and/or collect is 
determined. De-identification process is carried out during the extraction step and data 
are aggregated if necessary (indirectly nominative). Once available, data are merged by 
the data scientist. A comprehensive descriptive statistical analysis (including missing 
data) is performed, and then enables the clinician to control the quality of the data.  

Before the second meeting, clinicians are requested to provide “dummy results”, 
i.e. empty tables, text and figures, that show which kind of results they would like to 
obtain. The aim of the second meeting is to validate the statistical protocol proposed by 
the statistician according to the “dummy results” and the quality of available data. 

The analysis is then performed, and the results are presented and explained at the 
beginning of the third meeting. The results are then discussed. A turnkey paragraph of 
the statistical analysis is written by the statistician in order to be inserted in the future 
publication. 

 
Figure 1. Timeline of the framework (from left to right). Tasks dedicated to the clinician, the statistician and 
the data scientist are represented in blue, red and green, respectively. Meeting are grayed. 

2. Results 

2.1. Projects currently underway 

A test phase was carried out during 6 months from November 1, 2016 to April 31, 
2017. The framework had been fully deployed since May 1, 2017. Table 1 details all 
the projects currently underway and their level of progress. 
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Table 1: Projects currently underway (October 31, 2017) 

Progress Number of projects 
Background 4 

Objective 6 
Statistical Analysis 12 

Communication/Publication 5 

2.2. Study cases with extraction/analyses situations 

As a result, we present some study cases with extraction or analysis situations, to 
illustrate the usefulness of the framework. 

2.2.1. Emergency cesarean delivery and haemodynamic response under peridural 
anesthesia  

During the first meeting, we defined the main objective of the study as the occurrence 
of hypotension after emergency cesarean section. This primary outcome was collected 
from the data warehouse following the reproducible methodology previously published 
by our multidisciplinary team [6]. On the one hand, operative data were extracted from 
the data warehouse, and on the other hand, medical history data were manually 
collected after delivery by the clinician. They were then merged by the computer 
scientist. The statistical analysis was then performed and the writing of the publication 
is now in progress. 

2.2.2. Predictive factor of blood transfusion in liver resection 

For this work, we intended to study predictors of blood transfusion in liver resection. 
During the third meeting, we decided to discard one of the secondary objectives. 
Indeed, after performing data extraction and descriptive analysis, the statistician argued 
that the occurrence of coelioscopy was too small to be used as a predictor, as initially 
hoped by the clinician. 

3. Discussion 

We described the framework developed to structure the operation of an anesthesia data 
warehouse for observational research purposes. After 6 months of full implementation, 
this framework enabled to increase data reuse efficiency by limiting the number of 
back loops. Despite stringency for the clinician, the acceptability was very good since 
delays were shortened, and quality of research was increased. That framework also 
enabled clinicians and statisticians to be aware of the complexity of the data extraction 
and management. Their participation in the process led to an empowerment process 
between all three actors, which increased efficiency of the workflow.  

In a preliminary work, data extraction and management process was published by a 
multidisciplinary team of researchers. Implementation of this framework will keep 
encouraging collaborative publication in order to provide reproducible research 
evidence. Implementation of this framework resulted in the adoption of a unique shared 
folder between computer scientist and statistician. Collaborative documents increased 
the efficiency of the process. However, further work needs to be done since clinicians 
still don’t have access to the project management software and some documents still 
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are exchanged by mails. The set-up of a fully-shared workspace which avoids such 
exchanges is in progress. Full implementation of this framework will be possible when 
data from other information management systems (e.g. emergency, biology, etc.) will 
be integrated in the data warehouse. 
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Abstract. Epilepsy diagnosis is typically performed through 2Dvideo-EEG 
monitoring, relying on the viewer’s subjective interpretation of the patient’s 
movements of interest. Several attempts at quantifying seizure movements have 
been performed in the past using 2D marker-based approaches, which have several 
drawbacks for the clinical routine (e.g. occlusions, lack of precision, and discomfort 
for the patient). These drawbacks are overcome with a 3D markerless approach. 
Recently, we published the development of a single-bed 3Dvideo-EEG system using 
a single RGB-D camera (Kinect v1). In this contribution, we describe how we 
expanded the previous single-bed system to a multi-bed departmental one that has 
been managing 6.61 Terabytes per day since March 2016. Our unique dataset 
collected so far includes 2.13 Terabytes of multimedia data, corresponding to 278 
3Dvideo-EEG seizures from 111 patients. To the best of the authors’ knowledge, 
this system is unique and has the potential of being spread to multiple EMUs around 
the world for the benefit of a greater number of patients. 

Keywords. Epilepsy, 3Dvideo-EEG, Kinect v2, Big Data, Epilepsy Monitoring 
Unit, RGB-D Camera. 

1. Introduction 

Epilepsy is a neurological disorder that affects 0.5-1% of the world population [1]. 
Seizure semiology and electroencephalogram (EEG) are considered the cornerstone of 
epilepsy diagnosis. Despite the establishment of quantitative methods for EEG analysis, 
most epilepsy monitoring units (EMUs) still rely on visual inspection of 2Dvideo-EEG 
data of epileptic seizures. This can be a rather subjective method, since it is based on the 
viewer’s interpretation of the patient’s movements of interest (MOIs).  
 
Our group has been conducting multiple studies to quantify seizure movements [2; 3]. 
We started with 2D marker-based approaches, which were latter used to demonstrate the 
clinical relevance of motion analysis in epileptic seizures [4]. Nonetheless, the 
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limitations of a 2D approach were multiple (i.e. marker occlusions, patient discomfort, 
lack of precision), which motivated us to develop a 3Dvideo-EEG system. 
 
Recently, we published in PLoS One the development of a 3Dvideo-EEG system using 
a single RGB-D camera, namely a Kinect v1, installed over one bed of an EMU [5]. This 
study showed that RGB-D cameras mounted on the ceiling of the patient’s room provide 
a comfortable, non-intrusive way (for both physicians, technicians and patients) of 
acquiring reliable 3D patient motion information. 
 
Following the success of the above-mentioned 3D approach, we report in this 
contribution a Kinect v2-based three-bed 3Dvideo-EEG system, which is an evolution 
of our previous single-bed system. 

2. Methods 

2.1. System Architecture 

The architecture of the multi-bed 3Dvideo-EEG system is depicted in Figure 1. Each 
Kinect v2 is connected to an acquisition PC running KinecTracker (KiT), a custom 
software that handles all the 3D information acquired from the sensor [6]. Time 
synchronization is obtained for all beds using the network time protocol (NTP). Each 
acquisition PC is connected to a 10-terabyte storage system through a high-speed gigabit 
Ethernet cable, allowing to continuously acquire data 24/7 during one full week (168-
hour buffer).  
 

Figure 1. Architecture of the NeuroKinect multi-bed system deployed at the University of Munich’s EMU.  
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2.2. System workflow 

Figure 2 presents a footprint scheme of the three-bed system deployed in the EMU unit.  
 

 
Figure 2. Footprint scheme of the three-bed system deployed in the EMU unit. 

 
Custom-made pipelines were developed to automatically transfer the Kinect data from 
the acquisition PCs to the server every minute during the data acquisition, as well as 
manage the buffer storage. Furthermore, whenever a seizure occurs, an e-mail with the 
seizure information (i.e. seizure date and the clinical beginning and end timestamps) is 
sent to the research team (physicians and engineers) so that the seizure data is latter 
correctly exported.  
 
The exportation of the motion information corresponding to a seizure consists in 
transferring the associated data from the server to the workstation (Figure 2), and storing 
it in a database. The data can then be edited and analyzed using two custom-made 
software applications: KiMA (Kinect Motion Analyzer) and KiSA (Kinect Seizure 
Analyzer).  
 
Kinect v2 provides multiple streams of information including high-resolution 
1920×1080 color images, 525×424 depth and infrared streams, and 3D body joint 
information, at a 30 frames per second. This generates a throughout of ~12 GB/min. 
Therefore, we only acquire depth, infrared and body information, which results in a 
throughput of ~1.6 GB/min.   
 
As in the single-bed first generation system [5], the KiT application enables the 
management of acquisition sessions. A specific workflow for each new patient being 
monitored is performed (i.e. calibration). KiMA is used as a first step of seizure analysis, 
allowing to review the information acquired with KiT, mark and label specific seizure 
events, and then export the selected information for further analysis using other tools. 
Patient monitoring using KiT and KiMA was authorized by the hospital’s Ethics 
Committee and all patients have given written informed consent to participate in the 
study. With the three-bed system, we integrated a new custom-made seizure analysis 
software (KiSA), which was developed using Matlab. KiSA allows performing 3D MOI 
analysis using our second generation semi-automatic motion tracking algorithm which 

H.M. Pereira Choupina et al. / NeuroKinect 3.0: Multi-Bed 3Dvideo-EEG System48



was adapted to handle the new information (infrared  and depth) now being acquired. 
Additionally, KiSA generates a 3D view of the tracked MOI, as well an automatic report 
(i.e. MOI quantification statistics and tracings) for each analyzed seizure. 

3. Results 

Thus far, a total of 2.13 Terabytes from 278 seizures were acquired from 111 patients 
using our three-bed system. Table 1 shows detailed information on the dataset 
characteristics, including the number of patients and seizures per syndrome. The 
syndrome classification (used for diagnosis and personalised treatment plan) was 
obtained by the agreement of two experienced epileptologists after carefully reviewing 
the seizure motion videos together with the EEG patterns. Patients are continuously 
monitored in the EMU (typically for 48-72 hours) until a diagnosis is reached.  

 
Table 1. Characteristics of our unique 3Dvideo-EEG database with respect to the different seizure 

classification. GTKA stands for generalized tonic-clonic seizures. 

Syndrome # of Patients # of Seizures 
Aura 3 5 

Automotor 18 45 
Bilateral tonic-clonic 3 3 

Clonic 17 27 
Complex Motor 8 59 

Diapletic 3 3 
Dystonia 1 28 
GTKA 15 31 

Hypermotor 7 18 
Hypnopompe 6 7 

Tonic 12 18 
Psychogenic 1 1 

Versive 16 31 
Syncope 1 2 

Total 111 278 

4. Conclusion and Future Work 

In this contribution, we present the evolution of our 3Dvideo-EEG system from a single-
bed using a Kinect v1 into a multi-bed system based on the Kinect v2. The new system 
allows 24/7 monitoring of three different patients simultaneously in an EMU setting, 
using a low-cost, non-intrusive, markerless, and low-maintenance approach that is 
suitable for the clinical practice. The use of the Kinect v2 instead of Kinect v1 brings 
benefits to the system, since it provides better image quality and the new infrared stream 
enables the analysis of seizures occurring during the night period. 
 
Together with a comfortable acquisition process of seizure information, we have been 
focusing our efforts in developing tools that allow seizure analysis automation, avoiding 
the typical manual evaluation, which requires reviewing the seizure video several times. 
The three-bed system has been in operation since March 2016 and a large 3D seizure 
dataset was already acquired. 
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Currently, to the best of the authors’ knowledge, this is the only 3Dvideo-EEG database 
deployed within the routine of a clinical epileptology department. This dataset has great 
potential for prospect studies in this research field, such as the development of a system 
for automatic seizure classification (using convolutional neural networks and features 
derived from 3D seizure motion data), and/or automated detection of seizures. This 
system could be useful in hospitals, at home or in residential homes to alert for the nurses 
or relatives of the occurrence of epileptic seizures, potentially helping to reduce the risk 
of injuries or SUDEP (sudden unexpected death in epilepsy). It would also be important 
to support the diagnosis of epilepsy, especially in less well trained epilepsy centers and/or 
centers with limited financial capacity and EMU beds. An H2020 funded research and 
innovation action (RIA) is being prepared to explore the above-mentioned R&D 
potential and the authors welcome manifestations of interest from fellow EU researchers. 
 
We believe that the designed approach has the potential of becoming a solution that can 
be easily spread and deployed in multiple epilepsy units around the world. We are open 
to discuss details with other EMUs so that these developments are used towards the 
benefit of the largest number of patients possible. 
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Abstract. Adverse drug events (ADEs) are critical. Approximately 10% of fatal 
ADEs are believed to be allergic reactions. Therefore, sharing patient allergy 
information is beneficial to medical staff members in avoiding potentially lethal 
complications. We previously performed a nationwide study of patient allergy 
information in Japanese hospitals. The report showed that most of the responding 
hospitals needed a standard format for reporting the information. To establish this, 
we implemented a novel format for recording patient allergy information into the 
hospital information system at Tohoku University Hospital; this format was created 
through vigorous discussion among medical staff members with a variety of 
specialties, including doctors, nurses, pharmacists, nutritionists, and medical safety 
managers. In this study, we followed the amount of inputted allergy information and 
the number of incidents involving medication after implementation. The amount of 
allergy information inputted increased slightly. Although incidents involving 
medication also increased slightly, ADEs due to allergy significantly decreased. We 
believe that our findings will be useful in helping to determine the optimal 
characteristics of drug allergy information and to improve the dissemination of 
information regarding potential allergens and subsequent ADEs. 

Keywords. Allergy, Patient profile, Adverse drug event, Medical Safety 

1. Introduction 

The prevention of adverse drug events (ADEs) is important for patient safety.
1,2

 We 

previously performed a questionnaire-based study to describe the current status of data 

collection for allergy information in the Electronic Medical Record (EMR) and 

Computerized Physician Order Entry system (CPOE) in 76 large Japanese hospitals. The 

report demonstrated that most of the responding hospitals claimed that they are either 

preparing their own versions or still in the discussion phase. A patient profile standard 

for correctly handling allergy information should be determined. We then implemented 

a novel format for inputting patient allergy information into the hospital information 

system at Tohoku University Hospital. This occurred after vigorous discussion among 

medical staff members with a variety of specialties, including doctors, nurses, 

pharmacists, and medical safety managers. In this study, we aim to test a new standard 

format for recording such information.  
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2. Methods 

2.1. A national survey regarding allergy information 

We conducted a nationwide survey that included a 43-item questionnaire regarding the 

handling of allergy information at 213 hospitals throughout Japan, each with 600 or more 

beds, between October 2012 and March 2013. These included 50 public university 

hospitals, 40 private university hospitals, 59 national/public/municipal hospitals, and 64 

private hospitals. Of the 213 hospitals, 76 (35.7%) responded to the survey: 29 public 

university, 11 private university, 18 national/public/municipal, and 18 private hospitals. 

The mean (± standard deviation) number of beds in the responding hospitals was 796 ± 

191. EMR was previously implemented in two-thirds of the hospitals responding to this 

survey, whereas the others relied upon a computerized provider order entry (CPOE) 

system with paper-based medical records. 

2.2. Implementation of the template of allergy information 

Between June 2013 and December 2014, a multi-professional medical team, including 

five doctors, three nurses, three pharmacists, and two nutritionists, was recruited; the 

team held discussions to design a practical and informative patient profile that could 

easily integrated into EMR. The content of the profile was elaborated upon by the main 

factors that our previous study showed. The profile was easily integrated into the EMR 

system of the Tohoku University Hospital, and it has been in use in all departments since 

May 2015. 

2.3. Measurements of incidents involving medical error 

After the implementation, we tracked the number of incidents involving medication 

between January 2015 and March 2017. The incidents were measured by the medical 

safety committee at Tohoku University Hospital. A chi-square test was performed for 

statistical examinations. 

3. Results 

3.1. Description of the degree of allergic reaction and alert level in the EMR in our 
national survey of allergy information 

Our previous nationwide survey, which included a 43-item questionnaire, showed the 

current status of handling patient allergy information in Japan. For example, in most 

hospitals, the name of drugs related to allergies was not only selected from a list but also 

inputted directly as text. Medical staff members tended to describe allergy symptoms as 

accurately and as detailed as possible, even if the provided information contained 

ambiguity. The level of ADE severity was not documented in 72% of the responding 

hospitals. Automatic registration of analogous drugs that are the most frequent 

candidates for allergy reaction, such as penicillin, iodinated contrast media, and aspirin, 

was not possible in 86% of the responding hospitals. In 70% of the responding hospitals, 

allergy information was linked to an alert system to prevent errors in prescriptions and 
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injection orders. Among the other hospitals, 12% ranked the ADE severity in two 

categories (i.e. heavy or mild) and 15% ranked them in multiple categories (Figure 1a). 

However, the alert parameters corresponded to the severity of the allergy in only 7% of 

the responding hospitals (Figure 1b). 

 

Figure 1.  The results of our previous survey regarding connection severity of allergic reactions and alert level. 

3.2. Implementation of the template of allergy information 

Figure 2 depicts a screenshot of the information in the hospital information system. We 

implemented a practical and informative patient profile that was easily integrated into 

EMR. The content of the profile was improved using the main factors that our previous 

study showed. In this profile format, the severity of reaction can be selected from the list: 

mild, moderate, and severe. An alert level can be selected to prevent prescription and 

injection errors. The alert level parameters (limitations) are allergy severity, which is 

graded as “prohibited,” “alert,” or “suspended.” An order for a drug linked to 

�prohibited” is basically impossible to obtain, but this can be overridden in cases where 

the medical benefit outweighs the risk or there is a procedure to reduce the severity of 

ADE, such as steroid therapy for iodinated contrast dye allergy. 

 

 

Figure 2. A screen shot of patient allergy information on EMR. 
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3.3. Change in the number of input data occurrences and incidents of medical error 

after implementation 

Figure 3 showed the number of input data occurrences for allergy information after 

implementation. The average number of input occurrences gradually increased despite 

the fact that the number of items pertaining to allergy information were greater than 

before. Information regarding severity and alert level were also maintained. In figure 4, 

the number of incidents were measured in Fiscal year (FY) 2015 (April 2015 to March 

2016) and FY2016. Although incidents pertaining to medication also slightly increased, 

ADEs due to allergy significantly decreased. 

 

Figure 3. The number of input occurrences for allergy information. 

 

 

Figure 4. The number of incidents involving medicine and those due to allergy between FY 2015 and FY 2016. 
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4. Discussion 

The present study explained a format for recording allergy information that we developed 

in EMR with the collaboration of a multi-professional medical team and system 

engineers and the consequent results of the number of input data occurrences and 

incidents regarding medication. The new format has been accepted among medical staff 

members, and this seemed to be effective in decreasing incidents of ADE due to allergy. 

A format for allergy information with an effective alert system is needed for patient 

safety in the EHR era. Computerized decision support system alerts that warn against the 

incorrect administration of inappropriate drugs is expected to decrease the risk of ADEs.
3
 

However, these alerts are often overridden despite their potential benefits.
4,5

 One of the 

reasons is an excess of alerts with low predictive value for true drug allergies; these alerts 

occur due to incorrect data entry.
6,7

 Previous studies have identified poor medical record 

documentation as the basis of ADEs
8,9

 despite that fact that the inclusion of allergy 

information in EHRs was reported at 64.4%.
10

 In a previous study, most hospitals showed 

that information about adverse drug reactions and contraindicated medicine were 

recorded in the same form. However, the former informs about events that have happened 

in the patient in the past, and the latter is information that does not pertain to events that 

have happened to the patient, but reports those that may possibly occur because of disease 

or other medications. Since we think that the frequent override of alerts in EMR 

performed by doctors results in unreliable information, we separated them. In addition, 

we added information about certainty and severity to ensure reliability of information.  

In conclusion, we developed a format for allergy information that allows medical 

professionals to include detailed information for effective alerts regarding incorrect 

medication. We hope this proposal will be helpful in establishing a standard format for 

allergy information that is useful in preventing allergy-related medication errors. 
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Abstract: HAITooL information system design and implementation was based on 

Design Science Research Methodology, ensuring full participation, in close 

collaboration, of researchers and a multidisciplinary team of healthcare 

professionals. HAITooL enables effective monitoring of antibiotic resistance, 

antibiotic use and provides an antibiotic prescription decision-supporting system 

by clinicians, strengthening the patient safety procedures. The design, 

development and implementation process reveals benefits in organizational and 

behavior change with significant success. Leadership commitment, 

multidisciplinary team and mainly informaticians engagement was crucial to the 

implementation process. Participants’ motivation and the final product delivery 

and evolution depends on that. 

Keywords: Antimicrobial Resistance, Antibiotic Stewardship, Co-design, 

Implementation, Information system, Decision-Support System. 

Introduction 

The global health capacity to sustainably tackle infectious diseases is at risk, by the 

rising of antibiotic resistance (AR) [1]. HAITooL (Healthcare-associated Infections 

Tool) a surveillance and decision support system for effective antibiotic stewardship 

programs (ASP), leverages the healthcare professionals (HP) work. The design, 

development and implementation process reveals benefits in organizational and 

behavior change, in spite of some inherent barriers. 

Healthcare-associated Infections (HAI) are an important cause of morbidity and 

mortality [2], worldwide. HAI and Antibiotic Resistance (AR) impact populations, 

weakening their health, socially and economically, with human losses of thousands of 

people per year [2], overloading the system with direct and indirect costs [3], being a 

global public health priority. 

In general, we can act on one or both antibiotic-resistant HAI and AR 

dissemination and antibiotics consumption reduction. To prevent and control it, several 
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strategies have been described such as hand hygiene, surveillance and decision-support 

information systems or ASP development [4].  

The HAI and AR control essentially lies on human behavior, where humans work 

together, for the health and safety of others. Human behavior multi-factors are 

significantly associated to key indicators of the control system's performance [5]. There 

is the opportunity to develop innovative approaches, conducting to an effective HAI 

and AR control behavior change, by combining the socio-cultural, political and 

organizational dimensions, which involves the participation of all the HP [5]. 

The problem is originated on infection control team work overload, with time-

consuming tasks, dealing with all the ward organization complexity, and experiencing 

difficulty in accessing evidence-based information, real-time, whenever needed [6]. 

Computerized surveillance and decision support systems, can be effective by enabling 

overviews of complexity, with interactive and simple alerts and reminders, allowing the 

professional to be at the forefront of action [6]. The prevention, management and 

control of HAI and AR require readiness for response and action, with the immediate 

and clear communication between all the involved HP. Interactive and integrated data 

visualization technology-based systems can help address the issue, with success [7]. 

HAITooL is a contextualized and validated information system for surveillance 

and decision support [6], underpinning the operationalization of an effective ASP, 

leveraging the professionals' role and strengthening their capacity and quality of work. 

The co-design of HAITooL followed the strategy of well-adjusting with the 

background where the system is being implemented. It has been designed and 

developed to optimize antibiotic therapy, giving decision-support to HP, leading to 

significant reductions in antibiotic resistance prevalence and costs [7]. 

1. Objectives 

Surveillance and clinical decision-support systems have the potential to enhance ASP 

by improving HP access to validated information [8], retrieving integrated pharmacy, 

microbiology, and clinical data, as HP need to improve their work with confidence.  

The objective was to design and implement an information system - HAITooL - 

which could achieve that, aiming at impact on antimicrobial resistant HAI and 

antibiotic use. The focus was on better adjusting the process to Portuguese and local 

organizational, social and cultural context, leading HP to adequate behavioral change. 

The information system development followed the framework of ASP to be able 

to: (a) monitor antibiotic consumption; (b) monitor antibiotic resistant bacteria; (c) 

promote antibiotic prescription based on laws and main guidelines; (d) improve 

physicians’ prescription behavior. 

2. Methods 

The study has been conducted in three Portuguese Hospitals. A Design Science 

Research Methodology (DSRM framework) [9] for a teamwork-based intervention, 

aims to solve organizational problems by creating and evaluating the information 

system artefact. The DSRM establishes the base of a process with six sequential main 

steps [7]. The process counted on the full participative collaboration from the 

beginning. The researchers, together with the HP, set up what the problem and 
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priorities are, define objectives for the solution, pre-select important and necessary data, 

and design the system, proceeding with the implementation and demonstration and then 

evaluation and communication, in form of constant profiling and reporting. Several 

interviews and surveys have been performed [10], in addition to the process 

observation and intervention, under the principles of Österle for abstraction, originality, 

justification and benefit [11]. 

3. Results 

The HAITooL decision-support systems proves to be of major importance to best 

manage patient safety, for medical work quality improvement.  

The initial survey participants, gave major relevance to the need for better access 

to hospital antibiotic susceptibility patterns and epidemiological data, among other 

pertinent daily information (e.g. clinical and pharmaceutical data) [10]. In its 

implementation first steps, it already could provide the HAI’s information management 

for the involved hospitals, with implemented evidence-based practices and teamwork 

techniques, aligned with the objectives of the National Program for Prevention and 

Control of Infections and Antimicrobial Resistance, in Portugal. 

HAITooL includes integrated views of patient, microbiology and pharmacy data, 

displayed in innovative layouts and graphics. Visualization of patient clinical evolution, 

antibiotic consumption trends, antibiotic resistant infections distribution, and local 

antimicrobial susceptibility patterns turns to be easy and clear for the professional. 

HAITooL is also a decision-support system, displaying alerts, for example in cases of 

excessive antimicrobial therapy duration and antimicrobial therapy not in accordance 

with microbiology results, among others. 

Each hospital system was co-designed with HP, in order to come up with an 

effective surveillance and decision support system, well-adapted to Portuguese and 

local socio-cultural context (e.g. following national health directorate antibiotic 

guidelines and meeting local perceived needs) [12]. Based on the system architecture, 

we use DSRM to adapt it to other settings. HAITooL information system is now 

starting implementation in Cape Verde main hospitals.  

3.1. Dealing with multifactorial barriers 

The HAITooL process analysis is indicative that the information system and the 

participative process for developing and implementing it, meets the main requirements 

for an ASP, in the WHO's blocks rationale. It shows that each HP role can be leveraged 

by pushing further the ASP concept [6] and actually changing attitudes and 

professional behavior. It leads practitioners to become more concerned about the issue, 

ensuring greater accountability and helping bringing the issue to the public debate 

agenda, by taking a step forward in raising awareness of the global burden.  

The HP’s change of work habits, through education and organizational policies 

and measures is happening by improving HP's confidence in prescribing and making 

control decisions, where the surveillance and decision-support system could be an 

effective anchor to improve their work quality. The implementation of a new 

information system must have in account the HP relationship either with the 

information and communication technologies (ICT) and with the decision and 

prescribing tasks' changing [13]. 
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There are seven stablished key-elements for the HAITooL ASP (Figure 1), being 

all of them essential. Yet, in a logic of chain-reaction, if we cannot ensure continuity of 

action and participation of the first two - Leadership Commitment and 

Multidisciplinary Team - all the process stays at risk. The role of informaticians was 

also very relevant, often the major bottleneck.  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Key-elements for HAITooL ASP [7]. 

Due to possible multi-factors and the involved multi-actors, we can find important 

barriers at the different levels of leadership power and collaboration. During each 

process of implementation, there were observed and suggested conditioning factors 

such as: the political agenda unavailability, the game of economic and political 

interests, bad timing for a change in the organization (e.g. because of an administration 

council change). The multi-players' way of dealing with the challenging process of 

change and reorganization of their routines (due to their cultural background, among 

other reasons), or the recurrent lack of available time and of human resources within 

the hospitals (including of the information systems' staff), or even technical issues 

(such as delays for bureaucratic authorizations) are important factors to consider. The 

co-design process was a good instrument to maintain everyone engaged, and to find 

time to work in the system. Those are only examples of implementation obstacles often 

blocking the process of system evolution. The implementation can though be hampered, 

threatening the final product delivery, and risking to demotivate people that were in 

first place champions of the process. 

Technology and organizational management have been main drivers for a 

healthcare service's delivery of quality. It is increasingly more important to address the 

problem focusing not only in physicians, nurses, but the rest of the HP as well, from 

technicians (pharmaceuticals, microbiologists, ICT staff) to management people 

(including administrative staff, decision-makers and the leadership). Each one of these 

elements are a part of the all, as contributors to the problem but to the solution too. 

That's why it is vital to guarantee multidisciplinary and full engagement at all 

implementation levels to address all the critical factors, where human variables must be 

considered. Continuous communication is paramount. Managers are key in promoting 

the engagement of all participants. Otherwise, motivation can be at risk, and frustration 

can condemn the process and freeze important work proceedings.  
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4. Conclusion 

HAITooL enables effective monitoring of antibiotic resistance and antibiotic use, and 

helps antibiotic prescription, strengthening the HP work capacity. The close 

collaboration with clinicians, the Infection and Prevention Control Team, physicians, 

nurses, pharmacists, microbiologists and ICT technicians, under a participative 

approach, was the baseline for a successful implementation [7]. Pharmaceutical, 

microbiological, and clinical data, integrated all together within one main system, offer 

all the participants the possibility of giving their inputs, review clinical and technical 

information and participate actively throughout the entire process, on the behalf of 

patient’s security and work quality improvement. However, leadership commitment 

and team engagement is crucial to the process health and continuity. Participant’s 

motivation and the final product delivery and evolution depends on that.  

When overcoming the barriers and after all the collaborative process, HAITooL 

turns to be unquestionably an important step forward to reduce antibiotic misuse and to 

control and prevent antibiotic-resistant HAI. 

References 

[1] WHO, 2015. Global action plan on antimicrobial resistance., World Health Organization. 

[2] R. Laxminarayan et al., 2013. Antibiotic resistance—the need for global solutions. Lancet Infect. Dis. 

(2013) 13, 1057–1098. 

[3] S. E. Cosgrove, 2006. The Relationship between Antimicrobial Resistance and Patient Outcomes: 

Mortality, Length of Hospital Stay, and Health Care Costs. Clin. Infect. Dis. (2006) 42, S82–S89. 

[4] A. Huttner et al., 2013. Antimicrobial resistance: a global view from the 2013 World Healthcare-

Associated Infections Forum. Antimicrob. Resist. Infect. Control (2013) 2, 31. 

[5] M. A. Borg, 2014. Cultural determinants of infection control behaviour: understanding drivers and 

implementing effective change. J. Hosp. Infect. (2014) 86, 161–168. 

[6] M. Gil, P. Pinto, A. S. Simões, P. Póvoa, M. M. da Silva, and L. V. Lapão, 2016. Co-Design of a 

Computer-Assisted Medical Decision Support System to Manage Antibiotic Prescription in an ICU 

Ward. Stud. Health Technol. Inform. (2016), 499–503. 

[7] A. S. Simões, M. R. Maia, J. Gregório, and L. V. Lapão, 2017. Antimicrob. Resist. Infect. Control, 

6(Suppl 3):P310, BioMed Central, Geneva, Switzerland. 

[8] G. N. Forrest, T. C. Van Schooneveld, R. Kullar, L. T. Schulz, P. Duong, and M. Postelnick, 2014. Use 

of Electronic Health Records and Clinical Decision Support Systems for Antimicrobial Stewardship. 

Clin. Infect. Dis. (2014) 59, S122–S133. 

[9] K. Peffers, T. Tuunanen, M. A. Rothenberger, and S. Chatterjee, 2007. A Design Science Research 

Methodology for Information Systems Research. J. Manag. Inf. Syst. (2007) 24, 45–77. 

[10] A. S. Simões, D. A. Alves, J. Gregório, I. Couto, S. Dias, P. Póvoa, M. Viveiros, L. Gonçalves, and L. V. 

Lapão, 2018. Fighting antibiotic resistance in Portuguese Hospitals: understanding antibiotic prescription 

behaviors to better design antibiotic stewardship programs. J. Glob. Antimicrob. Resist. (2018). 

[11] H. Österle et al., 2011. Memorandum on design-oriented information systems research. Eur. J. Inf. Syst. 

(2011) 20, 7–10. 

[12] A. S. Simões, I. Couto, C. Toscano, E. Gonçalves, P. Póvoa, M. Viveiros, and L. V. Lapão, 2016. 

Prevention and Control of Antimicrobial Resistant Healthcare-Associated Infections: The Microbiology 

Laboratory Rocks! Front. Microbiol. (2016) 7. 

[13] S. L. Jaensch, M. T. Baysari, R. O. Day, and J. I. Westbrook, 2013. Junior doctors’ prescribing work 

after-hours and the impact of computerized decision support. Int. J. Med. Inf. (2013) 82, 980–986. 

 

M.R. Maia et al. / Implementing an Antibiotic Stewardship Information System60



Profiling Databases to Facilitate Comparison 
of Child Health Systems Across Europe Using  

Harshana LIYANAGEa , Stacy SHINNEMANa, Uy HOANGa
,  Filipa FERREIRAa, 

Denise ALEXANDERb, Michael RIGBYb, Mitch BLAIRb and Simon de 
LUSIGNANa,1 

a
 Department of Clinical & Experimental Medicine, University of Surrey, UK 

b
 Section of Paediatrics, Imperial College of Science, Technology, and Medicine, 

United Kingdom, UK 

Abstract. Models of child primary health care vary across Europe. There are three 
categories, primary care paediatricians, general practitioner based, or mixed. This 
paper describes the metadata schema used in the profiling process of candidate data 
sources for appraisal for the Models of Child Health Appraised (MOCHA) project 
using the MOCHA International Research Opportunity Instrument (MIROI). The 
ten clinical indicators included: asthma, antibiotic stewardship, immunisation, 
rickets, diarrhea, epilepsy, depression, ADHD, enuresis and care of women during 
pregnancy. Our metadata allows us to identify data within included data sources 
concerning any of the 10 clinical indicators identified for comparative analysis 
within the MOCHA project.  From the 30 countries we found a minimum of 5 and 
a maximum of 36 different databases for each indicator.   

Keywords. child health services, primary health care, electronic health records, 
surveys and questionnaires, public health 

1. Introduction 
 

The Models of Child Health Appraised (MOCHA) project 
(http://www.childhealthservicemodels.eu/) project seeks to evaluate health care systems 
to identify indicators and measures that improve the quality of primary health care being 
provided to children.  To do this it is using key conditions such as asthma, epilepsy, and 
Attention Deficit Hyperactive Disorder (ADHD) as exemplars and case studies. Large 
datasets from a variety of countries are a vital component of these specific studies that 
will appraise models of care and test MOCHA hypotheses. Results of these studies could 
influence development and budgeting of national health systems and other policy 
decisions, such as World Health Organisation (WHO) mandates regarding European 
national health strategies.1 We use requirements models such as surveys as a tool to 
provide an understanding of the dynamics of the socio-technical systems associated with 
studies of interest. This knowledge provides a good basis for specifying what criteria 
need to be considered when selecting databases for research studies. This process of 
assessing the appropriateness of databases to contribute to studies can also be referred to 
as the research readiness of a databases.2 
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2. Methods  

2.1. MOCHA International Research Opportunity Instrument (MIROI) 

We have previously described the survey instrument called the MOCHA 
International Research Opportunity Instrument (MIROI) with which we identified 
candidate data sources across Europe.3   We formulated 23 questions collecting basic 
information on databases containing individual child records, such as database contact 
details, population, data quality and governance and organised them into the MIROI 
survey instrument (Table 1, supplementary file of complete questionnaire). Questions 
were placed into sections related to database description and database access. The 
database description section included questions regarding database metadata, update 
frequency, data custodian, data population and equity of access to healthcare.  The 
database access section included questions regarding access policies, data requests and 
charges for access to data. We used a questionnaire to capture essential information that 
may be important to a researcher. We requested one database per response, although a 
database could include several types of data, e.g. hospital inpatient data combined with 
primary care data. The majority of questions requested textual answers, although some 
of the questions requested yes/no answers or a selection of one or more applicable terms. 

 

2.2. Dissemination of the MIROI survey 

In the MOCHA project, a country agent has been appointed to each of the 30 
European countries involved. The country agents were given the responsibility of 
gathering evidence for the researchers of all work packages during the duration of the 
project. MOCHA country agents completed the survey themselves based on their own 
knowledge and/or liaised with public health experts in their country to distribute the 
survey to interested researchers. The central research coordinator channelled the 
information queries from each work package to the country agents and responses back 
via the central coordination point. The flow of queries and corresponding responses was 
scheduled in the project calendar, thus allowing researchers to utilise the setup 
mechanism in multiple iterations. The agent communication protocol also included an 
internal review process where work package questions were reviewed for their suitability 
before sending to the country agents. The MOCHA team leveraged this country agent 
protocol to disseminate and gather responses to the MIROI survey instrument. The 
survey instrument was sent to the country agents during the period between 16th 
November 2015 and 14th January 2016, and completed survey responses were received 
January through October 2016. 

 

2.3. Quality indicators of child health care quality from large databases 

We identified 10 quality indicators that were selected have been carefully selected 
to give an overview of the quality of care (Table 1) by reviewing literature and expert 
opinions.4,5 These indicators defined according to their potential to be readily answered 
from routine clinical data.  Certain indicators required linking data from multiple data 
sources (e.g. prescribing of inhalers from primary care databases, and emergency 
admissions due to asthma exacerbation from secondary care data).  
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Table 1. Quality indicators of considered for assessing child health care quality 

Quality indicator Description 
1. Asthma care for 
children 

% of asthmatic children between 5-18 years prescribed reliever versus 
preventer inhalers within the past year 

2. Antibiotic stewardsh total number of Amoxil prescriptions per year for children under 19 years/ total 
number of prescriptions for cephalosporins per year for children under 19 years 

3.Immunisation of 
children 

proportion of children vaccinated for (1) DTP (diphtheria, pertussis, tetanus)(2) 
MMR (measles, mumps, rubella (3) HPV(human papillomavirus) 

4.Rickets care for 
children 

proportion of children with rickets who have been prescribed Vitamin D in the 
last year 

5. Diarrhoea care for 
children 

proportion of children who require admission to hospital with diarrhea 

6. Epilepsy care for  
children 

inpatient admissions for seizures in children under 19 years in the last year/ 
proportion of children under 19 years with epilepsy who have had a fit review 
in the last year/ proportion of children with epilepsy who have been prescribed 
diazepam in the last year 

7. Depression care 
for children 

total number of prescriptions per year for child with depression aged 10-18 
years 

8. ADHD care for 
children 

total number of children under 19 years with ADHD/ Demographics of the 
children with ADHD – age, sex/ Age at ADHD diagnosis 

9. Enuresis care for 
children 

total number of children under 19 years with enuresis who have had a multi-
disciplinary assessment (e.g. medical, psychological, social assessment) 

10. Care of women  
during pregnancy 

total number of pregnant women who are given oral folate (prescribed folate or 
over the counter)/ total number of pregnant women who are smokers 

 
We explored the metadata collected using the MIROI survey to understand the landscape 
of data sources available to support these studies.  

3. Results 

3.1. Responses to the MIROI survey 

Using the MIROI survey tool, the MOCHA study team identified 147 databases with 
potential to be data sources capable of supporting specific MOCHA studies. By October 
2016, 26 of the 30 country agents had provided one or more database responses and a 
total of 147 responses were catalogued. 39% of responding countries provided 5 or more 
responses; Poland provided the greatest number of responses (11). Only 3 countries 
(Bulgaria, Czech Republic, and Denmark) provided only 1 response. All responses were 
entered into the MOCHA access controlled part of the online EMIF repository, and the 
study team was able to easily request access and browse the content. 

3.2. MOCHA catalogue of database meta-profiles 

We entered MIROI responses provided by responders into an online version of the 
instrument (https://www.surveymonkey.co.uk/r/miroi2) for ease of analysis.  The 
additional free-text information was captured using additional comments fields in the 
online survey. We created a database of responses in Microsoft Access to run summary 
statistics on the responses and entered the responses into the online European Medical 
Information Framework (EMIF) Data Catalogue (http://www.emif.eu/about/emif-
platform/emif-catalogue) to make information provided in the responses available to the 
entire MOCHA team in a user-friendly, browse-able, password-secure format. 
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Table 2. Availability of data sources to assess quality indicators in database representing countries representing 
Pediatrician led, GP led and those having a combination of these systems (Prim-primary data sources that can 
support indicator assessment, Supp- supporting data sources that fulfill certain data element required)) 

 Quality indicator 

Paed(n=21) GP (n=53) Comb(n=73) Overall(n=147) 

Prim Supp Prim Supp Prim Supp Prim (%total) Supp (%total) 

S1.Asthma care 3 7 7 11 15 18 25(17.0%) 36(24.5%) 
S2.Antibiotic 
stewardship 2 8 7 10 14 17 23(15.6%) 35(23.8%) 

S3.Immunisation  2 7 10 10 16 20 28(19.0%) 37(25.2%) 

S4. Rickets care  3 7 8 10 12 20 23(15.6%) 37(25.2%) 

S5.Diarrhoea care  6 6 8 10 16 19 30(20.4%) 35(23.8%) 

S6.Epilepsy care 2 8 8 13 12 17 22(15.0%) 38(25.9%) 

S7.Depression  2 9 8 13 12 20 22(15.0%) 42(28.6%) 

S8.ADHD care  2 9 8 13 12 20 22(15.0%) 42(28.6%) 

S9.Enuresis care 3 7 7 10 12 20 22(15.0%) 37(25.2%) 
S10.Care of women 
during pregnancy 1 4 11 9 10 17 22(15.0%) 30(20.4%) 

         

 
Figure 1. Graphical representation of the availability of data sources across for the 10 quality indicators 

3.3. Availability of data for measuring quality indicators from routine data sources 

In an initial exploration of the MIROI metadata we assessed how the MOCHA catalogue 
compares with other key metadata catalogue describing health data sources in Europe.3 
We subsequently analysed the metadata collection against the 10 quality indicators given 

H. Liyanage et al. / Profiling Databases to Facilitate Comparison of Child Health Systems64



in Table 1. We realised that whilst certain data sources could contribute to measure the 
indicators (e.g. anonymised primary care databases), there were other databases that were 
capable of provided certain elements required to assess the indicators (e.g. mortality 
databases). We have defined these two categories of databases as primary data sources 
and supporting data sources respectively. Table 2 presents the potential data sources 
across countries of different types of health systems.  

4. Discussion 

Our analysis demonstrates that about half of the databases in the web catalogue are 
capable of contributing to assessment of child health care quality indicators. From the 
potential databases about 15-20% of the databases can be used as primary sources of data 
while about 25-30% of the databases cab provide supporting evidence to conduct a 
complete assessment.  This builds on previous work developing metadata across 
European data sources. 

A limitation of our analysis is that the interpretation of the suitability was assessed 
using the metadata collected from a metadata survey and not with direct consultation of 
the data custodian. However, in order to operationalise the indicator assessment, we have 
invited database custodians to conduct feasibility assessments with respect to the specific 
indicators defined in this paper. 

5. Conclusions 

Conducting accurate comparative assessment of child health care systems largely 
depends on having access to good quality computerised medical records. Identifying 
candidate databases can be a challenging task due to their heterogeneity and variation of 
data quality. In the existing complex landscape of health databases, analysing meta-data 
repositories allow targeting specific databases that could be better contributor to routine 
data studies. 
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Abstract. In this communication we identify strategies for effectively documenting 
Sexual Orientation and Gender Identity in Electronic Health Records. For this 
review a multidisciplinary group composed by three physicians, a nurse, an engineer 
and a lawyer analyzed the evidence in bibliography related to the topic and 
summarized the results. After analyzing the information, we summarized and 
classified them into three major topics: To request, to store and to display and access  
to the information. How to standardize those data and where data specifically will 
be populated in EHRs have not been answered yet. The target of all of these efforts 
should be: to be sensitive with the needs of the patient and to ensure high quality of 
care.  

Keywords. Patient Identification Systems, Health Information Systems, Gender 
Identity, Transgender patient 

1. Introduction 

Transgender people experience their gender identity (GI) as different from the sex 
which was assigned to them at birth.(1) Gender transition may be thought of as the 
process through which one aligns one’s physical sex with one’s GI. Not all transgender 
people will seek a medical transition, it might be a social one.(2) Transgender people can 
be heterosexual, homosexual or bisexual in their sexual orientation (SO). Transgender 
patients have particular needs in what concerns to demographic information and 
electronic health records (EHRs). Specifically, they may have chosen a name and GI that 
differs from their current legally name and gender. Using the wrong pronoun or name in 
a transgender patient may provoke distress, ridiculousness or even violence performed 
by others in the waiting area. Transgender people face intense health disparities and lack 
of access to health care; failure to accurately document transgender identities increase 
these disparities through negative implications.(2–5) A study focused on young adults 
lesbian, gay, bisexual and trans-sexual (LGBT) population, looked at their self-reports 
of how much acceptance and support they received from their families as they came out 

                                                           
1 Author for correspondence: María Julia Frangella. maria.frangella@hospitalitaliano.org.ar. Health 

Informatics Department - Hospital Italiano de Buenos Aires. Juan Domingo Perón 4190, C1181ACH. Ciudad 
de Buenos Aires. Argentina. 

Building Continents of Knowledge in Oceans of Data: The Future of Co-Created eHealth
A. Ugon et al. (Eds.)

© 2018 European Federation for Medical Informatics (EFMI) and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms

of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/978-1-61499-852-5-66

66

mailto:maria.frangella@hospitalitaliano.org.ar


and the current status of their health. For those who got little support, the adverse effects 
were worst including suicidal ideation or attempts, serious depression, drug abuse, etc.(6)  

The first step to ensure high quality of care is identifying transgender patients. In 
order to achieve this, health information system (HIS) has to be adapted to register and 
maintain a history of the changes concerning patients´ GI. On the other hand, insurance 
companies require name and sex to be recorded in EHRs as they are listed in the Identity 
Card (IC). Transgender patients report that they feel empowered when their preferred 
name and pronoun are recorded in EHR, an increasing number want to self-identify as 
such, despite the fear and anxiety they may experiment about doing so.(6) They do want 
people to know how to communicate with them respectfully and accurately.(6) Other 
issues to consider are how to standardize SO and GI data and where exactly to place it 
in EHRs. 

The Institute of Medicine(4) and the Joint Commission International (JCI)(7) have 
each recommended that data on GI and SO must be collected in EHRs. Office of the 
National Coordinator for Health Information Technology (ONC) believes including SO 
and GI in the ‘demographics’ criteria represents a crucial step forward improving care 
for LGBT communities.(8) The ONC announced that they will require that all EHR 
systems certified under the Meaningful Use incentive program have the capacity to 
collect SO and GI information.(9) The goal of all of this activity is to collect data that 
will be able to trigger alerts for screening and preventive health services, track quality 
metrics and create research opportunities. Most frequently HIS only watched the 
patient’s birth-assigned sex. In Argentina, after GI law sanctioned in 2012, transgender 
people have the possibility to regularize their situation respecting their GI.(10) The law 
also contemplates cases in which people have not changed their government issued 
identity documents, so they are currently listed with a name and birth-assigned sex. 
According to the law, health care providers must respect if a transgender patient has 
preferred names and/or pronouns that differ from those listed on government-issued 
documents or health insurance policies.(10) Consequently, health care registration 
systems need to be modified in order to reflect patients´ anatomical sex and in turn, their 
chosen GI and new name. In this communication, we identify strategies for effectively 
documenting SO and GI in EHRs.  

2. Methods  

For this communication a multidisciplinary group assembled to discuss the topic 
was formed with the participation of three physicians, a nurse, an engineer and a lawyer. 
With the purpose of include relevant and diverse literature, we performed a 
comprehensive search through computerized databases: MEDLINE, LILACS and 
internet search base engines, using the following keywords: transgender, gender identity, 
LGBT, electronic health records, electronic medical record, transgender law. Only texts 
written in English and published over the last ten years were included. The reference lists 
of papers were hand searched to identify additional literature. Research articles were 
evaluated by the group with regard to quality, applicability and relevance, and finally the 
results were summarized. 
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3. Results  

The strategies for effectively documenting SO and GI in EHRs, were summarized 
and classified them into three major topics: To request, to store and to display and access 
to the information. Several publications have described which data to collect and how to 
do it, but limited guidance exists for EHR development teams, like a practical guidance 
on what actual workflows would look like for end users.(3)  

3.1.  To request the information:  

Asking patients about their SO and GI is a challenge. A technique named “two-steps 
questions”, to allow the collection of GI information has been shown to be superior at 
identifying transgender patients in comparison to other methods.(2,11) This technique 
first asks about patient´s GI and then about birth-assigned sex. By asking about SO as a 
standard demographic variable, providers may facilitate patients to come out and share 
personal and more accurate information.(6,12) Also, it is crucial to mention that it is not 
a health problem that could be added into the EHR problem list. Patients should be 
assured that this information will be confidential and providers should ask for permission 
to include it in the EHRs, reminding patients of its importance for healthcare quality. 
Privacy and confidentiality concerns are exacerbated by the increasing computerization 
of health records.(13,14) It is also important to have educational material for patients to 
understand why it is important to carry a history of reports on their SO and GI changes. 
Effort also must be focused on patient´s self-registration process, where ideally a web 
portal system will allow patients to enter their own demographic information. This has 
shown to increase the likelihood of honest answers.(13) In any of these cases, it is 
important to always maintain an opt-out option available.(6)  

3.2. To store the information:  

“Gender ID data” can be defined as a group of data, including: GI, birth-assigned 
sex, legal sex, preferred name and legal name.(3) According to this, Deutsch et al.(3)  
proposed the implementation of three gender fields: GI, Birth Sex, Legal Sex. In addition, 
they recommended a Preferred Name field. They provided an exhaustive description of 
three possible patient scenarios and suggested solutions.(3) The three cases described 
are:  

First case: A transgender patient who has not changed any legal documents to reflect 
his/her GI, so GI differs from birth-assigned sex and legal sex. Example: GI = male, 
birth-assigned sex = female, legal sex = female.  

Second case: A transgender patient who has changed the legal documents to reflect 
his/her GI, with GI and legal sex that are the same and birth-assigned sex that is different. 
Example: GI = female, birth-assigned sex = male, legal sex = female.  

Third case: A transgender patient with GI that differs from birth-assigned sex and 
legal sex (which are also different). Example: GI = genderqueer, birth-assigned sex = 
male, legal sex = female. This would represent a genderqueer-identified person, assigned 
male at birth, who, when faced with the requirement to choose from either “Male” or 
“Female” to be listed on legal documents, chose “Female”.  

EHRs have to provide resources to store an inventory of a patient’s medical 
transition history and current anatomy. An anatomical inventory would allow providers 
to record into the chart and update as needed, the organs each patient has at any given 
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point in time. This inventory would then drive any individualized auto-population of 
history and physical exam templates, it also should be uncoupled from the patient’s 
recorded GI or birth-assigned sex.(15) A list of commonly sought treatments and 
procedures, which may not be listed in current systems should be included as selectable 
items in the medical history.(2) The terms should be incorporated into controlled 
vocabularies. These procedures, however, also should be uncoupled from any gender-
coded template.  

3.3. To display and access to the information:  

The system should notify providers and clinic staff of a patient’s preferred name.(2) 
On the EHRs, patient’s header preferred name and pronouns should be displayed 
prominently so anyone can see them immediately upon consulting the chart. Banner 
“name” field could be driven by legal name for all patients except for those who have an 
entry in the preferred field, the presence of which serves as a Boolean flag to drive the 
routing of the preferred name to the banner in the place of the legal name.(3) Asterisk 
(*) or other alert icon could be displayed in the banner for any patient whose GI differs 
from legal sex, and/ or any patient whose preferred name is different to legal name. This 
notifies staff that they must utilize other demographic information not displayed on the 
banner in order to verify identity, process billing claims, etc.(3) Electronic processes 
such as billing, printing prescriptions and lab labeling can be driven on the back end by 
legal sex and legal name fields. Patient education materials can explain the need to retain 
and use legal identifiers in these settings.(3) HIS also should allow sharing patient’s 
marital status or identifying a partner, for advance directives and health information.(15)  

4. Discussion  

In actual fact and because the majority of patients are not transgender, a binary 
male/female oriented system across multiple platforms such as EHR exists; however, 
this structure inhibits the collection of accurate medical information, so it should be 
modified.(2) Patients may feel that being confronted with routine SO and GI questions 
is disempowering.(6) If routine SO questioning is incentivized or otherwise encouraged, 
it will be essential to provide widespread patient education and empowerment 
activities.(6) In addition to the development of ongoing patient satisfaction measures to 
ensure patient needs of improved care.(6,15) The primary concerns about collecting data 
on SO and GI are related to privacy and use: who is going to ask these questions, what 
training will they receive, in what context will they ask them and to what extent will the 
information be available within the healthcare system. Patients need to understand why 
the issue is important and what they are being asked to do. Inexperienced staff in 
transgender care may find these non-binary GI and terminologies to be particularly 
difficult to understand. Inclusion of an added real-time reminder or pop-up for patients 
whose pronoun preference is “They/Them” within the user interface may help reinforce 
this behavior among clinic staff and providers.(3) It has to be possible to provide a high 
level of monitoring on EHRs for inappropriate access and use. It might be set to follow 
all those who declare SO and GI minority status to ensure there is not improper use of 
their data. Unauthorized access or sharing of information should be punished. Other 
issues to consider are how to standardize SO and GI data and where exactly to place it 
in the EHR. Hopefully, the technical community will come to an agreement soon on how 
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to collect SO and GI data, how to standardize and where specific data will be populated 
in EHRs.(6) While a standard that all vendors could follow would be ideal, what will 
likely happen is that each vendor will develop their own standards and then work together 
to map fields from each other’s EHRs so that they can exchange data accurately.(6) As 
institutions begin to demand appropriate and insightful EHR functionalities, vendors will 
respond to these demands.(3)  

5. Conclusion  

To document “Gender ID data” into EHR is a challenge to health providers as well 
as vendors. In this article we summarized existing recommendations. How to standardize 
those data and where specifically should be populated in EHRs are still unanswered. The 
target of all these efforts should be patient needs and to ensure high quality of care for 
them. 
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Abstract. High accessibility of Electronic Health Record systems can increase 
usability but creates simultaneously patients’ anxieties about privacy issues. In order 
to reduce the privacy concerns, we focused on control and awareness, and designed 
an approach that can provide availability of patient’s clinical data to doctors in two 
scenarios; (S1) direct control by the patient when they are conscious, (S2) control 
by a trusted representative when the patient is unconscious. In this paper, we show 
further analysis in a survey (n = 310, age range: 19-91) done to test the acceptability 
of our concept of a using a trusted representative and to further understand the 
concerns of Japanese citizens to improve our system design. These results in S1 
suggest that patients concerned about control have a stronger inclination to also 
choose full awareness. We found also that patients tended to choose the same level 
of awareness for the representative as they did for themselves in S2. In addition, 
patients who chose awareness in S1 tended to choose the same for their 
representative in S2 and themselves after recovery from unconsciousness. We also 
discuss the significant differences found between the age-groups 20-39 and 60-79. 
We conclude that the system design of privacy aware EHR systems must be 
improved to consider patients who want to preserve their choice of control in the 
event they become unconscious but do not want to use a representative to maintain 
control. 

Keywords. Access Control, EHRs, Patient-Centred Authorization, Privacy 
Concerns 

1. Introduction 

Privacy concerns can hinder the creation of national and international Electronic Health 
Record (EHR) systems. These concerns are related to who is accessing the medical 
record, when the access taking place is, why the access is necessary, from where the 
access is made and what part of the medical record is being accessed. These privacy 
concerns are related to the heart of the definition of privacy [1]. 
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There still exists a lack of acceptance because of concerns about the privacy of some 
EHR systems [2]. These concerns have led to various efforts for ensuring and preserving 
privacy in EHR systems [3–5]. However, few studies show empirical evidence of the 
privacy concerns of Japanese with regards to health care and their medical data.  

Previous studies provided an approach to give control to patients, but do not address 
preservation of a patient’s choice for access control in the event the patient becomes 
unconscious [3, 4]. Within our study, we focus on concern for control and awareness of 
patients since their clinical data is collected and centralized in EHR systems. The 
subjective nature of privacy concerns give rise to the challenge of designing a system 
that can address concerns which can change due to many factors including age, 
perceptions and culture etc. [6–8]. Malhotra et. al [7] designed and tested a scale to 
measure privacy concerns that includes concern for control and concern for awareness 
as factors of privacy concerns. Their proposed control factor [7], represents individuals’ 
freedom to voice their opinions and opt-out. The individual can be able to control the 
collected information about them. The awareness factor indicates the understanding 
about existing conditions relating to their health records. 

We propose that patients concerned about control and access of their medical 
information should have the option of choosing a trusted representative who they believe 
will preserve the patient’s control of information and health care involvement when the 
patient is unable to do so because of physical or mental constraints. To this end we 
designed an opt-in access control system that uses the patient’s trusted representative as 
a stakeholder to maintain a patient’s will in such emergency situations. We used surveys 
to test patients' acceptance of our proposed trusted representative. Our system design 
aims to focus on this situation using the patient’s trusted representative. 

2. Opt-In Access Control for Patients 

We designed opt-in access control system for patients to control access to their medical 
data [9]. The representative was included in the system to grant access on the patients' 
behalf when they are unconscious. As shown in Figure 1, our system design focused on 
the awareness and control of patients and their representatives based on two scenarios, a 
conscious patient (S1) and an unconscious patient (S2).  

We conducted a survey to test patient preferences about our system design feasibility 
and use of a trusted representative. A total of 310 respondents (age range: 19-91, mean 
age: 47.79, male: 50.3%) responded to the survey. In the survey, 61% of respondents 
chose control in S1 and 30% chose representative control in S2. When respondents were 
questioned about their preference for awareness, only 7% and 6% chose no awareness in 
S1 and S2, respectively. Under the control factor, 36.8% of respondents who chose 
control of their clinical data in S1 chose representative control in S2. On the other hand, 
19.2% of these respondents changed their preference from no control in S1 to 
representative control in S2. This observation and the reasons for the switch of the 
respondents have been discussed previously [9]. 
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Figure 1. Overview of approach to provide opt-in access control to patients [9]. 

3. Findings 

We used χ2 to test for goodness-of-fit and Cramer’s independent coefficient test (rc) was 
used to quantify the level of correlation between the variables that were significant. 
Residual analysis was done to show the exact cell the significance was originating from 
using the standard residuals (z). The positive z-score represents positive (+) tendency, 
whereas a negative score represents negative (-) tendency. The following list briefly 
explains the choices given in the survey: 

� Control – preference that requires the patients control (when conscious) 
� No control – preference that does not require patient’s control for (when 

conscious) 
� Representative control – preference that requires representative control (when 

patient is unconscious) 
� No representative control – preference that does not require representative’s 

control (when patient is unconscious) 
� Full – full awareness of any activities regarding medical data 
� When wanted – awareness of activities only when requested by the patient 
� Sensitive Only – awareness of activities regarding sensitive parts of medical 

record only 
� None - no awareness desired  

The options, 'when wanted' and 'sensitive only', suggest respondent’s preference for a 
granular level of awareness and are considered to be options for awareness in the general 
sense. Using the adjusted residual as the z-score based, (1) |z| > 1.96 (p < 0.05) and (2) 
|z| > 2.58 (p < 0.01).  

3.1. Analysis based on Each Scenarios 

In S1, the data (χ2 = 19.548, p < 0.01, df = 3, rc = 0.25) showed that patients concerned 
about control of their clinical data are likewise concerned about awareness (z > 2.58). It 
was also found that they were mostly likely to not choose 'no awareness' (z < -2.58). 
These results in S1 suggest that patients concerned about control may also choose full 
awareness. Within S2, the data (χ2 = 195.08, p < .01, df = 9, rc = 0.46) show that patients 
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tended to choose the same level of awareness for the representative as they did for 
themselves in S2.  

Between S1 and S2, respondents who chose 'control' in S1 tended to choose 
'representative control' in S2 (χ2 = 10.116, p < 0.01, rc = 0.18). Regarding the choice of 
respondents between S1 and S2, patients who chose awareness in S1 tended to choose 
the same for their representative in S2 and themselves after recovery from 
unconsciousness (rc = 0.7 and rc = 0.4). 

 

3.2. Analysis of Age Groups 

The results also suggested that patients 47 years and younger tended to prefer their 
representatives’ awareness of only sensitive information in S2. Members of this age 
group also were not likely to choose 'full awareness' for their representative. The opposite 
results were found for patients over 47 years old in the event they become unconscious 
(p < 0.01, rc = 0.24). The same result is present for respondents within the age range of 
20-39 who tended to choose 'sensitive only' for their representative in S2, whereas 
respondents in the range 60-79 tended to choose 'full awareness' of their representative 
in the event they become unconscious (p < 0.05, rc = 0.16). 

Patients 47 years and younger chose 'sensitive only' (z > 2.58). This suggests that 
people 47 years and less tend to prefer a granular level of representative awareness in the 
event they are unconscious for S1 and S2.  

4. Discussion 

Existence of societal differences between countries challenges the design process of 
a robust EHR authorization system easily implemented in multiple countries. Feedback 
from a country’s members is essential in creating a system that citizens trust and accept 
with confidence. Our patient-centred approach is focused on justifying the feasibility of 
our proposal in Japan before defining the functionality of the system. 

Fewer respondents concerned about control when they are conscious preferred 
representative control in the event they fall unconscious. The focus of our research was 
the patients who choose representative control in the event they fall unconscious. The 
tendency of respondents concerned about awareness in the event they are unconscious, 
to choose the representative control and awareness points to the usefulness of our system 
if it were to be realized in society as an opt-in access control option for concerned patients. 
Furthermore, less than 20% of respondents preferred no awareness for their 
representative. The preferences of patients for awareness suggest that patients who do 
not prefer representative control may prefer awareness of themselves and their 
representatives. 

In the future, our approach needs to be extended to include three abstractions of 
control before implementation; these are access control policies, mechanisms to support 
the policies and models to theoretically define the mechanism [10]. In our design, the 
control and awareness given to patients and their representative is part of the mechanism. 
However, this is not sufficient to provide control to concerned patients. Our research 
scope must be expanded to include a more precise access control approach for patients 
and their representatives with detailed technical suggestions. Furthermore, more 
scenarios need to be included in our design to consider the granular interests of patients. 
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Considering a practical use case, we cannot ignore laws or regulations in each country. 
These rules, which vary between countries, play a role in the successful parameter 
definition (number of representatives, response rules of representative, etc) and 
implementation of this system. This limitation must be considered to improve the 
robustness and scalability of our system. 

5. Conclusion 

Design of EHR systems generally has full societal acceptance but has a major socio-
technical challenge in many countries including Japan. We propose an authorization 
system in health care to reduce privacy concerns and increase societal trust through 
involvement in security. We chose to use a trusted patient’s representative to continue 
controlling access to a patient’s record if the patient is unconscious or otherwise unable 
to make medical decisions. 

Analysis of the data indicate that patients tend to choose a level of awareness for 
themselves and their representatives in each scenario, a conscious patient and an 
unconscious patient. Also, our data indicate that patients concerned about control when 
they are conscious generally want their representative to preserve control should they 
become unconscious. Data suggest that patients within the age range of 60-79 years tend 
to prefer full awareness of their representative, whereas patients within 20-39 years tend 
to choose 'sensitive only' for their representative in the event they become unconscious. 

Results of this survey provide us with better understanding of patient preferences in 
our future development of a robust authorization system that centres around the patient 
and their chosen representative. The socio-technical nature of our system may be able to 
shift society’s view of data privacy from a technical responsibility to a social one. 
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Abstract. While there is a clear need to apply data analytics in the healthcare sector, 
this is often difficult because it requires combining sensitive data from multiple data 
sources. In this paper, we show how the cryptographic technique of secure multi-
party computation can enable such data analytics by performing analytics without 
the need to share the underlying data. We discuss the issue of compliance to 
European privacy legislation; report on three pilots bringing these techniques closer 
to practice; and discuss the main challenges ahead to make fully privacy-preserving 
data analytics in the medical sector commonplace. 
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1. Introduction 

The need to better use data analytics in the healthcare sector is nowadays well-understood. 
With healthcare costs already high and expected to rise even more (10% of the GDP of 
the European Union already and estimated to rise by 30% by 2060), it is important to 
control costs while not compromising on quality and access. The use of knowledge that 
is hidden in existing medical data (of which already zettabytes are available, soon rising 
to yottabytes) is seen as the “fastest, least costly, and most effective path to improving 
people’s health” [3] and may lead to cost savings of over $250M in the US alone [4]. 

Gaining insights from medical data typically requires working with very sensitive 
data, often from multiple data sources. This can be within organisations (for instance, 
combining medical records in a hospital with real-time data from a tracking system); 
between organisations in the same vertical of the healthcare sector (for instance, using 
insights in the effectiveness of treatments for particular patient types across hospitals); 
or even between organisations in different verticals (for instance, combining data from 
hospitals and insurance companies to link medical data to data about treatment costs). 
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Unfortunately, while big data analytics in the healthcare sector is very relevant, it is 
also very challenging because it needs to be applied to very sensitive data. With recent 
stories about data breaches in mind (e.g., [8]), both healthcare organisations and patients 
are rightly reluctant to have their data being used for analytics. At the same time, the 
upcoming EU General Data Protection Regulation (GDPR) requires a high standard for 
data security, consent, and other measures to be in place before personal information is 
even allowed to be processed. As a result, for many healthcare organisations, “fears about 
data release outweigh their hope of using the information” [4]. 

In this paper, we show how the cryptographic technique of secure multi-party 
computation (MPC) can enable new data analytics applications by performing data 
analytics without the need to share the underlying data. As a consequence, data providers 
can contribute data to an analysis while being technically guaranteed that the data cannot 
be de-anonymised (e.g., [2]), decrypted, or used for any other purpose than the intended 
one. We demonstrate the potential of this technology by discussing three ongoing pilots: 
one inside a hospital, one between hospitals and one between a hospital and an insurance 
company. We also discuss the main technical and non-technical hurdles we see before 
these techniques can be applied in practice at a large scale. 

This paper is structured as follows. We introduce privacy-preserving data mining 
based on MPC in Section 2, and discuss its relation to EU privacy legislation in Section 
3. In Section 4, we discuss the three pilot projects. In Section 5, we discuss the outlook 
for MPC, including challenges to make privacy-preserving data analytics become reality. 

2. Privacy-Preserving Data Mining based on Secure Multi-Party Computation 

In the medical domain, there is a frequent need to perform data mining on sensitive data 
(e.g., medical/financial data), raising data sharing challenges that privacy-preserving 
data mining (PPDM) aims to address. PPDM traditionally assumes that there is one data 
owner, and aims at anonymizing data such that third parties can still mine patterns from 
it. Various anonymisation techniques are known, e.g., based on k-anonymity or 
differential privacy; but they generally reduce utility, and in many cases, partial de-
anonymisation of supposedly anonymised datasets turned out to be possible [2]. 

PPDM using secure multi-party computation (MPC), introduced 17 years ago in a 
seminal paper by Lindell and Pinkas [6], goes beyond traditional techniques by assuming 
that multiple parties with confidential datasets want to mine their combined data. This 
data may be distributed horizontally (parties have the same kind of information on 
different data subjects) or vertically (parties have different kinds of information on the 
same data subjects). In the horizontal case, global analytics can often be approximated 
by locally computing aggregates and then combining them [5], but this does not work in 
the vertical case. In such cases, MPC allows analytics by distributing each sensitive data 
item between multiple processors who interact using a cryptographic protocol. 

One main technique in such protocols is secret sharing, of which we give a simple 
example. Suppose three doctors want to know the total number of patients they treated, 
without sharing their individual subtotals. To do this, doctor 1 takes his subtotal x, adds 
a large random number, r, to it (chosen randomly, say, between 0 and 1000000), and 
sends x+r to doctor 2. Note that r “statistically hides” x from doctor 2. Doctor 2 then 
adds his subtotal, y, to the running total and sends x+r+y to doctor 3, who similarly adds 
his subtotal, z, and sends x+r+y+z to Doctor 1. Doctor 1 subtracts r and reveals the end 
result, x+y+z. Note that secrets (x,y,z) are hidden by randomness (r) and a computation 
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is performed by exchanging randomised values between the participants. This basic 
principle can be used to perform any computation while only revealing its end result [6]. 
Other popular techniques are threshold and/or homomorphic encryption. 

3. Legal framework for privacy-preserving data mining 

Two aspects of the upcoming GDPR are particularly relevant for privacy-enhancing 
techniques (PETs) such as MPC. First, using state-of-the-art PETs, partially anonymised 
(pseudonymous or encrypted) personal data may qualify as anonymous data. According 
to the GDPR, data is personal if it contains any information relating to an identified or a 
directly or indirectly identifiable natural person. If a set of personal data has been fully 
anonymized, i.e. there is no mean reasonably likely to be used to identify any individual, 
the data will no longer be treated like personal data, and will not be subject to the GDPR. 
A limitation is that a potential possibility of an unauthorized access always has to be 
taken into account, but only if the means used are reasonably likely [1]. 

Second, the GDPR introduces a new definition for consent. Organizations that rely 
on the consent of data subjects as a lawful basis of processing are particularly affected, 
since the GDPR demands an explicit, unambiguous, specific informed consent given by 
a statement or clearly affirmative action in an opt-in mechanism. Controllers must in 
addition carefully evaluate the purposes of processing and are not allowed to collect data 
extensively. Data protection by design and by default set out the obligation for data 
processing systems to embed technical and organizational measures and integrate 
safeguards from the outset. So, while new PETs may introduce complex data protection 
risks, with minimizing the use of personal data they have a potential to reduce those risks. 

4. Pilot projects 

4.1. Privacy-preserving data collection: tracking staff and patients 

Our first pilot, executed in a consortium including Philips and TNO, aims to apply MPC 
to put employees in charge of their location data in a hospital setting. Optimizing hospital 
workflows can help improve resource utilisation, reduce operational costs and, most 
importantly, improve quality of care. Traditionally, to find process improvements, 
consultants interview various stakeholders and patients, and spend days shadowing key 
staff members and patients in order to develop an accurate picture of how the hospital is 
functioning. However, individuals often tend to modify their natural behaviour the 
moment they are conscious about the fact that they are being observed (the Hawthorne 
effect). Also, as consultants are usually limited in numbers and do not stay at the hospital 
24 hours a day, they are unable to get a global view of a department’s operations. 

One option to address this is to tag relevant staff members, patients and assets with 
a Real-Time Locating System (RTLS) which provides location information of all tagged 
entities every few seconds. However, while such systems can make a detailed and 
objective assessment of hospital operations, staff members are often reluctant to use 
RTLS as sharing their location data with hospital management is considered an invasion 
of privacy. Hence we propose for the hospital to only have access to location data of 
patients. Staff location data is made available only to staff members themselves, or to the 
worker’s council that represents them. Using MPC, data analytics can be performed on 
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two (patient location data from the hospital and staff location data from the worker’s 
council) or more data streams (patient location data from the hospital and staff location 
from each staff member). This way, staff members are put in control of their location 
data, individual data is never opened, and secondary use of their data is made impossible.  

4.2. Intra-sector data analytics: analysing population health 

The second pilot, part of the Horizon 2020 SODA project, is about performing joint 
analysis using data from different data providers in the same sector. The pilot focusses 
on prediction of population health, for instance to predict the risk of death within one 
year for chronic heart failure patients using logistic regression: such a model benefits 
from data from different regions or countries. Using MPC, the model (i.e., the logistic 
regression coefficients) can be built without hospitals needing to share any data about 
their patients. Other typical tasks include decision tree learning and computing statistics. 

Compared to the single-organization case, this one is a lot more complex to deploy. 
A first challenge is to make organisations and data subjects willing to share their data. 
MPC should help with this by helping towards GDPR compliance and reducing the risk 
of unauthorized data re-use of the data. Other challenges include agreeing on common 
formats for data exchange and in interpreting concepts in a common way (in one case, 
conflicting definitions of “mortality rate” caused practical problems); and in formulating 
models, and dealing with outliers and missing data, without needing to inspect the data. 

4.3. Inter-sector data analytics  

The third pilot, by an academic hospital (Erasmus MC), a health-care insurance company 
(Achmea), and TNO in the Horizon 2020 BigMedilytics project, aims to shorten the 
lifecycle between research and clinical practice by combining data from multiple 
verticals, thus improving healthcare efficiency. In particular, the pilot combines 
population data, patient profiles, patient care, and financial claim data. One application 
is comorbidity-based risk stratification for heart failure patients. The expectation is that 
combining clinical data from the hospital with cardiovascular comorbidity information 
based on claims data from the insurance company leads to better treatment outcomes. 

The main challenges for this pilot are, again, achieving GDPR compliance (toward 
which the use of MPC will contribute); but also ISO 27001 certification and linking the 
data from the various pockets, silos, and scientific software applications in the different 
institutions. In particular, for clinical data, this will be achieved through a link with the 
new electronic patient dossier, HiX, for which first steps have already been taken. 

5. Conclusion, Challenges, and Outlook 

As we aim to show in three pilots in the medical domain, secure multi-party computation 
enables data analytics on data from multiple providers, without requiring them to share 
data with anybody else. However, to make this vision a commonplace reality, several 
technical and non-technical challenges need to be addressed, which we now discuss. 

A first challenge is integration with other systems. While building isolated MPC 
prototypes is possible, collecting data and inserting it into a MPC system today is largely 
a manual process. To simplify the use of MPC, it needs to be integrated with existing 
systems. This includes adding MPC to healthcare information standards like FHIR, and 
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working together with initiatives such as the Dutch Personal Health Train (PHT) 
initiative based on FAIR [7] data. A second step is to develop new techniques for 
checking consistency between datasets without manual inspection of the underlying data. 

A second challenge is scalability. In theory, MPC can be applied to any kind of 
computation; in practice, its overhead compared to in-the-plain processing is large. For 
instance, performing regression on hundreds of millions of records using state-of-the-art 
techniques requires around 10 hours to complete. Solution directions include more 
scalable primitives, parallelisation, streaming, and mixing plain and hidden data. 

A third challenge is GDPR compliance. The GDPR undoubtedly gives rise to several 
issues related to data processing with privacy-preserving techniques. Anonymisation 
may be a good strategy to benefit from big data, and to mitigate the data protection risks. 
It is highly probable that data which are de-identified with application of state-of-the-art 
PETs will fall outside the scope of the GDPR. However, large-scale processing of 
sensitive personal data is generally of greater risks, since sensitive personal data are 
subject to additional protections. Hence, a risk-based, multi-factor compliance analyses 
is advised in any case to ensure that data processing routines are compliant with the new 
requirements of the GDPR. Especially, because the legal evaluation of data processing 
activities will in any event be subject to a case-by-case assessment. 

A final challenge is gaining trust from key stakeholders. Having technically sound 
solutions is just a first step towards convincing stakeholders (including patients, hospital 
staff, and information officers) to enable privacy-preserving data analytics on their data. 
Easy-to-understand ways of explaining cryptographic techniques in data analytics are 
needed. Moreover, rigorous qualitative and quantitative user studies are needed to better 
comprehend the concerns of stakeholders and their understanding of the issues involved.  
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Abstract. Introduction The new General Data Protection Regulation (GDPR) 
compels health care institutions and their software providers to properly document 
all personal data processing and provide clear evidence that their systems are inline 
with the GDPR. All applications involved in personal data processing should 
therefore produce meaningful event logs that can later be used for the effective 
auditing of complex processes. Aim This paper aims to describe and evaluate 
HS.Register, a system created to collect and securely manage at scale audit logs and 
data produced by a large number of systems. Methods HS.Register creates a single 
audit log by collecting and aggregating all kinds of meaningful event logs and data 
(e.g. ActiveDirectory, syslog, log4j, web server logs, REST, SOAP and HL7 
messages). It also includes specially built dashboards for easy auditing and 
monitoring of complex processes, crossing different systems in an integrated way, 
as well as providing tools for helping on the auditing and on the diagnostics of 
difficult problems, using a simple web application. HS.Register is currently installed 
at five large Portuguese Hospitals and is composed of the following open-source 
components: HAproxy, RabbitMQ, Elasticsearch, Logstash and Kibana. Results 
HS.Register currently collects and analyses an average of 93 million events per 
week and it is being used to document and audit HL7 communications. Discussion 
Auditing tools like HS.Register are likely to become mandatory in the near future to 
allow for traceability and detailed auditing for GDPR compliance. 

Keywords. GDPR, Audit log, HL7, ATNA 

1. Introduction 

The General Data Protection Regulation (GDPR) is a set of regulations for strengthening 
data protection laws in Europe. It becomes effective on May of 2018 and applies to 
organizations processing personal data in the EU, with a special mention to data 
concerning health. Under the GDPR, institutions have the obligation of demonstrating 
accountability for the fulfilment of the regulation requirements, which relies on their 
ability to demonstrate that appropriate procedural an security measures are being applied 
and, most importantly, that they are compliant with GDPR. This creates great pressure 
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on health care institutions, namely hospitals, and software producers to provide auditable 
traceability mechanisms for their current and legacy systems [1]. 

Traceability in Portugal is particularly difficult as there are on average more than 21 
software applications per hospital, leading to great heterogeneity and need for 
interoperability [2]. Also, at least until 2013, the existing logs had severe quality issues 
that made it difficult to guarantee traceability. Existing audit trail standards (e.g. 
ASTM:E2147, ISO/TS 18308:2004, ISO/IEC 27001:2006) were still not broadly used 
back then [3] and, to the best of our knowledge, this has not yet changed. The same 
scenario is observable in inter-institution information flows[4]. 

The exchange of patient data among healthcare institutions is also very relevant in 
the context of the GDPR. In 2016, Pinto et al. built a collective vision of existing 
institutions at the Portuguese National Health Service and their Information Systems 
interactions. This study allowed the identification of about 50 recurrent interaction 
processes, which were classified into four different varieties, in accordance with the 
nature of their information flow: administrative, clinical, identity and statistical. The 
authors considered an effort should be made to provide the various institutions with 
guidelines/interfaces regarding communication and prompt such institutions to elaborate 
upon these [4]. 

Moreover the stability and availability of systems and applications are also an 
important issue. IT staff needs to have access to immediate secure and reliable sources 
of information regarding how systems are working. Specially information about 
problems with the core systems that support the services inside the hospital and that can 
directly affect the treatment of a patient, including security issues like data breaches or 
unauthorized access to data. Hospitals also need to have a better understanding of who, 
when, why, how and what data was accessed both by humans and other systems. 

HS.Register is a software that was designed to cope with these problems inside 
hospitals, namely to tackle the lack of knowledge about what goes on and who does what 
with the systems and legacy applications that the hospitals use. The main objective was 
to centralize at scale various data sources so that Information Technologies (IT) teams 
could readily analyse in detail their systems and applications, by tracing how data is 
accessed and shared and being able to audit the systems that support the Hospitals. This 
paper aims to describe and evaluate HS.Register, a system developed to cope with GDPR 
auditing requirements in highly heterogeneous environment like the health care sector. 

2. Methods 

HS.Register was initially designed as a solution to store HL7 messages, logs and systems 
events inside an hospital infrastructure. To accomplish this objective: data should not be 
updatable and be analysable; it should be highly scalable and performant, other systems 
should not be affected; registered events should be non-refutable and non-removable; 
and data should be auditable and traceable. 

With this requirements in mind we designed a system based on Elasticsearch [5] and 
other open-source components. Its high-level architecture can be seen on Figure 1. Data 
is gathered by dedicated agents installed throughout the hospital infrastructure and then 
securely sent to HS.Register using the TLS protocol in an IHE-ATNA [6] compliant way. 

Data stored on the Elasticsearch repository can be searched and accessed using web 
applications at the dashboard node. 
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Figure 1  High-level architecture design 

 
HS.Register is divided into two components groups, the repository, where data is 
processed and stored and the data collectors which are the agents that gather data from 
systems or directly from the network into the HS.Register repository, which is itself 
composed of 6 separate components: 

1. Receiver for data gathering; 
2. Queue to control back pressure and temporary storage; 
3. Processing for data processing; 
4. Signer to cryptographically sign and strongly bind events in temporal order. 
5. Repository for long term storage; 
6. Dashboards for reporting and visualization. 
Currently there are 3 types of collectors based on the beats library, developed by 

Elastic: a network sniffer; a file reader; and a Windows EventLog viewer. With these 
agents we can gather at scale data from network communications, files and Windows 
eventlogs registries. 

HS.Register is currently being used in 5 hospitals from Portugal hereby named as 
H.A, H.B, H.C, H.D and H.E for privacy purposes. Three are large general hospitals, one 
is a small province hospital and the other is a medium sized oncology hospital. 

3. Results 

The main results are presented in table 1. It shows the total number of events collected 
per week at the 5 hospitals. The total number of events that were gathered per week 
where around 93.543.000, and ranged from application logs and HL7 communication 
between various systems to external accesses. There was a total of 68.850.000 log events 
from applications, 21.672.000 from external accesses and 3.019.000 from HL7 
communications. H.A and H.C have events from all types in the system, H.B does not 
have data regarding the application logs and H.D and H.E only have data about HL7 
communications available. 
 
Table 1. Total number of events (in thousands) per week grouped by type of system audited and hospital 

 H.A H.B H.C H.D H.E Total 

Application Logs 68 826 * 24 * * 68 850 
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Emergency 
Department 

57 131     57 131 

RIS 11 695  24   11 719 

Communication using HL7 1 581 327 961 106 44 3 019 
ACK 453 161 475 47 21 1 157 
OML 344 32 202  11 589 

SIU 239 11 72   322 

ORU 116 100 53 28  297 

ADT 50 11 67  1 129 

ORM 78 11    89 

Other 301 1 92 31 11 436 
External Accesses 8 800 9 383 3 489 * * 21 672 

LDAP / AD 8 800 9 383 3 487   21 670 

Remote Desktop   2   2 

Total 79 208 9 710 4 475 106 44 93 543 000 
* : Events not collected in this hospital 

Most of the data (n=68.850.000) are from application logs. These events are very 
heterogeneous and range from logins and connections to external services and databases, 
to error stack traces. The emergency application logs from H.A are not yet being filtered 
as the hospital is still selecting which events are relevant in the context of the GDPR. 
H.B, H.D and H.E are in the process of gathering information with the vendors for how 
to implement and deploy agents to gather more data. H.C does not have an emergency 
department, but the events from the RIS application are already being stored. 

The events from the LDAP group includes logins (successful and failed attempts) on 
the various systems and workstations inside the hospitals. This includes accesses from 
automatic monitoring tools and other systems. H.B is also storing logout events and H.A 
and H.C are in the process of analysing the inclusion of these events because many of the 
staff members may leave sessions logged-in when they leave the workstation and they 
do not think the data is accurate enough to be o use. H.D and H.E are not storing LDAP 
event at this point. H.C has a centralized point for remote access for maintenance by 
vendors and is also storing login and logout events. 

HL7 messages are being stored at all hospitals. This information allows hospitals to 
analyse information flows. HS.Register stores each message received by each system 
where a HS.Collector agent is installed. Most of these messages are directly gathered by 
a network sniffer agent or directly sent to HS.Register by the hospital central HL7 BUS. 
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4. Discussion 

For the GDPR, more importantly than the information itself, it is the knowledge of who, 
when and with what purpose the information is accessed and where it is stored and used. 
HL7 messages alone can give some insight, but due to some applications not using the 
HL7 standards it can be hard to gather a complete traceable data exchange process. 
However, if we add information about which users are using what workstation, what 
application is accessing a specific database or even if a vendor is doing some maintenance 
operation, crossing these events with the HL7 events, we can often identify critical policy 
violations like: account sharing by staff, unauthorized access by vendors, access to data 
by unauthorized systems or applications, illegal deletions or undesirable tampering of 
data. With the data collected by the HS.Register it is possible to comply with two of the 
GDPR requirements: traceability and auditability. On top of this, since all the events are 
timestamped and cryptographically signed and bonded together when the HS.Register 
receives them, the chain of events cannot be easily tampered with. This makes it for 
example very difficult for the receiving and sending systems to refute the existence of 
HL7 messages, adding a strong non-refutable characteristic to the system. 

With the correct level of integration, the HS.Register could help comply with GDPR 
requirements, put the IT team back in control, identify problems sooner, identify the 
source of the problem and improve the overall quality of every Hospital Information 
System (HIS) and ultimately improve patient care. 
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Abstract. The Nordic eHealth Research Network, a subgroup of the Nordic Council 

of Ministers eHealth group, is working on developing indicators to monitor progress 

in availability, use and outcome of eHealth applications in the Nordic countries. This 

paper reports on the consecutive analysis of National eHealth policies in the Nordic 

countries from 2012 to 2016. Furthermore, it discusses the consequences for the 

development of indicators that can measure changes in the eHealth environment 

arising from the policies. The main change in policies is reflected in a shift towards 

more stakeholder involvement and intensified focus on clinical infrastructure. This 

change suggests developing indicators that can monitor understandability and usa-

bility of eHealth systems, and the use and utility of shared information infrastructure 

from the perspective of the end-users – citizens/patients and clinicians in particular. 
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Introduction 

The former governor of New York, Mario Cuorno described his mother’s rules for suc-

cess as (a) figure out what you want to do and (b) do it [1]. These are pretty much the 

same rules that national strategies for developing and implementing eHealth systems 

must follow. Policy makers must identify the need, conceptualize a strategy capable of 

alleviating that need, and then implement it. Determined development work of both so-

cial and technical systems considering requirements of key stakeholders precedes imple-

mentation, and local context sensitive implementation strategies need to be developed. 
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Worldwide, anticipated impacts for information and communication technologies 

(ICT) include improving patient safety, increasing the quality and efficiency of care, re-

ducing administrative and operating costs of the health care system, and enabling new 

models of health care [2]. Many countries have developed plans for in ICT investment 

in order to achieve strategic goals. However, less effort has been exercised in developing 

indicators to assess to what extent these strategic goals are accomplished. To develop 

indicators and implement monitoring activities within one health system is not trivial, 

and to do this across different countries is even more complicated. Differences in what 

constitutes for instance an Electronic Health Record (EHR) varies considerably, and dif-

ferent sampling techniques give different statistical basis and limit cross country compa-

rability [3]. 

Indicators can be developed to monitor adoption, use, or impact on service delivery 

and quality of care [4]. The ultimate goal would be to measure the impact on service 

delivery and quality of care directly to read the return on investment (ROI). However, 

effects are consequences of sequences of actions. Furthermore, due to the complexity of 

health care provision that involves a wide range of actors, it is difficult to determine the 

contribution of a particular technology to a specific outcome. Adoption rates are the most 

simple to develop and use as indicators. However, it becomes irrelevant to quantify avail-

ability or access to specific eHealth systems as the implementation approaches saturation. 

Then it becomes more interesting to quantify the actual use, usability and utility of spe-

cific systems or specific functionalities. Here both the citizen’s perception of and their 

actual use of eHealth can, as they are the end users, inform on the degree of success in 

reaching the strategic goals. It is obviously not possible to monitor all functionalities due 

to the sheer amount of these. The national strategies provide guidance as to which func-

tionalities are the most important to monitor. 

National policy documents have a limited timespan – from three to five years is 

common, and often they are adjusted after a two-year midway evaluation. It is also seen 

that health policy makers seek to let evidence inform policy documents, as seen in [12]. 

This observation applies both to the making and to the assessment of policies. 

Developing and implementing eHealth systems, such as a patient record system, are 

- according to one of the pioneers in health informatics Morris Collen - “a more complex 

task than putting a man on the moon” [5]. Once developed and implemented, eHealth 

systems become part of an infrastructure that is supposed to serve the interests and ob-

jectives of multiple stakeholders in a myriad of contexts of use, e.g., computerized phy-

sician order entry systems, home tele-monitoring, comprehensive interdisciplinary clin-

ical workstations, and collection of health data for secondary use. Furthermore, various 

health care professions with individual work practices are using eHealth systems for dif-

ferent purposes, and the same counts for citizens with different levels of health literacy 

and eHealth time (e.g. versions 0.1 to 2.0) as do the usages and contexts of use, and 

different clinical specialities call for appropriation to their specific knowledgebase. 

Therefore, the complex task of developing and implementing integrated eHealth sys-

tems in the entire health care sector is hardly achieved within the lifespan of a single 

strategy. A rational approach for improvement between strategies would be to evaluate 

the progress achieved by each strategy and to acknowledge both achievements and in-

sufficiencies in a closed learning cycle.  

Ideally development and management of strategies should happen in a cycle as 

shown in figure 1. Strategic goals are often formulated with respect to previous strategies, 

accomplishments from the past, what contemporary technology now enables and what is 
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envisioned in current health policy. The initial strategic goals form the basis for achiev-

ing consensus and engagement that can produce a plan for how to reach operational goals. 

The operational goals should initiate processes of innovation, development, and consol-

idation of the technical (and socio-technical) elements that will build the infrastructure 

development. The infrastructure will support business improvement through further in-

novation, development, dissemination, and implementation. Ideally the achieved im-

provements should be evaluated and assessed to determine to what extent the strategic 

goals have been achieved. 

Figure 1. Life cycle of a national strategy for eHealth 

For six years, the Nordic eHealth Research Network (NeRN) has strived to develop, 

test and assess a common set of indicators for monitoring eHealth in the Nordic Countries, 

Greenland, The Faroe Islands, and Åland. The overall goal is to support national and 

international policy makers and scientific communities to develop Nordic welfare. NeRN 

has published their work in more than 20 scientific publications [6]. These publications 

report details about a methodology to generate eHealth indicators and benchmarking re-

sults of 49 common Nordic eHealth indicators for which data were available for at least 

some of the Nordic countries. Several challenges and problems have been discovered 

through this work. This paper reports on one of the issues that the NeRN network has 

worked on: How have the national policies changed from 2012 to 2016 and how does 

that effect the need for indicators? 

1. Materials and methods  

Based on two consecutive policy analyses we were able to do a comparative analysis of 

Nordic eHealth policies from before 2012 and policies from 2012 onward. The first pol-

icy analysis is reported in previous publications [7]. The results of the second analysis 

based on [8–12] are reported in this paper. 

Contents of these current eHealth policy documents were analyzed to identify their 

key objectives and to explore how policy main target areas have changed between the 

two studies. Policy characteristics from the two streams of research were compared. The 

Swedish, Norwegian, and Danish documents were analyzed in their respective native 

languages. The eHealth strategies from Iceland and Finland were analyzed using the of-

ficial English version. The text annotation tool HyperResearch (ReasearchWare, Inc.) 

was used for the analysis, where sentences and sections with statements about: a) moti-

vation for policy, b) main strategic targets, c) actors and players, d) measures, e) plans, 
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and f) stakeholders involved, were tagged with a code. The codebook from 2012 was 

used as a template for the second study, but extended with updated concepts. In a second 

coding round, the codebook was condensed and overlapping codes were merged. The 

first and second coding rounds were performed by researcher “AF” and the results were 

reviewed by researchers “CN” and “SV”. Disagreement of the coding was discussed in 

each case to reach consensus. 

2. Results 

The Nordic countries are among the first in the world to develop and implement inte-

grated eHealth technologies. Because of the publicly financed health care systems, the 

initiatives have reached a high coverage on a national basis. However, this does not mean 

that the different health care providers have implemented the same systems or contracted 

with the same vendors. Instead, use of various standards have enabled different actors to 

communicate structured data within certain limits. 

The analysis of the current eHealth policy documents revealed seven key strategic 

targets common to all the Nordic countries: 1) Using eHealth to empower and activate 

citizens, 2) making citizens’ digital interface his/her preferred channel for interacting 

with the healthcare system, 3) making health services more integrated and digitally avail-

able, 4) making eHealth systems more usable for the clinician and citizen end-users, 5) 

improving eHealth literacy among the citizens, 6) reaping the economic benefits of in-

vestments in eHealth systems and infrastructures, and 7) improving healthcare services 

by building and implementing eHealth systems and services. 

Figure 2. National eHealth strategy profiles from 2012 and 2016 [13] 

The main changes in strategic targets are depicted in figure 2. The scale shows the 

number of text segments belonging to the specific policy items in percentage of the sum 

of segments coded for each country. There is a shift from a main focus on technical 

issues, such as technical and clinical infrastructure, towards governance and stakeholder 

involvement. Also, the relative role of business support has decreased. However, Sweden 

still has a significant emphasis on clinical infrastructure and the technical infrastructure 

has more importance in Iceland than in other countries. 
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3. Discussion and conclusion 

The changes in the focus of national eHealth policies in the Nordic countries indicate 

that benchmarking should be conducted to reflect the achievements in availability, up-

date-ability, trustability and understandability of eHealth services from the perspective 

of clinicians as well as patients. The dominating tools for measuring understandability 

and usability of eHealth systems has been used on an individual level for some time, 

whereas several challenges remain to obtain a generic measure for a national level that 

can be used to compare the Nordic countries. Further there could be a need to support 

quantitative measures with qualitative inquiries on selected cases to allow for a deeper 

understanding of the national practices. 

As the availability for many eHealth services approaches 100%, it is also required 

to develop indicators that reflect the actual use. It could be tempting to collect and com-

pare log data harvested from national log files. However, when confronted with the spe-

cific context in the different systems it has proven challenging to define a common set 

of indicators for monitoring the practical use of eHealth [3]. 

A third focus for the development of indicators should reflect the design, mainte-

nance, availability, use and utility of shared information infrastructure from the perspec-

tive of the end-users - clinicians in particular but also patients when in contact with health 

care providers, their relatives, and citizens using eHealth applications to promote their 

health. 
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Abstract. The concerns about privacy and personal data protection resulted in 
reforms of the existing legislation in European Union (EU). The General Data 
Protection Regulation (GDPR) aims to reform the existing measures on the topic 
of personal data protection of the European Union citizens, with a strong input on 
the rights and freedoms of people and in the establishment of rules for the 
processing of personal data. OpenEHR is a standard that embodies many 
principles of interoperable and secure software for electronic health records. This 
work aims to understand to what extent the openEHR standard can be considered a 
solution for the requirements needed by GDPR. A list of requirements for a 
Hospital Information Systems (HIS) compliant with GDPR and an identification of 
openEHR specifications was made. The requirements were categorized and 
compared with the specifications. The requirements identified for the systems were 
matched with the openEHR specifications, which result in 16 requirements 
matched with openEHR. All the specifications identified matched at least one 
requirement. OpenEHR is a solution for the development of HIS that reinforce 
privacy and personal data protection, ensuring that they are contemplated in the 
system development. The institutions can secure that their Eletronic Health Record 
are compliant with GDPR while safeguarding the medical data quality and, as a 
result, the healthcare delivery. 

Keywords. GDPR, openEHR, Hospital Information Systems, Data Protection, 
Requirements 

Introduction 

Healthcare activities strongly rely on information with focus on the medical record. 
Information Technology (IT) became a critical tool to support the needs of the health 
care institutions, being responsible for processing heath data. It’s important to 
understand the IT’s impact on personal data processing and, in particular, on data 
protection. Privacy needs to be considered during systems design and implementation. 
(1). GDPR is a regulation that concerns the processing of personal data of EU citizens. 
It provides a framework that guides the use of personal data in all kind of institutions, 
imposing rules and obligations regarding the privacy and protection of data. OpenEHR 
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presents a set of specifications for an interoperable EHR systems architecture based on 
a multi-level, single source modelling approach.(2) This work aims to understand to 
what extent openEHR standard addresses the requirements mandatory to GDPR. 

1. Methods 

We first identified the requirements for an HIS compliant with GDPR. The regulation 
was analysed and a total of 16 requirements that were identified as a specification or 
obligation of the institutions were considered (3). Secondly, we identified 8 
specifications of openEHR based systems, through the analysis of "OpenEHR 
Architecture overview". Finally, we made a table matching the GDPR requirements 
and the openEHR specifications. We defined that one specification could match more 
than one requirement and a requirement could be matched by more than one 
specification. If the openEHR specification meets the requirement in a direct way, by 
simply using the openEHR architecture, then it was considered a match. 

2. Results 

2.1. Matching GDPR requirements with openEHR specifications 

The specification Access Control - access list and Access Control - configurations were 
matched with the following requirements:  

Integrity and confidentiality - the access list ensures the maintenance of patient’s 
privacy by allowing access to the related users; the configurations set the individuals 
that can change the configurations of the access list, maintaining the integrity of the 
access.  

Data subject access - it enables the possibility of accessing the data, which allows 
the possibility of getting a copy of the data. If the data subject is not present in the 
control list, he will not be allowed to access and to have a copy; the configurations 
allow the data subject to set who can access his data, allowing a copy to be made.  

Data subject direct access - it enables the data subject access directly to its 
personal data. The EHR allows the data subject access only if he is identified on the 
access list; by defining a gatekeeper in the configurations, it allows the data subject to 
be identified as such and, therefore, access the data.  

Data protection by default. By defining the individuals that can access the data, the 
possibility of improper access is limited. It also ensures access restriction and limitation 
to personal data, preventing unwanted processing; the configurations allow the access 
list to be defined for an EHR, ensuring the integrity of the access. 

The specification Digital Signature matches the following requirements: Integrity 
and confidentiality - it assures the authentication, non-repudiation and integrity of the 
EHR, acting as an important security and integrity measure of the personal data and its 
processing. Data protection by default - digital signature ensures the access and 
availability of information, acting as a security measure. 
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Table 1. Matches found between the GDPR requirements (1st column) and openEHR specifications (1st line) 

 
The specification Versioning ensures the indelibility of the EHR preventing any 

information from being deleted. It matches with the following requirements: Integrity 
and confidentiality - the creation of new EHR versions is an important measure against 
the loss, destruction or accidental arm of the EHR data, guaranteeing trustworthy and 
reliable information in all moments of processing. Personal data processing 
confirmation - through records versioning, it’s possible to identify the user that made 
the changes, the date and time and the justification for the action, allowing the 
confirmation to the data subjects of any processing occurring. 

The specification Separation of demographic information and EHR matches the 
following requirements: Data minimization - it allows the limitation of data to the 
purpose of processing by minimizing the use of the demographic data. Limitation of 
personal data storage - the identity of the data subject is automatically preserved when 
the clinical and demographic information are separated. In that way, while the clinical 
data is stored for treatment, the demographic data is connected to the EHR through an 
external identifier. Data protection by design - it allows the pseudonymization of the 
data subject by separating the EHR from the identifiable demographic information, 
only relating them by an external identifier. Data protection by default - on the moment 
of the medical care, it only considers the health personal data, safeguarding the 
demographic information. 

The Service Model matched the following requirements: Data subject direct 
access - the service model, through the Virtual EHR API and EHR Service, creates a 
view that allows the consultation of the EHR by the data subject. Interoperability of 
formats and systems - it allows creation of different interfaces using the same data in 
different systems around the institution. When the views that allow the consultation of 
the EHR are settled, the record keeps its singleness and structure, maintaining the 
interoperability. The specification audit trail matches the following requirements: 
Integrity and confidentiality - it allows the record of access logs, ensuring the integrity 
of the data. Personal data processing confirmation - considering the audit trail’s 
traceability, it is possible to know if there is any action being performed on the data 
subject’s EHR, allowing the confirmation of data processing. Records of the processing 
of personal data - the audit trail keeps a record of all the information related to the 
actions performed in the EHR. Availability of records of the processing of personal 
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data- through its traceability, the audit trail allows the creation of a record of personal 
data processing that can become available to the data authorities. Records of data 
breaches - it provides a record of the data breaches that occurred by keeping a record of 
non-authorized data and undue actions. 

The specification Two-level Modelling matches the following requirements: data 
subject access - the archetype modelling allows data to be export and made available to 
the data subject. Personal data portability - it ensures the ability of extracting the 
required data in a structured and automatic format. Personal data portability between 
controllers - any developed system that uses openEHR architecture, even with different 
vendors, can support the same data (modelled as archetypes and templates), ensuring 
the portability between vendors. Interoperability of formats and systems - the 
implementation of the Reference Model on the software level is common to the EHR, 
while the archetype and template modelling allows the semantic interoperability of the 
data and, therefore, the systems. Transfers of personal data to third parties - it allows 
the transfer of data through portability and interoperability (associated to them due to 
the modelling of the archetypes and templates of the reference model). 

2.2. GDPR Requirements not met by openEHR specifications 

This section presents the GDPR requirements that were not matched by the openEHR 
specifications: 

Regarding the requirements related to the principles of processing, the 
specification didn’t match the requirements: Limitation of personal data processing, 
Personal data accuracy, Storage limitation, Accountability and Demonstration of 
accountability. The specifications also didn’t match the requirements related to 
consent: Explicit consent, Record of consent, Data subjects consent withdrawal, 
Characteristics of consent and Lawfulness of processing after consent’s withdrawal. 
Regarding requirements related to legitimate interest, the following requirements were 
not matched: Legitimate interest of processing, Legitimate interest information, Data 
subjects objection to legitimate interest. Some requirements related to data subjects 
were also not matched: Information provided to the data subject, Means to provide 
information to data subjects, Deadline to answer data subjects request, Format for 
data subject’s request answer, Data subject’s notification of new processing, Answer 
form for data subject’s request, Data subjects access to processing information, 
Response data subject’s request, Data subjects objection to data processing and 
Personal data erasure. Regarding the requirements related to privacy notices, the 
specifications didn’t match: Privacy notices, Moment of privacy notification and 
Deadline of privacy notification. Some requirements related to the limitation of 
processing were also not matched: Limitation of personal data processing at data 
subjects request, Limitation of processing and Notification of processing limitation 
cancellation. The specifications didn’t match some requirements related to data 
breaches such as: Development of data breach notification procedures, Records of data 
breaches, Data breach description and Deadline for data breach notification.  

Regarding the requirements related to DPIA, the specification didn’t meet: DPIA 
records preservation and DPIA consultation. Other requirements that were not met by 
specifications were: Communication with other entities, Record of personal data 
protection policies, Format of records of processing activities, DPO involvement, 
Compliance with codes of conduct, Compliance with certification processes and 
Personal data transfers assurance. 
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3. Discussion 

OpenEHR acts mainly on requirements that either shape the functional layer of the 
system or relates to data traceability, integrity and confidentiality. Data protection by 
design, portability and interoperability are ensured by openEHR’s architecture, due to 
the two level modelling and separation of clinical and demographic data. Personal data 
integrity and confidentiality are mainly answered by the access control, versioning and 
audit trail specifications. Still, openEHR is a valuable tool for the fulfilment of the 
requirements that are not directly matched. It should be noted that some of the GDPR 
requirements, namely the ones related to the organizational processes, hardly could be 
met by any EHR specification standard. However, it is important to note that the 
organizational reforms that must be conducted require actions at the level of their 
organizational processes and services, but also specifically at the level of their systems.  

We propose the implementation of openEHR based systems to enforce the 
fulfilment of GDPR requirements. OpenEHR is a promising approach to the 
development of HIS compliant with GDPR, serving as an important support for 
solutions focused on the privacy and data protection by design. It provides an 
integrated environment, focused on the provision of health care and access to quality 
information but ensures the privacy and protection of personal data. 
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Abstract. Acute hospital admission among the elderly population is very common 
and have a high impact on the health services and the community, as well as on the 
individuals. Several studies have focused on the possible risk factors, however, 
predicting who is at risk for acute hospitalization associated with disease and 
symptoms is still an open research question. In this study, we investigate the use of 
machine learning algorithms for predicting acute admission in older people based 
on admission data from individual citizens 70 years and older who were hospitalized 
in the acute medical unit of Svendborg Hospital in Denmark. 

Keywords. Predictive model, Machine Learning, Acute Admission, Healthcare, 
Data Science 

1. Introduction 

As in most countries the population in Denmark (5.75 million as of 2017) has aged 
significantly. Ageing is associated with an increased risk of morbidity and acute 
hospitalization. Not only do people live longer, the proportion of elderly becomes 
relatively larger. An ageing population will increase the demand for primary and 
secondary healthcare, and it will also be reflected by an increasing number of acute 
hospital ad-missions of elderly citizens [1]. Furthermore, evidence in the literature 
indicates that a large amount of the aged patients admitted to hospitals require home care, 
and further primary care physician contacts after discharge [2]. The problem of acute 
hospitalization among the older adults will become more significant as the population 
continues to age. Patients with repeated admissions use a large amount of health care 
resources which lead to bed shortages in clinics [3]. There is a consensus that to reduce 
hospital admissions the patients with high risk for hospitalization need to be identified 
as early as possible. Hence, these individuals could be systematically monitored and 
evaluated for underlying diseases and medication effects, in order to apply preventive 
measures to avoid further deterioration and risk of hospitalization. Much research has 
been de-voted to identifying risk factors in the aged population [4], but a direct 
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comparison of existing studies is difficult due to lack of clarity and consistency in 
definitions, methodological issues, small or biased study populations, variability in the 
periods of follow-up, and vague symptoms.  

A predictive model for identifying patients at the highest risk for acute admission 
and the feasibility of using these inferred likelihoods can assist physicians in clinical 
decision making [5, 6]. In this way, an accurate predictive model helps to reduce the 
number of hospital admissions. A prediction system could be beneficial to both patients 
and doctors. Doctors can improve medical treatments for high risk individuals to avoid 
acute admission and patients may avoid some of the hazards of hospitalization, such as 
delirium, hospital-acquired infections, and functional decline [7]. In this study, the 
objective is to build a predictive model for acute hospitalization among older people 
based on the data on health care services received from the municipality. The aim is to 
predict and estimate a hypothetical time for when an acute admission will be unavoidable 
and thereby enable early preventive actions to prevent hospitalization. This should 
reduce costs while at the same time improve the home care resources and the quality of 
life for the elderly more sensible. The remainder of this paper is organized as follows. 
Section 2 presents the material and describes the extracted data for this study. Section 3 
introduces the method and designed model of the study. The techniques and the 
framework of the predictive model for acute hospital admission is presented. Finally, the 
paper is concluded in Section 4. We discuss the challenges in predictive models in the 
healthcare and illustrate the opportunities and strengths of machine learning algorithms 
in the medical domain in this section. 

2. Material  

We used data from an earlier study that was extracted data from 443 short term (<48 
hours) hospitalizations at the acute medical unit of Svendborg Hospital in Denmark [1]. 
The unique personal number (CPR-number) identifying all citizens in Denmark enabled 
tracking individual data on municipal homecare and primary care physician contacts 12 
months prior and 6 months post-acute admission – see Figure 1. 

 
 

 

 
 
 
 
 
 
 
 
 
 
 

Figure 1. Average number of minutes of home care per month, and number of primary care physician 
contacts prior and post-acute short-term hospitalization of elderly citizens aged >70 [1] 
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The cohort is used to examine the association between the hospital admission of 
older adults and a number of other variables such as the use of home care service 
provided by the municipality (i.e. services time (minutes per day), nursing care, and in-
home rehabilitation), primary care physician contacts, prior admissions, and a number of 
demographic data e.g. age, gender, marital status. The data was obtained for a period of 
one year prior to 6 months after each individual admission. 

 

3. Method and Model Design 

We investigated the applicability of machine learning algorithms for prediction of acute 
admission for the cohort. The machine learning algorithms applied the process of 
discovery of previously known patterns in the database and used that data to build a 
predictive model for new cases [8]. The most popular and essential functions in machine 
learning include predictive modelling. Machine learning algorithms can take advantage 
of medical suppliers, like clinics, hospitals, experts, and patients, by identifying efficient 
treatment and better actions [9]. The goal is recognizing new, valid, helpful, and logical 
association and patterns in data by combing large data sets to recognize patterns which 
are difficult for humans to discover. The modelling included the selection of predictor 
attributes, applying statistical methods such as cluster analysis and regression analysis to 
create a classifier. The predictor attributes used for creating the classifier includes 
demographic information of patients such as age, gender, co-morbidities and medication. 
Feature extraction is an important level in the development of any predictive model 
[10,11]. The selection of these attributes is based on evidence from the medical literature 
and health professional experts approving the applicability to identify the risk attributes 
for acute admission. Prediction attributes were validated to assess the predictive value 
with a classifier driven technique and regression models. Attributes are selected to bring 
insights into a subset of prediction variables that correlates with hospital admission of 
the patients. The aim is to build a classifier to predict who is going to need 
hospitalization, based on these attributes. 

 

 

 

 

 
 
 
 
 
 
 

 
 

Figure 2. Framework of the predictive model for acute hospital admission 
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To improve the generalizability of the model, following the popular method in healthcare 
predictive models [11], we split the dataset into two different sections: a training section 
and a test section. The training part contains 70% data of the database, and the test part 
includes the remaining patients. The training and test datasets do not overlap. Figure 2. 
shows the conceptual framework of our predictive model. Python 3.6 is used for 
statistical analysis such as building the classifier, validation analysis, and decision 
optimization. Python is a powerful and popular tool for data analysis and contains all the 
required learning algorithms. It is more robust when using large data sets than other 
similar open source packages like Weka. 

 
4. Discussion and Conclusion 
  
We investigated how to design a predictive model for acute hospital admission in older 
adults based on clinical data and using machine learning algorithms. The aim was to 
support decisions on specific preventive actions to avoid hospitalization by identifying 
several predictors for assessing the risk of hospitalization. A computational predictive 
model to forecast future instances of the morbidity in elderly patients can help to improve 
the quality of healthcare [12, 13]. However, the modelling itself face some challenges as 
the model must exhibit high accuracy to be applicable in the clinical work. Although, 
many predictive models have been developed and validated using large datasets, less 
attention has been considered to ensure sufficient reliability when the model is applied 
in decisions concerning an individual, which exactly is critical for point-of-care decisions 
[14, 15]. Model based predictive estimates are always very context sensitive and careful 
attention must be exercised when systems are transferred to different environments. This 
study is conducted at Svendborg Hospital in Denmark, using local data as training data 
as well as test data, thus, its performance may not be as good in other settings. 
Correlations within clinical data might not vary significantly between settings, this model 
however, apply essential data from homecare visits, rehabilitations, and primary care 
physicians – different health services which are specific to structural issues in the Danish 
health care sector. Applying health prediction rules across settings and to new individual 
patients is always challenging because of different symptoms, multiple conditions 
orpolypharmacy, ageing physiological diseases, high risk of complications, or risks of 
complications. Hence, validation of the rules should always be in agreement with specific 
healthcare systems or hospitals. The predictor attributes affect the composition of the 
model development, for example, all patients are not being evaluated based on the same 
laboratory tests. Some attributes have limited representations in the predictive model. 
Therefore, it could be concluded that, a more transferable model with higher efficiency 
is achieved by applying fewer context sensitive attributes associated with specific health 
environment. With under-standing which specific individuals and conditions we’re 
facing would help to offer better home medical treatments with the most benefit. 
Moreover, when machine learning algorithms gain knowledge from the human decisions, 
they also learn or replicate human mistakes, like overdiagnosis, overtesting, failing to 
realize patients who need to care, and mirroring ethnicity or gender biases. Ignoring these 
contents will result in automating and even magnifying challenges in the healthcare 
system. Knowing all these challenges demands a deep knowledge with the medical 
decisions and the data they generate, a reality that emphasizes the significance of viewing 
machine learning algorithms as thinking partners, rather than replacements, for 
physicians [16]. 
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In our future work, we will implement a predictive model for acute hospital 
admission based on the proposed framework and evaluate the performance of the 
predictive model through a cross validation. Employing the predictive models will assist 
the physicians in making decisions and enable better treatment earlier, and a major driver 
of cost by decreasing the incidence of hospitalization. 
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Abstract. Using gene markers and other patient features to predict clinical outcomes 
plays a vital role in enhancing clinical decision making and improving prognostic 
accuracy. This work uses a large set of colorectal cancer patient data to train 
predictive models using machine learning methods such as random forest, general 
linear model, and neural network for clinically relevant outcomes including disease 
free survival, survival, radio-chemotherapy response (RCT-R) and relapse. The 
most successful predictive models were created for dichotomous outcomes like 
relapse and RCT-R with accuracies of 0.71 and 0.70 on blinded test data respectively. 
The best prediction models regarding overall survival and disease-free survival had 
C-Index scores of 0.86 and 0.76 respectively. These models could be used in the 
future to aid a decision for or against chemotherapy and improve survival prognosis. 
We propose that future work should focus on creating reusable frameworks and 
infrastructure for training and delivering predictive models to physicians, so that 
they could be readily applied to other diseases in practice and be continuously 
developed integrating new data. 

Keywords. Machine-learning, colorectal cancer, survival prediction, chemotherapy, 
relapse, predicting clinical outcomes 

1. Introduction 

The early prediction of clinical outcomes in cancer therapy may inform prognosis and 
treatment decisions. Modern machine learning (ML) techniques have improved the 
prognosis accuracy by 15-20% and promise to enhance diagnosis and overall prognosis 
of cancer [1]. Kourou et al. found a growing trend to incorporate genomic data, as well 
as age, weight, diet and high-risk habits into analysis. This has led to the same type of 
cancer having different subgroups based on genes. They further identified lack of 
external validation and large datasets as main problems [1]. Colorectal cancer has been 
studied less than more frequently diagnosed cancers, such as breast and lung cancer [2]. 
In order to avoid over or under treatment (e.g. chemotherapy despite it having little 
effect) of patients with colorectal cancer, researchers have identified subgroups to 
improve prognostic accuracy for stage II and III patients [3, 4]. We apply several ML 
algorithms to predict the following clinically relevant outcomes: disease-free survival 
(DFS), survival, radio chemotherapy response (RCT-R), relapse, risk group stage II (SII), 
risk group stage III (SIII), DFS SII, relapse SII, DFS, SIII, and relapse SIII. 
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2. Methods 

We evaluated predictive methods based on a dataset of clinical and mRNA gene 
expression attributes extracted using the RT-qPCR method [5, 6] from 564 colorectal 
cancer patients who had a tumor resection at Erlangen University hospital after fall 2009. 
Of these patients, 254 (45%) suffered from rectal carcinomas and 310 (55%) from colon 
carcinomas. Age ranged from 24.5 to 97 years, with an average age of 67. 140 patients 
(24%) received neoadjuvant therapy. Of all patients 145 (26%) have experienced a 
relapse, and 113 patients (20%) have died. 

 
All models were created using the same process. Starting with data preparation, we 

then selected the most useful features for each prediction model. Following feature 
selection, survival outcomes were predicted using the methods general linear model 
(glmnet), coxph and random forest for survival (rfsrc). Non-survival outcomes or 
classical categorization models were trained using the methods glmnet, k-nearest 
neighbor (knn), neural network (nnet), C50 (decision tree), random forest (rf) and deep 
neural network (dnn). The best models were extracted according to performance 
measures described below. In order to control for overfitting, the best-performing models 
were subsequently evaluated using separate test data deliberately withheld before the 
model building process. To select features we used two approaches. 

 
Expert manual forward feature selection, where we used feedback from our clinical 

expert to identify feature groups that were likely to have an impact on the prediction. We 
then generated all predictive models using all the gene expression data, and repeated this 
step successively adding additional feature groups. The following feature groups were 
identified: Gene Expression (59 genes pre-selected as part of a prospective study on 
colorectal carcinoma [5, 6]), Localization (1), Epidemiology (4: gender, smoker, weight, 
height), Cancer Type (1: colon/rectum), Tumor Stage (1: TNM stages I-IV). 
 

Expert automatic feature selection, which was analogous to the expert forward 
feature selection process, except that instead of a simple manual forward selection we 
used the recursive feature elimination (RFE) method or for survival outcomes and 
survRandForestLearner to train random forest models. The most successful features 
were then chosen according to the effect a feature has on the respective model (variable 
importance). These features where then used for the model building process. 
 

To measure model performance for right-censored survival time data, we computed 
the so-called C-Index, while accuracy was used for the remaining models. Models with 
binary outcomes (Yes/No) were selected in accordance to the Youden-Index (specificity 
+ sensitivity – 1). This was especially important for relapse predictions among stage II 
and III patients, as these outcomes were substantially unbalanced insofar as most patients 
had “no relapse”. To establish the validity and reliability of the risk groups identified by 
Merkel et al. (2001) [3, 4] on our data, we extracted them from the data using the 
information from the literature. We then added the risk groups to the general data set as 
benchmark to test our best prediction model against using a log-rank test. The whole 
program was written in R version 3.4.0. 
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3. Results 

3.1 Machine learning model performance all stages 

The glmnet method achieved the best results predicting DFS and survival with C-Index 
scores of 0.76 and 0.87 on test data respectively. The DFS model used Gene Expression, 
Localization, Epidemiology, Cancer Type and Tumor Stage and the survival model used 
Gene expression and Localization. The model that predicted RCT-TR (Yes/No) best was 
a decision tree method using Gene expression, achieving accuracy of 0.70 on test data 
with a specificity of 0.85 and a sensitivity of 0.53. The outcome relapse could be 
predicted with an accuracy of 0.71 on test data using glmnet. This model used Gene 
Expression, Localization, Epidemiology, Cancer Type, Tumor Stage features. The 
specificity was 0.73 and the sensitivity 0.63. 

3.2 Machine learning model performance cancer stages II and III 

The stage II (134) and III (97) patients are of special interest as they allow for the most 
substantial intervention by clinicians. We predicted DFS SII using the coxph method 
with Gene Expression and Localization features. The C-Index of the model was 1 on 
training and 0.83 on test data. The glmnet method using Gene Expression, Localization, 
Epidemiology, Cancer Type predicted Relapse SII with a Youden-index of 0.7. In the 
analysis of relapse of SII and SIII the focus was on the training data, as the test data only 
had 1 and 3 positive cases respectively, which made it difficult to interpret. The model 
that predicted DFS SIII with the highest C-Index score was the rfsrc method using Gene 
Expression, Localization and Epidemiology. The C-Index of the model was 0.98 on the 
training and 0.20 on the test data, indicating overfitting of the model. The model that 
predicted Relapse SIII best was the glmnet method using Gene Expression, Localization, 
Epidemiology. The accuracy of the model was 0.71 on the training and 0.54 on test data. 

3.3 Comparing relapse prediction to subgroup benchmarks 

The model for the prediction of relapse stage II was used to divide patients into two 
groups, namely relapse and no-relapse. The survival probability of the categorization by 
the ML model was then compared to the sub stage groupings of stage II. The Kaplan-
Meyer curves in figure 1 demonstrate that the model-based subcategorization of stage II 
patients implies stronger separation of survival curves than the established classification 
from the literature. The same comparison with similar results was done for stage III 
patients. 

4. Discussion 

The glmnet method achieved the best results predicting DFS and survival with C-Index 
scores of 0.76 and 0.87 on test data respectively. These values indicate that when enough 
information is given, a very accurate prediction of survival and DFS can be made. 
Interestingly, the best model found for survival used only Gene Expression and 
Localization. This suggests that these two feature sets contain most of the relevant 
information. 
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Fig. 1: survival across high-risk and low-risk groups for stage II patients identified by the literature (left): 

survival across relapse-no and relapse-yes groups stage II patients identified by the best fitted machine 
learning model (right)  

Initially it was attempted to train a ML model that would predict all levels of 
response to radio chemotherapy as classified by the Dworak ranking, which ranks 
patients from 0 (no response) to 4 (very good response). Predicting all levels, the best 
result achieved was an accuracy of 0.40. Dimensions were then reduced to two levels by 
merging levels 3 and 4 into one class (good response) and the other levels (0,1,2) together 
into one class (no or poor response). Building a model for this reduced dimensionality a 
C50 (simple tree) model lead to a model with good specificity (0.85) and reasonable 
sensitivity (0.53) values. This is especially interesting as the model could be used to 
reliably qualify non-responders. A glmnet model using Gene Expression, Localization, 
Epidemiology, Cancer Type and Tumor Stage achieved a relapse prediction accuracy of 
0.71 and was especially good at classifying whether patients would have a relapse. The 
fact that relapse is measured on right-censored data might have skewed these results. Yet 
there is a clear difference between the survival of no-relapse and relapse patients. The 
predictions for stage II and stage III relapse were slightly worse than relapse predictions 
for all stages. This might be partly because the data available for training and testing for 
stages II and III was significantly less than the data available when all stages were 
considered. However, the relapse prediction across all stages might disguise a poor fit 
for singular levels. The data used was unbalanced as few patients had a relapse. This 
could explain why the specificity for predicting a relapse was so high, while the 
sensitivity was significantly lower. Having established this pattern, the models trained 
for stage II relapse still provide a better subgroup classification than the high risk and 
low risk groups established in the literature [3, 4]. However, as the available data was 
limited, future research should study the generalizability of these models as well as 
improve on these results. 

4.1 Clinical Relevance and potential application 

Establishing good prediction models for survival and relapse promises to help physicians 
give a more accurate prognosis of disease progression and adjust treatment decisions. 
The prediction of relapse and RCT therapy response, for example, could be used to 
decide whether patients should undergo neoadjuvant as well as adjuvant radio-
chemotherapy. The models built, despite not being perfectly accurate, are still able to 
predict an outcome better than chance and might be better than predictions made by 
physicians themselves. 
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4.2 Limitations and future work 

The amount of available data was a limiting factor, as the feature selection process 
involved the data being split into three sets rather than two. A focus on subgroups of the 
dataset also reduced the data available for some experiments. The analysis of the most 
important genes is beyond the scope of this study and should be explored in further 
research, focusing on further narrowing down the most important genes related to 
colorectal cancer. Special caution should be taken evaluating the overall importance of 
genes as we found that importance of genes depends on the prediction problem. The 
program written for this study can be applied to other datasets with minor adjustments. 
This is a first step towards automating the ML process for future projects.  

4.3 Conclusion 

We created prediction models with accuracies above 0.70 using a fully automated 
process, which predicted relevant outcomes like chemotherapy response and survival.  
The main problems identified were the availability of data and choosing the right 
performance measure to select the best model. The outcomes that were predicted with 
the highest accuracies were Relapse and RCT response (Yes/No), as well as survival and 
disease-free survival. The models could be used in future to influence therapy decision. 
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Abstract. This paper describes a technology for predicting the aggravation of 
diabetic nephropathy from electronic health record (EHR). For the prediction, we 
used features extracted from event sequence of lab tests in EHR with a stacked 
convolutional autoencoder which can extract both local and global temporal 
information. The extracted features can be interpreted as similarities to a small 
number of typical sequences of lab tests, that may help us to understand the 
disease courses and to provide detailed health guidance. In our experiments on 
real-world EHRs, we confirmed that our approach performed better than baseline 
methods and that the extracted features were promising for understanding the 
disease. 

Keywords. Electronic Health Record, Risk Prediction, Diabetic Nephropathy, 
Kidney Disease, Convolutional Autoencoder, Feature Extraction 

1. Introduction 

Diabetic nephropathy (DN) is a kidney disease which is commonly complicated with 
diabetes mellitus [1]. For its risk prediction and detailed health guidance, growing 
attention is being paid to analyzing the electronic health records (EHRs) [2,3]. While 
most of the previous studies focused on past medical histories or lab tests at certain 
time points [4], using the long-term information available in EHR may be of help in 
risk prediction and lead to better understanding of the disease. 

This paper proposes a machine learning-based approach to risk prediction for 
aggravation of DN from EHR. The major features of our system are twofold. First, the 
system can predict the risk incorporating the long-term 
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Figure 1. Event sequence of lab tests and its matrix representation. The horizontal and vertical axes 
respectively correspond to time stamps and different lab tests. Triangles indicate the values of the lab tests on 
the corresponding time; red and blue mean high and low values, respectively.  

temporal information by using the features extracted from an event sequence of lab 
tests in EHR. Second, the extracted features are interpretable, which helps us to obtain 
knowledge about the characteristics and long-term course of DN. 

To implement the above features, there were technical hurdles to overcome for 
each. In particular, our challenge for the first feature was how to handle the event 
sequence. As shown in Figure 1, since the events are recorded irregularly, when 
extracting features from that, we need to consider the time shift invariance and 
correlations between lab tests on both local and global time scales. This requires a 
hierarchical convolution and pooling mechanism across time in the feature extraction 
process. 

The challenge for the second feature was how to make the extracted features 
interpretable while meeting the above requirement. It may be helpful if we can consider 
that the features are represented by affiliations to a small number of typical patterns of 
lab-tests sequence, i.e., some kind of filter for the sequence. This is because we can 
obtain these typical patterns through inverse analysis of the feature extractor and the 
extracted features can be interpreted as the similarities to these few patterns. 

To meet these challenges, we propose a solution based on the convolutional 
autoencoder [5]. We will show that our approach performs better than baseline methods 
in experiments predicting aggravation on real-world EHRs. The extracted features 
reveal the typical sequences that are related to aggravation. 

2. Methods 

Our goal is to construct a prediction model for aggravation of DN from stage 1 to stage 
2 after 180-days from the latest record in the input EHR, while keeping interpretability. 
We are given real-world EHRs obtained from 30,810 patients in a Japanese hospital. 
The aggravation label of the -th input EHR is defined as  such that  
and  respectively represent that the patient stayed in stage 1 and that the one 
progressed to stage 2 after 180 days. The -th input EHR is represented as a 180-day 
sequence of real-valued results of the lab tests and basic patient information, where we 
represent the sequence as a matrix  whose horizontal dimension corresponds 
to the time stamp (time length  by taking the mean of each 10-day result in the 
180 days) and whose vertical dimension corresponds to the lab tests having  
attributes, as shown 
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Figure 2. Risk prediction framework via interpretable feature extraction from EHR.  

in Figure 1, similar to [6]. The basic information is a vector, , consisting of age and 
sex, which is decoded as a combination of one hot vectors for age (every 10 years) and 
sex (man or woman). Using a total of  sets of the labels, matrices, and vectors, 

, we learn the model for predicting  from . 
Figure 2 summarizes the concept of the proposed framework. For the matrices 

, we first learn a stacked convolutional autoencoder (SCAE) repeatedly 
applying one-dimensional convolution and pooling across time as a hierarchical feature 
extractor from the sequence. Then, we learn the prediction model for the aggravation  
from the SCAE outputs with the basic information of patients . Finally, since the 
output of the SCAE becomes affiliations to a small number of typical patterns, we 
generate typical sequences of lab tests as those that maximally activate the SCAE 
outputs, which describe the features extracted with the SCAE. 

First, for learning the SCAE, we minimize the following reconstruction error 
across the  lab-tests sequences : 

         (1) 
where the function  is a feature extractor repeatedly mapping the input to the latent 
representations. We define the latent representation in the -th layer as . Then, we use 

 to reconstruct the input by performing a reverse mapping . As 
shown in Figure2,  has five hidden layers: 1) a convolutional layer with 64  
filters; 2) a max-pooling layer of  filter; 3) a convolutional layer with 64  
filters per map; 4) a max-pooling layer of  filter; 5) a fully connected layer of 128 
hidden neurons. The -th feature map in the -th convolutional layer is a deterministic 
function, , where  is an activation function (we used 
a ReLU [7]) and the operator  denotes a one-dimensional convolution across time with 
parameters  and . The max-pooling layers down-sample the latent 
representation by taking the maximum value over sub-temporal regions. The fully 
connected layer is also a deterministic function, , where  and 

are parameters. The first convolutional layer receives its input from  as , and 
each of the other layers receives its input from the latent representation of the layer 
below. The reconstruction function  is the transposed convolution [8]. 
Through the unsupervised learning, the SCAE  works as a function that extracts 
features from an event sequence of lab tests without manually designing the function. 
The SCAE can capture local and global temporal information in early layers and later 
layers, respectively. As feature extraction results, we used 128-dimensional features  
that were the output of the 5-th layer. 

Next, we learn the prediction model for  from the joint feature vector  
by solving an L1-regularized binary classification problem defined as 
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Table 1. Comparison of proposed and baseline methods in terms of mean AUC (higher is better). 

Basic Basic + Latest Basic + Stats SCAE Proposed (Basic + SCAE) 
0.60 ± 0.01  0.63 ± 0.01 0.62 ± 0.01 0.64 ± 0.01 0.66 ± 0.01 

  
Figure 3. Comparison of sequences between patients who stayed in stage 1 and those who progressed to 
stage 2. Red and blue squares mean high test value and low-test value, respectively.  

,             

(2) 
where  and  are parameters, and the functions  and  are the cross 
entropy and sigmoid function, respectively. Using the learned parameters,  and 

, we can predict the probability of the label for the new data as 
.        (3) 

Finally, we output a typical sequence  for the -th feature, , through inverse 
analysis solving the following optimization problem: 

(4)
where we extract the pattern by maximizing the activation of . We can interpret 
the feature as the similarity to the pattern. 

We used ADAM with the recommended hyper-parameters in [9] and mini-batches 
of 128 examples for the above optimization problems. 

3. Results 

Table 1 compares the results of the proposed method with those of the baseline 
methods that use the same prediction model as ours (Eq. (3)) but input different 
features from ours, i.e., only basic information (basic), basic information and the latest 
values of lab tests (basic + latest), basic information and basic statistics of the 180-day 
lab-tests sequence consisting of mean, standard deviation, and 

 quantiles (basic + stats), and only SCAE outputs (SCAE). 
We evaluated the results with regard to the mean of the Area Under the Curve (AUC) 
in ten-fold cross validation using the given real-world EHRs and also computed the 
standard deviation of the AUC. Here, we set the regularization parameter candidates to 

 for all of the above methods and selected the optimal one 
by using five-fold cross validation in the training data of each cross-validation step. 
From Table 1, we can see that the mean AUC of the proposed method is better than 
those of the baselines. This shows that the SCAE can extract good features from the 
EHRs for the prediction.  

Figure 3 is a comparison between a typical 180-day lab-tests sequence  in Eq. (4) 
of patients who stayed in stage 1 and those who progressed to stage 2, and it 
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shows features having notable differences between these groups. We determined  
for the groups respectively as the latent representations having the lowest and highest 
values of the weights . In the typical sequences of patients who progressed to 
stage 2; the values of the creatine phosphokinase (CPK) and body mass index (BMI) 
are increasing over time, the glomerular filtration rate (eGFR) value has opposite 
characteristic from them, and the potassium (K) value fluctuates through time. These 
results are mostly consistent with knowledge about DN. Additionally, if only the latest 
lab test values were analyzed, it would miss such temporal behaviors of the lab tests 
that we discovered. We can show typical sequence for each latent representation in 
each middle layer. Here, we omitted them due to space limitations. 

4. Conclusion 

We demonstrated that the proposed method can predict aggravation of diabetic 
nephropathy with higher accuracy than baseline methods by using features extracted 
from EHR by the SCAE. We could obtain the typical patterns for interpreting the 
extracted features. The next step is to combine our prediction model with other 
information, such as medication. Thanks to the unsupervised nature, the extracted 
features by the SCAE can be used flexibly for modeling with any features extracted by 
other methods. Considering what new information can be obtained from the extracted 
typical patterns is another interesting topic.  
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Abstract. Emergency room(ER) visit prediction, especially whether visit ER or 
not and ER visit count, is crucial for hospitals to reasonably adapt resource 
allocation and` for patients to know future health state. Some existing studies have 
explored to use machine learning methods especially kinds of general linear model 
to settle down the task. But, in the clinical problems, there exist complex 
correlation between targets and features. Generally, liner model is difficult to 
model complex correlation to make better prediction. Hence, in this paper, we 
propose to use two non-linear models to settle the problem, which are XGBoost 
and Recurrent Neural Network. Experimental results show both methods have 
better performance. 

Keywords. ER visit prediction, EHR, Machine Learning 

1. Introduction 

One of the central goals of the Affordable Care Act is to improve access to health care, 
which was expected to decrease the number of emergency room (ER) visits as patients 
relied on their primary physicians rather than visiting the ER for non-emergency 
conditions [1]. Hence, ER visit prediction, especially whether visit ER or not and ER 
visit count, is crucial for hospitals to reasonably adapt resource allocation and for 
patients to know future health state. Some studies have explored to use machine 
learning methods to settle down the task. [2] proposed to use logistic regression to 
make whether ER visit prediction. [3] proposed to use linear regression to model the 
correlation between ER visit count and clinical features to make a prediction. Both 
logistic regression and linear regression models can be considered as the generalized 
linear model, which means they work better when the data has a linear shape. But, in 
the clinical problems, there exists complex correlation between objects and features. 
Generally, liner model is difficult to model complex correlation to make better 
prediction. Hence, in this paper, we propose to use two non-linear models to settle the 
problem, which are Extreme Gradient Boosting (XGBoost)[4] and Recurrent Neural 
Network (RNN)[5]. XGBoost is a novel sparsity-aware algorithm for sparse data and 
weighted quantile sketch for approximate tree learning. Recurrent neural network 
(RNN) is a class of artificial neural network which can exhibit dynamic temporal 
behavior. Both models have more complex model structure and stronger fitting ability. 
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2. Problem Definition 

In this paper, there are two ER-related prediction tasks, whether visit ER prediction 
(task 1) and ER visit count prediction (task 2). Based on observed HER data in this 
year, both tasks make ER related value prediction in the next year. 

Assuming there are n patients, there are two label sets Y={yi, i=1,…,n} and P={pi, 
i=1,…,n}, where yi N represents ER visit count of i-th patient in the next year and pi

{0,1} represents whether visit ER of i-th patient in the next year.  
There are basis feature set F={fi, i=1,…,n}, where fi is denoted as feature vector of 

i-th patient extracted from current year data. The features contain demography features 
and historical summary features. The demography features contain sex, age and so on. 
The historical summary features contain cost statistic, hospital visit statistic, ER visit 
statistic, disease statistic and so on. 

Additionally, for furthermore recurrent neural network exploration, we also 
extract visit logs of patients to organize visit sequence features for each patient, V={vi, 
i=1,...,n} where vi presents the visit sequence of i-th patient. For i-th patient visit 
sequence, vi={vi1, vi2, ..., viT(i)}, where T(i) indicates the length of the visit sequence of 
i-th patient in the EHR data. We denote all the unique diagnose codes from the EHR 
data as C = {c1,c2,···,c|C|}, where |C| is the number of unique diagnose codes. Thus, in 
visit sequence vi, each visit vit {0, 1}|C|

 is denoted by a binary vector where the j-th 
element is 1 if the visit contains the code cj. Each diagnosis code can be mapped to a 
node of the International Classification of Diseases (ICD-9)2. 
Figure 1 shows the prediction problems. 

 
Figure 1. Problem definition (Take data of i-th patient for example. For i-th patient, vi is the extracted 

sequence feature. fi is the extracted basis feature and task target is to predict value pi or yi). 

3. Model Description 

3.1. XGBoost 

XGBoost[4] is a novel sparsity-aware algorithm for sparse data and weighted quantile 
sketch for approximate tree learning. It is an implementation of gradient boosted 
decision trees designed for speed and performance. It is used for supervised learning 
problems, where we use the training data Xi (with multiple features) as input to predict 
a target variable Yi which is considered as label. The model usually refers to the 
mathematical structure of how to make the prediction Yi given Xi. The prediction value 
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can have different interpretations, depending on the task, i.e., regression or 
classification.  
    In this paper, in order to apply XGBoost method, we use extracted basis features as 
input and use separately ER visit count and Whether visit ER as label.  

3.2. Recurrent Neural Network.  

Recurrent neural network (RNN)[5] is a class of artificial neural network where 
connections between units form a directed cycle. This allows it to exhibit dynamic 
temporal behavior. Unlike feedforward neural networks, RNNs can use their internal 
memory to process arbitrary sequences of inputs. Basic RNNs are a network of neuron-
like nodes, each with a directed (one-way) connection to every other node. Each node 
(neuron) has a time-varying real-valued activation. Each connection (synapse) has a 
modifiable real-valued weight. Nodes are either input (receiving data from outside the 
network), output nodes (yielding results) or hidden nodes (that modify the data route 
from input to output). For supervised learning in discrete time settings, sequences of 
real-valued input vectors arrive at the input nodes, one vector at a time. At any given 
time step, each non-input unit computes its current activation (result) as a nonlinear 
function of the weighted sum of the activations of all units that connect to it. 
Supervisor-given target activations can be supplied for some output units at certain 
time steps. 

 
Figure 2. Recurrent neural network model 

In this paper, we adapt basic recurrent neural network to model sequence feature 
data and basis feature data. Figure 2 shows proposed recurrent neural network model. 
In the model, we use typical Long short-term memory (LSTM)[6] as recurrent unit, 
which are a special kind of RNN, capable of learning long-term dependencies. As 
introduced above, we use visit sequence of patients as inputs of RNN. While each visit 
vector vit of each patient visit set vi is sparse where a small part of values is 1 else 0, the 
sparse input will impact parameters fully learning. Hence, we firstly embed the visit 
vector as dense vector using typical embedding method word2vec[7]. Through RNN 
learning, each step will generate out value ht, which can be seen as distillation feature 
of current step. Then, we apply attention-based learning to ensemble all outs (h0, h1, …, 
hT(i)) to generate new vector. Then, we use sigmoid function to map the generated 
feature vector to generate new feature vector GL as blue stick in Figure 2. Similarly, for 
basis feature vector fi, we also use sigmoid function to map the basis feature vector fi to 
generate new feature vector GR as orange stick in Figure 2. Then we concatenate 
vectors GL and GR to construct final feature vector G. In the end, we use least square as 
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loss function to model correlation between feature vector G and ER visit count for task 
1 ER visit count prediction; we use logistic cross entropy as loss function to model 
correlation between feature vector G and the target whether visit ER for task 2 whether 
visit ER prediction. 

4. Experimental Setting 

In this section, we evaluate the performance of both methods in real-world datasets. 
Firstly, we describe the datasets. Then we describe evaluation methods. In the end, we 
present the experiment results with discussions.  

4.1. Dataset description 

We conducted experiments on real-world EHR dataset. The data is an actual collection 
of logs of patient hospital-visit which contain visit time, diagnoses, cost information 
and corresponding ER flag.  

Firstly, we extract the first-year data from the original data to construct new 
feature dataset which contains 6 thousand patients, 0.1 million visits and hundreds of 
unique diagnose codes. For each chose patient, we extract corresponding second-year 
ER information as label data from original data.  

Secondly, we construct basis features from the new feature dataset. Each patient 
has a corresponding basis feature vector. The basis feature vector contain gender (Male 
or Female, filled with 1 or 0), age, 27 chronic conditions 3 (if patient meet some 
conditions, the corresponding values is filled with 1 else 0), patient hospital-visit count 
and total cost, ER visit count, cost & count in the top-5 frequent and top-5 cost 
diagnoses. 

Then, we reorganize the visit log according to sequence feature construction of 
section 2 to adapt to RNN learning. 

We set the proportion of validation set, training set and testing set 1:8:1. 

4.2. Evaluation 

To evaluate ER visit count prediction (task 1) results, we adopt standard regression 
evaluation metrics R-squared value. R-squared value is a statistical measure of how 
close the data are to the fitted regression line. It is also known as the coefficient of 
determination. 

To evaluate Whether visit ER prediction (task 2), we adopt standard classification 
evaluation metric, the area under the curve(AUC). AUC value is often used as a 
measure of quality of the classification models. A random classifier has an area under 
the curve of 0.5, while AUC for a perfect classifier is equal to 1. In practice, most of 
the classification models have an AUC between 0.5 and 1. 

4.3. Experimental Results 

In this part, we conduct separately Logistic Regression, XGBoost and RNN on the 
generated experimental data for task 1, and Linear Regression, XGBoost and RNN for 
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task 2. The basis features are applied in all of three methods. The sequence features just 
are used in RNN. For RNN, we conduct RNN-100, RNN-50 and RNN-10 with 
different embedding sizes 100, 50 and 10. 

4.3.1. Task 2 Whether visit ER prediction 

We show the experimental results in Table 1. We can find that both XGBoost and RNN 
have better performance than traditional linear logistic regression method. Compared 
with logistic regression, XGBoost and RNN have more complex model structure and 
stronger fitting ability. Additionally, XGBoost has best performance among three 
methods. Moreover, with growth of embedding size, performance gets better.  

Table 1. Whether visit ER prediction 
 Linear Regression XGBoost RNN-100 RNN-50 RNN-10 
AUC 0.6455 0.6974 0.6881 0.6804 0.6766 

4.3.2. Task 1 ER visit count prediction 

We show the experimental results in Table 2. We can find that both XGBoost and RNN 
have better performance than traditional linear regression method. Compared with 
logistic regression. Additionally, RNN has best performance among three methods. 
Compared with XGBoost, RNN uses additional sequence features besides of basis 
features to learn disease state evolving features of patients. Different from finding of 
task 1, experimental results show using sequence features can improve prediction 
performance. 

Table 2. ER visit count prediction 
 Logistic Regression XGBoost RNN-100 RNN-50 RNN-10 
R-squared 0.1784 0.3354 0.3421 0.3405 0.3367 

5. Conclusion 

In this paper, we propose to use two non-linear models to settle the problem, which are 
XGBoost and Recurrent Neural Network. Experimental results show both methods 
have better performance and using sequence features can improve performance of ER 
visit count prediction. 
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Abstract. Patient experience is an emerging concept that supports the improvement 
of healthcare services through identified patient expectations and experiences. In 
addition to structured feedback through official channels, experiences about 
healthcare appear increasingly in digital services and social media. We explore a 
new patient experience harvesting process based on linguistic patterns to identify 
relevant expressions in online discussions about children’s health. Our results from 
the analysis of 98 229 unique sentences suggests that the 7-step process can be useful 
in discovering patients’ evaluations of their care experiences. We propose ways to 
extend the process to other care contexts by adjusting the semantic reference models. 

Keywords. patient experience, word collocations, online discussions 

1. Introduction 

Patient experience (PX) reflects events across the continuum of care including focus on 
personalized care, patient-centered care and patient satisfaction [11]. However, as a 
concept, PX is still fragmented and flexible: It covers a broad range of topics including 
information and communication, patient's emotions, knowledge, opinions and decision-
making. Conceptually, PX connects to physical conditions and health behavior [3, 5, 9]. 
A known instrument for gathering patient feedback is the HCAHPS (Hospital Consumer 
Assessment of Healthcare Providers and Systems satisfaction survey) [12]. HCAHPS is 
implemented as a questionnaire, which is suitable to handle pre-categorized and 
structured data. Real life, however, often escapes the rigid formats of such measures. 

Standardized surveys enable longitudinal monitoring of patient satisfaction. Reasons 
for changes in measures with related experiences, however, are not easily identifiable so 
that they would support detailed improvement actions in healthcare. At the same time, 
patients increasingly voice their views in the “digital world” at online forums in order to 
get peer support and to compare experiences. To certain extent, such online discussions 
can form a valuable database of organic unstructured expressions describing healthcare 
experiences. As digital communication in healthcare increases, new approaches are 
needed to answer this call. Currently, the potential of large text corpuses is largely 
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unrealized due to the limitations of qualitative methods and traditional statistical 
approaches to handle masses of online discussion information. Recent studies address 
how identification of patterns of linguistic health data can help to support care [2, 7]. 

In this article, we present a mixed method process combining qualitative and 
computational estimations. We harvest patient experience expressions from online 
discussions concerning children’s health. The source of the online discussions is the 
Finnish Suomi24 discussion forum [10], providing a rich set of unmoderated expressions. 
Our exploration can serve as the basis for automated harvesting of patient experience in 
emerging digital communication platforms in healthcare. 

2. Objectives and research questions 

Our objective is to study how online discussions reveal patients’ experiences. What is 
the organically formed, unprompted “online language” about patients’ experiences? Due 
to the nature of the data, we explore what could be a recommended process to efficiently 
find focused expressions from masses of data. Our research questions are following: Q1: 
How do patients express their experiences on care in digital/online discussions? What 
words and expressions do they use to convey PX? Q2: How can we find the relevant PX 
expressions from masses of text? What process can be used to extract the valuable 
expressions? The practical aim is to define an effective method for finding and 
identifying relevant expressions in online discussion for improving patient experience.  

3. Data and methods 

The source of the online discussions is the Finnish Suomi24 discussion forum in a time 
frame 2001-2016. It is available as an annotated data set for linguistic research purposes 
at the Language Bank of Finland [10]. The data is supplied with a morphosyntactic 
annotation that is based on Turku Dependency Parser. Our set of 98 229 unique sentences 
from discussion category Children’s health (‘Lasten terveys’ in Finnish) have been 
extracted and further computationally analyzed with various R language scripts by author 
LL. Analysis of the sentences in the data set is facilitated by having the part-of-speech 
tags indicated for each word in the sentences. 

In our procedure, we combine qualitative rating and thematic analysis with 
quantitative methods. Many common statistical tests are designed for independent and 
identically distributed data and do not suit well for measuring all kinds of associative 
patterns of data, such as collocation of words in texts. The frequency of a word pair 
collocation can indicate the popularity of a certain expression, but many distinctive 
patterns can remain unnoticed due to the noise caused by dominant but trivial words. 
Log-likelihood has been proposed as a convenient measure for analyzing associative 
patterns of data [1, 4]. Likelihood ratio tests rely on the ratio computed between the 
maximum likelihood of the observed data in respect to the null hypothesis and its 
unconstrained maximum likelihood. Computation of log-likelihood values can be carried 
out with a multinomial sampling distribution. 
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4. The 7-step PX harvesting process (PX-HARV) 

Author LL calculated frequency and log-likelihood values for all word pair collocations 
in 98 229 sentences (Step 1). Our extraction of the PX expressions started by identifying 
word pair collocations that define a relationship between a PX relevant noun and 
adjective (e.g. “sick child”). The authors formulated 72 Finnish key terms2 to be matched 
with at least one word in adjective-noun or noun-adjective collocations occurring in 
98 229 sentences. These key terms were formed based on the conceptual themes of two 
patient experience instruments: the HCAHPS [12] and a newly developed survey for the 
parents of pediatric patients (PPX) [6] (Step 2). Among collocations matching with the 
key terms author LL extracted the 16 highest-ranking word pairs3 in respect to frequency 
and log-likelihood to be used for further analysis, 20 word pairs when overlaps removed 
(Step 3). These 16 highest-ranking word pairs occurred in 869 unique sentences. The 
three authors independently reviewed each of these 869 sentences and evaluated whether 
the sentence contained a description of patient experience (yes/no) (Step 4). Based on 
this identification task, we formed a ranking of word pairs: How likely is it that certain 
word pairs can reveal sentences describing patient experience from the data set? The 
ranking was based on relative frequency indicating how many of the word-pair sentences 
were identified as “contains a PX expression” by all three authors (Step 5) (Table 1). 

Table 1. Highest-ranking word pairs for which all the three authors agreed that the sentences represent PX 

Word pair  Frequency of sentences 
for the word-pair 

category 

 Proportion of sentences about 
PX in the word-pair category 
agreed by all three authors 

Adjective Noun 

private doctor  35  0.80 
good care  29  0.76 

private healthcare provider  21  0.71 
own doctor  27  0.63 

Further analysis was done with 50 sentences for the word pairs “private doctor” 
(“yksityinen lääkäri”, PD) and “good care” (“hyvä hoito”, GC), since these word pairs 
reached the highest proportion of sentences about PX agreed by all three authors, and 
they also represent a general theme in common vocabulary in respect to healthcare 
services (Step 6). The three authors independently evaluated 28 “private doctor” 
sentences (0.80×35=28) and 22 “good care” sentences (0.76×29≈22) in respect to their 
semantic fit with HCAHPS and PPX categories (Table 2) (Step 7). 

Table 2. HCAHPS and PPX categories used in the classification of the 50 PX sentences 
HCAHPS categories [11] PPX categories [6] 

C1. Communication with nurses and doctors C2. The 
responsiveness of hospital staff C3. The cleanliness and 
quietness of the hospital environment C4. Pain 
management C5. Communication about medicines C6. 
Discharge information C7. Overall rating of hospital 

C8. Would they recommend the hospital 

C9. Success of the treatment C10. Arrangements for the 
treatment C11. Personnel C12. Relation/attitude to the 
illness C13. Support and arrangements for everyday life 

 

  

                                                           
2 72 key terms and other details of the analysis are available in our open data supplement (see [8]). 

3 20 word pairs (overlaps removed): sick child (frequency 102; log-likelihood 535.09), other symptom (98; 
345.01), own experience (97; 489.80), other experience (78; 311.53), domestic grain (49; 735.68), allergic 
reaction (46; 529.71), positive feedback (40; 571.39), neurologic illness (37; 329.22), private doctor (33; 
158.10), corresponding experience (32; 276.32), effective substance (30; 448.94), personal assistant (30; 
423.40), good care (29; 97.32), personal experience (29; 357.29), neurologic examination (28; 226.13), own 
doctor (28; 25.83), appropriate answer (23; 267.94), academic hospital (21; 270.47), private healthcare provider 
(21; 272.46), negative feedback (17; 231.74) 
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5. Results 

 28 PD sentences and 22 GC sentences were labeled with HCAHPS and PPX categories 
by all three authors (Table 3). HCAHPS categories received labels less evenly than PPX. 
The HCAHPS categories C3 (the cleanliness and quietness of the hospital environment) 
and C4 (pain management) did not receive any labels from the authors. Categories C5 
(communication about medicines) and C6 (discharge information) received only few 
labels. For the sentences to which all three authors gave the same HCAHPS category 
label, C7 (overall rating of hospital) received the highest number of labels (11). C8 
(would they recommend the hospital) received 6 labels, C1 (communication with nurses 
and doctors) 5 labels, and C5 (communication about medicines) 1 label. For the sentences 
to which all three authors gave the same PPX category label, C9 (success of the 
treatment) received the highest number of labels (5). Both HCAHPS and PPX received 
labels relatively equally on PD sentences. PPX, however, received more labels on GC 
sentences than HCAHPS . Among 50 sentences on PD or GC, 8 sentences were given 
the same HCAHPS and PPX category labeling by all three authors. Examples of such 
sentences are “Good care and nice personnel” and “We visited an expensive private 
doctor, said that it was just some rash”. 
Table 3.  Amount of sentences getting the same HCAHPS [12] or PPX [6] category label by the authors (28 

"private doctor" (PD) sentences and 22 "good care" (GC) sentences) 

Same HCAHPS category label for the sentence  Same PPX category label for the sentence 
Cate
gory 

 Same label from 
all three authors 

Same label from 
at least 2/3 
authors 

Cate-
gory 

Same label 
from all three 
authors 

Same label from 
at least 2/3 
authors 

C1 5 (PD 5; GC 0) 8 (PD 6; GC 2) C9 5 (PD 3; GC 2) 13 (PD 4; GC 9) 
C2 0 (PD 0; GC 0) 6 (PD 3; GC 3) C10 0 (PD 0; GC 0) 10 (PD 6; GC 4) 
C3 0 (PD 0; GC 0) 0 (PD 0; GC 0) C11 0 (PD 0; GC 0) 6 (PD 5; GC 1) 
C4 0 (PD 0; GC 0) 0 (PD 0; GC 0) C12 0 (PD 0; GC 0) 11 (PD 1;GC 10) 
C5 1 (PD 1; GC 0) 1 (PD 1; GC 0) C13 0 (PD 0; GC 0) 5 (PD 1; GC 4) 
C6 0 (PD 0; GC 0) 0 (PD 0; GC 0)    
C7 11 (PD 1;GC 10) 11 (PD 3; GC 8)    
C8 6 (PD 4; GC 2) 6 (PD 4; GC 2)    

 

6. Discussion and conclusions 

Our results suggest that the 7-step PX harvesting process can be used in discovering 
patients’ evaluations and descriptions of their care experiences. The method mixes 
quantitative and qualitative methods enabling the use of big data sources for finding 
practical insights supporting healthcare service improvement. Computational methods 
enable the use and effective filtering of large data sources and human interpretation adds 
significance and semantic certainty on the revealed expressions. 

Our process focused on statements of patients’ expressions about healthcare in 
Finnish online discussions. For children’s health, word pairs “good care” and “private 
doctor” were expressions that led us to PX focused sentences that fit conceptual 
categories in patient feedback and experience models (HCAHPS [12], PPX [6]). The 
expressions relating to HCAHPS addressed overall rating of hospital, recommendations 
of hospitals, and communication with nurses and doctors. The PPX related expressions 
addressed success of the treatment, relation/attitude to the illness, and arrangements for 
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the treatment. Overall, it appeared that the continuum of care in respect to PPX, including 
patient-centered care, was rather well covered by these expressions. 

For systematic semantic focus, our “PX-HARV” method requires the usage of a 
conceptual reference model such as HCAHPS or PPX. By changing the conceptual 
reference models, the process may be used in other contexts of care. With proper 
conceptual framing, we anticipate that our method can be applied, for instance, to analyze 
online discussions regarding pregnancy with a pregnancy-related PX survey or prostate 
cancer discussions with a prostate cancer specific content. 

The increasing amount of healthcare communication in a digital form provides 
interesting possibilities for computer-supported semi-automatic analysis of PX. Our 7-
step process can serve as the basis for automated harvesting of patient experiences in 
emerging digital communication platforms in healthcare, such as chat-based healthcare 
services. For practical purposes, our proposed process may still be too labor-intensive 
requiring several persons to manually classify the sentences. Therefore, further work on 
the PX harvesting process would benefit from focus on increased efficiency in spotting 
relevant experience statements. Future work should focus on automating some of the 
qualitative steps in the process and explore longer phrases with machine learning. 
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Abstract. This paper presents an approach for an evaluation of finished 
telemedicine projects using qualitative methods. Telemedicine applications are said 
to improve the performance of health care systems. While there are countless 
telemedicine projects, the vast majority never makes the threshold from testing to 
implementation and diffusion. Projects were collected from German project 
databases in the area of telemedicine following systematically developed criteria. In 
a testing phase, ten projects were subject to a qualitative content analysis to identify 
limitations, need for further research, and lessons learned. Using Mayring’s method 
of inductive category development, six categories of possible future research were 
derived. Thus, the proposed method is an important contribution to diffusion and 
translation research regarding telemedicine, as it is applicable to a systematic 
research of databases. 

Keywords. Telemedicine, eHealth, care, qualitative research, future research 

1. Background 

Since the beginning of the application of ICT in health care, high expectations were 
linked to eHealth solutions [1]. During the last 15 years, the number of innovative 
eHealth solutions increased dramatically [2]. Based on Rogers’ Diffusion of Innovations 
Theory [3] and relying on Bashshur’s taxonomy of telemedicine solutions [4], van Dyk 
names four types of barriers to be studied further: (1) technical, (2) behavioural, i.e. user-
centred, (3) economical and (4) organizational [5]. Yet, scientifically valid evidence 
regarding the long-term benefits and potential risks of approaches using eHealth and 
telemedicine are still missing, vague or focussing only on isolated solutions [6]. Financial 
support is mostly focussing on setting-up telemedicine programs rather than on their 
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evaluation [7]. This leads to a paucity of studies systematically evaluating barriers of 
telemedicine projects [8]. Frameworks for implementing telemedicine projects mostly 
rely on analyses of secondary data from at least partly finished projects [5], [7]. The 
NICE (National Institute for Health and Care Excellence) database summarises relevant 
disease-specific evidence focussing on effectiveness. However, the database does not 
provide guidance on how to overcome challenges referring to failure of projects during 
implementation and scaling-up, which is frequently associated with a phenomenon called 
“pilotitis” [9], [10]. This is because the uptake of NICE guidelines is slow due to a lack 
of incentives [11]. 

Therefore, the aim of this study is to develop a methodology to systematically 
identify and categorise obstacles and research gaps by analysing lessons learned of past 
telemedicine projects. Qualitative content analysis [12] of lessons learned from finished 
projects identified in a database analysis is conducted. The systematically derived 
definition of telemedicine by Sood et al. was employed to identify eligible projects [13]. 
A terminological ontology provided by Otto et al. allowed for further distinguishing the 
terms eHealth and telemedicine [14]. The paper presents the methodological approach 
and first findings of an ongoing research project as well as practical implications. 

2. Methods and Preliminary Analysis 

2.1. Proposed Selection Process and Description of Qualitative Content Analysis 

A database-centred approach was chosen to identify studies of interest (Figure 1). In a 
first step, a desktop research resulted in three health-related project databases, containing 
260 projects in total. Within these databases, the authors identified projects relating to 
telemedicine based on the definition provided by Sood et. Consequently, to be included, 
a project has to aim primarily at (a) using ICTs, (b) improving patient care and/or target 
the education of patients, while (c) applying technology to cover distance to either send 
patient data or deliver care [13]. During data collection from July to October 2017, 
projects still running at that time were excluded from the analysis. As a next step, a 
desktop research has to be carried out to collect project reports and publications. If 
publications cannot be found, the respective projects will be excluded.  

 
Figure 1: Project Identification and selection of projects 

After extracting basic characteristics of the projects, quotes were taken from both 
project reports and scientific publications reporting conclusions, recommendations and 
limitations (Figure 2). The relevant fragments of text were categorised following 
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Mayring’s method of inductive category development. According to this method, no ex-
ante knowledge of the material to be analysed is assumed. Instead, the text material 
described above is examined for underlying broad patterns, called categories. 
Paraphrases of each text fragment concerning lessons learned or the like were then added 
to these categories [15]. 

 
Figure 2: Process of Qualitative Content Analysis 

2.2. Pre-Test of Project Selection and Categorisation  

A pre-test was conducted by five researchers to determine whether the three criteria 
stated above ((a) – (c)) make it possible to unambiguously include a project for further 
research. For ten projects, all researchers made seven undisputed decisions, while three 
projects were to be discussed. The discussion could be reduced to the question whether 
the given telemedicine technology was used to administer care to a patient directly. 
Based on the 104 peer-reviewed definitions of telemedicine collected and analysed by 
Sood et al. a systematic analysis of the included definitions of “care” was carried out. 

The analysis revealed that, apart from the differentiation of the terms eHealth and 
telemedicine, telemedicine itself can be defined using two approaches. The majority of 
definitions interpreted care in a narrow sense referring to a direct benefit for the patient 
due to diagnosis, medical education, treatment, care and/or rehabilitation. The minority 
of definitions interpreted care in a broader sense, e.g. education/training of professionals 
or consultation of experts. Based on these findings, the inclusion criteria of the database 
analysis were adapted: (a) use of ICTs, (b) directly/immediately improving patient care 
and/or target on education of patients, (c) applying technology to cover distance to either 
send patient data or deliver care. A second pre-test, based on these criteria, led to a 
unified understanding of which projects to include. 

For testing the qualitative evaluation methodology, the seven previously identified 
plus three additional projects from the GEMATIK2-database were selected according to 
the consolidated inclusion criteria. After analysing the reports, one project proved not to 
fulfil the “care”-criterion. Reports could be found on all but one of the remaining nine. 
Six projects presented their results as a research paper in a journal. Two offered only a 
white paper. In six out of eight reports, limitations, need for further research, open 
questions and/or lessons learned were mentioned. The resulting structural categories and 
their frequencies are shown in Figure 3. 
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Figure 3: Finding of Pre-Test including categories and sub-Categories  

Six categories of lessons learned, need for further research, and/or open questions 
were identified on the basis on n=10 projects. Aspects concerning the technology in use 
formed the largest. With ten paraphrases being subsumed, the category allowed for the 
formation of sub-categories. Five paraphrases were subsumed under range of 
functionalities required by the end user, yet missing from the original design, e.g. 
personalised messages or interactive functions. The second sub-category, tailoring, 
accounts for two barriers rooted within the patient group using the application, e.g. 
missing ease of use. Finally, characteristics of human-computer interaction (n=2) 
referred to the behavioural change that is required when using a technical device for 
health care, e.g. relinquishing human contact. 

The second broad category, accounting for six relevant paraphrases, was labelled 
patients, as it informs about individual characteristics of the patient as the end user (n=4) 
and his or her interaction with technology (n=2). The former sub-category comprises 
aspects like self-appraisal of health status and the need for social support. The latter 
serves for prerequisites patients have to meet when using an application, e.g. mental 
capabilities. 

The category named clinical status (n=4) mainly deals with specific medical 
conditions not being taken into account. This showed in missing vital parameters and, 
consequently, a sufficient evidence base for the benefits of the application. Financial 
barriers (n=1) could be subsumed in a lack of funding, which in turn affects the structural 
category (n=2) as it stands for missing personnel to successfully implement the 
application. A lack of focus on regional requirements also belongs into this category. 
Finally, methodological concerns (n=6) cover the limitations of a given method used for 
evaluation, four of six being inadequate survey designs. 
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Finance, indicated as lack of funding 
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3. Expected Impact 

The aim of this work was to develop a methodological approach to systematically 
evaluate and categorise the current need for research relating to obstacles of and lessons 
learned from telemedicine approaches by analysing finished telemedicine projects. The 
preliminary results of the on-going research support a more elaborated and precise 
understanding of telemedicine and eHealth. Thereby, problems arising from diffuse 
terminology were avoided [7]. In a next step, all remaining included projects need to be 
analysed in the proposed qualitative manner. Multidisciplinary workshops with 
researchers, entrepreneurs and patient representatives may be used to prioritise the 
findings and develop strategies targeting the identified gaps and obstacles afterwards. 
Thus, the work provides a proposal for a unified concept to assess the quality of future 
telemedicine innovations by taking into account limitations of past projects. This will 
deepen the understanding of obstacles for scaling up telemedicine projects. 
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Abstract. Numerous diagnostic decisions are made every day by healthcare 
professionals. Bayesian networks can provide a useful aid to the process, but 
learning their structure from data generally requires the absence of missing data, a 
common problem in medical data. We have studied missing data imputation using 
a step-wise nearest neighbors’ algorithm, which we recommended given its limited 
impact on the assessed validity of structure learning Bayesian network classifiers 
for Obstructive Sleep Apnea diagnosis. 

Keywords. obstructive sleep apnea, Bayesian network, missing data imputation 

1. Introduction 

Numerous decisions are made every day by healthcare professionals based in an 
estimated probability that a specific disease or condition is present. In the diagnostic 
setting, the probability that a particular disease, such as obstructive sleep apnea (OSA), 
is present can be used to support further testing, request initiate treatment or reassure 
patients [1]. OSA is one of the most prevalent sleep disorders, affecting approximately 
3-7% of men and 2-5% of women worldwide [2]. Despite its high-frequency, OSA 
remains underdiagnosed and underestimated, with 75-80% of cases remaining 
unidentified [2]. Its severity is assessed using the apnea-hypopnea index (AHI), 
stratifying into mild (5-15), moderate (15-30) and severe (higher than 30). Missing data 
is a relatively common problem in almost all types of studies, having a significant effect 
on the conclusions that can be drawn from the data. It is defined as the data value that is 
not stored for a variable in the observation of interest [1]. Its relevance is such that, when 
reporting a study development or validation of a diagnosis model, TRIPOD checklist has 
a specific topic for missing data, where it is mandatory to describe how missing data 
were handled with details [4]. This work objective was to study the impact of missing 
data imputation, using nearest neighbors (NN), on structure learning of Bayesian 
network classifiers for OSA diagnosis. 
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2. Methods 

2.1. Patients 

We have included all patients that performed polysomnography at Vila Nova de 
Gaia/Espinho hospital center sleep laboratory. All medical and/or sleep laboratory 
records were retrospectively collected between the 1st of January to the 31st of May 2015. 
Included patients aged more than 18 years old, while patients already diagnosed, patients 
with severe lung diseases or neurological conditions and pregnant women were excluded. 
In case of duplicate exams, the best sleep efficiency was selected. 

2.2.  Variables and pre-processing 

A literature review was previously conducted to define the most relevant OSA variables 
to be collected from administrative records. A total of 48 variables were collected: demo- 
graphic variables: gender, age; physical examination: body mass index (BMI), neck 
(NC) and abdominal circumferences (AC), modified Mallampati, craniofacial/upper- 
airway abnormalities; clinical history: daytime sleepiness, snoring, witnessed apneas, 
gasping/choking, sleep fragmentation, non-repair sleep, behavior changes, decrease 
concentration, morning headaches, decreased libido, body position, sleep efficiency, 
vehicle crashes, drivers, driving sleepiness, nocturia, alcohol consumption, smoking, 
coffee, sedatives, family history/genetics, Epworth somnolence scale (ESS); 
comorbidities: atrial fibrillation, stroke, myocardial infarction (MI), pulmonary 
infarction, arterial and pulmonary hypertension, congestive heart failure (CHF), 
arrhythmias, pacemaker/cardiovector, respiratory alterations,, diabetes, dyslipidemia, 
renal failure, hypothyroidism, gastroesophageal reflux (GE), insomnia, glaucoma, 
bariatric surgery, depression/anxiety. The outcome measure was OSA clinical diagnosis, 
obtained from AHI, categorized into normal (AHI<5) or OSA (AHI≥ 5). We carry out a 
pre-processing analysis and continuous variables were categorized. 
 

2.3. Imputing missing data 

Instead of deleting any case that has missing data, k-NN imputation algorithms preserves 
all cases and replaces the missing data with a value obtained from related cases (k similar 
cases) in the whole set of records [3]. Our strategy followed systematic procedures: a) 
we observed the percentage of missing data, that ranged from 0% (e.g. gender) to 97% 
of missing data (e.g. bariatric surgery); b) variables were then ranked for data imputation, 
starting with outcome-wise statistically significant variables (with no quality problems 
suspected), followed by the remaining ordered in increasing percentage of missing data; 
c) 10-nearest neighbors imputation was done for each new included variable; d) odds 
ratio (OR) were computed to assess the impact of the referred k-NN imputation. 
 

2.4. Naïve Bayes and Tree Augmented Naïve Bayes 

Globally, a Bayesian network represents a joint distribution of one set of variables, 
specifying the assumption of independence between them with the interdependence 
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between variables being represented by a directed acyclic graph. Each variable is 
represented by a node in the graph, and its dependence on the set of variables is 
represented by its ascendant nodes. This dependence is represented by a conditional 
probability table that describes the probability distribution of each variable, given their 
ascendant variables [5]. Naïve Bayes (NB, which assumes conditional independence 
among factors) and Tree Augmented Naïve Bayes (TAN, which allows for an optional 
dependence for each factor) were the Bayesian network classifiers used in this work. 
Both classifiers structure learning algorithm requires complete cases, so they were built 
with the imputed dataset, and we assessed also the impact for different number of 
selected variables. In the first approach, we used the 10 variables that were statistical 
significant with or without imputation; in the second approach, we augmented the 
variable set with 6 more variables found significant in the imputed OR calculation. 
 

2.5. Statistical analysis 

Variables were selected after performing Chi-square test or Fisher’s exact test for 
categorical variables and student’s t-test or Mann-Whitney U test for continuous 
variables. Variables were selected if presenting an univariate significant association with 
the outcome, considering a 5% significance level and for which no quality problems were 
suspected. Model parameters (NB10 and NB16; TAN10 and TAN16) were validated by 
comparing the AUC in the imputed derivation cohort with those calculated from a leave-
one-out, 10 times 2-fold cross validation (for variability assessment with independent 
training and testing) and the original derivation cohort. We used R software for: a) 
missing data analysis; b) imputing missing data (package DMwr); c) descriptive and 
comparative analysis (packages gmodels and epitools); and d) analyzing AUC (package 
pROC). 

3. Results 

In the 318 patients included, 211 had OSA. In total, we had 198 males (62%, crude and 
imputed OR 2.58 [1.65-4.30)), where 148 (70%) had OSA. In 211 patients with OSA, 
115 (55%) were categorized as mild, 50 (24%) as moderate and 46 (22%) as severe. 
Participants had a mean age of 58 (49-67) years old, being higher in the OSA group (61 
(53-68), p value ≤ 0.001); age above 45 years presented a higher risk for OSA (crude and 
imputed OR 3.29 [1.80-6.72]) and 5.93 [3.02-13.44], respectively). BMI median value 
was 29 (27-32) Kg/m2; when categorized into normal and obese, we observed higher 
number of obese patients in the OSA group (83 (54%), crude OR 2.18 [1.30-3.97], 
imputed OR 1.91 [1.19-3.30]). NC and AC had a mean of 42 (39-44) cm and 106 (100- 
113) cm in the OSA group, with AC not having statistical significance (p value 0.052). 
Crude OR of modified Mallampati in the category 4 was significant (4.50 [1.09-38.83]) 
but when imputing (32% of missing data) it lost significance (3.36 [0.83-27.75]). The 
same occurred with nocturia (crude OR 2.05 [1.13-4.16], imputed OR 1.32 [0.79-2.40]). 
In those with craniofacial/upper airway abnormalities we discovered higher number of 
patients in OSA group (64 (82%), crude OR 1.24 [0.57-3.26], imputed OR 1.31 [0.77- 
2.42]), without statistical significance; other variables such as snoring, drivers, smoking, 
use of sedatives, sleep efficiency, gasping/choking, respiratory changes, sleep 
fragmentation, MI, pulmonary and arterial hypertension, dyslipidemia, anxiety or 

D. Ferreira-Santos et al. / Imputing Missing Data in Bayesian Network Structure Learning128



depression, pacemaker or cardiovector, vehicle crashes, genetics/family history, 
hypothyroidism, renal failure, stroke, decreased libido and concentration, behavior 
changes, pulmonary infarction, glaucoma and bariatric surgery had no statistical 
significance, also. Subjects in-taking coffee had a higher risk of OSA (133 (86%)) with 
statistical significance in the imputed OR (0.48 [0.27-0.96]). The same effect was 
described for CHF, arrhythmias, diabetes, GE and insomnia. OSA group was a higher 
number of patients with witnessed apneas (109 (64%), crude OR 1.92 [1.18-3.34], 
imputed OR 2.14 [1.37-3.53]). Additionally, with statistical significance in crude and 
imputed OR, we found non-repairing sleep, morning headaches, driving sleepiness, 
alcohol consumption and body position. Daytime sleepiness and ESS presented 
contradictory results raising data collection quality suspicion, and were not considered 
for analysis. Impact of imputing missing data was assessed with ROC curves for each 
model, along with their 95% confidence interval (CI), being presented in Figure 1, 
demonstrating imputed and original in-sample AUC. Imputed leave-one-out and 10 
times 2-fold cross validation values are presented in Table 1. Specific cut-off values were 
chosen after assessing the AUC of the imputed derivation cohort, aiming at a sensitivity 
of 95%, to allow a rule-out approach aiming to avoid false negatives. The AUC values 
of the original and imputed derivation cohort in the four models overlapped, as did 
imputed leave-one-out and cross-validation. 

Figure 1. Receiver operating characteristics analyses and area under the curve values for NB10, TAN10, 
NB16 and TAN16, as well as for the internal validation procedures and the original derivation cohort. 
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Table 1. Validity assessment [%] estimated from 10 times 2-fold cross validation. 

Model Cut Accuracy  
[CI 95%] 

Sensitivity 
[CI 95%] 

Specificity 
[CI 95%] 

Precision (+)  
[CI 95%] 

Precision (-)  
[CI 95%] 

NB10 19.56% 70.85% 
[69.63,72.07] 

95.07% 
[93.72,96.42] 

23.09% 
[21.01,25.17] 

70.91% 
[70.23,71.59] 

71.69% 
[65.29,78.08] 

TAN10 34.18% 68.71% 
[67.51,69.91] 

89.05% 
[87.31,90.80] 

28.6% 
[26.19,31.00] 

71.1% 
[70.41,71.8] 

57.70% 
[53.78,61.61] 

NB16 13.17% 70.79% 
[70.00,71.57] 

94.36% 
[93.00,95.72] 

24.29% 
[22.44,26.13] 

71.09% 
[70.67,71.51] 

70.20% 
[65.62,74.78] 

TAN16 23.61% 69.78% 
[68.39,71.17] 

90.33% 
[88.55,92.11] 

29.27% 
[26.36,32.18] 

71.6% 
[70.73,72.47] 

61.48% 
[56.51,66.46] 

NB10, NB16: Naïve Bayes with 10 or 16 variables; TAN10, TAN16: Tree Augmented Naïve Bayes with 10 or 16 variables 

 

4. Discussion and Conclusion 

The occurrence of missing data is a major concern in several areas, including medical 
domains such as OSA diagnosis. The work of Hernández-Pereira et al. [6] tried to 
improve detection of apneic events by treating missing data; however, it only addresses 
numeric values. We have proposed a step-wise k-NN imputation approach (instead of 
more common list-wise deletion), proving to be a far better and valuable solution, with 
limited impact in structure learning Bayesian network classifiers. Main advantages 
include: a) imputed values are actually occurring values and not constructed values; b) it 
makes use of auxiliary information provided by the independent variables, preserving 
thus the original structure of the data; and c) it is fully non-parametric and does not 
require explicit models to relate factors and outcomes, being thus less prone to model 
misspecification. 
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Abstract. The goal to facilitate a continuing medical education can be 
incorporated in the design of a clinical decision-support system. Developing a 
method for evaluating knowledge and skill development as part of evaluating the 
system is the aim for the research presented in this paper. The activity supported 
by the system was analyzed using Activity theory and structured into a protocol. 
Four clinicians were studied using the system for the first time, and their activity 
were assessed using the concept of Zone of Proximal Development. Initial results 
show how the system was used for clinician with different level of skills, and 
provide implications for further development of the methodology and the system. 

Keywords. Clinical decision-support system, Activity theory, Zone of proximal 
development, Dementia, Evaluation, Continuing medical education 

Introduction 

The major purposes of clinical decision-support systems (CDSS) are disseminating 
new medical knowledge and clinical guidelines to clinical practice, supporting a 
continuing medical education, and increase quality of care by preventing errors in 
clinician’s assessments [1]. A CDSS supporting a continuing medical education should 
promote less knowledgeable clinicians in developing such skills and diagnostic 
reasoning seen in experts [2]. However, evaluation studies focusing on the knowledge 
development in users of CDSSs are sparse [3-4]. 

The purpose of the study was to investigate how clinicians with different levels of 
experience from dementia assessment, approach the task of assessing a potential 
dementia case using a decision-support system that they had not before used. A 
clinician with minor experience from dementia assessment, faces two challenges in 
such situation: i) managing the dementia assessment with the limited knowledge and 
experience that he/she has, and ii) managing efficiently a digital tool that should 
support and guide the user in the process of assessment, and not be experienced as an 
obstacle in the process of assessment. This research is an initial case study of an 
instrument applied for detecting the participant’s skills and knowledge in handling the 
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two challenges based on Activity Theory and the concept of Zone of Proximal 
Development (ZPD), defined as activities that a person can accomplish with the guide 
of a more capable peer [5-6]. We consider also whether the CDSS could function in 
practice as the more capable peer, i.e. as a guide through ZPD to achieve mastery. 

The Dementia diagnosis and Management Support System DMSS was applied in 
this study, which is based on a set of diagnostic guidelines [7]. It was shown in earlier 
studies of DMSS that limitations in knowledge about certain symptoms and how they 
relate to the diagnosis was the major reason for the user to deviate from suggestions 
made by the system [8]. Automated methods to detect proficiency in the user were also 
an aim in earlier studies, in order to adapt the support to the individual [9]. This study 
complements these, and is expected to provide a method for assessing the progress of 
skill development, which may be possible to automate in a future version of DMSS. 

1. Methods 

The diagnostic activity to be supported by the CDSS was analyzed using activity-
theoretical models of hierarchical actions and cognitive load, and the Zone of Proximal 
Development (ZPD) [5-6] (Fig. 1). This was done by adapting the AAIMA 
(Assessment of Autonomy in Internet-Mediated Activity) protocol to the activity [10]. 
For each action four levels of complexity were described, corresponding to the 
knowledge and skills required to accomplish the task. A distinction was made between 
the knowledge task relating to the main activity, in our case dementia assessment, and 
conducting the task with the system as mediating tool, in terms of Activity Theory. The 
main activity is Dementia assessment and diagnosis, the sub-actions are the following: 
Patient information management, Data capture related to dementia knowledge, Data 
capture related to using the instrument DMSS-W, Diagnosis and intervention, and 
Assessment procedure. At the operational level, complexity levels are defined that 
related to Interaction with interaction devices, GUI components and terminology. The 
adaptation of the AAIMA protocol was done in an iterative way, where the initial 
protocol was evaluated using observations of physicians. 

  
Figure 1. Screenshot of DMSS-W. 
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A user study was conducted involving four physicians during their specialist 
training in public health. Two participants assessed their expertise level as being novice 
(had assessed only few cases of dementia, A and B in Table 1), one participant assessed 
her expertise level as somewhat knowledgeable (tenths of cases, C in Table 1) and one 
assessed her expertise as knowledgeable but not expert (assessed more than 100 cases, 
D in Table 1). Each participant applied two patient cases using DMSS that they 
envisioned from their experience from clinical practice (Fig. 1) [6]. We chose to focus 
on the clinicians’ first two cases since these would reveal interaction design issues that 
may prevent the users from proceeding to becoming a skilled user of the CDSS. This is 
essential, especially in the primary care environment where the frequency that each 
physician assesses a new dementia cases is low. The sessions were video-recorded and 
three researchers assessed the participants’ levels of knowledge and skills using the 
AAIMA protocol. The feasibility of using the protocol was also assessed. 

2. Results 

The purpose of the study was to explore the adapted AAIMA protocol and ZPD as 
method for distinguishing obstacles that were due to limitations in the knowledge about 
dementia assessment, and obstacles due to interaction design of the CDSS.  

The AAIMA protocol was adjusted based on the evaluation involving three 
researchers to increase inter-rater reliability. Ambiguous meaning of the levels of 
complexity was detected and reduced by improving formulations. In addition, a 
distinction was made in a re-assessment between i) when the user was in a ZPD where 
the user could be guided by the system as the more capable peer (ZPD-S), and ii) when 
the user was in a ZPD where it was judged that further education involving more 
experienced colleagues was needed (ZPD-H) (Table 1).  

The participants were all skilled computer users, so basic operations managing 
common graphical interface objects provided no problems. The participant with most 
experience in assessing dementia was able to apply well-known patient cases to learn 
how the CDSS works, i.e., using the patient case as instrument to learn the CDSS in 
terms of Activity Theory. This was also observed in the person with some experience. 
Their skill level in using the DMSS on more advanced levels were assessed ZPD-S, 
meaning that they could on their own, develop their skills in both using the system and 
assessing dementia using the CDSS as instrument. The two novice participants who 
had experienced few familiar patient cases showed also more difficulties mastering 
DMSS and its purposes during the short time they were observed. All participants 
needed some guidance during their first patient case to find key functionalities, such as 
“what to do next” functionality, information buttons with definitions, etc.    

Preliminary results relating to the dementia knowledge and skills, show that the 
two novice users found the assessment of each symptom as a challenge, with their 
limited knowledge in the domain. They used the information related to each symptom 
to learn about each, however, they had difficulties to perceive the overall scope of 
dementia assessment and its different areas of interest. Their limited knowledge in the 
domain may also cause their less confidence in their own assessments. One of novice 
users considered her trust in this system. However, she perceived this system was 
helpful to diagnose after she knew all assessments in this system were in line with the 
major clinical guidelines. Consequently, a major purpose of a CDSS would then be to 
promote confidence in both the system and in the user’s own decision making [4]. An 
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interesting observation was that when the participants chose patient cases, they chose 
non-typical cases and borderline cases that were perceived as difficult cases.  
Table 1. The AAIMA protocol excluding the operation level for space reasons, with the assessments of the 
four participants. A means ability to conduct autonomously, ZPD means that the action/activity lies in their 
zone of proximal development. Person D is most experienced, and A and B are novices. 

 

The two participants who had more experience, but were not yet experts were able 
to assess their dementia cases using the system in the linear, checklist manner. The 
person who considered herself knowledgeable with experience from more than 100 
cases could efficiently utilize the system to evaluate her own assessment, moving back 
and forth between data capture and diagnosis functionalities. The person with some 
experience after meeting about 30 patients, could also complete assessments. However, 
with less confidence in her own assessments, she was more uncertain about also the 
suggestions provided by the system.  

Key to dementia diagnosis is to assess progression of the symptoms, and decide 
when symptoms are mild and when they have progressed into being significant, 
meaning that they affect performance in daily activities. This feature in the system 
caused breakdown situations in all of the participants, since they understood that it is a 
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key finding and that it is important to assess this. The person with most experience 
found that she had been assessing this feature differently from how the system suggests, 
based on the definition that is applied in the major clinical guideline. As a consequence, 
she will adjust how she conducts the assessment in the future. On the other hand, the 
novice user perceived this system as a helper to learn questions for patients that she 
normally could not come up with during diagnosing process. For example, the 
assessments of cognitive functions including executive functions were especially 
helpful. These observations were examples of situations of learning and skill 
development. 

3. Conclusion and Future Work 

A method for evaluating the knowledge and skill development in CDSS users was 
applied and evaluated in a case study involving four clinicians with different levels of 
expertise using the Dementia Diagnosis and Management Support System DMSS.   

An initial conclusion was that the participants with the novice level of experience 
need more substantial introduction to dementia assessment guided by a more 
experienced physician. The results suggest that DMSS has the potential to function as 
instrument for a continuing medical education in the dementia domain for clinicians 
with some experience from dementia assessment, while novices with very minor or no 
experience need to combine the use with access to medical expertise in clinical practice. 

The AAIMA protocol will be used in future studies of DMSS and adapted to other 
CDSSs, where a larger number of users will have access to the system over a longer 
period of time. The qualitative results will be compared to log files for finding use 
patterns that can be used in automated detection of skill levels and need for 
personalized support, provided either by the system or by more skilled colleagues.  
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Abstract. Twitter, as a microblogging social media platform, has seen increasing 
applications of its data for pharmacovigilance which is to monitor and promote 
safe uses of pharmaceutical products. Medication names are typically used as 
keywords to query social media data. It is known that medication names are 
misspelled on social media, and finding the misspellings is challenging because 
there exists no a priori knowledge as to how people would misspell a medication 
name. We developed a data-driven, relational similarity-based approach to 
discover misspellings of medication names. Our approach is based upon the 
assumption of the identical (or similar) association of a medicine with its effects 
whether the medication is correctly spelled or misspelled. With distributed 
representations of the words in tweets posted in recent 24 months, we were able to 
discover a total of 54 misspellings of 6 medicines whose indications containing 
headache. Our search results also show that Twitter posts with misspellings of 
codeine and ibuprofen can be more than 10% of all the tweets associated with each 
of the medicines. Compared with the phonetics-based approach, our method 
discovered more actual misspellings used on Twitter. 

Keywords. Information retrieval, Pharmacovigilance, Postmarking surveillance, 
Relational similarity, Twitter, Distributed word representation, Misspellings 

1. Introduction 

The primary goal of pharmacovigilance is to continuously monitor and promote the 
safe uses of pharmaceutical products, and an important task to achieve such a goal is to 
identify any suspected adverse effects related to uses of the products. Traditionally, 
drug adverse effects were collected through the spontaneous reporting systems (SPSs), 
but due to underreporting with the SPS systems, other data sources such as electronic 
health records (EHRs) have been sought. More recently, thanks to its prevalence and 
easy accessibility, social media has increasingly become an active data source for 
pharmacovigilance studies. In a recent systematic investigation, Golder and colleagues 
[1] found in 16 databases a total of 3,064 publications related to “social media” and 
“adverse drug reaction” with an upward trend of publications for the last few years. 

One of key challenges in using social media for pharmacovigilance is the 
variations of medication name: non-proprietary names (generic names) and proprietary 
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names (brand names) as well as misspellings of medication names [2]. Misspelling can 
happen unintentionally if a person does not know how to exactly spell a medication 
name, or intentionally when there is a limited space to include all the characters of a 
medication name, which can happen on Twitter, a microblogging service, which 
limited each post to 140 characters. 

Knowing the spelling of a medication name is important because it is typically 
used as a keyword to search social media posts or can be recognized by a named entity 
recognition (NER) tool. This is not an issue if the name is correctly spelled, but it 
becomes a challenge to deal with if it is misspelled name because there exists no a 
priori knowledge as to how people would misspell a medication name.  

2. Related work 

Pimpalkhute and colleagues are believed to be the first group to study misspellings of 
drug names on social media. They developed a phonetics-based approach to generate 
possible misspellings of any given medication name [3]. Their approach is a predictive 
method that first generates all possible misspellings of a medication name with the edit 
distance algorithm, and afterwards it filters these generated misspellings by the 
phonetic spelling algorithm. This phonetics-based method is able to find misspellings 
of the medicine names, but has limitations. First, it can generate an overwhelming 
number of misspellings if a medicine name is long. Taking acetaminophen as an 
example, there can be about 700 1-edit distance spellings and tens of thousands of 2-
edit distance spellings before removing the duplicates. In addition, it fails to generate 
many misspellings people actually use on social media. 

3. Method 

3.1. Algorithm 

Our approach to discover the actual misspellings of medicine names on Twitter is data-
driven, relational similarity-based. Our method is based upon the assumption that a 
misspelled medicine is associated with its effects (or indications) in the identical or 
similar way that the correctly spelled medicine is associated with the same effects (or 
indications). For example, the association of ibruprofen (misspelling) with headache is 
similar to that of ibuprofen (correct spelling) with headache, indicative of a 
semantically similar relation. Mathematically, we have medmisspelled : indication :: 
medcorrect : indication to represent similar relations. Because the indication at both sides 
is the same, they cancel out each other, and we have medmisspelled :: medcorrect, meaning 
that misspellings of a medication can be discovered from the terms semantically similar 
to the correct name. Recent advancement in distributed representations of word in 
vector space model (VSM) has made it possible to find semantically similar terms 
through dense vectors: vector(medmisspelled) ≈ vector(medcorrect), which indicates that they 
are similar to each other. 

In our method, we first collect Twitter posts with known effects or indications of a 
particular medication. After removing the stop words, punctuations, and non-English 
tweets, a VSM is built. A list of terms similar to the given medication is generated. All 
the known, correctly spelled medicines are removed from the list – note that many 
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medicines share common effects or indications. The similar term list is sorted and 
inspected manually and checked with regular expressions for leading and trailing 
characters for possible misspellings. Later, the identified misspellings are checked 
against the drug names at drugbank.ca for final confirmation. 

3.2. Experiment 

Using word “headache” which is an indication of many medicines (e.g., Aspirin and 
Ibuprofen), we collected a total of 9,335,201 tweets posted from September 2015 to 
September 2017. After preprocessing, there were 6,555,535 remaining tweets. A word 
vector space model was built with Google’s word2vec tool [4]. A collection of 
medications whose indications contain “headache” was compiled, based upon the 
information available in SIDER 4.1, a resource of side effects of pharmaceutical 
products hosted at EMBL [5]. For each medication in the collection, a list of terms 
similar to the medication was generated with similarities of 0.20 or higher – 
mathematically this is done by checking the vector similarity which is measured by the 
cosine value between two vectors. Each similar term list was filtered with the corrected 
medicine names downloaded from the FDA’s National Drug Code (NDC) Directory2. 
Afterwards, each filtered list was sorted and manually inspected and checked with 
regular expressions to select candidates of misspellings. Finally, misspelling candidates 
were compared with the drug names at drugbank.ca.  

To compare our approach with the phonetics-based method, we first reproduced a 
program that implements the algorithm described by Pimpalkhute et al. [3] – we 
studied the authors’ Java code but a fragment seemed to be missing. The results of the 
comparison are presented in the next section. 

4. Result 

Out of 34 medicines whose indications contain “headache,” six were found to have 
misspellings. Table 1 lists the misspellings of the 6 medicine names. 
Table 1. Discovered misspellings of 6 medicine names 

Medicine Misspellings 
Acetaminophen acetomenophen 

Aspirin aspirine, asprine, asperine, asperines, aspin, asperin, aspren, assprin, aspririn 
Codeine codine, codiene 

Ibuprofen ibprofen, ibruprofen, ibuprofin, ibprophen, ibuprophen, ibprofin, ibprofien, 
ibeuprofen, ibeuprofens, ibproufen, ibeprofen, iboprufen, ibubrofen, ibuprofren, ibp, 
ibuprofins, ibuprofene, ibuprophens, ibprofuens, ibeeprofen, ibrophen, ibprofuen, 
ibeprophen, ibrufen, ibrupofen, ibreprophen, ibroprofen, iboprofen, ibprofens, 
ibruprofin, ibprufen, ibprophin, ibprouphen, ibueprofen, ibupropen, ibuprophene, 
ibuprohen 

Naproxen niproxin, neproxen, naproxin, neproxin 
Sertraline sertaline 

 
Table 2 shows the statistics of misspellings corresponding to the 6 medicine names. 

The discovered misspellings are the results of our approach. The predicted misspellings 
are the results of the phonetics-based method. The common misspellings are the ones 

                                                           
2 https://www.fda.gov/drugs/informationondrugs/ucm142438.htm 
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that were found by both phonetics-based and our approaches. In addition, we collected 
tweets both with the correct spelled medicine names and with their misspellings from 
the inception of Twitter to September 2017. 
Table 2. Statistics of misspellings of 6 medication names. 

Medicine No. of 
Misspellings 
Discovered 

No. of 
Misspellings 

Predicted 

No. of 
Common 

Misspellings 

No. of Tweets w 
Correct Name 
(2006 - 2017) 

No. of Tweets 
w Misspellings 
 (2006 - 2017)  

Acetaminophen 1 158 0 160,908 194 
Aspirin 9 99 2 1,354,690 96,938 

Codeine 2 103 1 2,407,864 287,560 
Ibuprofen 37 126 8 1,628,993 183,931 
Naproxen 4 108 2 83,317 4,296 
Sertraline 1 143 0 31,680 819 

Examples of tweets containing misspellings are listed in Table 3.  
Table 3. Examples of tweets with misspelled medicine names 

Medicine Misspelling Tweets 
Acetaminophen Acetomenophen that’s right it would have! I git a great deal at Target on 

some acetomenophen… so much better than aspirin 
Aspirin Asprine I took asprine for my cramps earlier and now I need them 

for my headache. :( 
Ibuprofen Ibprofin A nice blend of ibprofin for my fever.. And melatonin and 

Benadryl for sleep.. Let’s see how this goes.. 
Codeine Codiene codiene will hopefully knock me out and take away my cold 

#pleaseallah 
Naproxen Neproxin are you sure the side effects of neproxin is worse that 

ibuprophen 
Sertraline Sertaline Anyone else feel sleepy in the afternoons whilst taking 

#sertaline ? Bloody nightmare.... 

5. Discussions 

With our approach, we were able to discover misspellings without a priori knowledge. 
This is to say, misspelled words can be discovered even if we do not know how and 
why they are misspelled. The ability to do so may be attributed to the power of 
distributed word representation that embeds rich semantic information in the word 
vectors and supports relational similarity. This is advantageous over the phonetics-
based predictive method in that the phonetics-based method focuses on discovering the 
similar pronunciations of a medication but ours relies on the semantical relation. 

As can be seen in Table 2, a total of 54 misspellings were discovered for 6 
medications, and we were able to gather tweets with all these misspellings. We did not 
find many tweets containing the misspelling of Acetaminophen, but there were a 
noticeable number of tweets containing misspellings of ibuprofen and codeine, 
representing more than 10% of each of the medications and making up a noticeable 
amount of tweets with the medicines. This indicates the importance of considering their 
misspellings when collecting Twitter data. 

Although we do not know why our method only discovered the misspellings of 6 
out of 34 medications whose indications include headache, we offer a few possible 
explanations. First, some misspellings may not appear a sufficient number of times in 
Twitter data in order to be included in the VSM. Second, headache may not be the 
major indication of some medications in this study. Finally, in this research, only single 
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word medication names were considered, and this may have left out the tweets with 
two or more word medication names. 

Misspellings discovered by our approach were actually posted by Twitter users. 
There is a substantial disagreement between the misspellings discovered by our 
approach and the ones predicted by the phonetics-based approach. Out of 54 discovered 
misspellings, only 13 were predicted by the phonetics-based approach (Table 2). This 
may indicate that the predictions generated by the phonetics-based approach are far 
from the reality and being useful. It is observed that many tweets contain the plural 
form of medication names, and we considered the plural form of a medication name 
correct spelling. This is true if stemming is applied in processing the textual data. 

We acknowledge that this study only used a very common indication (headache) 
and only tweets posted in recent 24 months and containing the word headache were 
collected and analyzed. Ideally, tweets with all the indications and effects and posted 
from the inception of Twitter should be queried in order to discover all possible 
misspellings of a particular medication. 

6. Conclusion 

We developed a data-driven, relational similarity-based approach to discover 
misspellings of medication names on Twitter. Our method is based on the assumption 
of the identical (or similar) relation of a medication with its effects whether the name is 
correctly spelled or not, and was able to effectively discover medication misspellings 
actually used by Twitter users. We believe that our approach can be extended to 
discovering misspellings of all the medications, and can ultimately assist in collecting 
more relevant tweets for pharmacovigilance. It is conceivable that our method can also 
be applied to many other types of health surveillance based on social media where 
misspelling can happen. 
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Abstract. ICD encoded diagnoses are a popular criterion for eligibility algorithms 
for study cohort recruitment. However, “official” ICD encoded diagnoses used for 
billing purposes are afflicted with a bias originating from legal issues. This work 
presents an approach to estimate the degree of the encoding bias for the complete 
ICD catalogue at a German university hospital. The free text diagnoses sections of 
discharge letters are automatically classified using a supervised machine learning 
algorithm. The automatic classifications are compared with the official, manually 
classified codes. For selected ICD codes the approach works sufficiently well. 

Keywords. ICD, classification, machine learning, natural language processing 

1. Introduction 

ICD encoded diagnoses are a popular criterion in eligibility algorithms for study cohort 
recruitment. However, “official” ICD encoded diagnoses used for billing purposes, 
although being technically easy to access and reasonably reliable, are afflicted with a 
bias originating from legal issues. Diseases are only allowed to be officially encoded via 
ICD when the hospital is treating the patient for the respective disease. This leads to an 
underestimation of case frequencies for diseases not relevant for billing purposes. 
At the University Hospital of Würzburg the codes are manually encoded by teams of 
encoding secretaries which mainly use the electronic health record (EHR) of the patients 
for their encoding decisions. The main data source used in this process is the discharge 
letter but all other reports (medication, laboratory, etc.) are also consulted when needed. 
The codes are stored in dedicated database tables in the clinical information system (CIS). 
The focus of this work is not the automatic classification of ICD codes from the EHR 
itself but rather the gap between already existing textual ICD descriptions in the 
discharge letters and the officially encoded codes. The presented approach tries to 
estimate the degree of distortion caused by the legal bias described above. We make use 
of the discharge letters, which are the data sink in which concurrent diagnoses are also 
listed although they are not encoded for billing purposes. The official ICD codes are 
compared with automatically generated ones which are provided by a supervised 
machine algorithm that processes the free text diagnosis sections of discharge letters.  
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2. Related Work 

The automatic classification of ICD codes free text using supervised machine learning 
algorithms is a common approach. Mujtaba et al. [1] classified ICD codes by analyzing 
the free text of autopsy reports. Kavuluru et al. [2] automatically encoded ICD-O-3 codes 
from cancer pathology reports. 

The comparison of official ICD codes with automatic classifications is often only 
performed for a narrow interval of ICD codes. Hsu et al. [3] examined the phenotyping 
of chronic rhinosinusitis by comparing official ICD codes with an algorithm, which also 
considered procedure codes. Ferris et al. [4] examined the underestimation of chronic 
kidney disease also by taking into account the complete EHR. Hanauer et al. [5] try to 
identify patients with disorders of sex development by also using a keyword search in 
the EHR. A systematic review on the improvement of coded information by additionally 
using information extracted from the EHR is done by Ford et al. [6]. Other analyses on 
the reliability of ICD codes are often only based on the quality of the encoding process 
itself [7] instead of the intrinsic legal bias. A large-scale usage of automatic ICD 
classification to estimate a legal bias in official ICD encodings has not yet been 
undertaken. 

3. Methods 

To compare the official ICD codes with the diagnoses from the discharge letters we 
exported all desired data to the file system. To facilitate the export the data was taken 
from a dedicated data warehouse (DW) [8] that stores the identical content of the CIS in 
harmonized form and offers comfortable export interfaces. The desired data was 
exported in the form of a CSV (comma separated values) file, containing two columns: 

1. The list of all official ICD codes for each case. 
2. The plain text of the diagnosis section from the discharge letter of the respective 

case. The diagnosis letter section texts are an available data item in the DW. The sections’ 
ETL (extraction-transformation-load) process from the CIS into the DW shall be 
described briefly: The discharge letters are exported from the central discharge letter 
repository to a staging area where they are transformed from the .doc-file-format into 
html preserving most of the documents’ layout structure. The letters are then anonymized 
by a heuristic algorithm [9] and a section detection algorithm [9] extracts all identifiable 
sub-sections (e.g. diagnoses, physical examination, etc.) as plain text strings without 
layout information. Finally, the texts of all section types are loaded into the DW. The 
diagnosis sections usually have the simple structure containing one diagnosis in each line 
of text. Therefore, the sections can be easily split into separate single diagnosis texts by 
splitting the texts at line feed characters. 

The exported CSV-file contained the data of 1.2 million rows of data, containing      
4 859 288 official ICD codes and 20 302 093 discharge letter diagnosis lines. 

 
For the automatic classification of the plain text diagnoses we trained a supervised 
machine-learning algorithm with a training corpus containing “diagnosis text”-“ICD 
code” pairs. The training corpus contained data from three data sources: 

1. A small amount of discharge letters (76 765 diagnosis sections) list the diagnoses 
with already contained ICD codes in the text. The reason for this phenomenon it that 
some wards use an automatic discharge letter authoring tool that suggests most parts of 
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the discharge letter including the diagnosis section. The tool creates a section skeleton 
with one line per diagnosis including the ICD code and the official diagnosis name, 
which was afterwards edited by the clinician to improve the diagnosis description of the 
respective case. The discharge letters from those wards provided a large supply of gold-
labeled text snippets (325 551 training pairs) with a large variety of synonyms for many 
ICD codes. 

2. The ICD database table in the CIS contains a comment column. 426 939 of the 
diagnoses contained data in this column. Although some of the comments are only 
additional information about the diagnosis (e.g. “both sides” for H92.2 “Bleeding from 
ear”), many comments are paraphrases or more detailed descriptions of the official 
diagnosis, thus, providing a large supply of gold-labeled training pairs. 

3. The DIMDI (the German institute for medical documentation and information) 
provides a list of synonyms (78 798) mapped to the corresponding ICD codes. 

All three sources were combined to one large training corpus. The corpus was 
preprocessed by lower-casing the texts and removing leading and trailing non-alphabetic 
characters. All occurrences of ICD codes in the texts were removed. The resulting corpus 
contained 813 146 distinct training samples (text snippet to ICD-code mappings). 

As supervised training algorithm, we chose the maximum entropy (ME) 
implementation from the MALLET toolkit [10]. The training pairs were presented to the 
algorithm via the following feature vector: Each word of the training corpus was a single 
dimension encoded with a 1 when present in the bag of words of the training sample, 
whereas the absence of the word was encoded with a 0. All 2- to 5-ngrams of the text 
were similarly encoded. When the classifier was presented with a feature that did not 
exist during training all parameters concerning this feature were assumed being 0, 
thereby ignoring features unseen during training. The classifier creates a probability 
distribution for all possible ICD codes which had to be filtered by an acceptance 
threshold. Thus, a diagnosis text line could result in more than one automatically 
classified ICD code (or none at all). 

The trained model was subsequently used to classify all text diagnoses of the 
exported data. For each case, the diagnosis section was again split in separate lines, which 
were automatically classified. The collected classifications were added as concatenated 
list as a third column to the existing CSV-data file. 

From the result CSV-file the overlap between the official ICD codes and the 
automatically classified ICD codes were computed. If an ICD code appeared in the set 
of official ICD codes as well as in the set of automatic classifications this was counted 
as a true positive (TP). Appearing in the official ICD codes but lacking in the automatic 
classifications was counted as false negative (FN) and false positive (FP) for vice-versa.  

4. Results 

The training of the supervised algorithm took place on a Windows 7 machine with 16GB 
RAM and an Intel Core 2 Duo 3.16GHz CPU. As the training on the complete training 
corpus exceeded the available memory, we trimmed all ICD codes to their category codes  
(e.g. “I50.01”→“I50”). Furthermore, we restricted the experiment to the I-branch (I00-
I99: diseases of the circulatory system; 54 698 training samples) and replaced all other 
ICD codes in the rest of the training corpus with an empty string. The empty string label 
was filtered from the accepted classifications. We selected a probability threshold 0.5 for 
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the filtering of the classified ICD codes to get an acceptable tradeoff between precision 
and recall.  
The I-training corpus took about 4 hours to train with a memory consumption of 12GB 
RAM. We excluded 10% of the gold labeled diagnoses sections from the training and 
used them for testing. We measured an overall precision (Pre) of 0.81, a recall (Rec) of 
0.67 and an F1-score (F1) of 0.73. When analyzing the different ICD codes separately it 
could be observed that some ICD codes show a better classification performance than 
others. Table 1 shows the results of three selected codes. 
 
Table 1. Test results of selected ICD codes mapping diagnosis texts to ICD using a trained ME model. 

ICD 
codes 

occurrences 
in sections 

automatically 
classified 

TP FP FN Pre Rec F1 

I50 250 237 209 28 41 0.88 0.84 0.86 

I71 57 58 53 5 4 0.91 0.93 0.92 

I83 178 154 105 49 73 0.68 0.59 0.63 

 
Table 2. Matching of selected ICD codes between the official ICD codes and the automatic classifications 
using a trained ME model. The last two columns are dark figure: the estimation of missing diagnoses in the 
official ICD coded diagnoses based on the false positives of the automatically classified case frequencies and 
the precision of the automatic classification %: the percentage of underestimation of the real case frequencies. 

ICD 
code 

officially 
encoded 

automatically 
classified 

TP FP FN dark 
figure 

% 

I50 45 974 40 294 22 730 17 564 23 244 15 456 25 

I71 4 823 10 475 3 677 6 798 1 146 6 186 56 

I81 418 711 192 519 226 353 46 

 
The trained model was now used to classify all diagnosis sections in the available data. 
The comparison of the official ICD codes and the automatic classifications resulted in a 
matching table containing all I-codes of which a subset is displayed in Table 2. 

Interpreting the data from Table 2 and taking the code I50 as an example the 
following hypothesis could be proposed: When the automatic text classification has a 
precision of 0.88 and 17 564 cases were automatically classified in addition to the 
officially encoded cases (FP), a dark figure of about 0.88 * 17 564 = 15 456 cases exists. 
When 45 974 cases were officially encoded this underestimates the probable real number 
by about 25%. Following those assumptions leads to the estimation of the dark figures 
and underestimation percentages displayed in Table 2. 

5. Discussion 

The presented work is only the beginning of ongoing work about the estimation of biases 
in official encodings. The undertaken approach relies on several assumptions that still 
have to be verified: 
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It is assumed that the diagnosis sections from the discharge letters of those wards 
that contain ICD codes in the texts (i.e. the training corpus) have a similar structure as 
the letters from those wards for which this is not the case. Otherwise a transfer from the 
classification precision from the training corpus to the unseen data would not be possible. 
An evaluation of the types and causes of classification errors has to be undertaken. 

The algorithm, which extracts the diagnosis sections from the discharge letters, is 
based on the detection of headlines in the discharge letters and only has a recall of 0.96 
[9]. That means that sometimes the headline following the diagnosis section is not 
detected which lets the following section to be also extracted as part of the preceding 
diagnosis section. Those erroneous diagnosis lines could lead to unwanted classifications. 

Some ICD code have an unusually high dark figure percentage (e.g. I15 with ~90%) 
which could be explained by the exclusion of this code when concurrently another code 
(e.g. I20-I25) is present. As the classification algorithm currently does not check those 
rule-based concurrency exclusions this can lead to mismatches with the official codes. 

The machine learning algorithm, which was used for the classification (maximum 
entropy in the present case), could be replaced by any other supervised learning 
algorithm or rule based information extraction method. Another aspect, which could be 
varied, is the type and amount of features that the classifier gets as input when provided 
with text data. The bag of words and n-grams, which are currently used, could be 
enriched by combinations of word tuples or word orders. Aside from texts from the 
diagnosis sections, the whole extent of the EHR could be used for classification. 
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Abstract. In this paper, an identification approach for the Population (e.g. patients 
with headache), the Intervention (e.g. aspirin) and the Comparison (e.g. vitamin C) 
in Randomized Controlled Trials (RCTs) is proposed. Contrary to previous 
approaches, the identification is done on a word level, rather than on a sentence level. 
Additionally, we classify the sentiment of RCTs to determine whether an 
Intervention is more effective than its Comparison. Two new corpora were created 
to evaluate both approaches. In the experiments, an average F1 score of 0.85 for the 
PIC identification and 0.72 for the sentiment classification was achieved. 

Keywords. Information extraction, natural language processing, machine learning, 
sentiment analysis 

1. Introduction 

In the scope of the EU project KConnect1, one task was to develop a search tool for the 
TRIP database2. This tool consists of a categorization based on medical conditions (e.g. 
diseases) and for each condition, appropriate treatment methods (e.g. drugs) are listed, 
ranked based on their effectiveness. 

To generate the underlying data for this tool, we extracted information from the title 
and the abstract of Randomized Controlled Trials (RCTs). An RCT is a study design in 
which a group of people, who share a common medical condition (e.g. men with asthma), 
are randomly assigned to either the treatment group (e.g. treated with vitamin C) or the 
control group (e.g. receiving placebo). The participants of an RCT are called Population, 
the treatment used in the treatment group is the Intervention and the treatment of the 
control group is called Comparison. Additionally, the main outcome of an RCT, e.g. is 
vitamin C more effective than placebo, is reported. 

In this paper, we propose an automatic identification approach for the Population, 
the Intervention and the Comparison (short PIC) in RCTs (Section 2). In previous 
approaches [1,2,3] the PIC identification was done on a sentence level; however, we 
propose a precise word level identification based on hand-crafted rules. Furthermore, we 
propose a sentiment classification method based on machine learning, to determine if the 
Intervention of an RCT is more effective than its Comparison (Section 3). To evaluate 
both methods, we created two new corpora with the help of human annotators. The 
evaluation results for these corpora are given in Section 4. 
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2. Method for the PIC Identification 

In previous approaches, sentences were classified to determine if they contain a certain 
PIC element, or not. Only [4] proposed a word level approach. Unfortunately, since no 
appropriate dataset existed (at that time), no evaluation results were provided. 

The evaluation data used in our approach was generated by six human annotators (2 
linguists and 4 persons from the medical domain). We developed a web-interface (Figure 
1), which was used to submit annotations. To evaluate the performance of individual 
annotators, we created a ground truth based on 20 RCTs in cooperation with a medical 
expert. These 20 RCTs were annotated by each annotator. As evaluation metric, we 
define the agreement as , where an annotation was counted as  
if it was exactly the same as the ground truth annotation and  in all other cases. 
Stop words (e.g. in, to, [, we) were removed before computation of the agreement. For 
titles, on average, the agreement was 0.70 for P, 0.66 for I and 0.62 for C. We also asked 
the users to submit annotations for abstracts; however, due to a more complex sentence 
structure (e.g. more text variety, longer sentences), we reached agreements of less than 
0.50 for each PIC element. 

 
Figure 1. The PIC annotation web-interface: (A) Sentence navigation, (B) active sentence (yellow background), 
(C) active sentence split into single word units (tokens) and finally, after selecting a start and end token, a pop-
up window (D) is shown and used to submit an annotation for either P, I or C. 

Based on the newly created corpus, we propose an automatic approach for the PIC 
identification. Since the annotation agreement for abstracts was weak, we decided to 
focus on titles of RCTs. In fact, the title already contains most of the PIC information: 
The 20 ground truth RCTs showed a coverage of 18/20 for P, 19/20 for I and 7/20 for C. 
Usually, no-medication and placebo comparisons are omitted in the titles, which explains 
the low 35% coverage for C. Therefore, if no C was detected, we assumed no-medication. 

To identify PIC elements automatically, we propose a rule-based approach. Rules 
are hand-crafted expressions and are used to exploit commonly occurring linguistic 
patterns. There are frameworks that ease the rule-crafting process. In our approach, we 
used Stanford's TokensRegex [5], which is best explained based on an example: Assume, 
we want to identify the P element in The bioavailability of nasogastric versus 
trovafloxacin in healthy subjects. First, we use CoreNLP [6], a natural language 
processing toolkit, to split the sentence into tokens (=single word units) and for each 
token, the lemma (base form) and the part-of-speech (POS) tag is computed. Additionally, 
we use GATE's BioYodie3, a pipeline to identify medical semantics (e.g. drugs, diseases), 
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and a static lookup list, which contains 42 person keywords (e.g. children, asthmatics), 
to add semantic information to the tokens. The resulting token representation is shown 
in Figure 2. Finally, we apply the TokensRegex rule: [word:of] []* [word:in] 
($Population [pos:JJ]* [sem:/Person/ or sem:/Disease/]), which consists of following 
components: 
� [word:of]: The first token must be of on the word layer. (Token3 in Fig. 2) 
� []* [word:in]: The of token is followed by any token (=[]) zero or more times 

(=*); however, eventually the word layer token in must occur. (Tokens 4 to 7) 
� [pos:JJ]*: After the in token, zero or more adjective tokens may occur (JJ = 

adjective), i.e. the rule would also fire for ... [tall energetic] subjects. (Token8) 
� [sem:/Person/ or sem:/Disease/]: The end token must be a Person or Disease on 

the semantic layer; i.e., ... in severe [headache] would also match. (Token9) 
� ($Population ...): Round brackets mark a capture group, i.e. non-Population 

tokens (e.g. of) are not captured and excluded in the result set. (Tokens 8 to 9) 
 

5:    Drug  Drug   Person 
4: DT NN IN NN CC NN IN JJ NNS 
3: the bioavailability of nasogastric versus trovafloxacin in healthy subject 
2: The bioavailability of nasogastric versus trovafloxacin in healthy subjects 
1: Token1 Token2 Token3 Token4 Token5 Token6 Token7 Token8 Token9 

Figure 2. Token representation: (Layer 1) index, (2) raw word, (3) lemma, (4) POS tag4 and (5) semantics. 

When crafting the rules, we did not differentiate between C and I; because only after 
identifying the full Intervention/Comparison phrase, we separated both elements based 
on keywords (e.g. vs. or compared to). We also considered trigger words, i.e. words that 
are not part of the Intervention/Comparison; but, may influence their separation. For 
example, consider the annotated sentence Efficacy of I[aspirin with vitamin c] and 
C[placebo] in P[men]. If we replace the text Efficacy of with a trigger word, e.g. 
Comparing I[aspirin] with C[vitamin c and placebo] in P[men], the I and C would 
change. 

3. Method for the Sentiment Analysis 

We created the sentiment corpus in a similar way as the PIC corpus: Six annotators were 
asked to submit annotations through a web-interface (Figure 3) and individual 
agreements were computed based on a 30 RCT ground truth (again, in coop. with a 
medical expert). The annotators were instructed to select a sentiment (positive, neutral 
or negative) for conclusion sentences in the abstracts of RCTs. In a structured abstract 
(=with headings), sentences within the Conclusion heading were considered as 
conclusion sentences. For unstructured abstracts (=no headings), we computed the 
number of conclusion sentences as ; e.g., for an 
abstract with 13 sentences, the last  2; sentences are considered as 
conclusion. The relative value of 0.125 was computed based on the analysis of 2000 
structured abstracts. 

When evaluating the annotations of individual users, we observed a rare occurrence 
( ) of negative samples. Based on the small number of negative samples, we could 
                                                           
4 DT=Determiner, NN=Noun, IN=Preposition, CC=Conjunction, JJ=Adjective and NNS=Noun Plural 
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not create a machine learning model that also works well for the negative class. Therefore, 
we merged the negative and the neutral class. After merging, we computed the 
annotation agreement (defined in Section 2) for each user, which was on average 0.78. 

 
Figure 3. The sentiment annotation web-interface. 

Based on the newly created sentiment corpus, we created a machine learning model. For 
this, we evaluated various configurations that also performed well in other classification 
approaches in the medical domain (e.g. [7,3]). In detail, as text input, we used raw text, 
lemmas (children with headache were � child with headache be), or POS tags (children 
� children_NNS). As textual features, uni-gram (Child, with, ...), bi-gram (Child with, 
with headache, ...), three-gram and all possible combinations of the listed features were 
evaluated. As classifiers, we evaluated Logistic Regression, Support Vector Machine 
(SVM), Random Forest, Multinomial Naive Bayes, and Bernoulli Naive Bayes. 

4. Results 

PIC identification: To create the PIC corpus, we asked each annotator to annotate 500 
RCTs; for which, 250 were identical (i.e. overlapping) for all annotators. Based on a 
majority voting for the overlapping annotations, we created an evaluation dataset. This 
dataset showed agreements of P 0.89, I 0.84 and C 0.71 when compared to the expert 
annotations (i.e. the 20 RCTs) and contained 217 P, 220 I and 76 C elements. 

We created 7 rules for the Population and 14 rules for the Intervention/Comparison. 
We measured the effectiveness of our approach on a test set (20% of the dataset) on a 
token-level. The idea of a token-level evaluation, i.e. true positives (TP), true negatives 
(TN), false positives (FP) and false negatives (FN), is described based on an example in 
Figure 4. The evaluation results for the test set are shown in Table 1. 

 
Figure 4. Token-level evaluation for the Population healthy subjects versus the identified Population 
trovafloxacin in healthy: (TN) correctly ignored non-P tokens, (FN) missed P tokens, (TP) correctly identified 
P tokens and (FP) incorrectly identified non-P tokens 

Identification errors usually occurred in sentences that did not conform to common 
linguistic patterns or if the separation process for the Intervention/Comparison was 
complicated (e.g. I[C[oxycodone ]] alone and I[combined with ethanol]). Additionally, 
Populations consisting of several prepositional connectors, e.g. men with [...] from [...] 
after experiencing [...], were problematic. 
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Table 1. Rule-based PIC identification results for the test set. 

PIC Type TP FP FN Precision Recall F1 

Population 121 15 18 0.89 0.87 0.88 

Intervention 84 33 11 0.72 0.88 0.79 

Comparison 20 3 3 0.87 0.87 0.87 

 
Sentiment Analysis: As dataset for the sentiment analysis, we used the annotations of 
the two best performing annotators, who reached an agreement of about 0.8 for the 
sentiment, when compared to the expert annotations (i.e. the 30 RCTs). 

The sentiment dataset consisted of 619 neutral and 532 positive sentences. The best 
result, with an F1 score of 0.72 (precision 0.76, recall 0.69), was achieved when using 
lemma preprocessing, uni-gram features and an SVM classifier (hyper parameters: C=1, 
gamma=1 and kernel=rbf). 

Classification errors occurred for sentences that state an increase or decrease of 
certain medical parameters (e.g. ammonia levels tended to decrease). Now, it is unclear, 
at least for the classifier, if an increase of ammonia is positive or not 

5. Conclusion 

In this paper, we showed that with a few hand-crafted rules it is possible to identify the 
Population, Intervention and Comparison in the titles of RCTs with an average F1 score 
of 0.85. Furthermore, we showed that the sentiment of an RCT can be predicted based 
on the sentences of the abstract with an F1 score of 0.72. 

In future research, we plan to create more advanced models for the sentiment 
analysis and second, incorporate abstracts for the PIC identification. 
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Abstract. Identifying incident (first or new) episodes of illness is critical in sentinel 
networks to inform about the seasonal onset of diseases and to give early warning 
of epidemics, as well as differentiating change in health service utilization from 
change in pattern of disease. The most reliable way of differentiating incident from 
prevalent cases is through the clinician assigning episode type to the patient’s 
computerized medical record (CMR). However, episode type assignment is often 
made inconsistently. The objective of this collaborative study between the Royal 
College of General Practitioners Research and Surveillance Centre (RCGP RSC), 
University of Surrey and the National Physical Laboratory (NPL) is to develop a 
methodology to reconstruct missing or miscoded episode types. The data, gathered 
from the RCGP RSC network of over 230 practices, are analyzed and poor episode 
typing reconstructed by disease type. The methodology is tested in practices with 
good episode type data quality. This method could be used to improve prediction of 
epidemics, and to improve the quality of historical rates retrospectively. 

Keywords. Episode type, general practice, medical record systems, computerized. 

1. Introduction 

The Royal College of General Practitioners Research and Surveillance Centre (RCGP 
RSC) [1] is an internationally renowned source of information, analysis and 
interpretation of primary care data. In 2015, it established a new data and analysis hub at 
the University of Surrey.  

Established in 1957, the RSC is an active research and surveillance unit which has 
been collecting and monitoring respiratory infection and other conditions largely 
managed in primary care since 1967 [2,3]. A key focus is influenza along with other 
diseases, collected from over 230 practices across England, and published online as the 
RCGP Weekly Returns Service (WRS). The WRS monitors the number of patients 
consulting with incident (first or new) episodes of illness classified by diagnosis in 
England, and is the key primary care element of the national disease monitoring systems 
run by Public Health England (PHE); its analyses are also critical for assessing flu 
vaccine effectiveness [4]. 
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Identifying incident cases is important for predicting seasonal onset of diseases and 
early warning of any epidemic at regional and national levels, and for monitoring vaccine 
uptake and effectiveness. The way to differentiate incident cases from prevalent cases is 
through the clinician assigning an episode type to a problem title in the patient’s 
computerized medical record (CMR). Episode type (first, new or ongoing) allows new 
and first diagnoses to be identified for separate analysis. The ability to record episode 
type was mandated for general practice CMR systems in England, of all brands.  Problem 
titles are recorded using the Read classification [5, 6]. 

The RCGP RSC is currently working with practices by providing them with 
feedback and guidance on the importance of good quality entry of medical problems, in 
which episode typing is key to ensure patients records are of as high quality as possible.  
This year the RSC has launched a data quality dashboard.  Poor quality data in primary 
care can have many negative consequences at different levels: practice patient care may 
be compromised, failure to call/recall patients may occur, and practice income may suffer 
(within a practice); the beginning of epidemics may be missed or the wrong conclusions 
may be drawn about vaccine benefits/risks (within the RCGP RSC’s surveillance 
programme); decisions about funding and resource allocation for epidemiological 
research may be mistakenly made based on incorrect evidence and trends.  

In the respiratory and other disease surveillance studies that the RCGP RSC 
currently carries out weekly, a percentage of practices is excluded as the data from those 
practices do not comply with the quality checks for episode typing. In this study a 
methodology has been developed by data scientists from the National Physical 
Laboratory (NPL), to assign missing episode types and reassign episode types judged to 
be miscoded. The methology has been tested in practices with good episode type data 
quality. 

2. Methods and Analysis 

A CMR data analysis has been performed on the weekly data received from practices by 
the RCGP RSC (all are English General Practices), and a methodology for data mining 
and episode type reconstruction has been developed and tested on this data set. The 
methodology has been refined taking into account clinical knowledge. 

2.1. Data set 

The data have been gathered by the RCGP RSC network (N > 2.3 million > 230 General 
Practices) that is representative of the national population on a variety of domains, both 
demographic and clinical [1]. These data are uploaded twice weekly (each extract 
comprises a 6-week increment of data – the current week plus the previous 5 weeks) to 
the RSC database and is retained. Data are stored from all consultations which are coded 
according to encounter, diagnostic and therapeutic procedures, drugs prescribed, and 
other comorbidities among others (within the RCGP RSC network only coded data is 
analysed).  

N. Smith et al. / Automated Differentiation of Incident and Prevalent Cases152



 

 

2.2. The RCGP RSC Weekly Returns Service 

The WRS monitors the number of patients consulting with new episodes of illness 
classified by diagnosis in England and provides weekly incidence rates per 100,000 
population for these new episodes of illness.  

The RCGP RSC performs checks to ensure the data quality, which is extremely 
important as outputs may be biased if the sample is not representative or if there is 
uncertainty around the denominator [7]. The two main checks performed are of the 
numerator (number of cases of a particular disease) and denominator (total number of 
patients) used to calculate the rates: 
� Monitored events below threshold (numerator): calculated by practice, the minimum 

threshold rate for the 37 conditions monitored in the WRS is 0.001. This rate is 
calculated as the total number of patients coming in for first/new consultations for a 
particular condition divided by all the patients in that practice. If the threshold rate 
is lower than 0.001, the practice is excluded from the WRS. A consultation is defined 
as first or new by checking the episode type.  

� Denominator discrepancy: calculated by practice, the number of valid patients 
received in the data compared to the published practice list size (this is published 
annually by the Health and Social Care Information Centre, HSCIC). If the list of 
patients is 15 % over or under this size, the practice is excluded from the WRS. 
At present around 15 to 20 practices (an average of 50,000 to 150,000 patients) are 

excluded every week from the data analysis that is published in the WRS as a result of 
not complying with these data quality checks, most of the exclusions being due to the 
numerator check, i.e. miscoded or missing episode typing.  

2.3. Reconstructing miscoded or missing episode type 

An algorithm has been developed to reconstruct missing or miscoded episode types in 
the patients’ CMR. In collaboration with primary care clinicians, relevant factors have 
been chosen (the time interval between two independent first/new events, and whether it 
is a chronic condition or not) to identify the episode type (first, new or ongoing) of a 
patient consulting with one of the monitored diseases. The algorithm analyses data from 
one or several overlapping 6-week increments, searching for all events of the monitored 
diseases and calculates an episode based on a difference in dates between two 
consecutive events of the same patient. The algorithm adds missing and updates 
miscoded episode types for 32 out of 37 of the diseases monitored by the RCGP RSC.  

The remaining 5 of 37 diseases were excluded as they were considered to be a 
category too broad to give a time interval between two new episodes and to decide on 
whether they were a chronic condition (e.g. symptoms involving musculoskeletal 
problems). Further information such as individual code level and patient history would 
be required to be able to decide the relevant factors for these diseases.  

The time interval between two independent first/new events varies for each disease 
monitored, with the minimum being 10 days for diseases such as ‘common cold’ and the 
maximum being 90 days for ‘infectious mononucleosis’. Therefore it was decided that 
the minimum amount of data needed on which to apply and test the algorithm was 90 
days’ worth of consecutive data.  
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2.4. Reporting and validating 

The results of the algorithm, i.e. the reconstructed episode types, are reported across the 
whole ranges of practices. As a validation exercise, we also reported the top quartile of 
best quality of episode typing practices against the remaining three quartiles of practices. 

3. Findings to date 

The results presented in Table 1 correspond to the outputs of the algorithm when 
monitoring 32 diseases in week 52 of the year 2016 (chosen as a relevant week due to 
being in the middle of the flu season) using 13 weeks of aggregated data (from week 40 
to week 52, 2016). The first column provides results for all the practices included in the 
analysis; the second for the top quartile of best quality episode typing practices; and the 
third for the remaining three quartiles of practices. The first row shows the percentage of 
the missing episode types (with respect to the total number of events monitored in that 
increment of data), defined as those that had a blank episode type field in the patient’s 
CMR for the corresponding consultation. The second row shows the percentage of 
miscoded episode types, defined as those that had a different episode type calculated by 
the algorithm to that of the patient’s CMR for the corresponding consultation. The final 
row shows the total percentage of updated episode types, defined as the total of episode 
types that the algorithm has modified with respect to the patient’s CMR and can be 
calculated as the sum of the missing and miscoded episode types.  
 
Table 1. Outputs of the algorithm when monitoring 32 diseases in week 52 of 2016, using 13 weeks of 
aggregated data (from week 40 to week 52, 2016).  

 All the practices 
 

Top quartile of 
“best” practices 

Remaining  
practices 

% missing episode types 
 

8.13 % 1.52 % 10.99 % 
 

% miscoded episode types 
 

13.83 % 
 

7.42 % 
 

16.62 % 
 

% updated episode types 21.96 % 8.94 % 27.61 % 
 

Looking at the results for all of the practices included in the analysis for this case 
study, the results are promising, showing nearly 22 % of updated episode types ‒ 8.13 % 
of which were missing, and 13.83 % of which were miscoded. Furthermore, nearly all of 
the miscoded events were found to be miscoded in the CMR as ‘ongoing’, when they 
were really ‘first’ or ‘new’. This is particularly important for the data quality checks the 
RSC performs weekly on the data to be analyzed, as with the reconstructed episode types 
this data could now be included into the weekly analysis.   

From a validation point of view, for this particular case study, it can be seen in 
Table 1 that the episode types calculated by the algorithm match the original ones much 
better for the top quartile of best quality episode typing practices than for the remaining 
ones (7.42 % vs 16.62 %). It can be observed also that the top quartile practices have 
very few incomplete episode types in the data whereas the remaining have many more 
(1.52 % vs 11 %).  

Further validation tests are currently underway to ensure consistent results with 
other datasets from different dates, and also with data from a longer period of time. Once 
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fully validated, the algorithm will be used to reconstruct data weekly and historical data 
will be analysed retrospectively.  

4. Conclusions and future collaboration  

A methodology for reconstructing episode types by disease type in primary care 
computerized medical records has been developed in a collaborative study between the 
Royal College of General Practitioners Research and Surveillance Centre, University of 
Surrey and the National Physical Laboratory. It has been run and validated on a test 
dataset gathered from the RCGP RSC database.  

Whilst educational programmes, feedback and dashboards can prospectively 
improve data quality, these activities have no retrospective impact. To harness historic 
data, methods such as these are badly needed.  

The algorithm has been developed in a heuristic fashion, taking into account primary 
care consultants’ knowledge, limiting it therefore to the diseases under study and those 
for which an episode type can easily be defined based on a difference in dates between 
two consecutive events.  

Once fully validated the methodology has the potential to improve the data quality 
of the patients’ CMR prospectively, therefore allowing the previously excluded records 
to be included in the analysis carried out for the WRS done by the RCGP RSC. The 
methodology can also be applied retrospectively, allowing the reconstructed historical 
datasets to be analyzed and compared to the previously published results in the RCGP 
RSC weekly returns service, to see if previously excluded data can now be included and 
the quality of historical rates can be improved retrospectively. 
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Abstract. We investigate what supervised classification models using clinical and 
wearables data are best suited to address two important questions about the 
management of Parkinson’s Disease (PD) patients: 1) does a PD patient require 
pharmacotherapy or not, and 2) whether therapies are having an effect. Currently, 
patient management is suboptimal due to using subjective patient reported episodes 
to answer these questions. Methodology: Clinical and real environment sensor data 
(memory, tapping, walking) was provided by the mPower study (6805 participants). 
From the data, we derived relevant clinical scenarios: S1) before vs. after initiating 
pharmacotherapy, and S2) before vs. after taking medication. For each scenario we 
designed and tested 6 methods of supervised classification. Precision, Accuracy and 
Area Under the Curve (AUC) were computed using 10-fold cross-validation. 
Results: The best classification models were: S1) Decision Trees on Tapping 
activity data (AUC 0.95, 95% CI 0.05); and S2) K-Nearest Neighbours on Gait data 
(mean AUC 0.70, 95% CI 0.07, 46% participants with AUC > 0.70). Conclusions: 
Automatic patient classification based on sensor activity data can objectively inform 
PD medication management, with significant potential for improving patient care. 

Keywords. Parkinson’s Disease, Pharmacotherapy, Supervised Classification, 
Machine Learning. 

1. Introduction 

PD is a common neurological condition with an estimated prevalence of 160 per 100,000 
and incidence of 15–20 per 100,000/year in the UK, with many of those affected having 
high dependency on carers [1]. Whilst patient management uses pharmacotherapy and 
physiotherapy, diagnosis rates and treatment adherence [2,3] are sub-optimal, partially 
due to using subjective patient reported episodes which overestimate performance [4]. 

Remote monitoring of PD patients by wearable devices could provide objective 
performance measures which can be integrated with clinicians and patients support tools 
[5]. However, while many studies have investigated using wearables and machine 
learning for PD, most have a low number of participants (mean 33.5; 95% CI 14), the 
studies were conducted in artificial environments which limit their validity and have 
mostly focused on measures derived from walking and talking. 

In this study we seek to answer two relevant clinical questions about the 
management of PD patients in order to provide objective guidance, specifically: identify 
the need for introduction of medication therapy and whether medications are having an 
effect. To this end we harness the richness of the mPower dataset that provides real world 
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measurements from a large cohort of patients, thus overcoming many of the limitations 
of previous studies [6]. 

2. Data and Methods 

Data was obtained from the mPower study from both Parkinsonian and non-Parkinsonian 
participants: clinical history (6805 patients) and activity data (35410 walking, 78887 
tapping and 8569 memory records). Each participant could contribute several times to 
each activity. The complete description of the dataset and acquisition protocol can be 
found in [6]. 

We define two clinical scenarios in the management of PD patients based on 
mPower dataset’s patient clinical history and wearables data as follows: 

Scenario 1 (S1) discriminates between patients whose treatment require 
pharmacotherapy and those who do not yet require medication. Participant class was 
obtained from the Medication Time Point attribute (medTimePoint) with value ’I do not 
take Parkinson’s Medication’, which provides the most up to date status. 

Scenario 2 (S2) discriminates between patients under pharmacotherapy before and 
after they have taken their medication. Following Neto [7], episodes can be 
unambiguously classified using the data labels ’Immediately Before Parkinson’s 
Medication’ and ’Immediately After Parkinson’s Medication (At your best)’. 

2.1.  Data Pre-processing 

Cases were excluded if they had confounding factors such as illnesses that would impact 
the patient’s performance for a specific task [8]. Simple imputation methods based on 
average functions were applied for demographic data, while activity records containing 
missing attributes were removed. Outlier attributes were also subjected to the same 
scrutiny as missing values. Following Neto [7] for S2, multiple datasets were constructed, 
one per eligible patient per activity. Patients were included if they submitted at least 30 
records with the medTimePoint value of ’Immediately Before Parkinson’s Medication’ 
and at least 30 records with the medTimePoint value of ’Immediately After Parkinson’s 
Medication (at your best)’ per activity. 

2.2. Classifier Design and Model Selection 

The overall methodology is depicted in figure 1. For the activity datasets time-series data, 
we calculated statistical parameters as features using tools made available from the 
mPower team. For the Tapping activity, the total number of taps and descriptors of the 
tapping interval, including: mean, mode, median, interquartile range, skew, kurtosis and 
coefficient of variation. For the Memory activity, only the time taken to complete the 
task was used. For the Walking activity, we computed statistical descriptors of the 
Euclidean distance describing the movement of the device in space. Also, the Auto-
Correlation Function, Zero Cross Rate, Taegar-Kaiser Energy Operator and Detrended 
Fluctuation Analysis were calculated [9]. 
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Figure 1. General Machine Learning pipeline used in this study. 

 
We investigated six learning algorithms: Decision Trees (DT), Adaptive Boosting DT 
(AB), Bootstrap Aggregated DT (BA), Support Vector Machines (SVM), K-Nearest 
Neighbours (KNN) and Logistic Regression (LR) [10]. For performance assessment and 
model selection, 10-fold stratified cross-validation (CV) was used, computing AUC, Ac-
curacy, Precision, together with 95% Confidence Intervals (CI). Synthetic Minority 
Over-Sampling Technique (SMOTE) was applied to the training set to address 
imbalanced classes [11]. For models that provide ranking of features, feature selection 
was performed using Recursive Feature Elimination, otherwise Sequential Feature 
Selection was em-ployed. In both cases, the selection criteria was maximum AUC. 
SVM’s Radial Basis Function kernel parameter selection was performed by exhaustive 
grid search. For KNN, we used the 5 closest neighbours under Euclidean distance. For 
DT, AB and BA, the Classification and Regression Tree (CART) algorithm was used. 
The entire pipeline was implemented using the Scikit-learn library [12]. 

3. Results and Discussion 

Table 1 outlines the data available for each scenario after pre-processing. The biggest 
class imbalances were between PD (n = 5581) and non-PD (n = 1087) participants and 
between Male (n = 5242) and Female (1426) participants. The top 3 comorbidities were: 
Depression (n = 1393), Anxiety (n = 1309) and High Blood Pressure (n = 818). 

 
Table 1. Nb of participants and activity records per scenario and type of sensor data after data pre-processing 
as described in the text. Target class imbalances were very significant for S1 for Memory and Balance activity. 

Scenario No Participants No Records (Total) Mean Age (SD) Class Ratio Male:Female 
S1 Tapping 1048 42218 (78887) 58.58 (14.87) 1.11:1 1.94:1 

S1 Memory 123 2539 (8569) 66.18 (7.52) 96:1 2.74:1 

S1 Balance 639 23519 (35410) 64.59 (7.74) 17:1 1.52:1 

S1 Gait 663 23921 (35410) 64.60 (7.78) 1.83:1 1.47:1 

S2 Tapping 69 10684 (78887) 65.00 (7.40) 1.06:1 1.4:1 

S2 Memory 6 471 (8569) 70.33 (6.68) 1.22:1 2:1 

S2 Balance 31 4804 (35410) 66.84 (6.55) 1.03:1 1.2:1 

S2 Gait 39 3885 (35410) 66.70 (5.93) 1.10:1 0.95:1 
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Table 2 shows the results for S1. For Tapping activity, the feature selected for all 
models was the Detrended Fluctuation Analysis on Tapping Interval, achieving an AUC 
of 0.95 (95% CI 0.05) using AB, BA and DT. For the Memory activity, the features 
selected were: Game Time, Surgery, Diagnosis Year and Overall Game Score. KNN, LR 
and SVN achieved statistically similar performance, peaking at AUC 0.97 (95% CI 0.02) 
for KNN models. For the Balance activity the type of Healthcare Provider, The Zero 
Cross Rate of the Euclidean Distance and Healthcare History (Atrial Fibrillation) were 
the top 3 features. KNN achieved AUC of 0.81 (95% CI 0.06). For Gait data, overall 
performance was poor with no model achieving AUC greater than 0.50. We computed 
Precision and Accuracy (results not shown), and they did not show any unexpected 
deviation from the observed AUC performance. DT models on Tapping activity data 
would be the model of choice, since they offer statistically similar performance to KNN 
on Memory data, but with only one parameter, allowing them to generalise better (lower 
variance) [10, Chapter 7]. 

 
Table 2. Performance for Scenario S1 in terms of AUC (95% CI) for all datasets-models pairs. The best 
performing model is KNN on Memory activity data. Overall the performance is either good or excellent with 
the notable exception of the Gait activity dataset for 

Dataset/Method AB BA DT KNN LR SVM 
Tapping 0.95 (0.05) 0.95 (0.05) 0.95 (0.05) 0.61 (0.05) 0.61 (0.08) 0.56 (0.03) 
Memory 0.91 (0.09) 0.90 (0.01) 0.90 (0.10) 0.97 (0.02) 0.94 (0.06) 0.95 (0.04) 
Balance 0.72 (0.09) 0.54 (0.01) 0.54 (0.11) 0.81 (0.06) 0.74 (0.09) 0.75 (0.09) 
Gait 0.41 (0.05) 0.31 (0.06) 0.35 (0.05) 0.50 (0.01) 0.50 (0.01) 0.48 (0.01) 

 
Table 3 presents the results for S2. For the Tapping activity, the top 3 features were 

the Minimum Interval, Mean Interval and the Interval Kurtosis. Overall performance 
(mean AUC of all participants) peaked at 0.69 (95% CI 0.09) using KNN and 40% of 
participants achieved an AUC of more than 0.7. For the Memory activity, the top 3 
features were: Game Time, Score and the Number of Failures. BA achieved a mean AUC 
of 0.57 (95% CI 0.13), with no participants achieving an AUC of 0.70 or more. From the 
Balance data, the top features were Post Power, Standard Deviation and Kurtosis of the 
Euclidean Distance. An AUC of 0.59 (95% CI 0.09) was produced using KNN with no 
participants achieving an AUC of at least 0.70. For Gait data, top features included: The 
X and Z axes Coefficients of Variation and Z axis Fundamental Frequency. KNN 
achieved a mean AUC of 0.70 (95% CI 0.01) and 46% of participants reached an AUC 
of at least 0.70. 

 
Table 3. Performance for Scenario S2 in terms of mean AUC (95% CI) all participants per datasets/models. In 
general the performance is poor, except for the KNN model on Gait activity data. 

Dataset/Method AB BA DT KNN LR SVM 
Tapping 0.56 (0.02) 0.56 (0.10) 0.55 (0.10) 0.69 (0.09) 0.66 (0.09) 0.66 (0.09) 
Memory 0.52 (0.13) 0.56 (0.12) 0.57 (0.13) 0.56 (0.11) 0.54 (0.12) 0.56 (0.26) 
Balance 0.51 (0.10) 0.50 (0.10) 0.50 (0.09) 0.59 (0.09) 0.55 (0.08) 0.53 (0.08) 
Gait 0.50 (0.11) 0.51 (0.11) 0.49 (0.11) 0.70 (0.10) 0.67 (0.11) 0.67 (0.10) 
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4. Conclusions 

To determine if a patient requires medication therapy (S1), the Detrended Fluctuation 
Analysis on Tapping Interval with Tree-based models offers excellent performance. For 
determining if a PD patient has taken medication (S2), model using KNN on Gait data 
(X and Z axes Coefficients of Variation, Z axis Fundamental Frequency) provides good 
classification. These results warrant further research to improve model performance in 
scenario S2. This study demonstrates that automatic patient classification based on 
sensor activity data in real settings can objectively inform PD medication management, 
with significant potential for improving patient care. 
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Abstract. Dashboards are technologies that bringing together a range of data 

sources for observational or analytical purposes.  We have created a customised 

dashboard that includes all the key data elements required for monitoring flu vaccine 

effectiveness (FVE).  This delivers a unique dashboard for each primary care 

provider (general practice) providing data to the Royal College of General 

Practitioners (RCGP) Research and Surveillance Centre (RSC), one of the oldest 

European surveillance systems.  These FVE studies use a test negative case control 

(TNCC) design.  TNCC requires knowledge of practice denominator; vaccine 

exposure, and results of influenza virology swabs carried out to identify in an 

influenza-like-illness (ILI), a clinical diagnosis, really is influenza.  The dashboard 

displays the denominator uploaded each week into the surveillance system, 

compared with the nationally known practice size (providing face-validity for the 

denominator); it identifies those exposed to the vaccine (by age group and risk 

category) and virology specimens taken and missed opportunities for surveillance 

(again by category).  All sentinel practices can access in near real time (4 working 

days in areas) their rates of vaccine exposure and swabs conducted.  Initial feedback 

is positive; 80% (32/40) practices responded positively.  

Keywords. Medical records systems, computerized, Systems Analysis, Vaccines, 

Vaccine effectiveness 

1. Introduction 

Dashboards are useful for visualising performance monitoring data derived from 

range of sources and presenting them for observational or analytical purposes. They are 

frequently used as decision making tools [1], due to their capacity to summarise 

information, increasing the human perceptual and cognitive capabilities [2]. There is an 

increased proliferation of dash board solutions [3], reflecting the increased importnace 

of data intensive transactions, ‘big data’ features emerging in many other domains and 

the integrated nature of most information solutions.  Despite the potential role they can 

play in visualising key performance data and support decision making and the technical 
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and data driven nature or much of its work the health care community have failed to keep 

pace with the developments in performance dashboards[4]. 

   

Internationally, sentinel networks monitor rates of influenza and other infectious diseases.  

Influenza requires surveillance because it has a different clinical pattern each year, and 

roughly every decade there is a pandemic The test negative case control (TNCC) method 

is the standard way that influenza vaccine effectiveness (FVE) is monitored and it has 

straightforward data requirements. The Royal College of General Practitioners (RCGP) 

Research and Surveillance Centre (RSC) is one of the oldest sentinel network systems in 

Europe, it has completed 50 seasons of surveillance. Its member practices provide data 

for FVE studies led by Public Health England.[5]  However, missing data is significant; 

in the 2016/2017 analysis only 68% (2881/4251) virology swabs could be used in the 

final analysis
.
 We developed a dashboard to provide practices near real time feedback as 

to the quality of their data, and to allow interventions to improve data quality.    

2. Methods 

2.1. Review of dashboard development strategies, designs and their implications 

We reviewed the literature to identify the implications of dashboard formats, their design 

features and deployment strategies on end user adoption and effectiveness. Based on the 

general guidance adopted by the Information Systems domain on the three primary 

dashboard design considerations; (1) presentation format, (2) amount of information, (3) 

feedback and interactions, we wanted to establish the most effective approach for design 

a similar platform for the RSC network. In parallel we also reviewed the uptake and 

effectiveness of our current dissemination mechanisms, to ascertain the suitable 

presentation formats, correct amount of information load that would match the end user 

preferences.  We have been utilising a combination of weekly PDF format newsletters 

and its online version to correspond with the member practices. The existing weekly RSC 

reporting workflow has an integrated ETL (Extract-Transfer-Load) process consisting of 

remote practice raw data file downloads, a data warehouse using Microsoft SQL server®, 

data loading process using Microsoft SSIS® (Systems Integration Service)-supported by 

in-house built data load scripts and a report generation process using Tableau® data 

visualisation applications. This setup had evolved, driven by a combination of 

stakeholder demands and cost-effective infrastructure elements available. It could be 

considered as a fit-for-purpose information architecture for a small research network. We 

then reviewed the available technical options to establish a suitable dashboard platform, 

to compliment this existing setup. 

2.2. Development of the Dashboard 

We created a set of wireframe models to determine most effective format for information 

presentation. The design was influenced by the format of information needed, their data 

sources and the overarching objectives of the RSC-member practice interactions. We did 

the design and development tasks adopting iterative and incremental approach. We 

evaluated a number of designs, followed by their prototype development and 

implementations. The final production version was then further tested for performance; 

we were considerate of the data linkage process i.e. how to feed data into the dashboard, 
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refresh time - so that practices could access data in near real-time and the demands this 

can make on the practice staff when interacting with the system, i.e. time taken, training 

or skills required, additional software requirements. 

3. Results 

3.1 ‘My practice dashboard’- design rationale 

 

We developed the single common point of access named as ‘My practice dashboard’ 

(Table 1) using a publicly available web server space. The dashboard interface contains 

five key presentation areas, with combination of tabular and graph displays adopting a 

consistent colour scheme. Focusing on the usability and usefulness characteristics, we 

endeavoured to combine the ‘unified whole’ and effect of contextualised data suggested 

by the literature, by introducing the five focus areas; starting from a broader view and 

then to move towards more feedback oriented simulative elements. 

 

Table 1. Summarises the purpose, presentation formats and features adopted in each of the focus areas. 

 

Focus area Purpose Visual, functional features 

Practice denominator and NHS 

digital denominator 

 

 

• Representing the 

denominator reported by the 

weekly data extraction, 

compared to that of the NHS 

digital dataset values.  

• Can identify significant  

gaps, missing data, data 

extraction issues and trends. 

• Confirms the practice upload 

occurred

• Graph data – bars representing 

each weekly data extraction 

denominator values, NHS digital 

reported values represented with 

a contrasting coloured line. 

• Hovering over a bar presented 

the week number and exact 

denominator value 

• Practice detail summary card 

Episode type recording 

 

 

 

 

  

• Reporting the number of 

episodes reported for the key 

disease areas – practice 

values and overall RSC 

network values 

• Comparing the recorded 

episode types; First & new, 

Ongoing, Missing 

• Recording rates, numerators 

reporting for three key 

monitored conditions 

denominators- covering both 

practice and RSC 

• Improving data quality – 

recording accuracy, 

completeness – emphasising 

the importance of episode 

type recording.  

• Use of two display groups; key 

diseases and all monitored 

diseases 

• Use of contrasting visual 

formats; tabular, vertical graph, 

horizontal graph. Graphs having 

high data-to-ink ratio 

• Presence of Contextual 

information: all rates reported  

for both the practice, and RSC 

network – stimulating 

comparison.  

• Hovering over a bar presents the 

exact data label, disease, type 

and rate 

• Numerical values in graph to 

support consensus 

Influenza vaccination rates and 

recording 

 

 

 

 

• Presentation of cumulative 

vaccination rates – practice 

population, adults over 65, 

children 0-4 and risk group 

• Reporting cumulative and 

weekly rates and counts

• Use of two display groups; 

Vaccine recording rates and 

recording  

• Use of two formats for recording 

rates to support contextualisation 

and consensus;  tabular and 
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• Vaccine recording data 

quality improvements– event 

only, prescription and batch 

data s, denominators- 

covering both practice and 

RSC

vertical graph with grouping, for 

practice and RSC 

• Separate horizontal graph to 

compare recording data 

completeness  

Virology swabbing rate 

  

• Swabs taken, received,  

tested and incomplete status 

– weekly counts, and the 

total for the current flu 

season 

• Flu coverage data for�����

���	
�����period; 

comparing the target patient 

counts with actual swabbed 

counts: improving swabbing 

and recording

• Drilled down data in tabular 

format– detailed view 

representing the performance 

data 

• Graph to visualise targets and 

achievements 

• Grouping within graphs to 

provide clarity; expected and 

actual values grouped based on 

age and diseases  

Adverse event recording 

 

 

 

• Presentation of weekly 

recording rates for adverse 

events, for individual 

practice and RSC overall  

• Detailed presentation of 

coded data for adverse 

events; use of preferred 

codes and other code - 

improving data quality by 

promoting the use of 

preferred codes.  

• Graph representing the weekly 

practice and RSC rates – 

horizontal graphs and rate values 

• Hovering over bars presents 

exact numerator values  

• Drilled down view in tabular 

format, with grouping – to 

present the use of preferred and 

other codes for reporting 

 

3.2 Deployment and evaluation 

 

We adopted a unique technical setup to create the data feed for the dashboard. In contrast 

to dashboard creation tools adopted by software engineers or resources available in other 

technical domains, as a small research team with primary care data focus, we wanted to 

converge the existing data sources and link them to the dashboard with minimal 

disruption to the existing workflow. However, the cost effective solution we opted for; 

the use a free public reporting server – Tableau public (http://public.tableau.com) meant, 

we had to create supplementary mechanisms for data aggregation, cleansing and 

validation. The free public server we used did not have features to link with multiple data 

sources. We resolved this by creating an additional data processing layer to merge 

multiple data sources into a single ‘virtual data view’ .  

 

The new dashboard, supplements the weekly newsletters sent as emails. Within the 

first 6 months since the deployment, My practice dashboard has recorded 1056 views, 

with monthly view count averaging closer to 175. We have deployed an online 

questionnaire to collect more specific feedback. Out of the 40 responses received, 32 

practices have acknowledged the dashboard as useful and influential information source 

while the remainder have cited restricted network access, data loading issues and lack of 

awareness as concerns. Main positive features acknowledged include the single view 

layout, weekly data summary, rates and values grouped into key performance areas and 

the comparative data representing overall RCGP RSC recording levels. The feedback 

available on swabbing, episode type recording and use of preferred read code were notes 

as having a positive influence on the data recording quality. Reduction of the number of 
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emails or phone calls received, availability of the dashboard for access anytime and the 

feature to download the content or project during meetings were also noted as positive 

contributions. Feedback for future improvements suggested the need for additional 

guidance for interpreting the graphs, inclusion of referral data, information about 

regional trends and having a separate layout for printing. 

4. Discussion 

This is the first time a performance dash board based platform has been used to provide 

near real-time feedback to a sentinel network. Despite the popularity of dashboards, there 

is no clear consensus on suitable design strategies, deployment rationale and functional 

or visual features that can be readily adapted to health care domains. Static nature of the 

traditional reporting approaches adopted in healthcare sector has contributed to poor and 

inconsistent decision making. The complex nature of the clinical information, variations 

in data recording and their implications on decision making mean despite the potential 

benefits, performance visualisation using dashboards has been explored little. Cost of 

dashboard deployment and the infrastructure concerns are also challenges [3,4].  Further 

evaluation is needed to establish the impact of the specific presentation formats, grouping 

and the deployment platform have on the end user satisfaction.  

5. Conclusion 

Dashboards are useful data driven decision support tools that can play a key role in 

improving clinical competence, evidence based practice and performance monitoring 

within the health sector. This study reports the viability of establishing cost-effective 

feedback platform using performance dashboard to enhance feedback dissemination and 

improve the quality of FVE studies in this sentinel network.  
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Abstract: Fatty liver disease (FLD) is considered the most 
prevalent form of chronic liver disease worldwide. The prediction 
of fatty liver disease is an important factor for effective treatment 
and reduce serious health consequences. We, therefore construct a 
prediction model based on machine learning algorithms. A dataset 
was developed with ten attributes that included 994 liver patients 
in which 533 patients were females and others were male. Random 
Forest (RF), Support Vector Machine (SVM), Artificial Neural 
Network (ANN), and Logistic Regression (RF) data mining 
technique with 10-fold cross-validation was used in the proposed 
model for the prediction of fatty liver disease. The performances 
were evaluated with accuracy, sensitivity, specificity, positive 
predictive value, and negative predictive value. In this proposed 
model, logistic regression technique provides a better result 
(Accuracy 76.30%, sensitivity 74.10%, and specificity 64.90%) 
among all other techniques. This study demonstrates that machine 
learning models particularly logistic regression model provides a 
higher accurate prediction for fatty liver diseases based on medical 
data from electronic medical. This model can be used as a valuable 
tool for clinical decision making. 

 

1. Introduction 

Fatty liver disease (FLD) is one of the major cause of liver disease worldwide which 
eventually lead to noncholestatic cirrhosis and hepatocellular carcinoma [1]. The 
prevalence of FLD has been increased and appear to pose a greater economic burden. 
However, the prevalence of FLD has been increasing in parallel with the prevalence of 
diabetes, metabolic syndrome and obesity [2]. In the United States, the prevalence of FLD 
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by ultrasound is 10 to 46 percent, but most biopsy-based studies reported the prevalence 
of FLD is only 3 to 5 percent [3, 4]. Although biopsy is considered as a good standard, it 
might make side effects and sampling errors during the application of this method. 

Ultrasonography has now been used as a functional tool for FLD diagnosis with 
higher accuracy, whereas identifying accuracy is highly operator dependent [5]. Machine 
learning has been playing a critical role in medical decision making and it specializes in 
the integration of multiple risk factors into a predictive tool [6, 7]. Being a promising tool 
for interference in medicine, it is helping physicians to treat patients more precisely. To 
date, the benefits of utilizing machine learning with data from electronic medical record 
to predict FDL has not been evaluated on a large scale. We, therefore aimed at constructing 
a machine learning model to predict fatty liver disease.  

2. Methods:  

Our method is composed of seven steps. 
1. Data collection : data were collected from Taipei Medical University Hospital under 

a liver protection project. database included the information of 994 patients during 
the study period between January 1, 2012, and December 31, 2013. Patients aged less 
than 30 years with incomplete examination procedure were excluded from our study. 
Ultrasonography test was used to identify fatty liver disease patient.  This study was 
reviewed and approved by the institutional ethical committee board of Taipei Medical 
University and Taipei Medical University Hospital, conducted in accord with the 
ethical guidelines of the Declaration of Helsinki of the world medical association. 

2. Machine learning strategies : The aim of the study was to select prognostic factors to 
predict fatty liver disease using classification machine learning algorithms. 

3. Data preprocessing : we removed all those variable containing more than 50% 
missing value. In addition, data imputation and normalization is needed to get a high-
quality dataset. SMOTE over-sampling method was used to generate synthesis 
samples for the minority class and balanced the positive and negative training set. 

4. Machine learning model selection: four classification algorithms such as RF, SVM, 
ANN, and LR were applied. We used 10-fold cross-validation to trained and evaluated 
training datasets.  

5. Feature selection: Data with extremely high dimensionality has presented serious 
challenges to existing learning methods [8]. Due to a large number of features, it may 
tend to over fit that cause decrease performance of the model. Features selection for 
classification model attempts to select minimally sized subset according to following 
criteria : (1) The classification accuracy should have to increase; (2) The values for 
the selected features should have to close as possible to the original class distribution. 

6. Model development and validation: Weka 3.7 was used to construct data mining 
algorithms 

7. Model assessment: The confusion matrix has been used to determine the relationship 
between the actual values and predicted values [9]. Table 1 shows the structure of 
confusion matrix. 
 

Table 1: Confusion matrix representation 
 Positive  Negative 
Predicted true (+) TP TN 
Predicted false (-) FP FN 
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Following quality parameters were used to evaluate the results 

(1) Accuracy = TP+TN/ TP+FP+TN+FN 
(2)   Sensitivity = TP/ TP+FN 
(3)   Specificity = TN/TN+FP 

3. Results: 

3.1. Patient’s characteristics:  

Table 2 shows the demographic and clinical characteristics of overall 994 patients. The 
age of the patients with FLD was 62.10±12.55 and NFLD was 62.07±13.52. Compared to 
non-fatty liver group, FL group had higher frequency of BMI, GOT-AST, GPT-ALT, and 
triglyceride. There were significant differences between two groups in GOT-AST, GPT-
ALT, and triglyceride level (p<0.01). 

 
Table 2: Demographic characteristics of abdominal ultrasonography diagnostic 

groups 
 

Patient 
variable 

Fatty liver (593) Non-fatty liver 
(401) 

P-value 

Age (Mean 
age, y) 

62.10±12.55 62.07±13.52 0.949 

Gender M:288/F:305 M: 173/F: 228 0.092 
BMI 25.88±3.958 22.64±2.918 <0.001 
Cholesterol 184.03±35.21 186.66±34.16 0.243 
HDL-C 53.15±11.58 58.02±12.43 <0.001 
LDL-C 111.54±22.99 112.49±24.89 0.535 
Glucose AC 116.32±33.81 112.19±33.901 0.060 
GOT-AST 39.67±101.07 28.99±25.56 0.014 
GPT-ALT 41.70±84.97 28.10±31.84 <0.001 
Triglyceride 136.38±109.69 106.13±53.71 <0.001 

 

3.2. Performance of machine learning algorithms: 

In our proposed model, we predicted the whole dataset using 10-fold cross-validation and 
evaluated the performance on FLD by AUC, accuracy, sensitivity, specificity, positive 
predictive value, and negative predictive value. Figure 1 shows the performance of the 
predictive model using different data mining algorithm techniques. The AUC of random 
forest (RF), support vector machine (SVM), artificial neural network (ANN), and logistic 
regression (LR) were 0.708, 0.657, 0.7333, and 0.763 respectively. Logistic regression 
model showed higher performance (AUC = 0.763, AC= 0.70, SN = 0.741, SP = 0.649, 
PPV = 0.782, NPV= 0.596) than other machine learning models. 
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Figure 1 Performance comparison of different machine learning algorithms on fatty liver disease prediction 

*Note: RF= Random Forest, SVM= Support Vector Machine, ANN= Artificial 
Neural Network, LR= Logistic Regression. AUC= Area under the ROC Curve, AC= 
Accuracy, SN= Sensitivity, SP= Specificity, PPV= Positive Predictive Value, NPV= 
Negative Predictive Value.  

4. Discussion:   

In this study, we used various machine learning algorithms to improve prediction of FLD 
that provided significant insights comparted with traditional statistical models. In this 
proposed model, logistic regression model showed higher performance with C statistic 
0.763. To our knowledge, this is the first study attempted to predict FLD using various 
machine learning algorithms. There are many kind of machine learning algorithms have 
been developed along with the most popular Bayesian algorithm, it is hard to make a 
proper algorithm for clinical decision making and clinical practices [10]. Therefore, the 
performances of different algorithms are the most important consideration, along with the 
easy to use and the interpretation of the models. However, our model could effectively 
detect fatty liver disease (FLD) for anyone by initial screening without using abdominal 
ultrasonography. In addition, the model could provide an easy, fast, low cost, and non-
invasive method to accurately diagnose FLD [11].  

As the healthcare data has been increased day by day and machine learning allow 
massive amounts of data to be analyzed rapidly [12]. Therefore, it is the opportunity to 
apply machine learning algorithms to the care of individual patients in medical practice. 
Using various machine learning prediction models, physicians could be able to extract the 
minimum data necessary to make a therapeutic decision [13]. Our model has the potential 
to early FLD detection that will help to improve precise and appropriate treatment pattern. 
It is very important for physicians to know about the most predictive variables for best 
treatment outcome. Patient’s baseline characteristics might be the strongest predictors of 
FDL for evaluation of the individual patient level [14]. Therefore, we carefully adopted a 
feature selection strategy and used 10-fold cross-validation to repeatedly screen potential 
variables. Data were included from a medical center EMR without additional clinical 
assessments, and our high-performance prediction model could be easily integrated into 
EMR to identify FLD risk. Our model could help to identify FLD patients that might 

AUC AC SN SP PPV NPV
RF 0,708 0,658 0,689 0,594 0,777 0,481
SVM 0,657 0,69 0,704 0,658 0,83 0,484
ANN 0,733 0,691 0,745 0,651 0,734 0,628
LR 0,763 0,707 0,741 0,649 0,782 0,596

0
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significantly impact on treatment pattern. Early prediction using this model might bring 
benefits from treatment reduction, and medical cost decrease.  

5. Conclusion:  

In this study, machine learning techniques were used to predict fatty liver disease, and 
logistic regression model showed better performance than other classification techniques. 
This prediction outcome has the potential to help clinicians make more precise and 
meaningful decisions about fatty liver disease diagnosis and treatment.   
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Abstract. Long term EEG examinations, for example during epilepsy diagnosis, can 
be performed more efficiently with support of automated abnormality detection. 
Currently, these methods are usually developed based on one specific database, 
which limits the possibilities of generalizations. Here, we present a machine learning 
solution for detection of interictal abnormal EEG segments optimized on the 
publically available TUH Abnormal EEG Corpus. The classifier is further re-trained 
and tested on several combinations of publicly available data sets. The results 
achieved internally on the datasets are comparable to the known state of the art, 
while training and testing on different sources produced accuracy in the range of 
67.51% to 99.50%. Lower accuracy is achieved when the training data set is highly 
preprocessed and relatively small. 

Keywords. EEG, epilepsy, spike detection, interictal abnormality 

1. Introduction 

The electroencephalogram (EEG) is a signal measurement of the brain's electrical 
activity [1]. It is one of the most commonly used tools for studies on brain functions and 
neurological disorders [2]. In particular, EEG data collection is conducted in patients 
with epilepsy [3] as well as to study the effects of antipsychotic medications and 
abnormal EEG patterns [4]. Current technologies allow long term monitoring, which in 
turn generates large quantities of data. Manual analysis of this data is time-consuming 
and inefficient. Hence, automated methods are needed as support for EEG analysis. 

Here, we focus on detection of interictal (between seizures) abnormal EEG patterns 
referred to as epileptiform discharges. These patterns are used by medical professionals 
for diagnostic and evaluation purposes. To the best of our knowledge, there is no publicly 
available EEG database containing individually labeled epileptiform events (such as 
spikes, sharp waves, slow waves and spike-and-slow-wave complexes [5]). Such detailed 
labelling requires a large amount of work and in the era of well developed machine 
learning algorithms would be of great interest. In the absence of such data we used the 
TUH Abnormal EEG Corpus (v1.1.2) [6], where EEG sessions are labelled as normal 
and abnormal. For this data we developed an algorithm for automatic abnormality 
detection. On later stages, the data from the so-called Bonn set [7] is added in order to 
show classifier robustness in dealing with the new data. Six different combinations of 
training and testing data formed by the subsets of these two databases are considered. 

Abnormalities 
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2. Methods 

2.1. Data 

Temple University Hospital (TUH) [6] offers a comprehensive source of clinical EEG 
data that is continuously updated. The data resources are available in a complete set of 
23,218 sessions or in several subsets. In addition to every EEG session, a physician's 
report is available summarizing the patient's medications, clinical history and the 
physician's findings. The TUH Abnormal EEG Corpus (v1.1.2), a subset of the TUH 
EEG Corpus (v0.6.0), provides 3017 EEG sessions that have been categorized into 
normal and abnormal recordings. Based on this data we develop and test a classification 
pipeline on automatically categorizing EEG into normal and abnormal recordings. 

Another widely used data source for testing automatic spike and seizure detection 
approaches is provided by the University of Bonn [7]. The database contains five sets 
with 100 records each (Table 1). Decision process 
We categorize the decision process into three stages: pre-processing, feature extraction 
and machine learning classification (Figure 1). As input to our classification algorithm 
we use single channel EEG signals. On the multi-channel TUH data we select the channel 
T5 - O1 derived from the TCP montage as it is proposed by Obeid et al. [8]. Following 
the same source, we consider the first 60 seconds of each recording in the dataset for 
classification. Selecting the same parts of the recordings allows a direct comparison of 
the results. 

2.2. Pre-processing 

The purpose of the pre-processing stage is to unify recordings from different sources, to 
reduce noise and to filter out artifacts. 

The EEG contained in the TUH dataset were recorded with sampling frequencies of 
250 Hz and 256 Hz, while the EEG segments from the Bonn dataset were sampled with 
173.61 Hz. We assume to encounter records of various sampling rates in future scenarios. 
To unify the length of the records we perform a resampling to a fixed sampling frequency.  
The sampling frequency of 250 Hz was chosen as it corresponds to 87% of all used data. 
This choice also implies that only 6% of the data loses information through the 
downsampling (256 Hz files). Epileptiform discharges are known to appear with a 
minimal duration of 20 milliseconds [5]. Hence, waves with a frequency above 50 Hz  
are here not of interest for us. In order to remove high frequency noise we perform band- 

 
 
 
 
 
  

Table 1. Overview of Bonn dataset. 

Set Patients Setup Phase 

A healthy surface EEG open eyes 

B healthy surface EEG closed eyes 

C epilepsy intracranial EEG interictal 

D epilepsy intracranial EEG interictal 

E epilepsy intracranial EEG seizure 

Figure 1. Decision process of EEG data classification. 
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pass filtering with a second order Butterworth filter, which is known for having a flat 
frequency response in the pass-band, setting the lower cut-off frequency to 1 Hz and the 
higher cut-off frequency to 50 Hz. 

Intracranial EEG generally have higher amplitude ranges (order of 100 μV) than 
surface EEG (order of μV) [7]. Since we will test different combinations of training and 
testing data from both measurement methods, we normalize each recording by the mean 
absolute amplitude of the corresponding dataset. 

Artifacts are generally observed in all EEG, regardless of whether they contain 
abnormal signal patterns. They can hamper algorithmic analysis and visual inspection. 
Physiological artifacts can be caused i.a.by saccadic eye movement, eye blinks and 
activity of the scalp muscles, while technical artifacts result from external influences. To 
filter out obvious artifacts we perform an amplitude thresholding. Segments that are 
filled only with zero amplitude values are excluded from further analysis. 

2.3. Feature extraction 

In the feature extraction phase for each previously pre-processed EEG segment a 
representative feature vector is computed describing distinct properties of the signal. 

Wavelet analysis has been reported to be effective in analyzing non-stationary 
signals. The wavelet transform decomposes a signal in terms of scaled and translated 
versions of a mother wavelet and a scaling function [9]. The discrete wavelet transform 
(DWT) has been frequently used in recent epileptic spike and seizure detection 
approaches that have shown promising results [10]. The choice on the maximal level of 
decomposition and an appropriate mother wavelet affect the result of the classification 
system. After testing various wavelets of the Daubechies, Coiflets and Symlets families, 
we have selected Symlets (sym) of order 7 as the basis wavelet in combination with a 
decomposition up to level 6. 

The calculated wavelet coefficients are used to form the feature vectors. To reduce 
the dimensions of the feature vectors statistical features are extracted from the wavelet 
coefficients in each sub-band. The computed sub-bands consist of the detail coefficients 
from level 1 to 6 and the approximation coefficient at decomposition level 6. As features 
we compute the maximum, minimum and the mean of the coefficients and their standard 
deviation. Additionally, we calculate the relative wavelet energy and the entropy for each 
sub-band. Consequently, each feature vector consists of 6 statistical features for each set 
of wavelet coefficients resulting in a feature vector with 42 values. 

2.4. Classification 

In the classification phase the feature vectors derived from the previous processing are 
taken as input for machine learning classifiers. Here, feed-forward neural networks are 
used. After the iterative optimization procedure, the chosen architecture of the networks 
consists of two hidden layers with 15 nodes and tan-sigmoid activation function. The 
output of the networks corresponds to a categorical probability distribution that is 
computed by the softmax function. To reduce the variance of the output we average the 
results of 40 nets to classify a segment. The final decision of whether an EEG is 
considered to be abnormal is concluded by the average class probability distribution for 
all segments in one recording. A recording is classified as abnormal if a threshold of 50% 
for the corresponding probability is exceeded. For following experiments this probability 
threshold is further optimized. 
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3. Results 

For the evaluation of our classification system we carried out several tests on both the 
TUH and the Bonn dataset (Table 2). The probability threshold for classifying an EEG 
as abnormal was chosen according to the highest Youden index for each training/testing 
combination. For each of these test cases the AUC and classification accuracy are 
reported as well as results from prior literature. 

4. Discussion 

The best results on the TUH dataset slightly outperform the current results of Obeid et 
al. [8] and Lopez de Diego [11]. We achieve an accuracy of 79.78% which is slightly 
higher than the reported accuracy of Lopez de Diego of 78.80%. Obeid et al. [8] achieved 
an accuracy of 83.00% on a smaller subset of the TUH evaluation set, but it is not 
reported which specific data was chosen. It is noticeable that our method has a high 
specificity (86.00%) in comparison to the sensitivity (72.44%). The confusion matrix 
indicates that the most frequent misclassification are abnormal EEG falsely classified as 
normal. Since abnormal activity may occur temporary, the lower sensitivity may result 
from the fact that we treat each segment of a longer abnormal recording as abnormal 
during training phase. The AUC value of the ROC curve of 0.8498 indicates a high 
discrimination between the classes abnormal and normal. 

The tests on the Bonn datasets show competitive results in comparison to other 
recent methods. The general distinction of abnormal and normal EEG is performed with 
an accuracy of 98.20% on the full Bonn database. 

The test cases combining the Bonn and TUH datasets show reasonable results. 
Training the classifiers on TUH data achieves an accuracy of 87.20% on the Bonn 
datasets. This result is close to the accuracy achieved when using cross-validation only 
on the full Bonn datasets. Training on the Bonn sets and testing on the TUH evaluation 
data results in an accuracy of 67.51%. A high sensitivity (85.83%) is achieved, while the 
specificity is lower (52.00%). The classification accuracy is lower in comparison to 
training and testing on TUH data only, which is to be expected. However, a higher 
sensitivity is achieved if training is performed on the Bonn data, since the segments for 
training certainly contain abnormal activity due to their manual selection. 

5. Conclusion 

We reported the development and evaluation of a machine learning solution for 
discrimination between normal and abnormal EEG data. While the methodology in 

Table 2. Overview of the results. 
Training data Testing data AUC Accuracy Literature Ref. 

TUH training TUH evaluation .8498 79.78% 78.80% [11] 

Bonn A and D Cross-validation .9995 (±.0011) 99.50% (±1.12%) - - 

Bonn A and E Cross-validation .9920 (±.0179) 99.50% (±1.12%) 97-100% [12–14] 

Bonn A-E Cross-validation .9961 (±.0046) 98.20% (±2%) - - 

TUH training Bonn A-E .9224 87.20% - - 

Bonn A-E TUH evaluation .7541 67.51% - - 
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principle follows the known ideas, the solution shows a number of advantages. The 
choice of features allows for fast computations, thanks to relatively small resulting input 
sizes. At the same time, this choice allows to capture the essential qualities of the data 
and achieve good classification results. An important characteristic of the proposed 
solution is its robustness, even when trained and tested on different sources of data. 
While TUH data set is large and contains raw data, Bonn set is relatively small and pre-
processed. Unsurprisingly, the classification results are the best within the same 
homogeneous dataset, but also training the classifier on the TUH set gives good results 
on the Bonn set. The combination of the proposed classification algorithm with the TUH 
Abnormal Corpus as training data showed very promising results not only in terms of 
accuracy, but also potential usability for the new data sets. 
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Abstract. Analysis of longitudinal data in medical research is becoming 

increasingly important, in particular for the identification of patient subgroups, as 

the focus of medical research is shifting toward personalised medicine. Here we 

present the use of a statistical learning approach for the identification of subgroups 

of hypertension patients demonstrating different patterns of response to treatment. 

This method, applied to large-scale patient-level data, has identified three such 

groups found to be associated with different clinical characteristics. We further 

consider the utility of this method in medical research by comparison to the 

application in two additional studies. 

Keywords. Personalised medicine, subgroup discovery, statistical learning 

1. Introduction 

Longitudinal data, where measurements are repeatedly taken from individuals over time, 

are often collected for clinical or medical studies. These are usually collected in order to 

examine disease processes or response to treatment over time and can enable discovery 

of patterns otherwise hidden [1].  

In many disease areas, clinical phenotypes observed in patients can vary 

considerably, making the prediction of outcomes and decisions regarding interventions 

more complex and difficult. As a result, medical research has shifted to a personalised 

or precision approach where the focus is on identifying smaller subgroups of the 

population who would benefit from a given intervention. For example, in psoriasis, 

biologic therapies have resulted in remarkable improvements in outcomes for many 

patients; however, these drugs are expensive, may result in serious adverse events, and 

response to treatment is variable, with some patients gaining little benefit [2]. In order to 

better manage the care of these patients, it is helpful to identify subgroups of patients for 

whom treatment with biologics will be most beneficial [3].  

Latent class mixed modelling (LCMM), a type of latent class analysis, can identify 

unmeasured class membership among individuals with random coefficients for each 

individual, discovering meaningful and differing subgroups with homogeneous patterns 

of change over time. This unsupervised statistical learning technique is gaining 

popularity in biomedical research. For example, LCMMs applied to data collected from 

type 2 diabetes patients, identified meaningful patterns of pre-disease BMI [4]. Here we 
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present results from latent class analysis of longitudinal data obtained from a large-scale 

clinical trial in hypertension, and consider the utility of this method in medicine in two 

additional studies.� 

2. Methods 

2.1. Data and participants 

For subgroup discovery in hypertension, demographic, laboratory and clinical data were 

obtained from the Systolic Blood Pressure (SBP) Intervention Trial (SPRINT), which 

compared the benefit of treatment to a target SBP over time to less than 120 mm Hg 

(intensive treatment group, n=4678) with treatment to a target of less than 140 mm Hg 

(standard-treatment group, n=4683) [5]. Access to the SPRINT_POP Research Materials 

was provided by NHLBI, through participation in the SPRINT data analysis challenge 

hosted by the New England Journal of Medicine [6]. 

 

2.2 Latent class mixed modelling 

LCMM was used to identify subgroups of patients with statistically distinct changes in 

disease measures over time. Each model was specified with the relevant disease measure 

as the dependent/outcome variable. Mixed-effects were used to account for the likely 

correlation of repeated measurements within the same participant. For each model, a 

trajectory shape was specified (Table 1) and a linear term for time used to specify the 

random effects of the model. The ‘lcmm’ package in R version 3.2.3 [7] was used to fit 

the models. We tested each model for 1–10 latent classes and the optimal number of 

latent classes was assessed using criteria described in Table 1. At model convergence, a 

posterior probability of membership of the latent classes was calculated for each 

participant, who was then assigned exclusively to the class for which the highest 

probability was obtained. This class-assignment was used for the subsequent 

characterisation of patient sub-groups.  

 

Table 1. Summary of the latent class mixed models applied in three areas of medical research, namely 

hypertension, AD and psoriasis. § Included in the analysis. BIC= Bayesian Information Criterion. 

 Hypertension Alzheimer’s disease Psoriasis 

Number of patients
§

 4646 1160 3546 

Number of observations
§ 

(mean 

per subject ± SD) 

67508 (14.5±4.1) 4856 (4.2±1.9) 12751 (3.6±2.5) 

Maximum duration of follow-up 

(mean FU per subject ± SD) 

54 months 

(36.2±11.6)

18 months 

(12.8±5.9)

36 months 

(1.2±1.0) 

Disease measure SBP or MAP ADAS-cog PASI 

Trajectory shape Quadratic Linear Natural spline 

No. of classes 3 3 2

Criteria for selecting no. of 

classes 

BIC & >5% in 

resulting classes

BIC BIC & >10% in 

resulting classes 

Class sizes (% of whole 

population) 

517 (11.1) 

3891 (83.8) 

238 (5.1)

119 (10.3) 

888 (76.5) 

153 (13.2)

1372 (38.7) 

2174 (61.3) 

Range of posterior probabilities 

of class membership 

0.81-0.94 0.79-0.93 0.77-0.85 
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3. Results 

3.1 LCMM for patient subgroup identification in hypertension 

Hypertension, a major risk factor for a wide range of medical conditions such as stroke, 

heart failure, and chronic kidney disease, is highly prevalent in adults. However, the 

exact causes for hypertension are largely unknown and may be varied. It is plausible that 

distinct endotypes of hypertension exist and that these may be characterised by differing 

patterns of response to treatment over time.  

To longitudinal patient-level data from 9284 participants in the SPRINT trial (to 

each of the two treatment arms, and the datasets as a whole), we applied latent class 

mixed modelling to discern subgroups of patients with distinct response patterns to 

treatment over time, measured by either systolic blood pressure or mean atrial pressure 

(MAP). Our models were adjusted for age, gender, race, BMI, and the presence of sub-

clinical cardio-vascular disease. Using SBP as the dependant variable, our analysis of 

data from the intensive therapy arm (n=4646) identified three latent classes (subgroups) 

of hypertension patients, with 11.1% in Class 1, 83.8% in Class 2 and 5.1% in Class 3, 

each demonstrating a different pattern of response (Figure 1). Significant differences 

between the resulting classes were found in baseline systolic and diastolic BP, with Class 

1 demonstrating the highest values. Class 3 demonstrated a higher occurrence of adverse 

outcomes (including stroke, heart failure, cardio-vascular death, myocardial infarction, 

and non-MI acute coronary syndrome; P<0.05). Baseline clinical lab data revealed that 

while Class 1 demonstrated higher blood levels of total cholesterol (P<0.001), Class 3 

showed the highest levels of HDL (P<0.05) and serum creatinine (P<0.001); and the 

lowest levels of estimated glomerular filtration rate (P<0.001). Additionally, patients in 

Class 3 were significantly older and had lower BMI (P<0.01). 

Generally similar results were obtained when the whole patient cohort was analysed 

(adjusting for treatment arm); and when MAP was used as the dependant variable with 

some variation in the mean posterior probabilities, the percentage of subjects assigned to 

each class, and the significant distinguishing clinical characteristics (data not shown). 

Analysis of the standard therapy arm resulted in no fitted model meeting our criteria.  

 

 

Figure 1. Resulting LCMM classes in hypertension (intensive therapy arm). (a) Trajectories of SBP over 

time. (b) Patient trajectories in each of the classes (each line represents a single patient). 
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3.2 LCMM applied across medical fields 

We have previously applied LCMMs in two additional studies. The first examined the 

possible existence of subgroups of Alzheimer’s disease (AD) patients treated with 

placebo or no treatment at all, from an integrated dataset of clinical studies. In this study, 

the LCMM identified three subgroups of patients, each demonstrating a different 

trajectory of disease progression as measured by the AD Assessment Scale–cognitive 

subscale (ADAS-cog). While one class represented rapid decliners with a steep decline 

in cognition over time, the other two classes demonstrated a more moderate decline but 

with significantly different baseline cognitive impairment. 

In the second study, LCMM was applied to data from psoriasis patients treated with 

first-line biologic therapies to identify subgroups of patients displaying different patterns 

of response to therapy, as measured by the Psoriasis Area Severity Index (PASI). Here, 

two subgroups of patients were identified, one demonstrating more sustained response 

to therapy over time and the other demonstrating a greater initial response to therapy 

followed by a slight increase in disease severity. In both studies, the resulting subgroups 

were found to be associated with a variety of distinguishing clinical characteristics such 

as demographic features, symptom manifestation, co-morbidities, and blood-test levels.  

4. Discussion 

It is increasingly recognised that longitudinal patterns are essential in phenotypic 

characterisation of disease; unsupervised machine learning methods can help identify 

these. We present here the application of latent class mixed modelling in three areas of 

medical research. In all three studies distinct subgroups of patients, each demonstrating 

different disease-related trajectories, were ‘learned’ from clinical data in an unsupervised 

fashion. By focusing on the distinguishing characteristics of these subgroups at baseline, 

the prediction of disease progression or response to treatment might usefully be stratified. 

This approach is merely hypothesis-generating but is capable of uncovering plausible 

subgroups that may prove, with further causal investigation, to be distinct endotypes or 

fundamental strata.  

Each of these studies utilised a different type of medical dataset and for different 

research purposes/questions. For subgroup discovery in hypertension, LCMM was 

applied to a single large-scale clinical trial with the aim of identifying patterns of 

response indicative of potentially distinct aetiologies, while the AD study focused on 

patterns of (natural) disease progression in an integrated dataset of clinical studies. The 

third, psoriasis study, aimed at identifying subgroups of response to treatment using data 

obtained from a national patient registry. Further, the selection of trajectory shape, 

criteria applied for selecting number of classes, and size of the datasets varied between 

the three studies (Table 1). For example, for the selection of the optimal number of 

subgroups in the hypertension and psoriasis studies, minimal class size criteria were 

applied to ensure the resulting subgroups were clinically meaningful. In the AD study, 

only the lowest BIC criterion was needed since the resulting classes were large enough 

to be clinically relevant (Figure 2). This could be in part due to differences in trajectory 

shape specifications, where the linear trajectory used in the AD study leads to rapid loss 

of fit when the number of classes gets too large, while the spline function used for 

psoriasis trajectories continues to adapt to the number of classes – making it impossible 

to determine the optimal number of classes from the BIC alone. Differences in trajectory 

shape selection between studies depended on both plausible clinical patterns (for each of 

N. Geifman et al. / Patient Stratification Using Longitudinal Data 179



the disease areas) as well as the structure of the data, e.g. distribution and frequency of 

observations; generally preferring the simplest shape possible. Such aspects, as well as 

other model parameters, need to be considered carefully in the context of specific 

research questions and fit with clinical understanding and data available (e.g. where a 

trade-off exists between the size and level of noise present in the data). This approach is 

therefore potentially more challenging than supervised machine learning problems, as 

there is no ground truth, making methodological decisions harder. 

The successful application of LCMMs in varied datasets demonstrates the plasticity 

and versatility of the approach. In all three studies, the LCMM, not only allowed for the 

identification of patient subgroups but also allowed us to relate trajectories of treatment 

response or disease progression to clinically relevant measures and characteristics, 

making the results of such analyses appealing to clinical audiences.  

 

 

Figure 2. BIC as a function of number of classes (line) with corresponding class proportions (bars). 
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Abstract. An increasing number of new eHealth services that support patients’ self-
management has changed health professionals’ work and has created a need for a 
new eHealth competence. In this study, we evaluated the health professionals’ 
eHealth competences and training needs in a public health organization in Finland. 
The target organization’s goal was to increase the number of eHealth services 
provided to patients, and health professionals and their competences were seen as 
critical for the adoption of services. Data was collected through an online survey of 
701 health professionals working in the target organization. Professionals perceived 
their basic computer skills as good and they were mostly willing to use eHealth 
services in patient work. However, health professionals need guidance, especially 
in their patient work in the new eHealth-enabled environment. They were less 
confident about their competence to motivate and advise patients to use eHealth 
services and how to communicate with patients using eHealth solutions. The results 
also imply that eHealth competence is not merely about an individual’s skills but 
that organizations need to develop new working processes, work practices and 
distribution of work. We suggest that the training and support needs identified be 
considered in curricula and lifelong learning. 

Keywords. Health professionals, eHealth competences, eHealth services 

1. Introduction 

Increasingly, eHealth services are offered to patients who will consequently take a more 
active role in the maintenance of their health [1]. As a result, the work and role of health 
professionals are changing, and health professionals need eHealth competence for 
practicing in an increasingly eHealth-enabled and changing health care environment 
[2,3]. Beyond computer skills and literacy, new eHealth services create new competence 
needs. Health professionals play a critical role in utilizing eHealth services in patient 
work and in engaging patients to use these services for self-management [4]. 

What are eHealth competences in practice? Previous studies have focused on 
nursing students’ and nurses’ ICT skills and informatics competence [2,5]. The 
Technology Informatics Guiding Educational Reform (TIGER) [6] identifies three 
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categories of competences in nursing informatics: basic computer competences, 
information literacy and information management. Health care is information intensive, 
so the focus on information management is justifiable. However, as the scope of eHealth 
is broadening from information systems to eHealth services such as patient portals, other 
aspects of eHealth competences need to be considered. Sihvo et al. [7] used group 
interviews of experts and identified seven categories of competences: 1) ICT skills, 2) 
interactive e-communication, 3) work development skills, 4) positive attitude toward 
using eHealth, 5) knowledge of eHealth services and their use in patient work, 6) service 
development and implementation skills, and 7) multichannel health coaching and 
instruction skills. In summary, eHealth competences can be defined as a broad set of 
skills employing ICT and eHealth services, information management, multichannel 
health coaching, patient communication, development and implementation.  

Collaboration between the European Union and the United States aims to ensure that 
health care staff have competences to apply technology effectively in health care [6]. The 
present study aims to contribute to this effort by identifying health professionals’ eHealth 
competences as well as the current practical challenges that health professionals face 
with eHealth services.  

In this study, we evaluate the current state of eHealth competences of health 
professionals in a public health organization in Finland. The identification of deficits in 
eHealth competences helps in developing training and support for health professionals 
in adopting new eHealth services. The strategy of the target health organization is to use 
eHealth services widely, and it has already provided a set of self-management services 
to patients. The organization’s goal is to increase the number of eHealth services 
provided to patients so that all patients initiate their care through the eHealth services. In 
the organization, health professionals and their eHealth competences were seen as critical 
for the adoption of services, and the identification of training and support needs was 
deemed essential. 

2. Methods 

An online questionnaire was developed to assess the eHealth competences of health 
professionals, including nurses, social workers, and physicians. The survey contained 
questions about demographics, self-perceived eHealth competences and actual patient 
guidance behavior. Self-perceived eHealth competences were assessed as in [8] using 
multiple-choice questions with competence statements with a five-point Likert scale. The 
scale ranged from 1 (fully disagree) to 4 (fully agree) and included a fifth option, 5 (I 
don’t know), that was removed from the analysis. Nine statements were selected to 
broadly represent different eHealth competence areas identified from the literature (see 
Table 1). In addition to self-perceived competence assessments, respondents were asked 
to rate how often they had guided patients in using the three most common patient portals 
and in searching for health information from patient portals. Respondents were asked an 
open-ended question with regard to training and support needs. The quantitative data was 
analyzed using descriptive statistics and the responses to the open question were content-
analyzed. 

The reliability of the questionnaire was tested with nine health professionals. They 
filled in the questionnaire and talked aloud at the same time to describe how they 
understood the questions. Based on the iterative pilot testing, the questionnaire was 
revised by clarifying wording and slightly modifying some items.  
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The survey study was carried out between June 14 and August 31, 2017 in the South 
Savo Social and Health Care Authority, which is a public health organization in Finland. 
The survey study was introduced in the intranet news page of the organization and an 
invitation was sent to health professionals by their work email. The invitation letter 
included a description of the target group (health professionals) and the purpose of the 
survey. Although participation was anonymous, respondents could submit their email 
address at the end of the survey to participate in a draw for 10 pairs of movie tickets and 
two wireless computer mice. 

3. Results 

A total of 701 health professionals filled in the questionnaire; the response rate was 24% 
of the total health care personnel in the studied organization. The mean age of the 
respondents was 44.1 years (SD = 11.9) and 89.5% of them were females. Most of the 
respondents were nurses (62%). In addition, respondents included social workers (6%), 
physicians and dentists (5%), ward secretaries (5%), physiotherapists and other therapists 
(3%), instrument or facility care personnel (3%), health administration workers (2%) and 
psychologists (1%).  

Table 1 shows the self-perceived level of competences and Table 2 summarizes how 
often health professionals had guided patients to use different eHealth services. Health 
nurses and midwives had guided patients most often. Doctors and ward secretaries were 
the second-most active professions. Social workers, practical nurses and psychologist 
were the least active in guiding patients. Of the respondents, 234 took the opportunity to 
answer the open question about their training and support needs. Most frequently, the 
responses requested training for a specific service or software (57 mentions) or that 
“everything should be gone over again” (53 mentions). Many of the respondents 
requested an introduction to eHealth services and their possibilities, or training about 
how to guide patients to use eHealth services or how to communicate with patients using 
eHealth services (47 mentions). Some mentioned that they would like to have an 
orientation when new services or programs are implemented (11 mentions) or that they 
would like to learn basic computer skills (10 mentions). 

 
Table 1. Percentage of health professionals agreeing with the competence statements. Scale from 1 (Fully 

disagree) to 4 (Fully agree). 

Competence statement M S.D. Professionals agree (%) 

I can work based on the principles of information security 
and privacy protection. 

3.7 .52 98.1 

I can use eHealth applications and services. 3.4 .67 91.3 
I have good basic computer skills. 3.4 .74 88.3 
I am willing to use eHealth services in patient work.  3.3 .73 88.0 
I can motivate and guide patients to use eHealth services. 3.0 .82 74.0 
I can fluently communicate with patients via a computer. 3.0 .92 72.6 
I can advance the implementation of a new eHealth 
service. 

2.9 .84 70.1 

I can utilize the professionals’ materials of Kanta.fi*. 2.9 .92 68.9 
I can redesign my own work processes. 2.9 .87 68.8 

 *Note: Kanta.fi is a national digital patient data repository that also includes instructions and information for 
health professionals. 
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Table 2. Percentage of health professionals who had guided patients to use an eHealth service. 

 Never 1–4 times 5–9 times 10 or more 
Local patient portal 61 23 5 11 
Searching for information 57 25 7 11 
Electronic prescription 40 25 10 25 
National patient data repository 38 28 9 25 

4. Summary and conclusions 

Overall, health professionals evaluated their competences as fairly good, but they seem 
to need guidance in particular in their patient work in the new eHealth-enabled 
environment. Respondents felt their basic computer skills were good and they were 
willing to use eHealth services in patient work. Still, computer skills varied and many 
professionals requested training for a specific software or service or wanted to review 
the basics. Furthermore, a minority of respondents (12%) were not willing to use eHealth 
services in patient work. Generally, respondents felt themselves uncertain regarding new 
tasks in guiding patients to use eHealth services and regarding communication with 
patients using a computer. More than half of the respondents had neither guided patients 
to use the local patient portal or had searched for information from eHealth services. 
Health professionals were also less confident about communicating with patients 
utilizing eHealth solutions. It is a new skill that improves over time [9], but health 
professionals could also receive training in this regard. 

The results of the competence evaluation reflect the established use of information 
systems in Finnish health care. Based on our evaluation, health professionals are mostly 
experienced in using computers and they have received training on information security 
and privacy protection. However, the number of eHealth services for patients is 
increasing rapidly, and this change is causing challenges to health professionals. Health 
professionals are not familiar with all eHealth services and the benefits of these services 
in their work. They are not equipped with a clear plan on how to adopt new eHealth 
services and integrate them to their patient work. They were concerned about how tasks 
and responsibilities were shared and how they should modify their own work. Clearly, 
eHealth competence is not merely about an individual’s skills but it also concerns the 
organization’s need to develop new working processes, practices and distribution of 
work in conjunction with the health professionals.  

Health professionals’ expected role in engaging and advising patients to use eHealth 
services was not entirely clear to them. For example, one of the physician respondents 
commented that “it is not the physician’s task to guide patients to use eHealth services.” 
However, as a health professional’s endorsement influences a patient’s capacity to use 
eHealth services [4], health professionals need to be active and know how to motivate 
and guide patients.  

To conclude, we examined health professionals’ competences related to eHealth 
services and identified that health professionals need support in adopting new eHealth 
services to patient work. We suggest that the training and support needs identified be 
considered in curricula and lifelong learning. The identified competences expand the 
earlier competence models from the eHealth service point of view. The eHealth 
competences can be seen to be ever-expanding as new technology, such as robotics, gains 
ground in the field. Gradually, eHealth will become an essential part of health care, but 
the capability of health professionals to constantly adapt their work to new technologies 
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and services will continue to be fundamental. E-learning is a promising approach for 
supporting this health professional development in hectic healthcare where shift work 
inhibits professionals to participate traditional training [10]. However, many of the 
professionals did not know about the existing online materials in Kanta.fi. Thus, e-
learning services need to be promoted and health organizations should support their use.    
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Abstract. This paper describes work that has taken place over the past three years 

in the form of an annual deep dive study track within a national conference setting.  

The work explores the changing influence that big data, and in particular population 

and social determinants of health data, makes upon the generation of co-created 

eHealth within a nursing domain.  Working with delegates, many of whom returned 

year after year, the paper reports the discussion themes and ideas that evolved over 

time.  The paper is presented as an example of connected reasoning and personal 

development by all those involved and is offered as a distributed think tank for 

further discussion and debate. 

Keywords. Nursing, professional curiosity, context based care, population health 

data, social determinants of health, health inequalities. 

1. Introduction 

The past few years has seen a massive growth in the availability of medical and health 

related data and information.  The data is being entered into electronic health records 

(EHR) by clinicians as they complete their patient related tasks.  Some of this data is 

coming from administrative systems as the patient is processed through our systems.  A 

subset of data is coming from the patient themselves perhaps entered through personal 

health records or uploaded from mobile applications.  Currently, there are additional 

sources of data to consider when thinking about patient and population health. This data 

comes often, but not exclusively, from external systems that describe the social 

determinants of health such as the environment in which a patient lives, or the economic 

status of a community, or the transportation infrastructure, or the ability to access food, 

or the climate and pollution levels to which one is subject.  Much of this data and 

information is freely accessible from community level datasets that need to be paired 

with electronic health record data to fully understand the health risks of patients and 

populations.  Our research question is how will this understanding  happen and what does 

nursing affect as the trend of increasing access to data and information is expected to 

continue as the sources increase and improve in terms of accuracy and timeliness. 

This explosion of data that paint a more holistic image of patients and populations 

should be of importance to nurses. Nursing has a unique role within the healthcare 

professions in that the work of nurses (in the widest sense) is one with the greatest 
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number of contact opportunities with the patient, their relatives, care givers, and friends 

[1].  It is within this role that there is need for a cross-over between the immediate patient 

information generated during an acute episode of care or during the management of a 

long term condition and the wider sociobehavioral and population information that may 

be community or patient specific in order for nursing to have a better understanding of 

the relationship between care provision, context of living, and optimal health and 

wellness. 

Over the past three years, a deep dive track has been offered within the Summer 

Institute of Nursing Informatics hosted by the School of Nursing, University of Maryland 

in Baltimore, USA.  The track was designed to develop professional curiosity, promote 

constructivist learning, and increase exposure to skills around the importance of 

considering the context of living for those receiving care.  It is rewarding to note that 

many of the 35 to 40 delegates who joined the first deep dive track session three years 

ago have returned to the track each year. This allowed a natural progression in knowledge 

development and an incremental enhancement in thinking, which improved the discourse 

about how to accomplish a full understanding of this ocean of data and information.  This 

progression in learning also fostered a healthy debate about what knowledge and skills 

are needed by informaticians and nursing professionals alike to promote a co-creation of 

eHealth which has informed this paper. 

Nursing has become highly skilled in the science of care, the application of justified 

interventions to meet diagnostic need, and in the ability to record such care given in 

system designed tools such as the EHR.  This process describes a common activity of 

nursing worldwide and reflects to some degree a common understanding of the role of 

the nurse.  However, the deployment of nurses does vary at both at regional and country 

levels.  For example in Europe there are instances where nurses are part of the community 

within which they work.  These nurses frequently visit patients and their carers in their 

own homes; whereas there are other countries in which the acute intervention is more 

prevalent.  Regardless, the need to view the patient as more than a receiver of a medical 

service at a point in time but as a whole biopsychosocial individual is a core component 

of all nurses wherever they work and wherever they live. Thus the need to consider what 

other data besides what may be extracted from episodes of care captured in an EHR is 

needed to paint that full patient or population picture.  Herein lies the struggle – how to 

capture this data and what do we do with it once captured?   

The question for development within the deep dive track became one around 

professional curiosity, how well do we, as nurses, know the context for those in our care 

and if we do know the context for those in our care how might this knowledge affect the 

care interventions prescribed?  Of particular interest was where the care and context meet 

which is generally at the time of discharge following a health episodic intervention 

during which a nurse is to be preparing a patient to move to another level of care which 

can greatly influence ongoing wellbeing.  The accepted notion being that appropriate 

discharge for an individual following an acute intervention will reduce the requirement 

for re-admission and thus present a potential cost saving and a better experience for the 

individual patient. 

The term ‘professional curiosity’ comes from social care and in particular issues 

around child safeguarding [2], it charges of us to look beyond the current state and 

behaviors of those in our care so that a more complete ‘picture’ of the issues and 

circumstances are fully understood, as some would say “no stone unturned”. 

Add to nursing and professional curiosity a third dimension, that of freely accessible 

population data and the opportunities of care in context becomes a closer reality. 
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2. Methodology 

In the first year (2015) approximately 40 delegates were invited to explore population 

contexts across three domains, rural, semi-urban and urban.  In three groups, one for each 

domain, they self-selected a geographical location and then using a well-known search 

engine found out as much as they could about the context of their selection.  It was 

interesting to note that many of the data sources identified by delegates as impinging 

upon the health context included non-medical care sectors such as social, economic, 

environmental agricultural and physical.  There were many ‘ah-ha’ moments which led 

to further exploration of available data sources to give a holistic view, indeed the 

professional curiosity appeared to know no bounds and led to the publication of results 

as a poster presentation at the Nursing Informatics 2016 world congress [3]. 

By the 2016 iteration of the track there had been increased public and professional 

awareness of health inequalities and social determinants of health [4, 5].  The delegates 

further considered community planning models as they related to reducing health 

inequalities and to improving health providers’ ability to meet expected health care 

demand.  It became clear that a number of key issues were starting to emerge, some 

already well known but seemingly not yet embedded into the professional lives of nurses 

in practice.  In collaboration with HIMSS some cases outlining a person’s journey to 

include a health episode were presented at HIMSS 2016 during the Interoperability 

Showcase   

In 2017, the track concentrated upon the development of tools for connected health.  

Delegates engaged in discussion with those who were attempting to use these data 

sources co-create eHealth.  Delegates experimented with tools that connected various 

data sources which provided a foundation to create collaborative context based care, or 

as found in the title of this conference, co-created eHealth where this is taken to mean 

working across professional boundaries and with the patient (or carer) to meet the best 

level of health outcomes supported by information and communication technology 

appropriate to the context for the individual patient.  Through a constructivist process 

that used guided small group work, the delegates developed a requirements list that must 

be considered in order for the broad variety of data and information to be fully used to 

form knowledge that will provide collaborative eHealth: 

• Acknowledge the nurse’s professional curiosity role in contextualised 

healthcare that includes more than consideration of EHR medical data. 

• Develop a standard curriculum to prepare nursing and inter-disciplinary 

students in an academic setting to view, assess, and plan for the person as a 

whole in their population (context). 

• Obtain Leadership buy-in to promote change to optimize collaborative care; 

identify motivators for change.  This may include a broader view of 

reimbursable nursing activity, responsibility, and role. 

• Strengthen the skills and role of nurse informaticians in progressing context 

based collaborative care [6]. Provide the nurse informatician with the 

competencies in big data manipulation and management, data science, data 

analytics, and visualization in order to provide the direct care nurse with the 

tools to activate collaborative eHealth.   

P.M. Procter and M.L. Wilson / Nursing, Professional Curiosity and Big Data CoCreating eHealth188



3. Discussion 

In line with the unique role that nurses hold within the body of healthcare professionals 

it increasingly became clear during the discussion that nurses are in a prime position to 

drive this agenda and to take it outside the direct healthcare setting.  However, in order 

to achieve such a goal, nurses need to develop some basic competencies particularly 

around the importance and use of data (analytics).  In addition there must be recognition 

that a healthcare episode in most people’s lives is but a moment in time in their life and 

that there may be a number of factors that led to need to seek medical advice and that 

there will be many external factors that significantly impact the success of that patient 

outside of the walls of medical care.  It was suggested by one group that there needs to 

be more exact science behind the relationship of diagnosis and care; nurses need to base 

care upon co-morbidities, social, spiritual and socio-economic perspectives so that we 

can prioritize the avoidance of harm first. 

In all aspects of nursing education, from pre-entry courses through to doctoral level 

study there needs to be inclusion of data comprehension and analytical techniques 

offered so that nurses are able to recognize and work with such data to improve patient 

outcomes.  Education is changing, there is a reduction in the need to hold knowledge  

as before towards that of being able to find and appraise information then to use it  

in a knowable and connected way [7].  Health care is no different.  Every country is  

well aware of the need to reduce the costs of health and social care whilst at the  

same time not disadvantaging any particular social group, in order for this to happen  

data must be used to inform decisions both at the individual patient level and at the 

regional/organizational level. One area that highlighted the link between micro 

(individual patient) and macro (regional/organizational) social determinant information 

was that of discharge following an acute episode of care.  The scenario offered concerned 

a patient of 62 years old, female, slightly obese who had undergone successful keyhole 

surgery for removal of her gall bladder; one aspect of her post discharge care was that 

she should build an exercise regime, a leaflet was handed to the patient outlining the 

staged development of the expected exercise regime.  The nurse considered that the 

micro element had been successfully completed.  The patient looked at the leaflet and 

became distressed for although she understood all the information contained within the 

leaflet, in her neighborhood no one walked around the block as suggested due to the high 

level of crime in her area.  Thus the nurse did not consider the context of living (macro) 

for the patient in preparing the discharge formalities.  There was the potential for the 

patient to return for a further in-care episode due to lack of exercise. 

Nurse informaticians have a significant role to play in incorporating data analytics 

into the workplace and helping professionals understand how the documentation of  

key elements (social determinants) bridges greater understanding of populations  

and the advancement of healthcare in context to living.  It was strongly stated that  

micro level social determinant information could be gleaned from data fields  

already present in the EHR without further data fields added; the macro level social 

determinant information could be gleaned from external data sources such as 

https://www.communitycommons.org.  The expertise will be found in mapping links 

between the micro and macro levels to improve patient outcomes and this has the 

potential to reduce expenditure. 
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4. Conclusion 

Three years of deepening discussion at the Summer Institute in Nursing Informatics with 

thoughtful and engaged nurse informaticians has led to an acknowledgment of significant 

gap and recommendations in order to optimize the oceans of data and build continents 

of knowledge for co-created eHealth. First, there is much discussion about the 

importance of using medical as well as social determinants of health data in order to plan 

for a successful post-acute care life for patients [8]. Nurses are taught to consider the 

whole person in their foundational courses but somewhere along the way, this is lost and 

the singular focus becomes the assessments and intervention based on medical need. 

There needs to be an emphasis on considering the whole patient when assisting that 

patient in preparing for optimal wellness. This will require a re-education on the data and 

information that are above and beyond that found in an EHR. Secondly, nurse 

informaticians also understand the importance of considering the whole patient but many 

lack the foundational knowledge and skills in data science and analytics to make that 

ocean of data into a continent of knowledge.  Lastly, it will be up to thought leaders to 

map that pathway to ensure that all can co-create eHealth.   
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Abstract. Staff training is acknowledged as an important activity when 
implementing health information systems (HISs). This paper reviews the literature 
on staff training in connection with HIS implementation. The aim is to identify 
critical issues to reflect on when planning or evaluating this type of training. 
Searches were conducted in three research databases, resulting in 423 hits. Sixty-
four papers were retrieved for more detailed examination, and 12 papers were 
selected for analysis. The analysis focused on the content, organization and 
pedagogical approach. In general, the review revealed minor primarily descriptive 
studies focused on aspects of staff training rather than strategies for staff training. 
The review revealed specific agreed-upon issues that are considered important for 
the success of the training. The issues identified are transfer of knowledge and 
skills is not enough, ongoing training is important, training should be related to 
practice and address individual learning needs, and super-users are important 
facilitators. 

Keywords. Staff training Health information systems, implementation, adoption  

Introduction 

Implementing health information systems (HISs) is recognized as a difficult and 
challenging process. Over the years, there have been many attempts to understand and 
to identify factors critical for the success or failure of processes for implementing HISs. 
Characteristic of these efforts is an emphasis on the complex nature of the 
implementation process, by which an HIS implementation cannot be reduced to a 
technical process but involves the whole organization. The specific number of 
identified critical factors and the level of detail differ. For example, in 2003 Ash et al. 
[1] provided a consensus statement with nine considerations important for 
Computerized physician order entry (CPOE) implementation: motivation, vision and 
leadership, costs, integration, value to users, project management, technology, training 
and support, and ongoing learning and improvement. On a more abstract level, in 2004 
Coiera [2] suggested four rules for the reinvention of healthcare: Technical systems 
have social consequences, social systems have technical consequences, design is not 
about technology but about socio-technical systems, and designing sociotechnical 
systems requires an understanding of how people and technologies interact. In line with 
this, in 2004 Aarts et al. [3] pointed to social studies of science and technology as a 
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theoretical frame for understanding the complexity of HIS implementation processes. 
Their analysis was based on three theoretical assumptions from this framework: 
Technology and practice are transformed during the implementation process (mutual 
shaping), implementation is, by nature, unpredictable (emergent change), and success 
and failure are not static categories but socially negotiated judgments.  

These early insights into the complex nature of HIS implementation processes are 
supported by many later investigations, including investigations based on a synthesis of 
several studies [4-8], as well as review papers [9-13]. There are differences, of course, 
in exactly how many critical factors are identified, the specific critical factors and how 
they are designated. There seemed to be some consensus, however, in categorizing the 
critical factors in technological, organizational and human and social issues and at the 
same time emphasizing that the issues are interrelated and that alignment between them 
is important [9], [10], [13]. 

Staff training was considered a critical factor; it is one of five identified lessons 
learned: “Expect the need for multiple methods of training, including the most basic 
computer skills for novice users” [5], just as “dedication of adequate resources and time 
for staff training, technical support, and system troubleshooting and maintenance” is 
mentioned as one out of four critical factors identified in [6], and the need for training 
and support was one of the main findings from a prospective national evaluation of the 
implementation of electronic health records in secondary care in England [8]. Adequate 
training and support, sufficient time for training, technology literacy and general 
competencies of staff were identified in [13], [10], [9], [11] and placed in the category 
human or social critical factors for implementing HIS systems. This paper examines 
literature on staff training on use of an HIS, that is, papers that describe and evaluate 
specific ways of doing training, how is it organized, pedagogical approach and delivery 
form, and experiences with this type of staff training. 

1. Methods and Materials 

The review was carried out as a structured search in three research databases: Medline, 
Scopus, and Web of Science. Medline is the most specific, whereas the others are 
broader covering research output in the fields of science, technology, medicine, social 
sciences, arts and humanities. The search in the databases were structured via search 
strings of "Health information system" OR "electronic medical record” OR” 
computerized provider order entry system” OR “clinical care” OR "hospital 
information system”, combined with variations of “implementation” and variations of 
“staff training” plus “evaluation”. The search was limited to the last 10 years, that is, 
from 2008 until 2017, and to English-language peer-reviewed publications. The search 
resulted in 423 hits (Medline 196, Web of Science 156, and Scopus 71). 

 Based on a reading of titles and abstracts, 64 papers were retrieved for more 
detailed examination, and 12 papers were selected for analysis. These papers include 
evaluations or descriptions of staff training in connection with HIS implementation. 
Three papers evaluated different aspects of staff training [14-16], one paper described a 
transformation of a training strategy [17], seven papers were implementation studies 
that included some description of aspects of staff training [18-24], and one study 
described the use of e-learning to educate nurses about new elements incorporated into 
an existing system [25]. Most papers discussed staff training in connection with 
implementation and use of electronic medical or health record systems, one focused on 
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“newly adopted technology in acute care settings” [19] and another on decision support 
systems [23]. Two studies used a quantitative approach [14], [16], one study used 
mixed methods [15], three studies were based on the authors’ experiences [17], [22], 
[25] and the rest used a qualitative approach; that is, the findings were based on 
interviews or observations. Most studies took place in a hospital setting, three specified 
critical care units [21], [23], [19], one was a mental hospital [18], one focused on a 
record used by physician providers [15], one study was in the context of nursing homes 
[20] and one was in ambulatory practice settings [22].The analysis was carried out by 
reading the selected papers and organizing the papers’ findings within the following 
categories: content (what knowledge and skill), organization (e.g., classroom, online, 
bedside or learning labs) and the pedagogical approach (e.g., transfer, interactive or 
practice oriented). 

2. Results 

In general, the review revealed the studies were minor primarily descriptive studies 
focused on aspects of staff training rather than actual strategies for staff training. One 
study differed as it consisted of testing the effectiveness and efficiency of a mandatory 
hospital program aimed at introducing the digital medical record used at the hospital 
[14]. The mandatory program was only briefly introduced, however. The review 
revealed specific agreed-upon ideas and trends in staff education, as well as general 
challenges. These trends are elaborated in the following sections. 

2.1.  The traditional way is not enough  

Most of the papers were based on a more or less explicit understanding of the 
traditional way of doing staff training. As formulated in [14]: “This type of training 
model begins with the assumption that each novice participant starts training at the 
same knowledge and skill level and that the goal of the training session is to transmit 
sufficient information for each participant to undertake the required task independently” 
(p. 408). The traditional model was also described as a “single introductory ‘how-to-
use-the-new-EHRʼ class” [16] or as “instructor-led, hands-on training, with a focus on 
navigating through the electronic charts” [17]. This traditional model was not described 
in detail although it was addressed in one of the papers as “a compulsory hospital 
induction and orientation programs for all staff, which include 3,5 h ICT training…a 
variety of educational styles, including didactic teaching, demonstrations, e-learning 
and practical application” [14 p. 480]. There seemed to be agreement that this 
traditional model is not enough and should be augmented and/or changed. One issue 
addressed in many studies in connection to the traditional model was the importance of 
timing in staff education [14], [19], [21], [22], which was expressed by [22] as: 
Training that is either too early or too late will waste resources and raise frustrations.  

2.2. Ongoing training is important 

Some of the studies focused on or mentioned the need for ongoing training [15], [20], 
[25]. Software changes over time, and the staff needs to be aware of these changes and 
know how to use the new or changed functionalities. Another reason for focusing on 
ongoing training is that introductory training focused more on “gaining basic 
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proficiency for job functions rather than efficiency and mastery” [15]. Thus, ongoing 
training can focus on content identified as important and causing trouble for the users 
and content that supports the staff in using HIS in a professional rewarding way. 

2.3. Training should be related to clinical practice and address individual learning 
needs 

The importance of working with real cases (concrete scenarios) focusing on clinical 
work-flow and using a problem-oriented interactive approach, was emphasized in 
several papers [15], [16], [17], [20]. In addition, inadequate training was characterized 
as training not related to clinical practice [18], [23]. One study stressed that it was 
important to give room and time for staff to set their own pace and establish a learning 
laboratory where staff could work with specific clinical scenarios [17]. Assessment of 
computer skills was used in [17] and mentioned in [15] as a way of addressing 
individual learning needs. 

2.4. Super-users are important facilitators 

Super-users and related concepts, such as peer coaches, mentors and local champions, 
were considered important in [16], [19], [20], [21], [24]. In [24], super-users were 
defined as “clinician[s] or nurses who are capable of training other people, they work 
on the ward and are very motivated so they act as ‘local facilitators’ in each department, 
supporting staff and training new staff.” Super-users are colleagues who receive 
specific training and thus, support the idea that training should be related to clinical 
practice. The degree of training and the role of super-users vary. Several specific 
models were described in [21].  

3. Conclusion 

This paper presented a review of literature on staff training in connection with the 
implementation and use of health information systems. There is no formula for doing 
staff training. One size does not fit all. However, the review revealed specific agreed-
upon issues that are considered important for successful staff training. These issues can 
inform the planning or evaluation of staff training. 
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Abstract. In recent times, health care professionals (HCP) have come across a 
number of migrants as their patients. The cultural differences lead to 
communicational challenges between the migrant patients and health care 
professionals. Our project aimed to discover HCPs’ attitudes, challenges and needs 
on cross-cultural communication, so that we can develop an e-learning solution that 
would be helpful for them. By conducting interviews with HCPs, we identified five 
crucial categories of problems and the current solutions that experienced 
professionals use to tackle those problems. These interviews also helped us in 
understanding the motivational factors of HCPs, when using e-learning application. 
Health care professionals prefer a focus on examples and themes such as death and 
pain that they face in their everyday work. Changing attitudes by e-learning 
application is challenging. However, e-learning was recognized as a flexible way 
for supporting traditional training with HCPs who are busy at work most of the time. 

Keywords. Cross-cultural communication, User-Centered Design (UCD), e-
learning, user research, paper prototype, user testing 

1. Introduction 

In European countries, there has been an increase in immigrants and refugees over the 
last few decades. The shift has posed a challenge in providing the best possible care to 
migrant patients [1]. Communicational challenges between the migrant patients and 
health care professionals are common, especially when there is a lack of understanding 
about sociocultural differences [2]. Not only do the patients have difficulties explaining 
their situations to health care professionals (HCP) but also HCPs face challenges in 
communicating with people from diverse cultural backgrounds. As a result, HCPs may 
behave less assertively and effectively when interacting with ethnic minority patients [3], 
and patient safety can be threatened in hospitals [4]. In general, HCPs might face many 
obstacles such as language barriers, immigrants’ lack of familiarity with the health care 
system, traumatic experiences, and different understandings of illness and treatment, all 
of which can complicate health care delivery [1].  

As HCPs are concerned with delivering satisfactory treatment for foreign patients, 
they need to improve their cultural competence. To alleviate the identified challenges 
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and satisfy needs when encountering cross-cultural patients, we are developing an e-
learning application which would help HCPs by improving their cross-cultural skills. 
This learning would facilitate their medical and general communication with migrant 
patients. Cultural competency is a vague concept and teaching cross-cultural skills is 
challenging [5], which was kept in mind in application design. Our goal was to 
investigate whether an e-learning application could be used for teaching cross-cultural 
skills to HCPs. For example, shift work restrains professionals’ participation in 
traditional training opportunities and e-learning provides an alternative to increase the 
reach of education and to support learning on demand [6]. 

In this paper, we report the process of developing an e-learning application for health 
care professionals. The first aim was to identify the attitudes, challenges and needs of 
health care professionals when encountering foreign patients, which would help us to 
develop an e-learning application that would serve the purpose. The second aim was to 
test the feasibility of the e-learning application. This study is a part of the COPE 
(www.stncope.fi) research project, which aims to identify the transformations happening 
in the health care sector in Finland. The first solution ideas and prototypes of the e-
learning application were created in collaboration with Aalto University, the Finnish 
National Institute for Health and Welfare (THL), and Axxell, a multicultural training 
institute in Finland.  

2. Method 

The design of the e-learning application was created in adherence to different User-
Centered Design processes and techniques like classification of interview results as 
affinity diagrams, analysis of user flows with customer journey maps, paper prototyping 
and usability testing. The initial phase of the project was a field study during spring and 
summer in 2017. We identified needs and current practices of the HCPs by conducting 
semi-structured individual (n=25) and focus group interviews (n=13) in their workplaces. 
The interview questions were related to the experiences and challenges that the HCPs 
had faced when working with foreigners. The interviewees were doctors (n=5), nurses 
(n=17), dentists (n=4), other professionals (n=2), and health care customers (n=3). 
Interviewees (n=38) were from Finnish health care service centers for students and a city 
hospital in southern Finland, where health professionals encounter high proportion of 
migrants in the Helsinki Metropolitan area. Interviews at the Finnish health care service 
center were carried out by students of Aalto University.  

Subsequently, we designed our first e-learning solution idea based on the 
information from the above-mentioned interviews. This initial idea was redefined 
iteratively based on the feedback of our design team, who were researchers in THL, 
professors from Aalto University, and educators from Axxell. Most of them were the 
domain experts of cross-cultural communication, and their suggestions greatly helped us 
in conceiving the final solution concept and design. The stakeholder meetings and 
ideation session with them helped in formulating the solution idea and design based on 
the results of the user interviews. The diversified stakeholders in this project guided us 
in shaping a solution that fit HCP needs. In the early phase of the design work, we 
identified that it is critical to find a way to motivate the professionals to use the e-learning 
application, and we paid special attention to identifying their motivational factors. 

Next, we sketched the paper prototype for the solution idea by considering the needs 
of users and suggestions from the experts. Lastly, we evaluated the paper prototypes by 
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testing them with 13 nurses from different wards of the city hospital. The results provided 
clarity about the way of presenting the content and motivating professionals to use the e-
learning application. Consequently, we eliminated a few weak design options and 
included some parts of our design alternatives to satisfy the needs of the users.  

3. Results 

3.1. Interview Results 

Five categories of cross-cultural communication problems were found, that described the 
problems that doctors and nurses face while communicating with patients from 
unfamiliar cultures: language, gender, cultural interpretation of pain, problems related to 
visitors, and foreigners’ lack of knowledge about the Finnish health care system 
(Figure 1).  
 

 

 

Figure 1. Problem categories in cross-cultural communication based on the interviews of HCPs. 
 

The first category of problems was language, as the lack of a common language for 
communication was cited as a common obstacle by the interviewees. In addition, when 
patients’ relatives act as translators because there are no available interpreter services, 
more language difficulties may occur.  

The next category was gender, primarily consisting of male dominance in 
discussions occurring when relatives are present. These problems can also impact 
language issues. One interviewee explained the problem saying, “Sometimes the patient 
is no longer the center of attention.” Also, a few interviewees mentioned that there is 
discrimination against female professionals when they treat patients. 

Another category of problems was foreigners’ lack of knowledge about the Finnish 
health care system. One of the main issues in this category was foreign patients visiting 
the wrong health care unit or center. Interviewees felt another issue was that some foreign 
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patients want medical attention for more minor needs compared to those issues for which 
Finnish patients seek help and the foreigners underestimated the capabilities and 
knowledge of nurses.  

The next category was cultural interpretation of pain, which refers to people from 
different cultures perceiving and showing pain differently. This poses a challenge for 
doctors and nurses to estimate the real intensity of pain. Amongst this, difference 
perceptions of death and hospital formalities surrounding death were also factors that 
challenged health care professionals.  

The final category of problems was visitors. These challenges were foreigners 
visiting patients outside visiting hours like very late in the evenings, visitors bringing 
food to patients, and too many visitors coming at a time. Another notable factor that a 
nurse pointed out was that visitors bring food in an effort to take care of the patient, but 
this is usually not allowed in hospitals. 

As many of our interviewees were very experienced HCPs, we also discovered the 
current solutions they use when encountering foreign patients. The current solutions fell 
under two wide spectrums of communication and attitude (see Figure 2). HCPs had 
learned to ask more questions and use facial and body language to alleviate 
communication problems. They also found attitudinal issues to be important, such as not 
judging patients, courage to ask questions, being open when questioning, and treating 
patients equally and with respect.  

 

 
Figure 2. Experienced HCPs’ current solutions for encountering cross-cultural patients  

3.2. Paper Prototyping and User Testing 

Based on the identified problem categories from interviews, the designed paper prototype 
of the application had three parts: First, the Forum section for topic-oriented discussion 
amongst HCPs. Second, the Stories section which displays patients’ real-life experiences 
aimed to help professionals to understand patients’ points of view. Third, the Training 
section which is designed to equip HCPs with knowledge and positive attitude about 
cross-cultural communication and hints how to solve practical challenges they face.  

In the training part of the application, the professionals’ expectation of the content 
mostly matched with our design. The interviewees mentioned that they want visually 
engaging material, additional downloadable material, and further related links. Another 
valuable feedback that interviewees gave was regarding the difficulty in understanding 
the titles of the content in the training part, suggesting that titles should be practical and 
linked to HCPs’ everyday work. In addition, interviewees wished to have condensed 
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information and short videos about the study topics. These additional comments provided 
by the users not only aided the application design but also contributed to effective content 
design.  

4. Conclusion 

Our study examined HCPs’ attitudes, needs and motivational factors that support 
designing a useful and attractive e-learning application to facilitate cross-cultural 
communication. The results of interviews showed that HCPs are willing to improve their 
knowledge about different cultural aspects and the ways to implement better 
multicultural health care using an e-learning application. Based on the feedback about 
the paper prototype, professionals prefer the application focus on examples and themes, 
such as death and pain, that they face in their everyday work. Thus, the training material 
should be health care focused, including examples of typical challenging work situations.  

The experienced HCPs had solutions such as asking more questions than usual to 
avoid misinterpretation, to tackle cross-cultural communication challenges. These 
current solutions were not known by the majority of inexperienced HCPs and these 
solutions can be used in designing training content for inexperienced HCPs. The attitude 
part of the current solutions is more challenging to address with an e-learning application 
than with traditional face-to-face training. However, because of the hectic schedules of 
HCPs, e-learning was recognized as a flexible way to support traditional training, and 
we hope that e-learning increases the reach of education. The next step in our study is to 
implement the e-learning application to support HCPs in handling cross-cultural 
communication.  
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Abstract. Virtual Patients (VPs) offer learners the opportunity to practice clinical reasoning skills 
and have recently been integrated in Massive Open Online Courses (MOOCs). Feedback is a 
central part of a branched VP, allowing the learner to reflect on the consequences of their 
decisions and actions. However, there is insufficient guidance on how to design feedback models 
within VPs and especially in the context of their application in MOOCs. In this paper, we share 
our experiences from building a feedback model for a bladder cancer VP in a Urology MOOC, 
following an iterative process in three steps. Our results demonstrate how we can systematize the 
process of improving the quality of VP components by the application of known literature 
frameworks and extend them with a feedback module. We illustrate the design and re-design 
process and exemplify with content from our VP. Our results can act as starting point for 
discussions on modelling feedback in VPs and invite future research on the topic.   

Keywords. Virtual patients, feedback, medical education 

1. Introduction 

In the context of medical education, Virtual Patients (VPs), defined as “interactive 
computer simulations of real-life clinical scenarios for the purpose of healthcare and 
medical training, education or assessment” are suggested as a key technology for 
teaching clinical reasoning skills [1]. The VPs facilitate interaction and allow the training 
of clinical reasoning skills [2]. VPs are getting widening access; most recently, VP’s 
have been introduced in Massive Open Online Courses (MOOCs) for the purpose of 
addressing some of the challenges associated with MOOCs, such as low levels of 
interactivity [3, 4]. In 2015 Karolinska Institutet launched a Urology MOOC that 
introduced a number of VPs, including a bladder cancer VP [5] to foster the training of 
specific medical skills. 

The VP allows the learner to play the role of the healthcare professional, to identify 
relevant information from a set of anonymous patient-related data, conduct physical 
exams, laboratory tests and make diagnostic and therapeutic decisions [6] without any 
real-world repercussions. In particular, branched VPs require learners to select the best 
available option at each stage of the virtual patient case; the choices and the available 
paths represent different clinical scenarios and outcomes. Feedback is a central part of a 
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branched VP, allowing the learner to reflect on the consequences of their decisions and 
actions and is based on the choices made, time taken and success in completion of the 
problem [7]. More broadly, feedback is known to be a prerequisite for self-directed 
learning and various feedback models are repositioned as a fundamental part of 
curriculum design. From a cognitive and self-regulated learning viewpoint, elaborated 
or informative feedback is considered an important and necessary source of information, 
facilitating learners to achieve learning outcomes [8]. Designing feedback though is a 
resource and time-consuming process [9]. 

Whilst there is much research on how to design VPs and feedback models in general, 
there is insufficient guidance on how to design feedback models within VPs and 
especially in the context of their application in MOOCs [2]. 

In this paper, we share our experiences from iteratively re-designing a VP including 
a feedback model. We aim to develop a model that can serve as a basis for more in-depth 
research on the topic for the purpose of utilizing the positive effects of both VP scenarios 
and related feedback on the learning process. 

2. Methods 

2.1. Materials 

The basis of our research is a bladder cancer VP case designed for the purpose of a 
Urology course. We identified Learning Outcomes (LOs) in the topic of the bladder 
cancer selected from the medical programme at Karolinska Institutet. The basic narration 
of the VP is structured around the LOs which inform the critical pathway through the 
case [10]. We used the OpenLabyrinth 3 open source VP system to create interactive 
patient scenarios [11]. The participant is requested to make decisions which branch the 
story to reflect consequences of incorrect proceeding. The incorrect pathways were 
designed to include basic information about the negative outcomes of the incorrect 
decisions allowing the participants to return back to the key decision node and make a 
new decision [12]. We integrated [13] and tested the VP in a live MOOC environment 
in 2015 [5]; 378 participants interacted with the VP. 

2.2. Process 

We followed an iterative process based on the analysis of the results of the former 
empirical study to verify the potential of systematizing the process of designing a VP 
including a feedback model, based on the example of a bladder cancer VP. We collected 
data regarding the most common errors by tracking the number of attempts per user, time 
spent on the node, visits and number of drop outs per node. We analyzed the data using 
descriptive statistics. To base our enhancement on existing research results we conducted 
a literature review to identify potential error frameworks to expand the complexity of the 
key decision nodes by including additional opportunities to learn by committing typical 
errors. A third step involved identifying feedback models to integrate with the bladder 
cancer VP. We searched the literature [14] to model the components of the VP and re-
design it including the feedback model.  
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3. Results 

The 12 LOs of the Urology MOOC course were categorized into a broadly used two-
tiered taxonomy focusing on knowledge and skills acquisition. Out of them 9 LOs related 
to knowledge and skills acquisition were used to form the key decision nodes of the 
bladder cancer VP. Our first VP design included 62 nodes. We expanded the complexity 
of the error nodes using the framework of cognitive errors: faulty knowledge, faulty data 
gathering, faulty information processing, faulty verification [15]. 

For the purpose of designing a feedback model within the VP we focused on the 
paper of Narciss [9] and in particular on the framework of Cognitive Task and Error 
Analyses. The framework was further analyzed to allow considering the VP as a set of 
segments focused on separate steps in the patient encounter process. In particular we 
considered the requirements and tasks as meeting one of the steps in the HxExIxDxRx 
model (History, Examination, Investigation, Diagnostics and Treatment) for the purpose 
of achieving each of the LOs [1, 7]. For each error node we added feedback in the form 
of Knowledge of Response (KR) and Elaborated Feedback (EF). These two models were 
selected for the purpose of being practically feasible to implement within the VP context 
[9]. After extending the VP it included 83 nodes. Figure 1 depicts a sub-section of the 
final VP re-design. In particular, the basic initial structure is represented by the white 
and the light grey nodes that represent the key decision nodes. The identified common 
error nodes and the added feedback are depicted by the dark grey nodes and are 
categorized according to the HxExIxDxRx model. 

 
 

 
Figure 1. Sub-section of the VP re-design. 
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Table 1 presents the content of the nodes 6 and 10, E2 and F2 of the Figure 1 as an 
example of how we formulated the content of the exemplar VP named Violet for the re-
design. 
 

Table 1. Example of the VP content 

VP elements Id in fig. 1 Content 
VP node Node 6 Violet complains about difficulties emptying her bladder, whilst 

this morning she noticed blood in the toilet. You conduct a urine 
sample test and it is positive for bacteria, showing the presence of 
both red and white blood cells. You suspect that Violet has a 
urinary tract infection. What would you like to do next? 

Common error Option C  
Node 6 E2 

Prescribe antibiotics, ask Violet to come back for a follow-up in 
four weeks 

Task Node 10 Investigation of macroscopic hematuria immediately 
Requirement Node 10 You decide to conduct a urine culture to test for the presence of 

bacteria, prescribe antibiotics, conduct a cystoscopy and order a 
computed tomography (CT) scan of the upper urinary tract 

KR feedback Node F2 This is not the right decision; it is important to investigate the 
reason for blood in the urine and initialize the process 
immediately. 

EF feedback Node F2 Symptoms of urinary tract infections together with a sample test 
showing bacteria as well as white blood cells tells us that there is 
a urinary tract infection and treatment could be prescribed. 
However, blood in the urine is a very serious symptom due to the 
fact that a high proportion of patients with this symptom have an 
underlying urinary tract malignancy which could be lethal. 
Therefore it is of utmost important to find these patients as soon 
as possible to start treatment The investigation of the urinary tract 
should therefore be initialized immediately. Furthermore this 
means that all necessary parts of that investigation (cystoscopy 
covering the lower urinary tract and computed tomography 
covering the upper urinary tract) must be ordered at once. 

4. Discussion 

In this paper, we aimed to describe how we systematized the process of improving the 
quality of VP components by the application of literature frameworks and extend them 
with a feedback module using the learning outcomes as a starting point. Figure 1 
illustrates a sub-section of the VP re-design including common error and feedback nodes 
classified in different parts of the VP; the table includes a sample of content of the actual 
VP nodes. An important step when designing feedback is the process of identifying 
common real-life errors made by learners, which may reflect misconceptions or lack of 
knowledge [8]. This is also in line with experiential learning theory which is often 
referred to as theoretical justification for VP use in educational practice [16]. The 
application of a broadly acknowledged framework [15] facilitates the process of 
identifying and expanding the complexity of common errors within the VP. 
Consequently, this informs the design of the key decision nodes and facilitates the 
modelling of feedback either as knowledge of response or also as elaborated feedback 
providing the learners with an extended explanation.  

In the future, we will evaluate to which extent the different types of feedback are 
enhancing the learning experience and also aim to investigate the instructors’ attitudes 
towards the suggested process of designing a VP with feedback. 
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Abstract. Information exchange at the level of semantic interoperability requires 
that information models and clinical terminologies work well together. In HL7 
FHIR resources, terminology binding to standard terminologies such as SNOMED 
CT are suggested, and even though most are suggestions rather than rules, they 
still must reflect the clinical domain accurately. In this study, we suggest a method 
for empirically evaluating whether a terminology binding represents the value sets 
used in practice. We evaluated the terminology binding associated with the 
MedicationRequest.reasonCode using the Danish national indication value set 
which we mapped to SNOMED CT. We found two problems with the terminology 
binding, namely, that the reason for prophylactic treatment and that medication 
given as part of a procedure, but not related to the patients’ problems per se could 
not be expressed within the boundary of HL7 FHIR’s example terminology 
binding. Future work will include showing how more complex terminology 
binding issues could be informed by looking at value sets in use.    

Keywords. SNOMED CT, terminology binding, HL7 FHIR, Mapping, Medication. 

Introduction 

When exchanging health information, it is crucial that the exchanged information is 
interpreted correctly in the receiving system. Clinical information exchange should be 
at the level of semantic interoperability, but that requires that both information models 
and clinical terminology to function together [1]. A recent review of clinical 
information models specified that out of 36 included information modelling studies, 22 
specified how they used terminology, but only four described the terminology binding 
process[2]. Knowledge gabs such as this might explain why several challenges have 
been reported in terminology binding. For example, models may have different 
granulation level, coordination level and context, making it necessary to develop 
methods supporting system interoperability to account for these challenges [3-6]. In 
recent years, the standardization community have started working towards better 
solutions for terminology binding e.g. HL7 terminfo project[7], CIMI[8] , and the 
Hl7/SNOMED International collaboration project SNOMED on FHIR is worth 
mentioning. All these projects are directed towards making better specification for how 
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information model standards might guide implementers towards a harmonized 
terminology adoption.  

The specifications used in the HL7 FHIR resources, where example terminology 
bindings are provided for many of the specified variables of the type CodeableConcept. 
E.g. the observation code of the observation resource has an example binding to 
LOINC, and the Condition.code have a binding to SNOMED CT concepts which are 
subsumers or self of 404684003 |Clinical finding| OR 160245001 |No current problems 
or disability|[9]. This way of publishing terminology binding guidance is, in our 
professional opinion, a step forward because implementers will have terminology 
binding advice available at the time of development. As of now, almost all the 
terminology bindings to external terminologies have the binding strength “example”, 
meaning that the codes mentioned are examples of valid values rather than a 
specification of the whole set of valid values. Even though the strength is set to 
“example”, these examples are the first thing implementers see when considering 
which terminologies to bind to, and most developers would not read e.g. all the 
available terminfo guidance before implementation. This means that terminology 
bindings published as part of an information model standard must be expected to be 
very influential. This places a great responsibility on those contributing terminology 
bindings to HL7 FHIR. 

One problem may be that such terminology bindings are so general that they do 
not provide specific enough guiding. Another problem could be that terminology 
bindings are flawed, and thus rejected completely by the community. Our study 
provides insight on how to improve the terminology bindings presented in information 
models by analyzing whether the content of value sets in use might meaningfully 
adhere to the terminology bindings suggested, and if not suggest improvements. 

1. Methods 

Currently, we are studying medication procedures in general practice, and so it was 
natural to choose the FHIR medication request resource. In this model we chose to look 
at the reasonCode, which is a code that indicates the reason or indication for writing the 
prescription. The reasonCode have an example terminology binding to SNOMED CT 
concepts which are subsumers or self of 404684003 |Clinical finding| OR 160245001 
|No current problems or disability|. To evaluate the fitness of this suggested 
terminology binding, we acquired the Danish official list of indications used in the 
shared medication record. The shared medication record contains all medication 
requests in Denmark, except for medication given during a stay at a hospital. The 
indications are derived from medication product summaries by the Danish Medicines 
agency. The indication list was not coded to a standard terminology, so we coded a 
random selection of 100 indications to SNOMED CT. We discussed coding protocol 
before and while coding the first 10 indications, after that two coders did the SNOMED 
CT coding separately.  

Our coding protocol stated that we would try to follow the FHIR example binding 
if possible, but if we thought that the sematic type of the indication would more 
accurately be represented by another concept with another semantic type, we would 
add this concept, whether or not a clinical finding could be identified. We also added a 
comment about why we did not think that a finding would be an appropriate choice. 
We foresaw challenges in representing the reason for prophylactic treatment, so we 
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decided in advance to represent these as post coordinated expressions where 
413350009 |Finding with explicit context (situation)|, would have a 408729009 
|Finding context| = 410519009 |At risk context (qualifier value)|, and 246090004 
|Associated finding| would equal the disease that the prophylactic treatment targeted. 
After coding the inter-rater agreement was calculated. 

We identified each case of coding where we did not agree, and came to an 
agreement – in this process we also considered the between mapping consistency so 
that similar indication texts were consistently mapped to the same semantic type. In 
addition, we studied the comments and classified the reasons why findings did not 
appropriately describe the semantic content of an indication. Finally, we identified the 
different types of non-findings and analyzed the implications for the FHIR 
MedicationRequest.reasonCode terminology binding recommendation.  

2.  Results 

The coders initially agreed on 52% of the codes, which corresponded to a nominal 
Krippendorff’s Alpha value of 0.54. In table 1, the characteristics of the set, after 
agreement was reached, is presented. 
Table 1. The characteristics of the indication set. Italic font indicates sub-types of a category. 

The findings that accurately represented an indication were both findings and disorders 
such as 66071002 |Viral hepatitis type B (disorder)| or 213299007 |Postoperative pain 
(finding)|. The category “Findings, which represents ill-defined indications” were all 
indications for therapeutic diets. The original indication text named the diet product 
rather than the problem e.g. one text translates to “nutritional supplement”. To keep 
close to the terminology binding recommendation and be consistent we mapped all 
these eight concepts to descendants or self of 226077000 |Therapeutic diets (finding)|, 
but this is not entirely correct because the reason for giving a nutritional supplement is 
not because the patient is on a therapeutic diet – the reason is different nutritional 
and/or weight problems i.e. the issue is with the indication texts, and the optimal 
solution would be to change the indication text to the problem. If this is done, these 
reasons would most likely be findings, and as such fit well with the FHIR terminology 
binding recommendation. 

The groups of situations with explicit context are all used to represent the reason 
for a prophylactic treatment. 

The procedures are used, when medication is given – not primarily because the 
patient has a problem, but because giving the medication is part of a procedure e.g. 
89666000 |Cardiopulmonary resuscitation (procedure)| and 399097000 |Administration 
of anesthesia (procedure)|. For some of these procedures, one may argue that the 
underlying cause could provide a better indication e.g. instead of 89666000 

Set characteristics                 Count 

Findings 79 
Findings, which represents ill-defined indications 8 
Indications better represented by other semantic types 18 
Situations with explicit context 7 
Procedures 11 
Not mapped 3 
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|Cardiopulmonary resuscitation (procedure)|, the reason could be 410429000 |Cardiac 
arrest (disorder)|. For other concepts, this solution is less obvious e.g. 399097000 
|Administration of anesthesia (procedure) |. The reason for giving a painkiller is of 
cause pain, but the patients problem will most often be a condition that required 
surgery. If the reason for all anesthesia and analgesia is set to pain, the granularity of 
the data will be very coarse. 

  The concepts that could not be mapped were very different. One was a very ill-
defined text, that could not be mapped because of lack of precision. One was “fibrin 
sealant” which is a substance used to close wounds in operations, which would have 
been a procedure, if we had been able to represent it in SNOMED CT. The last was a 
finding that we would have expected SNOMED CT to have that we could not find.  

Given the above analysis including procedures, we could suggest this expression 
constraint to represent the possible valid values for the MedicationRequest.reasonCode: 
<<404684003 |Clinical finding (finding)| OR 160245001 | No current problems or 
disability (situation) | OR < 413350009 |Finding with explicit context (situation)|: 
408729009 |Finding context| = 410519009 |At risk context (qualifier value)|, 
246090004 |Associated finding| 363698007 =<<404684003 |Clinical finding (finding)| 
OR <<71388002 | Procedure (procedure) | 

3. Discussion 

Our main finding was that it was possible to qualify terminology bindings by looking at 
terminology in use. In the FHIR terminology binding MedicationRequest.reasonCode, 
it was not possible to express the reason for prophylactic treatment, and it was also not 
possible to express when giving medication was part of a procedure rather than because 
of a patient problem. 

We have included the expression constraint < 413350009 |Finding with explicit 
context (situation)|: 408729009 |Finding context| = 410519009 |At risk context 
(qualifier value)|, 246090004 |Associated finding| 363698007 =<<404684003 
|Clinical finding (finding)| as one of the types of valid values. SNOMED CT specialists 
might be aware that a lot of risk findings may be represented as <<281694009 | Finding 
of at risk (finding)|. However, these concepts do not have attribute relationships that 
points to the associated finding, which means that we would not be able to deduce from 
e.g. the concepts bleeding and risk of bleeding that they both have to do with bleeding, 
but that for axis modification reasons counting both as bleedings would be wrong. Axis 
modification is when an elaboration e.g. a post-coordination fundamentally alters the 
meaning of a concept[10]. 

Often, clinical modelling – especially internationally, is limited by time 
availability. However, time spend on the mappings in this study was limited because 
we randomly selected a hundred indications instead of mapping the whole Danish set. 
If native SNOMED CT set could be retrieved, the work effort would be even less. 
However, to ensure international uptake, it would improve the method to retrieve 
different sets of concepts, to ensure that something very country specific does not affect 
the terminology binding. 

Others have studied how terminology bindings might be represented and how 
automation of terminology binding can be deduced if the information model is 
specified [11,12]. Separately, methods for building SNOMED CT subsets have been 
suggested [13]. In our study, we begin to combine the disciplines, but challenges 

K.R. Gøeg and M. Hummeluhr / An Empirical Approach to Enhancing Terminology Binding 209



remain. Especially, great care should be taken when specifying terminology bindings 
for models where one binding affect the valid values of another. A very used example 
is that in a FHIR condition resource, the Condition.code could be 16114001 |Fracture 
of ankle (disorder)| and Condition.bodySite could be 368209003 |Right upper arm 
structure (body structure)|, which would be semantically incorrect. Future work could 
include showing how such more complex terminology binding issues could be 
informed by looking at value sets in use, so that we, as a standardization community, 
do not suggest solutions that does not reflect clinical practice. 

References 

[1] European Communities. Semantic Interoperability for Better Health and Safer Healthcare. 2009. 
[2] Moreno-Conde A, Moner D, Cruz WDd, Santos MR, Maldonado JA, Robles M, et al. Clinical 

information modeling processes for semantic interoperability of electronic health records: systematic 
review and inductive analysis. J Am Med Inform Assoc 2015;22(4):925-934. 

[3] Martinez-Costa C, Cornet R, Karlsson D, Schulz S, Kalra D. Semantic enrichment of clinical models 
towards semantic interoperability. The heart failure summary use case. J Am Med Inform Assoc 2015 
May;22(3):565-576. 

[4] Qamar R, Rector A. Semantic issues in integrating data from different models to achieve data 
interoperability. Stud health tech inform 2007;129:674-8. 

[5] Martínez-Costa C, Schulz S. Ontology Content Patterns as Bridge for the Semantic Representation of 
Clinical Information. Appl Clin Inform 2014;5(3):660-669. 

[6] Martinez-Costa C, Kalra D, Schulz S. Improving EHR semantic interoperability: future vision and 
challenges. Stud health tech inform 2014;205:589-593. 

[7] Terminfo H. TermInfo Project. Available at: http://www.hl7.org/Special/committees/terminfo/index.cfm, 
2017. 

[8] About | CIMI. Available at: http://opencimi.org/node/20. Accessed 8/18/, 2014. 
[9] HL7. FHIR homepage. 2017; Available at: https://www.hl7.org/fhir/. 
[10] Benson T, Grieve G. Principles of health interoperability: SNOMED CT, HL7 and FHIR. : Springer; 

2016. 
[11] Sundvall E, Qamar R, Nyström M, Forss M, Petersson H, Karlsson D, et al. Integration of tools for 

binding archetypes to SNOMED CT. BMC Med Inform Decis Mak 2008;8(Suppl 1):S7. 
[12] Rector AL, Qamar R, Marley T. Binding ontologies and coding systems to electronic health records and 

messages. Appl Ontol 2009;4(1):51-69. 
[13] Francis Y. Lau, Raymond Simkus and Dennis Lee. A Methodology for Encoding Problem Lists with 

SNOMED CT in General Practice. KR-MED; 2008. 
  

K.R. Gøeg and M. Hummeluhr / An Empirical Approach to Enhancing Terminology Binding210



Collect Once – Use Many Times: The 

Research Potential of Low Back Pain 

Patients’ Municipal Electronic Healthcare 

Records 

Anne Katrine Skjølstrup TOFTDAHL
a

, Louise Bilenberg PAPE-HAUGAARD 
b

,
 

Thorvaldur Skuli PALSSON
 b

,
 

Morten VILLUMSEN 
a,c 

a

 Department of Physiotherapy, University College of Northern Denmark, Aalborg 

East, Denmark  

b

 Department of Health Science and Technology, Aalborg University, Aalborg East, 

Denmark 
  

c

 Department of Public Health and Nursing, Norwegian University of Science and 

Technology (NTNU), Trondheim, Norway 

Abstract. Collect Once – Use Many Times can possibly increase the research potential of clinical 

data from electronic healthcare records (EHR). The objective of this study was to achieve an 

increased understanding of the research potential of low back pain patients’ municipal EHR by 

assessing the data quality. This explanatory sequentially mixed-methods case study consists of 

descriptive- and content analysis. The descriptive analysis was based on data extracted from the 

municipal EHR. The indicators chosen were pain and physical function. Included subjects were 

low back pain patients in the Northern Denmark.  For the content analysis, clinical notes from the 

municipal EHR was used. The descriptive analysis (n=172) showed that the outcome measure for 

pain was documented in 50% of the municipal EHR and the outcome measure for physical 

function was documented in 48% of the municipal EHR. The content analysis (n=5) revealed 

imprecise, inconsistent, and nonsystematic use of outcome measures. In conclusion, the poor data 

quality observed is a potential barrier for introducing the Collect Once - Use Many Times 

paradigm, which is a prerequisite for reusing clinical data for quality assessment and research 

purposes. 

Keywords. Electronic Health Records, Physical Therapy Specialty, Data Curation and Data 

Accuracy 

1.  Introduction 

The possibility to reuse patient centered data documented by healthcare professionals in 

the electronic healthcare records (EHR) has been an implicit expectation for more than 

two decades [1,2]. In spite of this, targeting reuse of data in the secondary healthcare 

sector for research, management, or statistical purposes is still in its infancy. 

Internationally, data reuse is referred to as the COUMT paradigm (‘Collect Once, Use 

Many Times’) [3]. Reuse of patient centered data requires high data quality, defined by 

data being conform, accurate, complete, and valid [4,5], thus COUMT is only feasible in 

mature EHR systems with a high degree of functionality and integration [6], through 

exhaustive terminology and information modelling [7–9].  
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In Denmark, municipal rehabilitation units generate large amounts of clinical data. 

However, whether these data can be used for research purposes is still not settled. 

Therefore, the objective of this study was to investigate the reuse potential of municipal 

EHR data in clinical research by accessing data quality.  

2.  Method 

To investigate the research potential of data from the municipal EHR an explanatory 

sequential mixed-method case study was chosen [10,11]. Fig. 1 illustrates the 

methodological approach. The reporting of the study complies with the Good Reporting 

of A Mixed Methods Study (GRAMMS) [12].  

 

Fig. 1. Model representing the explanatory sequential mixed-methods case-study [11]. Step 1 is a quantitative 

collection and analysis of data, which creates the underlying basis for step 2. Step 2 is the qualitative analysis 

of findings. Step 3 is a merger of the analyses from step 1 and 2. 

 

Step 1: The clinical data of low back pain (LBP) patients is documented in the 

therapeutic record of the EHR, at a municipal rehabilitation unit located in Northern 

Denmark. We identified and analyzed retrospectively, data from 172 LBP patients (from 

1.1.2015-31.12.2015). In order to investigate the data quality, data from each patient was 

manually searched for outcome measures for pain and physical function, two outcome 

measures recommended by the IMMPACT guidelines [13,14]. In most municipal EHR 

data measures of pain was, when reported, documented using Visual Analog Scale 

(VAS) or Numeric Rating Scale (NRS) and physical function was, when reported, 

documented using Roland Morris Disability Questionnaire or other e.g. subjective 

therapeutic evaluation [13,14]. Numerical data for changes in pain or physical function 

were categorized into ‘better’, ‘worse’, ‘no difference’, ‘data missing’ prior to statistical 

analysis. 

Step 2: The results from the quantitative analysis left a black box regarding the 

effect of rehabilitation. Data was missing on outcome for either pain (n=86), physical 

function (n=89) or both (n=122). To explore this, five randomly selected municipal EHR 

were subject for a direct content analysis of the unstructured clinical notes. The content 

analysis was directed by Strong, Lee and Wang’s (1997) definition of high quality data 

as being conform, accurate, complete and valid [5]. The analysis consisted of 

systematically classifying, coding and identifying themes or patterns in the municipal 

EHR, in order to deepen the understanding of data presentation and quality in the 

municipal EHR, and explore the challenges on using these data for research and quality 

assessment [10,11,15].  
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Step 3: The results and findings from step 1 and 2 were analyzed and merged into a 

final interpretation. The merging lead to further investigation of potential causality 

between documentation methodology (i.e., choices) and the data quality in the municipal 

EHR. 

Generally, the data documented in the municipal EHR contain information on 

examination, assessment, and status of rehabilitation upon discharge. The data was 

analyzed on the start- and end note of the municipal EHR for both step 1 (quantitative) 

and step 2 (qualitative). 

3. Results 

3.1. Quantitative results 

Outcome measures of pain and physical function were documented and recognizable 

within the categories ‘better’, ‘worse’ or ‘no difference’ in 50% and 48% of the 

municipal EHR, respectively. In 29 % of the municipal EHR outcome measures both 

pain and physical function was documented at recognizable.   

Valid outcome measures were documented in the start note and end note of the EHR 

for pain (42% and 13%), and physical function (1% and 0%), respectively – see Table 1.  

 

Table 1 The municipal EHR dataset, regarding�outcome measures for pain and physical function.  

EHR (n=172) VAS/NRS; 

documented 

VAS/NRS; not 

documented  

RMDQ; 

documented 

RMDQ; not 

documented 

VAS/NRS 

and RMDQ 

Start note (%)  42 55  1 0 1 

End note (%) 13 77 0 0 0 

Notes: Pain: Visual Analog Scale (VAS) or Narrative Rating Scale (NRS);  

           Physical function: Roland Morris disability questionnaire (RMDQ) 

3.2. Qualitative findings  

The directed content analysis searched for indicators on data’s conformity, accuracy, 

completeness, and validity (data quality) in the municipal EHR. The analysis revealed 

inprecise and inadequate use of outcome measures matching evidence in the field and 

inconsistent, nonsystematic use of valid and reliable outcome measures, witch challenges 

group comparison of effect (Table 2).  

Table 2 Themes from municipal EHR regarding data presentation and quality.  

Imprecise and inadequate use of outcome measures for pain and physical function do not match the 

evidence in the field. 

Inconsistent and nonsystematic use of outcome measures. 

Inconsistent use of valid and reliable outcome measures.

Inconsistent documentation challenges comparison of data from municipal EHR on a group level. 
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4. Discussion 

Outcome measures, as recommended by the IMMPACT guidelines, were to some extent 

documented for pain and physical function, however the use of valid measuring methods 

was inconsistent and data was imprecisely reported. Outcome measures on pain and 

physical function , were therefore inconclusive in approximately half the cases. 

Compared by IMMPACT guidelines, data was not adequately collected or documented. 

The documentation outcome measures on pain and physical function were inconsistent, 

invalid and nonsystematic, e.g. effect on pain was reported in the municipal EHR using 

VAS or NRS in 42% of the rehabilitation start notes but same outcome measure was only 

reported in 13% of the end notes. The content analysis of the five municipal EHR 

demonstrated that the therapist in general deviate from the reporting standards of the 

IMMPACT-guidelines, thereby creating a barrier towards reusing clinical data for 

research purposes [13,14]. The observed data quality was considered poor as data was 

neither conform nor accurately, completely and validly documented, thus compromising 

group comparisons and further data analyses. Other studies have shown similar 

challenges; COUMT might make sense in settings where data quality is high, however 

poor data quality compromises that vision [4,16,17].  

If data is to be reused for quality assessment or research purposes, outcome measures 

of treatment must be performed and documented accurately, adequately, consistently and 

systematically using valid and reliable measurement methods that matches applicable 

clinical guidelines for rehabilitation [4]. To produce high quality data suitable for 

research and quality assessment both therapist, management, and politicians must 

understand the complexity of the COUMT paradigm. These differences in interest must 

be defined for all stakeholders involved in municipal EHR documentation to insure a 

data quality corresponding to research standards.  

Data quality seems equivalent to the relevance data has for the end-user, meaning 

that data quality from a therapeutic point of view might differ from data quality from a 

quality assessment or research perspective. Even though data in the municipal EHR 

might be valuable for individual therapists, data was inadequate from a research 

perspective. For the COUMT paradigm to be applicable in a municipal EHR (secondary 

sector), there is need for a thorough implementation process ensuring that documentation 

criteria and guidelines are understood, accepted and met [18]. However, prior to such an 

implementation, a clear definition of data quality for the individual therapeutic specialty 

must lead to clear documentation guidelines. The findings of this study underpin that 

documentation guidelines should take into consideration the complexity of the COUMT 

paradigm and insure that municipal EHR contains valid and accurate data that is relevant 

to the end user such as researchers [4,7]. The municipal EHR and documentation 

guidelines should encourage and support documentation of conform and accurate data 

using relevant, valid and reliable measuring methods.   

5. Conclusion 

The objective of this study was to investigate the research potential of low back pain 

patients’ municipal electronic healthcare records.  In conclusion, the data were non-

conform, inaccurate, incomplete and invalid. The poor data quality is a potential barrier 

for introducing the COUMT paradigm, which is a prerequisite in reusing clinical data 

for quality assessment and research purposes. 
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Abstract. Interoperability between emergency department (ED) information 
systems requires a shared data specification. In 2013 Health Level Seven 
International, an international standards body, approved a specification for Data 
Elements for Emergency Department Systems (DEEDS) for use in the United States. 
A similar specification was created in Germany for national employment, defining 
data elements and forms. This study presents the first step in the efforts to harmonize 
the two data definitions for International approval by comparing the meaning of the 
German Emergency Department Medical Record (GEDMR) data element 
definitions with the US DEEDS using a methodology for terminology mapping from 
ISO/TR 12300. The comparison between GEDMR and DEEDS did show significant 
differences in certain domains. The results support development of an international 
standard for ED data elements. 

Keywords: medical informatics, data element definition, interoperability standards  

1. Introduction 

Medical data definitions are the basis of any data processing. Emergency Care data 
definitions are the product of health care provision in an emergency department and build 
the basis for information transfer to either the admitting or referring healthcare 
professional. Furthermore, well defined data definitions are the basis for secondary data 
usage from administration, reimbursement, research as well as quality improvement 
programs or pay for performance initiatives [1]. Finally, additional functionalities like 
drug interaction monitoring or antibiotic stewardship are based on data definitions.  
In the USA, a national definition of Data Elements for Emergency Department Systems 
(DEEDS) was first defined in 1998 to support federal reporting requirements [2] and 
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evolved by Health Level 7 (HL7) for the US realm combining a number of related 
specifications to improve the comprehensiveness of the coverage [3]. In Germany, a 
national definition for Emergency Department Medical Record (GEDMR) data elements 
was first defined in 2010 for medical information transfer [4] and specifically for data 
collection for the national trauma registry TraumaRegister DGU® [5,6].  
In an earlier analysis of Emergency Medical Care systems [7] a panel compared Germany 
and United States emergency systems to 13 ED systems in other countries. At that time, 
the authors noted rising ED visit rates causing a strain on the ED resources in all countries. 
Continued increases in visits, constraints on resources and more complex care further 
strain ED care across the world. The cost of collecting data for operational analysis and 
research in the ED is significant but a preliminary investment in standardizing data 
capture may benefit ED performance monitoring and benefit the quality of care [8]. 
Aim of this study was the comparison of the meaning of the German Emergency 
Department Data Elements with the US HL7 Data Elements for Emergency Departments 
as a first step of further development towards an International HL7 Data Elements for 
Emergency Department Systems specification.  

2. Methods 

The HL7 DEEDS data definition was retrieved from the HL7 website [9] and data 
elements were transformed into an Excel spreadsheet. The GEDMR was retrieved from 
the working group website [10], transformed to an Excel spreadsheet and translated into 
English. The comparison of the two data element definitions was performed on the term 
of the data elements using the methodology from the ISO/TR 12300:2014 “Health 
informatics - Principles of mapping between terminological systems” for measuring the 
degree of equivalence between source and target (Table 1) [11] excluding data types or 
values. 
Table 1: Rating scale to describe degree of equivalence from ISO/TR 12300:2014 

Rating Meaning 
1 Equivalence of meaning; lexical, as well as conceptual. For example, asthma and asthma; 

ovarian cyst and cyst of ovary. 
2 Equivalence of meaning, but with synonymy. For example, ureteric calculus and ureteric 

stone; gall stones and cholelithiasis. 
3 Source concept is broader and has a less specific meaning than the target concept/term. For 

example, obesity and morbid obesity; diabetes and diabetes mellitus type II. 
4 Source concept is narrower and has a more specific meaning than the target concept/term. 

For example, feels ugly and self-image finding; acute renal failure syndrome secondary to 
dehydration and acute renal failure syndrome. 

5 No map is possible. No concept was found in the target with some degree of equivalence (as 
measured by any of the other four ratings). 

First, a junior researcher (PE) compared the data element names of GEDMR to the 
DEEDS data element names and judged the degree of equivalence. After completion, a 
senior researcher (DB) revised the comparison. Disagreement was send back to junior 
researcher, who commented on the alternative suggestion. After reaching consensus, the 
mapping was finalized and descriptive statistics were performed using Microsoft Excel. 
Besides global analysis of degree of equivalence, a detailed examination of the GEDMR 
partitioned data definition according to its intention for general and specific clinical use 
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was performed. ISO-rating 1 to 4 were considered successful mapping, only rating 
category 5 “no map is possible” was considered unsuccessful mapping. Percentage of 
successful mapping was calculated by the number of ISO-rating 1-4 divided by the 
number of all data elements of the mapping. 

3. Results 

HL7 DEEDS contains of 525 data elements while the GEDMR data definition contains 
768 data elements. As the GEDMR data definition is divided into six modules, each 
module repeats data elements like patient demographics. There are 27 redundant data 
elements in the 768 GEDMR data elements. Overall mapping was successful in 583 or 
76% of the GEDMR data elements with 186 elements (24%) not mapping according to 
ISO/TR 12300 equivalence rating 5 for no equivalence. Of these 186 elements, 10 
elements were internal administrative data elements of the GEDMR. Further 32 data 
elements contain prehospital data of the Emergency Medical Service. Of the successful 
mapped, 561 GEDMR elements could be mapped with a cardinality of one-to-one to 
DEEDS. Twenty-two (22) GEDMR elements had a cardinality of more than one time 
with DEEDS, thus resulting in a total of 890 mappings. Figure 1 shows the distribution 
of the degree of equivalence rating of the GEDMR compared to DEEDS according to 
ISO/TR 12300:2014 for the complete data definition. 

 
 Figure 1: Overall mapping of GEDMR to DEEDS according to ISO/TR 12300 

The amount of equivalence rating 5 or unsuccessful mapping varies between the 
categories defined by GEDMR modules. Data elements from the general module 
category had the least share (7%) of unsuccessful mapping with the DEEDS data 
definition, followed by the neurology module category (10%), monitoring (17%) and 
trauma module category (21%, respectivly. Data elements from the anesthesia (55%) and 
consultation module (65%) had the highest proportion of unsuccessful mapping with 
DEEDS data elements. 

An equivalence of meaning (rating 1 and 2) between GEDMR and DEEDS data 
definition could be found in 139 GEDMR data elements (20%). In 112 elements (16%), 
the GEDMR had a broader and less specific meaning than the target concept of DEEDS. 
In 453 (64%) elements, the GEDMR had a narrower concept and more specific meaning 
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than DEEDS. A more detailed analysis of the degree of equivalence according to the 
categorization by GEDMR modules reveals a more heterogeneous picture. While 
GEDMR module trauma and neurology are very specific in their data elements compared 
to DEEDS, the GEDMR basic module has many data elements being broader than 
DEEDS as shown in Figure 2.  

 
Figure 2: Degree of equivalence between GEDMR and DEEDS data elements differentiated by GEDMR 

module categories and ISO rating scale 

4. Discussion 

Prior studies comparing healthcare data definitions have utilized ad-hoc rating systems. 
For instance, Goossen et al [12] compared different international nursing data definitions 
on a conceptual level but did not compare the single data items in terms of equivalence. 
In 2014, the ISO published a methodology for measuring the degree of equivalence 
between source and target [11] to help users navigate the complexity of equivalent 
meaning between two very different resources. Although created for comparing 
terminologies, the methodology was adopted for comparing the meaning of two data 
element definitions as the data element descriptions should as well be mapped with 
existing terminologies while excluding the data type or value set from the evaluation. 
The work presented here is to the knowledge of the authors the first study comparing 
international data element definitions using the ISO/TR 12300 rating system.  
The comparison between GEDMR and DEEDS did show major differences in certain 
domains. A significant part of GEDMR data elements were not mappable to DEEDS at 
all. Of these, some reveal missing concepts or data elements within DEEDS. As an 
example, DEEDS has no representation for isolation procedure or the reason for the 
isolation of a patient in the ED.  

Items with ISO rating 3 (GEDMR is broader than DEEDS) occur mainly in the 
general module of GEDMR. The GEDMR has only four data elements for allergy, patient 
history, findings and treatment in the ED and recommendations for referral. DEEDS 
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contains a much more detailed model for those items, but it is questionable if there is a 
need to model findings of an ED examination into 50 partly overlapping data elements. 
Data elements with ISO rating 4 (GEDMR is narrower than DEEDS) occur constantly 
across all modules of GEDMR, especially with clinical specific modules like trauma, 
anesthesia or neurology. All parts of the GEDMR contain explicitly detailed models of 
clinical findings, procedures, medication and process time which may be contained in 
general data containers of DEEDS with respect to the filling system. By this, the 
GEDMR seems to be more normative in terms of data items collected than the DEEDS. 
This is due to the development process of GEDMR with a generic basic documentation 
and highly specialized data modules defined elsewhere like the national trauma registry.  

The presented analysis using the ISO/TR 12300 rating system creates a systematic 
comparison of the equivalence of data element definitions in terms of semantics between 
two data definitions. The resulting table of equivalence categorizes the GEDMR data 
elements into different groups for further review in achieving an International Version 
of HL7 DEEDS allowing for comparative research between both nations. A 2007 
analysis of international trauma registries [13] found the only common data elements 
were based on a prior standard, the Trauma and Injury Severity Score (TRISS). Finally, 
international vendors could profit from an international data definition resulting in 
reduced development expense.  
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Abstract. The establishment of a digital healthcare system is a national and com-
munity task. The Federal Ministry of Education and Research in Germany is 
providing funding for consortia consisting of university hospitals among others 
participating in the “Medical Informatics Initiative”. Exchange of medical data be-
tween research institutions necessitates a place where meta information for this da-
ta is made accessible. Within these consortia different metadata registry solutions 
were chosen. To promote interoperability between these solutions, we have exam-
ined whether the portal of Medical Data Models is eligible for managing and 
communicating metadata and relevant information across different data integration 
centres of the Medical Informatics Initiative and beyond. Apart from the MDM-
portal, some ISO 11179-based systems such as Samply.MDR as well as openEHR-
based solutions are going to be applyed. In this paper, we have focused on the 
creation of a mapping model between the CDISC ODM standard and the 
Samply.MDR import format. In summary, it can be stated that the mapping model 
is feasible and promote the exchangeability between different metadata registry 
approaches. 

Keywords. CDISC ODM, MDR, data elements, mapping, metadata registry 

Introduction 

Exchange of data and metadata is still a challenging issue in the medical informatics 
domain. Currently, diverse clinical information models and communication standards 
are in place aiming to achieve syntactical and semantical interoperability for a wide and 
heterogeneous landscape of healthcare and also research information systems [1, 2]. 
Different standards satisfy particular needs and purposes for an information system. 
Exchanging health data between systems which are built on differing standards necessi-
tates the interoperability among underlying standards to promote digitally networked 
health care system on an institutional, national and also international level. 

In this regard, the Federal Ministry of Education and Research in Germany is 
providing a total of more than 150 million euros for the “Medical Informatics Initiative” 

                                                           
1 Corresponding Author, Ann-Kristin Kock-Schoppenhauer, IT Center for Clinical Research, Lübeck 

(ITCR-L), University of Lübeck; E-mail: ann-kristin.kock@uksh.de. 

B

Building Continents of Knowledge in Oceans of Data: The Future of Co-Created eHealth
A. Ugon et al. (Eds.)
© 2018 European Federation for Medical Informatics (EFMI) and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/978-1-61499-852-5-221

221



[3]. During the development and networking phase, interdisciplinary consortia 
collaborate on consortia and a national level concerning, e.g. interoperability decisions. 
The core of this initiative is mainly the establishment of "data integration centres" at 
German university hospitals and partner institutions to support dedicated clinical use 
cases. These centres are intended to demonstrate how data, information and knowledge 
from health care, clinical and biomedical research can be linked across the borders of 
sites. Intra-consortia technical concepts of the consortia differ regarding their scope, 
technical implementation and their use cases, but the inter-consortia exchange is worth 
as much as the intra-consortia exchange. For the inter-consortia exchange, all partici-
pating partners need to agree on one place to hold all the meta-information about the 
data to be exchanged. 

 The MDM-Portal (Medical Data Models) [4] developed at the Institute of Medical 
Informatics of the University of Münster is such an eligible (meta)data pool. The portal 
already provides a vast collection with more than 14000 semantically annotated docu-
mentation templates with data elements out of CRFs, routine care documentation, core 
data sets and quality assurance forms with the aim to improve sharing and reuse of 
items. Furthermore, it can be used as a benchmark for evaluating algorithms that create, 
transform, annotate, and analyse structured patient data. All publicly available forms 
and items are provided in the ODM (Operational Data Model) standard of the CDISC 
(Clinical Data Interchange Standards Consortium) [5] and can be downloaded in vari-
ous formats. Apart from that, ODM finds a broad application in multiple systems also 
in ways not originally anticipated [6]. 

To allow a nation-wide and inter-consortia exchange of metadata elements and to 
consider intra-consortia metadata registry solutions, this research work aims to estab-
lish and evaluate a mapping model between the CDISC ODM and Samply metadata 
approach, which is used by a large number of institutions. 

1. Methods 

Mainly two analysis tasks have been performed for this research work: First, we have 
examined the different solutions for handling metadata of all consortia and whether the 
MDM-Portal is eligible for managing and communicating metadata and relevant in-
formation across different data integration centres of the Medical Informatics Initiative 
and beyond. This results in identifying necessary extension of the functional scope of 
the MDM-Portal. Therefore, existing specifications regarding an implementation of a 
Metadata Repository have been analysed by a review process. The technical specifica-
tion regarding the interface to the local MDR has resulted from the MDR implementa-
tion of choice. 

Second, we have analysed the technical specifications of CDISC ODM which the 
MDM-Portal is internally using as metadata standard. Since Samply.MDR is widely 
used in several German institutions and for different projects [10, 11], we chose Sam-
ply as mapping target in this work. Therefore, the Samply.MDR specification was 
examined to determine corresponding structures. The requirement analysis is based on 
the current versions of both systems, respectively standards: ODM v1.3.2 and Sam-
ply.MDR in version 1.10.0. For the proof of concept, 250 forms were downloaded from 
the MDM portal from various topics, covering all data types and range checks available 
in ODM. Both formats are stored in XML format and are hierarchically structured. 
Based on these analyses, we have derived the mapping between both formats. As trans-
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formations are supposed to be directly available from the MDM-Portal, it was neces-
sary to provide an ODM-converter for the portal. Since both standards are XML-based, 
an XML schema transformation was the means of choice, to properly generate Sam-
ply.MDR XML files. After a few ODM to x – converters had been developed and inte-
grated into the MDM-Portal, the decision was made to create an ODMToolBox which 
consolidates all converters within a structured and consistent programming environ-
ment. Within this, developers can make recourse on given templates and a comprehen-
sive testing environment to ensure stability and sustainability. Within the OD-
MToolBox there is also the opportunity to integrate XSLT scripts to transform CDISC 
ODM into another XML schema or additional formats. This XSLT-converter is used to 
perform the mapping between Samply.MDR format and ODM. New converters are – 
after revision – directly integrated into the MDM-Portal. 

2. Results 

2.1. Available MDR solutions in the Medical Informatics Initiative 

The review shows three proprietary formats and one standard format for MDR ex-
change. The openEHR ADL standard is already supported by the MDM portal [7]. The 
three proprietary formats include one commercial [8] and two open source implementa-
tions [9]. The Samply.MDR is widely used in projects such as the OSSE [10] or Ger-
man Biobank Alliance project [11]. The MDM portal is a metadata register for the 
creation, analysis, release and reuse of medical forms. It provides functionality to add 
forms by yourself, to view, discuss and export forms to various technical formats (PDF, 
CSV, Excel, SQL, SPSS, R, etc.). It further enables a governance process for contrib-
uting, maintaining or accessing metadata.  

2.2. XSLT Mapping between CDISC ODM and the Samply.MDR 

The mapping of elements of the ODM XML tree structure, relevant for the map-
ping to the co re 1. 

 
Figure 1. Overview of the mapping of the two formats left side the CDISC ODM attributes and on the right 

side the elements of the Samply.MDR. 

rresponding elements of the Samply.MDR is presented in Figu
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On the root level, an ODM file contains a Study node which is represented as 
Namespace in the Samply.MDR. The actual clinical forms are converted as a Data-
GroupElement which sorts the corresponding Item, rather DataElement together.  The 
primary focus lies in the mapping of ODM ItemDef and Samply DataElement. These 
structures contain the main (meta) information. ODM and Samply both include multi-
lingual support natively, so item names and description can be transferred directly and 
flawlessly. Within the MDM project, huge effort was undertaken to semantically 
annotate ODM ItemDef and CodeListItemDef elements [12]. The Samply format sup-
ports this kind of additional information in a freely definable slot. So, on the level of 
ItemDef, a transformation is possible. The CodeListItemDef, however, cannot be em-
powered with a slot so that this information will be lost. Units of Measurement are 
structured with the international standard UCUM, and both formats support this native-
ly. An instance validation is integrated into both formats, but the possible set of valida-
tion types differs. Due to the circumstance that CDISC ODM is especially used in clin-
ical trials, validation of captured data plays an essential role. Therefore, ODM offers 
different validation mechanisms: Range checks on a numeric level, e.g. whether a lab 
value is neither too high nor too low as to standard values. Additionally, more complex 
formal expressions, cross checks or exceptional conditions can be created. Samply 
supports dates, regex and custom JavaScript and Lua scripts. Figure 2 shows the de-

 
Figure 2. Detail view on the mapping from CDISC ODM ItemDef to the Samply.MDR DataElement. 

3. Discussion 

A transformation between metadata standards CDISC ODM and Samply.MDR format 
is feasible and promote the exchangeability between different metadata registry ap-
proaches such as the MDM-Portal and Samply.MDR. As a result, this research work 
contributes to interconnect the heterogeneous landscape of metadata standards and 
registries based on those with all have their raison d'être in the medical informatics 
domain. Concerning the German Medical Informatics Initiative, an exchange and query 
of metadata are feasible. Previous work of Bruland et al. has shown that conversions 
between CDISC ODM and openEHR archetypes are possible [7]. Park et al. have de-
veloped an XSD-based metadata exporter for different ISO 11179-based metadata 
registries achieving interoperability between those systems [13]. 

tailed mapping of ODM items to corresponding Samply.MDR-DataElements. 
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Future work will be the in-depth evaluation and vice-versa transformation for 
Samply.MDR and CDISC ODM and also further analyses regarding additional metada-
ta standards used by the Medical Informatics Initiative consortia and beyond. 
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Abstract.  In Denmark, we have set up a program to establish a nationwide 
infrastructure for Patient Reported Outcome (PRO) questionnaires. The effort is 
divided into an IT infrastructure part and a questionnaire development part. This 
paper describes how development and evaluation are closely knit together in the 
two tracks, as complexity is high in the PRO field and IT infrastructure, legal 
issues, various clinical workflows and the numerous stakeholders have to be taken 
into account concurrently. In the design process, we have thus used a participatory 
design approach to ensure a high level of active stakeholder involvement and 
capability of addressing all the relevant issues. In the next phases, we will apply 
the IT infrastructure in the planned full-scale evaluation of the questionnaires 
developed in the first phase, while we continue to develop new national 
questionnaires.  

Keywords: Patient reported outcome, computerized medical records, information 
sharing cross-sectorial eHealth, Participatory design 

Introduction 

It is well known, that patients are the main source of information in healthcare [1].  
Normally the information is collected from the patient by a health professional taking 
the patient history. It is well known that health professionals  may not collect all the 
relevant information while taking patient history, further the task of taking patient 
history is time consuming and patients may even do a better job putting the information 
in to a pre-structured questionnaire [2]. Even though this knowledge is old, it has not 
yet been widely applied. However, during the last decades technical breakthroughs 
have reached a level of maturity that provide new opportunities in relation to involving 
patients in information collection.  

In Denmark, we have thus set up a national project to develop national patient 
questionnaires and a national technical infrastructure for these questionnaires. The aim 
of the project is dual; one aim is to establish more efficient clinical processes, as only 
those patients in real need are seen in the outpatient units, but also to ensure a higher 
level of patient involvement in the care processes. Further data from the questionnaires 
may be used in quality development and research.  Patient Reported Outcome (PRO) 
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can be defined as ‘any report of the status of a patient’s health condition that comes 
directly from the patient, without interpretation of the patient’s response by a clinician 
or anyone else’ [3]. All data elements referrers to health conditions, e.g. quality of life,  
pain and functional capacity. 

The use of PRO can be divided into 1) actively use of PRO or 2) passively use of 
PRO. Active use of PRO is when a specific patient experiences that the questionnaire 
he or she has filled in  are used actively by a healthcare professional in the clinical 
encounter. The flow of data and use of PRO is shown in Figure 1. PRO-data may be 
used as dialog support (for both the patient and the healthcare professional – part 4 of 
Figure 1), as pre-contact assessment (also part 4) or as a tool for continuous health 
monitoring. PRO data are accessible to all relevant actors as shown in Figure 1 part 6a 
by use of the newly developed PRO infrastructure. Passive use of PRO is when the 
patient do not experience that his or her answers are used actively by a healthcare 
professional in the clinical encounter as seen in Figure 1 part 6b. The data may 
however be used as part of research or quality development.  

 
Figure 1. The flow of PRO data 

In this project, we will examine categories of patients eligible for PRO, benefits 
and disadvantages of using PRO. From previous experience we know that use of PRO 
may empower patients and improve efficiency and effectiveness of care processes in 
some patient groups [4, 5] and it may even improve outcome [6]. There are however, 
limited experience with active use of PRO in the complete patient pathway for non-
cancer patients. The need for a concerted infrastructure and shared questionnaires have 
to be explored further. We are in the beginning of a national project for this purpose. 

1. Method 

Use of PRO at a national level in Denmark focuses on both mono-sectorial and cross-
sectorial use. Use of PRO while the patient have contacts with several health 
professionals in various parts of health provider organisations stresses the need for a 
shared infrastructure, which covers both IT infrastructure and data infrastructure. The 
Danish IT infrastructure concept for PRO is shown in Figure 2 and encompasses both 
data standard/definition for questionnaires and data standard/definitions for answers. 
Two standards are used, QFDD and QRD. Both standards are based on a Danish 
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version of the HL7 standard.  SNOMED CT is used as standard vocabulary when data 
elements are named. In order to support security of patient data the IT infrastructure 
contains a consent service, secure login and treatment-relation service. Consent service 
allows the patient to permit or deny access to their data, and the treatment-relation 
service verifies whether the healthcare professional has permission to access data.  

 
Figure 2. National PRO IT infrastructure 

There is further a need for a mutually supported method for development of 
standardized questionnaires when using PRO across healthcare sectors. We have 
designed a method for development of questionnaires (or preferably national adaptation 
of internationally developed and validated questionnaires) and determination of 
standardized fields of application of PRO. The method is shown in Figure 3 and is 
based on a participatory design approach [ 7]  involving various stakeholders such as 
patients, clinicians, therapists, quality experts, and representatives from health care 
scientific and patient organizations. We conduct workshops particularly for the patients 
and the patient organizations to enforce their tongue in the workshops with the health 
professionals. 

Decisions on detailed purpose and use, as well as development of questionnaires 
takes place at workshops. After the workshops when the questionnaires have been 
developed (or adapted), the questionnaires as well as the use of them are being tested in 
a small-scale implementation.  

2. Results 

Until now, we have been working within three focus areas. The focus areas are 1) 
apoplexy, 2) osteoarthrosis in knees and hips and 3) screening for depression within 3 
somatic disease areas. In all three focus areas, we have prepared and conducted 
workshops for both patients and health professionals. An overview of the most 
important issues of discussions are described in table 1. We are about to start face 
validity test of the questionnaires with patients and after that we are planning pilot 
implementation on two of the questionnaires. The questionnaire concerning screening 
of depression is a generic questionnaire, and will later on be used as part of other/larger 
questionnaires. It will therefore be tested along with the rest of the larger questionnaire 
it is part of and does not need a specific test and pilot implementation.  

The most important results were 
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� Many issues needs to be clarified by the patients 
� Focus tends to be on the hospital needs 
� Hesitation on target group among the patients 
� Cross sectorial workflows are complex and inexperienced 
� Use of PRO is a cultural transformation 
� Legal clarification 
We ended up with a development process as shown in Figure 3. The red marking is 

the preparation face, where meetings are held with key stakeholders and patient 
organizations.  

 
Figure 3. Development of questionnaires and decisions on field of application 

The face marked with blue is where the questionnaires are developed and the use 
of questionnaires are decided. The green marking is face validity test as well as test of 
technical and organizational implementation. 

3. Analysis 

Initially, we only planned one workshop specifically for patients but during the 
workshops with the health professionals, we learned that many topics needed to be 
clarified by the patient and we had to incorporate more workshops with patients in 
between the general workshops. Prospectively we will organize four workshops 
specifically for patients and four workshops with key stakeholders – including patients. 

Evaluation showed that it is necessary to increase the focus on the representative 
from the municipalities. There are very little experience with use of PRO in the 
municipalities and focus at the stakeholder workshop very easily turns toward the 
health professionals from the hospitals where use of PRO are more common even 
though most experience is with passive use of PRO, for quality monitoring and 
research. We have therefore extended the PRO development method with a workshop 
with the municipally representatives where possible purposes of use in relation to tasks 
carried out in the municipalities can be discussed.  

 

Table 1. Overview of the most important issues and actions in unprecedented order. 

Results Actions 
Many discussions during stakeholder 
workshops needs to be clarified by patients 

Increased numbers of patient workshops 

Focus tends to be on hospitals Workshop with municipality representative 
previous to stakeholder workshops 

Many discussion concerning which patient 
groups PRO should be used for 

Evaluation on patient use after pilot 
implementation 

Cross sectorial workflows are complex and 
there are little experience 

Thorough description and evaluation of cross 
sectorial roles and designation of responsibilities 

Not everybody are part of the development 
and the cultural transformation 

Need of contacts in local organizations,  ensuring 
local anchoring and communication efforts 
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Legal clarification 
 

Legal experts and authorities have been 
consulted and information material and 
disclaimers for the questionnaires has been 

developed 
There is limited experience with active use of PRO across healthcare sectors and 

work processes differ significantly in the Danish regions and municipalities. Therefore, 
a thorough description of cross-sectorial roles and designation of responsibilities is 
needed, as well as thorough evaluation during pilot implementation.  

4. Discussion 

The complexity is high in; the field of potential PRO application:  IT infrastructure, 
legal issues, various clinical workflows and the numerous stakeholders all contribute to 
this. Fortunately, there are already a standardized national platform for Danish health 
data, and Danish clinicians are used to standardization. We realized that it is essential 
that all stakeholders are represented at the workshops and that all stakeholders actively 
take part in the dialogue and teamwork. Furthermore, as one of the central aspects in 
participatory design points out, it is essential that stakeholders collaborate on equal 
terms. This we have supported by conducting special workshops for patients and health 
professional from the municipalities. In that way, it became possible for them to 
cooperate on equal terms with health professionals from the hospitals, who have a head 
start in their pre-experience in development and use of PRO. Further, the health 
professionals from the hospitals often have a more superior attitude concerning 
healthcare professionalism and are more experienced in healthcare development 
activities, so it is important to take precautions to bring the parties on equal terms.  

As the key stakeholders are represented by delegates, there is a need for anchoring 
the results in the local organizations. These activities need to be further described and 
coordinated among the representatives. We are from our still early experience 
convinced that the increased use of PRO involving clinicians and patients actively will 
be of great benefit for both society and patients [6].  
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Abstract. CDISC’s Operational Data Model (ODM) is a flexible standard for 
exchanging and archiving metadata and subject clinical data in clinical trials. The 
Portal of Medical Data Models (MDM-Portal) uses ODM to store more than 
15000 medical forms. As not every electronic health system accepts ODM as input 
format, there is a need for conversion between ODM and other data standards and 
formats. This research proposes a standardised template-based process to develop 
ODM converters. So far, ten converters have been developed and integrated in the 
MDM-Portal following this process and new ones should be included soon. The 
template, programming utilities and an ODM test suite have been made online 
available and can be used to easily develop new converters. 

Keywords. Semantics, CDISC ODM, interoperability. 

1. Introduction 

The use of standards in Medical Informatics is a common practice to enhance 
interoperability between information systems. Their adoption in clinical research is 
highly recommended due to the increasing complexity of clinical trials, number of 
electronic systems being used and amount of data collected [1]. 

The Operational Data Model (ODM) is an XML-based structural interoperability 
standard developed by the Clinical Data Interchange Standards Consortium (CDISC). 
ODM’s initial use case was to facilitate the exchange of metadata and clinical data 
between electronic data capture systems [2]; however, ODM’s flexibility allows its use 
in a wider range of use cases such as Electronic Health Record infrastructure, data 
collection, data analysis and study archival [3]. 

The Institute of Medical Informatics (IMI) at the University of Münster is using 
ODM to store medical forms in the portal of Medical Data Models (MDM-Portal) [4], 
which became the largest open-access clinical metadata repository in 2015; including -
to date- more than 15000 forms. The MDM-Portal includes an ODM editor that allows 
users to create, semantically annotate in Unified Medical Language System and upload 
medical forms which can be commented, rated and downloaded by other users [5].  
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Health information systems apply different information structures, which are 
represented in various metadata standards. These systems are not always able to import 
or handle information in ODM format. Thus, there is a need for conversion between 
ODM and other compatible data standards and formats.  

The aim of this research is to propose a standardised straightforward template-
based process to develop converters from ODM to other data formats and demonstrate 
its feasibility with the development of several data format converters.  

2. Methods 

The ODMToolBox is a set of tools and utilities to convert ODM into other data formats. 
It has been developed using JavaEE programming language and Spring framework. 
The ODMToolBox framework can be deployed on a Java application server such as 
Tomcat and provides a standardised Representational State Transfer Application 
Programming Interface (REST API), which accepts client queries and forwards them to 
the converter engine. Generic methods to parse incoming ODM files of different 
versions (1.3, 1.3.1, 1.3.2) into a Java object model structure are available.  

As a starting point to implement a new converter, a mapping between ODM items 
and the new data model is required. If the targeted data model permits it, the specific 
fields for semantic codes must also be mapped. Once the mapping is finished, the 
converter can be developed using the template within the ODMToolBox for the core 
implementation as well as the ODM utilities available in the framework. Developers of 
new converters may also use a sandbox webpage to test their prototypes and a set of 
ODM test cases developed and made available by the IMI team. 

3. Results 

Mapping the ODM structure into a target information model requires the identification 
of corresponding elements and attributes. If an element/attribute cannot be directly 
mapped, a workaround is pursued (e.g. including semantic codes in a non-specific field 
[6]). If this is also not possible, the element/attribute is ignored and included as a 
limitation of the converter. This process is performed forwards and backwards to 
ensure that all elements and attributes of both information models are covered. 

The development of a new converter constitutes the translation of the mapping 
previously described into Java programming language in the dedicated function in the 
template. The converter template in the ODMToolBox already includes the 
functionality needed to upload an ODM file, validate the ODM-XML (conforms to a 
valid ODM structure), convert the ODM items to Java object models and generate the 
resulting files. The ODM form is stored in a temporary local Java object that uses an 
ODM Java library developed by the IMI team [7]. The method called 
“convertFormToTemplate” receives all important ODM attributes for the 
transformation such as form and data item definitions and returns the converted form.  

Inconsistencies and/or lost information found during the transformation are added 
to a “Conversion Notes”-Log that is presented to the user after the conversion. 
Conversion notes have three different severity levels: Notice (e.g. automatically added 
placeholders), Warning (e.g. missing languages, discarded information) and Critical 
(errors that block the conversion of single elements). 
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Before a new converter is deployed on the production server that stores the 
publicly available version of the ODMToolBox, the converter must be properly tested. 
For this, a test suite of 20 ODM-XML data specification samples including forms with 
common ODM items and inconsistencies has been developed. 

The template-based process has been used to develop several converters (Table 1), 
some of which can be openly accessed and used as a basis for new mappings and 
implementations [6, 8-13]. 
Table 1. The first column indicates the name of the information model to which ODM was converted to; the 
second a description of the data model and the third a reference to the publication of the converter (if exists).  

Data format Description Reference 
CDA HL7 Clinical Document Architecture standard for clinical 

documents structure and semantics 
[8]  

FHIR   
(JSON / XML / RDF) 

HL7 Fast Healthcare Interoperability Resources standard for 
clinical data exchange 

[9]  

MACRO-ODM Elsevier’s electronic data capture solution for clinical trials  
PDF Portable Document Format  
ODK Open Data Kit: open-source electronic patient reported 

outcome system 
 

OpenClinica Open-source clinical trial management software [6]  
REDCap Research Electronic Data Capture: Research online surveys 

and databases management software 
[10]  

ResearchKit / 
ResearchStack 

Electronic Patient Reported Outcome development framework [11] 

SPSS IBM Statistical Package for the Social Sciences [12]  
ADL Archetype Definition Language for openEHR archetypes [13]  

 
Further converters have been developed and made available in the ODMToolBox 

but are not included in Table 1 because they were not developed following the process 
described in methods: CSV, SQL, R, PDF and Excel. The PDF converter in the 
ODMToolBox is used in the MDM-Portal since September 2017; until then, a built-in 
PDF converter was used instead. 

Between the 1st October 2016 and the 30th September 2017, 2412 downloads in 
19 different data formats took place. 1011 original ODM-XML forms were requested 
followed by 544 PDF downloads (439 with the old converter and 105 with the new 
template based converter) and 290 times as Excel file. MACRO-ODM was requested in 
224 downloads whereas REDCap in 80. Forms in FHIR were downloaded 107 times 
(71 in FHIR JSON, 36 in FHIR XML). Some of the newest converters available such 
as ResearchKit have not been used yet. The number of downloads for every converter 
can be visualised in Figure 1.  

ODM forms may also be converted without accessing the MDM portal, but 
accessing the ODMToolBox directly through the following website: 
https://odmtoolbox.uni-muenster.de/.  

4. Discussion 

A developing framework including several tools to handle ODM files together with a 
template for the rapid and consistent development of converters from ODM to other 
data formats has been developed. Following the template-based process proposed, ten 
converters have been implemented including 2412 forms downloaded from the MDM-
Portal in different data formats.  
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Figure 1. Number of downloads in the available data formats from the MDM-Portal (from October 2016 to 

September 2017). 

Despite of the wide range of ODM converters available in the ODMToolBox, the 
most desired download data format in the MDM-Portal is ODM-XML, followed by 
PDF, XLSX and MACRO-ODM.  

Information models and data standards normally differ on their nature and 
purposes. Hence, the conversion of one data format into another commonly implies 
some loss of information. ODM is a powerful standard for the representation of case 
report forms but entails some limitations when it is used for representing other clinical 
forms such as Patient Reported Outcomes [11]. When the XML-based standard is 
converted to other data formats such as SQL or R, information such as semantic 
annotations may be ignored or skipped. In order to provide an overview of the 
information lost during the transformation process, a text file containing notes for every 
piece of lost information is encapsulated in a .zip file, together with the transformed 
data model.  

While it is possible to check converted files for formal correctness (e.g. using 
testing environments and test datasets), it is an arduous task to detect mapping errors 
and semantic discrepancies. Testing environments can be easily deployed locally for 
proprietary data formats like REDCap and OpenClinica; on the other hand, a complete 
testing of other data formats like FHIR JSON would require multiple test installations 
of different FHIR-compliant systems. 

One of the advantages of the proposed framework is the ease of creating a new 
converter. Routines for opening ODM files and serving RESTful requests are already 
provided and the developer can focus on the actual conversion and mapping issues. 
Thanks to the standardised REST API, integrating a new data format as a download 
option in the portal is doable on short notice. Thus, it is reasonable to implement 
converter even for exotic data formats that will not be used regularly and may only be 
interesting for a minor number of users. 
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5. Conclusions 

The proposed process to create ODM converters allows developers to easily implement 
new converters that can be integrated within the ODMToolBox. With this toolkit and 
the MDM-Portal, the more than 15000 available forms in the portal can be used in a 
great variety of electronic systems. The template for new converters, together with the 
ODM utilities and the ODM test suite can be freely accessed under 
https://imigitlab.uni-muenster.de/published/ODMToolBox. 
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Abstract. Due to low prevalence of rare diseases and lack of expertise, patients 

suffering rare diseases are challenged with finding experts that are specialized and 

experienced in treating their conditions and get qualified answers. To address this 

issue, the approach of an interactive platform was made, which should allow 

affected patients or physicians the possibility to ask experts their specific questions 

to gather and improve their knowledge about their condition. This paper introduces 

the pan-European Internet platform EXABO, an Expert Advisory Board, which is 

developed within the framework of the European Reference Network for rare 

respiratory diseases (ERN-LUNG). The purpose of establishing this platform is 

initially dedicated to rare respiratory diseases in whole Europe, whilst the set-up is 

however, planned to be a generic tool for additional diseases or groups of diseases. 

This paper gives an overview of the concept and planning of the EXABO platform 

and shows how the platform is to be implemented. 

Keywords. Rare Diseases, Rare Respiratory Diseases, ERN-LUNG, Expert 

Advisory Board. 

Introduction and Motivation 

The European Union (EU) considers a disease to be rare, if not more than 5 in 10,000 

people in the EU are affected by one [1]. According to most recent estimates, there are 

approximately 5 to 8 thousand known rare diseases that affect the lives of 6% to 8% of 

the European population [1]. Due to the low prevalence of rare diseases, there is a 

deficiency of medical and scientific knowledge in this field and providing diagnosis 

and highly specialized treatment and care for patients with a complex health condition 

can be rather difficult for Healthcare Providers and costly for patients. For this reason, 

many patients suffering from rare diseases or conditions remain undiagnosed or 

without a sufficient treatment. In order to ensure a better and improved patient care and 

treatment, the EU established the European Reference Networks (ERN) in the fields of 

24 thematic areas of rare diseases [2]. The project was launched in March 2017 and is a 
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non-profit, international, professional, patient-oriented and scientifically networked 

project. The main goal is the collaboration of EU Member States, which contributes to 

the pooling of experts and the dissemination of knowledge among healthcare providers 

across borders. The ERN-LUNG, which is the network for rare respiratory diseases, 

currently consists of 60 centers (health care facilities, health care providers) from 12 

countries, which are specialized in rare respiratory diseases. ERN-LUNG includes 9 

Core Networks that represent the diversity of the diseases and conditions affecting the 

respiratory system [3].  

In order to provide patient access to expert advice on rare respiratory diseases and 

conditions, a web-based European cross-border Expert Advisory Board (EXABO) is 

being designed and set up for patients and physicians with individual questions 

regarding their health condition. 

The system made use of the experience gathered with a similar system exclusively 

dedicated to the field of cystic fibrosis (ECORN-CF)
 2

, that had been operational ever 

since being funded by the European Commission as a pilot project. The aim is to 

disseminate expertise on rare lung diseases, identify new possibilities and techniques 

for treatments and care for patients and provide sufficient answers to complex 

questions regarding the respiratory system. 

1. Methods 

1.1. Requirement Analysis 

In order to ascertain the requirements for the software solution, workshops with experts 

from the domain of rare diseases were organized to extract those needs and 

expectations in a structured manner. In addition, an analysis of the already existing 

ECORN-CF software has been made by interviewing the coordinators of ECORN-CF. 

The main focus was set on filtering out the strengths and weaknesses of the 

solution. General experiences have been incorporated and refined. For example, the 

idea of distributing the user roles in ‘moderators’ and ‘experts’, like described in the 

following, has been adapted and further developed. 

1.2. Conception of User Roles 

Based on the results of the expert interviews and analysis of ECORN-CF, the following 

idea of structuring the user roles has been developed. 

The fields of expertise within the ERN-LUNG can be split into eight groups: 

(1) interstitial lung disease, (2) cystic fibrosis, (3) primary ciliary dyskinesia, (4) pul-

monary hypertension, (5) nonCF-bronchiectasis, (6) α1-antitrypsin deficiency, (7) 

mesothelioma, and (8) chronic lung allograft dysfunction. 

In EXABO, each group will be covered by ‘experts’ for the disease and 

‘moderators’ for coordinating the questions and answers. For each field of expertise per 

participating country, there is an expert group with at least one English speaking 

‘moderator’. For each field of expertise, the expert groups are linked via at least one 

‘superordinate moderator’ across Europe. In consequence, each participating European 

country provides at least one ‘moderator’ and optionally a various number of ‘experts’ 
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for each expert group. The members of an expert group are organized in a hierarchical 

way. In the following, the structure is visualized for the expert group for interstitial 

lung diseases (ILD) with one ‘moderator’ and one ‘superordinate moderator’ in a 

simplified way. 

 

Figure 1. Hierarchical structure of members with different user roles for the expert group ILD. 

Another user role is the ‘questioner’, who contacts the ERN via EXABO for 

receiving advices by the ‘experts’. 

1.3. Conception of the Question-Answer-Process in EXABO 

In general, questions can be submitted to the system via a web interface from any place 

by patients as well as by physicians. No registration process would be necessary. The 

submission of an e-mail address is obligatory, since the reply is sent via e-mail to the 

‘questioner’. Due to the fact, that the addressed disease as well as the country must be 

chosen, the question will be assigned automatically to the appropriate ‘moderator’. The 

submitted question will then be checked for reasonableness. In the following, the 

question is assigned to an ‘expert’ for answering. The platform EXABO has got a 

filtering system that suggests ‘experts’ based on their area of expertise. This feature is 

not intended to automatically assign the questions to ‘experts’, but serves as a support 

to the ‘moderator’ without compromising the quality claim. 

In case that the chosen ‘expert’ is not able to answer the question for some reason, 

the question can be returned to the ‘moderator’, who can reassign the question to other 

‘experts’ or translate the question in English and send it to the ‘superordinate 

moderator’ of the same field of expertise. The history and comments attached to the 

questions will be stored and only visible to internal users. 

  

Figure 2. Process of questioning. 

The ‘superordinate moderator’ has the possibility to assign the question directly to 

a single ‘expert’ or to an expert group of another member country with the same 

disease focus. A special feature of the platform is that a ‘superordinate moderator’ has 

the opportunity to open a discussion round in addition to the normal assignment to an 

‘expert’ in order to be able to clarify particularly complex questions of rare diseases. In 

consequence, if a question cannot be solved by a group of experts in one country, it can 
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be reallocated across Europe or discussed by individual ‘experts’ from several other 

countries. 

  

Figure 3. Process of questioning in cooperation with the ‘superordinate moderator’. 

At the end of the question-answer-process, the ‘moderator’, who initially translated 

the question into English, receives the proposed answer from the ‘superordinate 

moderator’. Due to quality assurance reasons, the formulated answer is checked by the 

‘moderator’ regarding formal aspects. 

After approval of the answer, it will be translated into the origin language of the 

question. The answer then will be saved in the archive in English as well as in the 

origin language and ‘questioner’ will automatically receive the response to the 

question. 

1.4. Implementation and previous Work 

There are several options for the implementation of such a system. On the one hand, 

existing generic tools can be configured and used. This can be, for example, a common 

solution for a help desk software like OTRS
3

. First tests have shown that the 

configuration is not customizable in a sufficient way or too complex to handle. Help 

desk solutions like Zendesk are designed to provide a higher efficiency and quantity 

[4]. However, the focus of the project is on the quality of the response and not on the 

quantity of the questions answered. 

On the other side, an individual realized solution could be used. For example, 

ECORN-CF is realized directly for covering explicitly that subject area of rare 

respiratory diseases and cannot be adapted to others that easy. Furthermore, the 

possibility of answering difficult questions in a pan-European discussion round is not 

available. An extension and technical upgrade of the ECORN-CF software or similar 

projects would come along with a high amount of effort, so that the decision has been 

made to conceptualize and implement a new software solution. 

Nevertheless, the experiences made by the practical usage of ECORN-CF can be 

used for designing the new solution EXABO, especially the ideas of quality assurance, 

anonymization and the division of the user roles into ‘experts’ and ‘moderators’. 

The platform will be implemented in form of a Java web application, utilizing the 

Apache Maven environment. For authentication, Keycloak, an open source 

authentication service, will be used. The user information is encrypted and the service 

runs on a local server [5]. Front-end development will be based upon the popular 
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Bootstrap framework. The open source toolkit Bootstrap is optimized for designing 

mobile web applications and provides a front-end component library [6]. The platform 

is intended to support mobile views and facilitate working with EXABO on mobile 

devices. To the actual date, a first prototype of EXABO has been realized, and will be 

enhanced stepwise in close cooperation with the medical experts of the ERN-LUNG. 

2. Conclusion and Outlook 

One major challenge is to plan EXABO as generic as possible from the beginning, so 

the transfer to other ERNs will be supported. Especially complex medical issues, which 

cannot be answered by the physician or expert in his own country, can be reassigned 

and discussed with other experts on that field or within other ERNs. The development 

of EXABO based on the representative example of ERN-LUNG provides an excellent 

condition for addressing this challenge. 

The software should user-friendly with an appealing design to address people with 

various diseases and practitioners throughout Europe. Users who visit the platform for 

the first time should immediately know what the main goal of the internet platform is. 

To reach that goal, the possibility to ask a question must be placed centrally on the start 

page. The internal view for the ‘experts’ and ‘moderators’ has to be self-explanatory to 

ensure a small amount of additional work for those. 

A Europe-wide expert board for answering questions concerning rare respiratory 

diseases does not yet exist to this extent. Only platforms, which are restricted to a 

special area of rare respiratory diseases. Concepts and experiences made within other 

projects like ECORN-CF can be utilized and analyzed, e.g. the concept of the hierarchy 

structure of the users. The feedback of the users will directly influence the development 

of EXABO and will ensure a high practical use. 

As soon as the question-answer-process is realized in EXABO in a first version, 

user accounts for a subset of the experts of ERN-LUNG will be defined as well as roles 

and groups. In the following a scenario-based test will be performed and the feedback 

will be integrated in the further development. In the next step, this procedure will be 

repeated with other ERNs for testing the adaptability of the system. 
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Abstract. Platform approaches to improve interorganisational integration and 
eHealth innovation have gained a lot of attention. A variety of platform projects 
have been established in Europe. However, a systematic view is missing. Based on 
a multiple source analysis, this paper collects existing European eHealth-platforms 
and systematizes them with regard to their functional adjustment. We contribute by 
proving a functional cluster of platforms. The paper describes classification dimen-
sions and identifies two general classes of platforms in the healthcare sector. 
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1. Introduction 

The eHealth infrastructures in the European countries differ in their objectives and ma-
turity [1]. Although they differ, within eHealth infrastructures we observe a predominant 
role of eHealth-platforms. eHealth-platforms are implemented to meet different chal-
lenges like market failures of eHealth business models [2,3], a decreasing number of 
specialists in rural areas or a continuous increase in the number of elderly people, who 
need care in their home environment [4]. These different objectives lead to a heteroge-
neous functional design of platforms. 

We question whether there are specific functional clusters in different types of 
eHealth infrastructures. Based on a multi-source-analysis, we identify current 
eHealth-platforms in Europe and give an overview of their functional adjustment. We 
contribute with a systematized understanding of existing platforms and thereby introduce 
a piece of the puzzle within eHealth-platform design theory. 

2. Platform Theories in the Healthcare Sector 

Since the early 2000s, platform theory has gained a lot of attention in the field of infor-
mation systems research (ISR) [5,6]. Platforms are typically seen as intermediaries that 
support the transaction between different user groups [7]. As there are mainly two user 
groups, platforms are seen as an enabler for two-sided markets in ISR and economics [6]. 
In these markets, four different roles exist: the platform provider and platform sponsor 
who establish the platform, the supply-side user who provides complements and the de-
mand-side user who consumes the complements provided by the supply-side user. The 
platform mediates the transaction between the supply-side and demand-side users [7]. 
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From an architectural perspective, platforms are “a set of stable components that 
supports variety and evolvability in a system by constraining the linkages among the 
other components” [8]. The stable components form the core of the platform. Evolvabil-
ity is an important characteristic of platforms which addresses the adaptation to unantic-
ipated changes within the environment [8]. This view comprises the independence of 
components that exist around the platform. These components are named complements 
[7]. The platform facilitates the complements and their creation. 

Based on the foundational theories of information systems, platforms have the po-
tential to overcome existing obstacles with eHealth technology like innovation barriers, 
missing diffusion and sticking organisational interoperability efforts [9,3]. In the follow-
ing, we term platforms in the healthcare sector as eHealth-platforms because they enable 
electronic healthcare services and/or interorganisational integration based on electronic 
services within the healthcare sector. eHealth-platforms are at least open to medical pro-
fessionals and organizations that want to ease interorganisational information exchange 
(openness to demand-side users [7]). 

3. Methods 

When analysing European eHealth-platforms, an important challenge is to gather a set 
of platforms which represent the European landscape of eHealth-platforms. In Europe, 
different national and regional actors initiate eHealth-platforms. Therefore, a literature 
review of scientific papers alone will not necessarily create such a set. According to the 
different sectors of the organizational environment model by DAFT ET AL., we identified 
four elements that are relevant drivers of eHealth-platforms: national governmental ini-
tiatives, scientific initiatives, international initiatives (e.g. initiatives of the EU-commis-
sion) and commercial initiatives [10]. Hence, we used the following sources: 

1. Governmental Website: The websites of ministries and national eHealth centres 
have been searched. We searched separately for the terms “eHealth”, “e-health”, 
“telemedicine”, “telehealth”, “platform” and “ecosystem”. 

2. Scientific Literature: For the literature review we used a conventional literature 
review method [11]. We used Thomson Reuters Web of Science as a database 
with the following search string “(e-Health OR ehealth OR health OR telehealth 
OR telemedicine) AND (ecosystem OR network OR platform OR system)”. 
After reviewing the abstracts, we included literature which describes existing 
platforms. Purely conceptual papers have been excluded. 

3. Funding Database: We searched in CORDIS database (http://cordis.europa.eu) 
of the EU for signed projects. We used the search terms mentioned in source 1. 

4. References: We searched for references to other platforms in the descriptions of 
previously identified platforms. 

In order to remove non-active platforms from the study, we screened their websites 
for actual reports and news which had been published since March 2016. For the com-
parison of the different platforms, we used the classification method by NICKERSON ET 
AL. [12]. The method starts with defining one or more meta-characteristics for the clas-
sification. We identified the business cases of platforms as the central meta-characteris-
tic. We used the conceptual-empirical approach articulated in the framework [12]. The 
initial dimensions that represent the business cases are “topic” and “function”. “Topic” 
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considers whether a platform specifically focuses on a certain aspect of eHealth. “Func-
tion” describes the role of an eHealth-platform in a special healthcare environment. Fol-
lowing the definition of these dimensions and characteristics, the textual descriptions of 
the platforms have been analysed and characteristics for each dimension have been re-
vised. After the final iteration, these characteristics have been used to build functional 
clusters. 

4. Results 

In total, 23 eHealth-platforms were identified (see table 1). All initiators refer to their 
project with the term ’platform’: However, there are differences in the understanding of 
these platforms. Firstly, there are projects like EFA and openEHR, which are a standard 
for creating centralized (platform-based) systems. Secondly, there are concrete instances 
of platforms with running electronic services, which mediate the transactions between 
supply- and demand-side users, e. g. Kanta or ELGA. They are called ’Two-sided Ser-
vice Platforms’. Some of these platforms also facilitate the creation of new eHealth ap-
plications by third-party providers (e. g. CCS Telehealth Ostsachsen, OpenTele). 
Thirdly, the last set of platforms can be understood as data sharing platforms, which 
collect technologies to facilitate electronic communication in the healthcare sector. In 
table 1, each platform is either assigned an ’S’ for specification standard for platforms, a 
’TSP’ for two-sided service platform or a ’DSP’ for data sharing platform. 

In table 2, we map the identified platforms within the dimension of the classification 
scheme. Following the classification method in [12], each platform is assigned one char-
acteristic of each dimension. Therefore, the assignment of characteristic represents the 
principal focus of a platform. 

The dimension topic has six characteristics: 

� ’Ambient Assisted Living’ (AAL) describes technologies which empower peo-
ples’ capabilities by means of a digital environment. 

� ’Electronic Health Records (EHR)’ is an interorganisational medical record of 
patients, which is controlled by health service provider. 

� ’Personal Health Records (PHR)’ is also an interorganisational medical record 
but controlled by the patient. 

� ’Holistic’ matches platforms which try to unify different medical services 
within one platform. 

� ’Interoperability/ Infrastructure’ describes platforms which enable data ex-
change. 

� ’Telemedicine’ describes platforms which enable the provision of medical ser-
vices over distance. 

The dimension function has three characteristics: 
� ’Application Development’ represents the ability to develop new applications 

based on the platform. It characterises the design of a platform that allows in-
tegrating new eHealth solutions into an existing ecosystem of actors. 

� ’Data exchange’ represents the ability to share data between different organisa-
tions. These platforms are pure enablers for communication and only allow the 
use of a common infrastructure. 

� ’Data exchange and storage’ extends the class of information sharing by adding 
abilities to store and manage data on the platforms. 

M. Benedict et al. / eHealth-Platforms – The Case of Europe 243



Table 1. Identified eHealth-platforms, Src. – Source of Platform acc. to section 3, Types explained in Sec. 4. 

Src # eHealth-platform Type Website Country 
1 1 CCS Telehealth Ostsachsen TSP http://www.telehealth-ostsachsen.de/ Germany 
 2 E-veseliba TSP https://www.eveseliba.gov.lv/ Latvia 
 3 EFA S http://www.fallakte.de/ Germany 
 4 ELGA TSP https://www.gesundheit.gv.at Austria 
 5 epa-291a S https://www.epa291a.de Germany 
 6 HSCN DSP https://digital.nhs.uk/health-social-

care-network 
UK 

 7 Kanta TSP http://www.kanta.fi/en/ Finland 
 8 Kjernejournal TSP https://helsenorge.no/kjernejournal Norway 
 9 MedCom TSP http://medcom.dk/ Denmark 
 10 Samedi TSP https://www.samedi.de/ Germany 
 11 Spine DSP https://digital.nhs.uk/spine UK 
 12 Summary Care Record TSP https://digital.nhs.uk/summary-care-

records 
UK 

 13 sundhed.dk TSP https://www.sundhed.dk/ Denmark 
 14 Telerad MV DSP http://www.telerad-mv.de/ Germany 
 15 Wdt. Teleradiologieverbund DSP http://www.medecon-telemedizin.de/ Germany 
 16 Telematikinfrastruktur DSP http://www.gematik.de/ Germany 
2 17 eHealth-Plattform TSP https://www.ehealth.fgov.be Belgium 
 18 Net4Care TSP http://net4care.org/ Denmark 
 19 openEHR S http://www.openehr.org/ UK 
 20 OpenTele TSP http://opentele.org/ Denmark 
 21 Reseau Sante Wallon TSP https://www.reseausantewallon.be Belgium 
3 22 UNCAP TSP http://www.uncap.eu/ Italy 
4 23 Danish Health Data Net-

work 
DSP http://medcom.dk/medcom-in-eng-

lish/other-stuff/the-danish-healthcare-
data-network-sdn 

Denmark 

5. Discussion 

After having identified eHealth-platforms, we observed a variety of different understand-
ings. The term “platform” is used for specifications as well as for concrete infrastructural 
components. However, the understanding does not always align with platforms in the 
sense of the existing platform theory. In particular, CUSUMANO states “standards are not 
platforms” [13]. In Europe, eHealth-platforms strongly focus on providing data exchange, 
mainly through concrete instances of infrastructural components. A set of platforms im-
plement data storage mechanisms. These establish central repositories for sharing of 
medical information. Hence, they are functioning as a central documentation and infor-
mation exchange infrastructure in the corresponding care region. At the same time, a 
second set of platforms (1, 18, 20, 22) does not only focus on a different function (appli-
cation development) but also on completely different topics (AAL and telemedicine). It 
seems as if two different classes of eHealth-platforms are developing: First, platforms 
for healthcare information exchange and, second, two-sided platforms for the develop-
ment of innovative telemedicine and homecare services. In sources 1. and 2. we identified 
a majority of platforms. Therefore, we recommend these sources and the selected method 
setting for similar research projects. The classification method by NICKERSON ET AL. in-
volves a loss of information because only one characteristic is allowed per dimension. 
On the other hand, the reduction of information makes the heart of the platform tangible, 
which outweighs the information loss. The identified platforms and their classification 
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will help to create a larger theory for platform artefacts in the healthcare sector. In future 
research, we will use the results as a basis to create archetypes of eHealth-platforms. This 
will be done by further analysing the architectures, platform ecosystems and effects that 
occur in these ecosystems. 

Table 2. Taxonomy clustering eHealth-platforms. 
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Application development 22     1, 18, 20 

Data exchange  3, 5 13 6, 9, 11, 14,  
15, 16, 17, 23 4  

Data exchange & storage  12, 19 2, 7 10 8, 21  
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Abstract. Paper based medical records are still widespread in Italian hospitals and the 
workflow to manage outpatients’ visits is critical. Too many isolated software 
programs coexist in hospital wards and cause confusion and disorganization. A 
computerized medical record that unifies all the data contained in the various 
applications should be of fundamental importance in supporting physician’s daily 
activities. Moreover, with the digital clinical record, data can be re-used for research 
purposes. The aim of this project is to create a web application for the management of 
outpatient visits to the Infectious Diseases Unit of the San Martino Hospital in Genoa. 
In order to orchestrate all the software programs acting in the visit workflow, a client 
application was developed to speed up the work of the medical staff at the time of the 
visits, ameliorating the quantity and quality of relevant information from a clinical 
point of view. A further extension allows standard data exchange between the 
developed application and the Ligurian HIV Network, which is the main regional 
research platform. 

Keywords. EHR, standard, HL7, CDA, interoperability 

1. Introduction 

In the last years, the use of computerized medical records within healthcare facilities 

gained a prominent role [1]. This instrument is of fundamental importance in the 

fulfillment of all clinical activities as an almost indispensable support for the work of the 

physician [2]. The computerized medical record contains the clinical history of a patient.  

Thanks to the digitalization of clinical records, data can be automatically collected 

from the Hospital Information System (HIS), avoiding the manual input process that was 

necessary for paper-based records. With the digital clinical record, data contained can be 

re-used for research purposes. This "proactive" nature of computerized medical records is 

the main innovation that is achieved in the conversion from paper to digital media. 

The aim of this project is to create a web application for the management of outpatient 

visits to the Infectious Diseases Unit of the San Martino Hospital in Genoa. The focus has 

been on HIV - positive patients, who need constant follow up and represent a significant 

portion of the patients attending the department.  
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The computerized medical records developed support interoperability both with the 

main components of the San Martino Hospital information system (Laboratory Information 

System (LIS) and Pharmaceutical Information System (PIS) and with the main regional 

platform for clinical trials performance the Ligurian HIV Network. This interoperability is 

granted by the use of medical ICT standards such as Health Level 7 (HL7). 

2. Materials and methods 

According to data provided by the medical staff, more than 1,300 HIV-infected patients 

are treated in San Martino hospital. Every day, about 25-30 visits take place, each with a 

duration of about 30 minutes. Prior to the design of the application, a survey was 

conducted in the Infectious Diseases ward to analyze the clinical workflow and highlight 

the main critical issues. A typical visit is divided into the following sections:  

• patient identification: the hospital identification code is gathered from the hospital 

registry via a software application called Medtrak 

• check of the laboratory tests executed after the previous visit. This information is 

stored in the hospital’s LIS and can be retrieved through a software called Laboweb 

• vital signs check: vital signs parameters are registered on paper based clinical records 

• therapy check through a PIS software called Sofia that manages the antiretroviral 

drugs prescribed. This software does not calculate therapy adherence 

• risk factors evaluation, for example smoking and alcohol habits. In evaluating the 

clinical scenario of a patient, the physician is often supported by online calculators 

that quickly give an indication of the patient's state of health or provide guidance on 

the likelihood of adverse events. 

 Many critical issues arose from the workflow described. In particular, there are too many 

software applications, which manage different parts of the workflow separately, without 

communicating. There is still excessive use of paper support that leads to 

misunderstanding and time wasting. Moreover, it is difficult to retrieve important clinical 

data concerning previous visits from this paper-based system. 

To fix the described problems, a system which relies on a relational database was 

developed with Microsoft SQL Server 2016. The relational model allows the database designer 

to create a consistent and logical representation of the information. Consistency is obtained by 

inserting appropriate constraints in the database project logic scheme. The program application 

was developed in Visual Basic through Microsoft Visual Studio 2015. 

The Ligurian HIV Network is an innovative web-platform to collect clinical data of 

HIV infected patients undergoing treatment in Ligurian hospitals [3][4]. Laboratory data 

are collected in an automatic way but data about patients’ visits are still uploaded manually. 

In order to connect the system developed to the Ligurian HIV Network and exchange 

clinical data, interoperability is an essential feature. The Clinical Document Architecture 

(CDA) of Health Level 7 (HL7) is a standard document that encapsulates clinical data to 

be exchanged between different applications in order to maintain the semantic meaning 

[5]. San Martino uses a local terminology to identify clinical parameters. To fill the CDA 

document, clinical parameters must be explicated using a standard terminology referring 

to a codified vocabulary such as LOINC codes for clinical tests, international ATC and 

national AIC for drugs and ICD9 for diagnosis. 

San Martino is an academic hospital of the University of Genoa and has two different 

web networks: one university and one hospital. The software programs cited above are 

hosted on the hospital network. The hospital firewall avoid access to data from external 

networks. The medical record interface is visible only inside the hospital network and a 
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system of authentication controls and registers the accesses to the platform.  The Ligurian 

HIV Network, which was developed by DIBRIS at the University of Genoa, is hosted on 

the university network. It is visible from the extern network and its accesses are mediated 

by a system of authentication with different access levels according to the users’ role. The 

https protocol was used.  

3. Results 

In order to orchestrate all the software programs acting in the visit workflow described, 

a client application was developed to speed up the work of the medical staff at the time of 

the visits, ameliorating the quantity and quality of relevant information from the clinical 

point of view. The computerized medical records developed in this project are hosted on 

the hospital network but they are also reachable on the university network, in order to 

directly communicate with the Ligurian HIV Network. The architecture of the client 

application developed is illustrated in figure 1. 

 

  

Figure 1: Architecture of the client integration between the hospital software components and the Ligurian 
HIV Network 

 

The client application developed is divided into several parts, each covering a specific 

section of the medical visit. After selecting the patient from the list, the first section 

provides a brief view of the patient's clinical history, as shown in figure 2. This section 

enables the proper management of a standard medical visit. It also contains a summary of 

the patient’s health status including the most important clinical parameters value of the 

last test performed and the therapy that he is taking. To give physicians a graphical 

feedback, the main information is colored according to the normality range fitting. The 

criteria used are summarized in table 1. Next to the therapy section, the adherence to the 

therapy prescribed is calculated and highlighted with colors. Adherence is calculated 

according to the formula below (1): 
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 (1) 

where: 

• #recurrence is the number of doses that the patient has to take daily 

• #delivered doses is the number of doses that the pharmacy delivered to the patient 
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• #remaining doses is the number of remaining doses if the drug was, as desirable, 

retired before the end of the cycle. 

• ∆days is the number of days between the date of delivery of the drug and the expected 

date of the end of the therapeutic cycle. 

 

Table 1. Criteria and thresholds used for clinical parameters alerting 

Parameter Serious alert Mild alert 

Lymphocyte CD 4 + cell <200/μl 200/μl< TCD-4< 350/μl 

HIVRNA  >200 copies (twice) 
or  >1000 copies 

>200 copies 

GOT  
GPT 

Variation of 60% between two 
consecutive measures 

Variation of 30% between two 
consecutive measures 

Creatinine Variation of 20% between two 
consecutive measures 

/ 

HBsAg 
HCV 
VDRL 

 
Variation from positive to negative 

/ 

 

 

 

Figure 2: Main view of a computerized medical record containing a summary of the patient's health status 

 

The clinical parameters are extracted from the Laboratory Information System (LIS) 

database. A dedicated section on the client interface provides a view of the last blood test. 

Clinical parameters are divided into categories. By selecting the Details button of a 

parameter, it is possible to see a list of all previous values with the corresponding graphical 

chart showing the temporal ongoing. An example is shown in figure 3. 

At the end of the medical examination, the program creates a discharge document in 

PDF format for the patient and a standard CDA document to upload data in the Ligurian 

HIV Network. To create this last document, a translation from local codes to standard 

terminologies is performed. The mappings were manually made and saved in the database. 

The CDA document is created according to the files containing the XSD schema 

definitions provided by HL7 V3. The generated CDA does not meet the specifications of 

any implementation guides as there is currently no implementation guide for the 

management of outpatient report in Italy. 
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Figure 3: Kidney function subsection with focus on the history of clearance values 

4. Discussion and conclusion 

An application designed to meet the needs of medical staff in the management of 

outpatient visits and to create clinical report documents complying with HL7 standards, 

was developed and implemented. The use of a single application to manage the visits 

instead of all the programs described in the workflow will allow physicians to save a large 

amount of time. The application is now working and is ready to be used for a first testing 

phase within the San Martino Hospital. 

       As a future development, the mapping phase between local terms and standardized 

codes could be performed through a standard terminology service compliant to the 

Common Terminology Service 2 (CTS2) standard. 
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Abstract. A precise and timely care delivery depends on an efficient triage 
performed by primary care providers and smooth collaboration with other medical 
specialities. In recent years telemedicine gained increasing importance for efficient 
care delivery. It’s use, however, has been limited by legal issues, missing digital 
infrastructures, restricted support from health insurances and the digital divide in the 
population. A new era towards eHealth and telemedicine starts with the 
establishment of national eHealth regulations and laws. In Switzerland, a nation-
wide digital infrastructure and electronic health record will be established. But 
appropriate healthcare apps to improve patient care based on this infrastructure 
remain rare. In this paper, we present two applications (self-anamnesis and 
eMedication assistant) for eHealth enabled care delivery which have the potential to 
speed up diagnosis and treatment. 

Keywords. eHealth, Care delivery, Swiss electronic health record platform, 
Telemedicine 

1. Introduction 

With the advent of new ICT technologies telemedicine gained importance in primary 
care (triage, consultation) and received wide acceptance in different age groups. In the 
U.S. for instance, health professionals employed telemedicine approaches to ease the 
care access and facilitate the patient and care provider encounter. As a result, care 
delivery has shown a trend of migration from hospitals to ambulatory care using mobile 
devices. But telemedicine services are strictly limited due to legal issues, reimbursement 
and data exchange [1].  
In Switzerland, telemedicine has received high acceptance in various types of disease 
management for different age groups. More than half of the Swiss population has 24/7 
free access to a medical counselling center [2], since a telemedicine model has been 
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supported by most Swiss health insurance companies. Beyond ambulatory care and the 
treatment of chronic diseases, telemedicine has also been applied for the timely diagnosis 
of patients with unclear symptoms indicating severe diseases [3]. But current approaches 
are strongly limited to consultations via audio and video or data exchange by email.  Thus, 
tele-diagnosis is restricted due to the low quality of data exchange. 
 
On April 15th, 2017, the ePDG (Swiss eHealth law) became effective in Switzerland [4]. 
It supports a national electronic health record system (ePD) for the Swiss society. The 
success of this ePD depends on the availability of useful applications using this data and 
providing benefits in healthcare delivery. 
We have addressed this topic within a multi-stakeholder research project “Hospital of 
the future live” [5] which aims to develop eHealth applications along an interdisciplinary 
care path linking inpatient and outpatient care. In this paper, we present two telemedicine 
applications originating from this project which have the potential to speed up diagnostic 
and care processes. 

2. Method 

Our solution, on one hand, aims at establishing a direct and personalized communication 
channel for efficient care delivery between patients and care providers based on the ePD 
platform. On the other hand, ICT-based personal apps for patients are provided. The apps 
can be accessed through smart devices or a Web browser, which increases the overall 
accessibility and leverages the economic and medical imbalance between different 
regions. We integrated students of our bachelor study program Medical Informatics at 
various stages in this research project. A self-anamnesis application for patients at home 
has been developed within a living case project using Eclipse Java Enterprise Edition 
IDE and Vaadin [6] combined with the TIANIspirit EHR platform [7]. An electronic 
medication assistant has been developed in a bachelor thesis using Android studio and 
storing data in the Midata platform [8]. For both applications use cases have been defined, 
discussed with future users and the results have been incorporated into the system design. 
For evaluation, we verified the applications regarding the challenges of primary care 
delivery described in the PRISMA studies of Emery and colleagues [9] and Lawrence 
and colleagues [10]. 

3. Results 

1) Self-anamnesis at home 
 

Consider a known patient who has a long time ailment caused by hip osteoarthritis and 
reducing his mobility (see figure 1). The general practitioner (GP) in primary care has 
transferred the patient to an orthopedic specialist at secondary care to determine the 
requirement for surgical intervention. Prior to the personal encounter, the orthopedic 
specialist initializes a customized disease specific questionnaire for the patient (1). We 
included two types of threshold scores for hip replacements (Oxford hip score and Harris 
hip score [11]) to assess patient mobility and life quality at this stage. High scores 
indicate a more severe hip joint defect. The inquiry is sent out by email (2) to the patient, 
containing a link to a secure ePD environment to store the results. The patient can 
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complete the questionnaire at time and place of her/his convenience (3). The orthopedic 
specialist has access to the results within the ePD even prior to the encounter (4) and the 
information is available at the time of inpatient admission (5).   

 
   Figure 1. Interaction graph for self-anamnesis application at home with multi-stakeholders 
 

In comparison to filling a questionnaire in the waiting room, the patient can provide a 
more consistent and well-considered statement of his/her medical history.   
 
2) The eMedication assistant 

This application focuses on a personalized eMedication plan which is synchronized 
and accessible within the electronic health record (see figure 2). Authorized healthcare 
providers can check the most recent version of the medication in use for a patient before 
they decide about treatment and further medication prescription (step (2)). Patients just 
need to share the access address (QR code) of their plan with the trusted care providers 
(1). Pharmacists can read the medication plan and use additional functionalities to check 
e.g. for adverse drug events. Furthermore, they can add medications sold other the 
counter (3). The application brings evidence to all stakeholders and simplifies the self-
management of the patient. The app has been extensively described in [8]. 

 
Figure 2. Interaction graph for eMMA eMedication plan with multi-stakeholders 
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3) Comparative Assessment 
Two PRISMA studies [9, 10] reported significant delays in care delivery for cases with 
cancer diagnosis and treatment due to the following challenges:  

1) Lack of direct communication between patient and care providers  
2) Low quality of patient documents: incompleteness of patient’s medical history 
3) Low screening participation and delayed face to face care access due to 

psychological reasons.  
 

Singh et al. [12] confirmed those reasons causing diagnostic delay and identified errors 
during patient-practitioner encounter as an underlying common factor. Specifically, 
errors related to the completeness of the medical history, previous documents and the 
follow-up cause nearly 60% of the errors. Therefore, we compared both Apps (table 1). 
 

                Apps 
Challenges 

Self-anamnesis  eMedication eMMA 

Direct 
communication 

Email and phone call 
through App 

Mobile App access and direct 
connection with GP by phone 

Quality of record Highly consistent health 
record with user-determined 
access rights.  

Integrated view of medication plan 
with high consistency, user-
determined accessibility, HL7 CDA 
compliance 

Improving care 
access 

Email reminder for 
participation, App reminder 

Timer for intake of medication, 
conversational UI 

Table 1 Functional evaluation of both apps regarding the three challenges of conventional care 
delivery 
 
Both implementations share 1) End to end connection between patients and care 
providers, 2) Patient centered data management and patient determined data sharing, 3) 
Consistent and integrated view of patient record (medical history and medication plan) 
avoiding recurrent paper-based record inquiries. In addition, they establish a direct and 
personalized communication channel for efficient care delivery between patients and 
care providers based on the ePD platform. Access through smart devices or a web 
browser increases the overall accessibility and leverages the economic and medical 
imbalance between different regions.  
 

4. Discussion 

Nation-wide electronic health records such as the Swiss ePD will have the intended 
impact only if they enable improved cooperation between all healthcare providers linked 
into the treatment of a patient’s healthcare episode. Only then they can prevent delays 
and problems as described in [9, 10, 12]. Thus, the future task is the development of 
applications which, based upon accessible patient data, can demonstrate tangible benefits 
for specific patient groups. 
The research project “Hospital of the future Live” has the intention to optimize an 
exemplary care pathway using eHealth and mobile Health technologies. It aims to offer 
personalized care delivery with high mobility and to bridge the geographical and 
temporal divides between patients and care providers. The two applications presented 
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here have the potential to solve the challenges in current care delivery described in [9, 
10, 12]. More specifically, both applications are developed to provide personalized and 
eHealth-optimized care. A lower psychological threshold to access medical care can 
improve disease prevention and early detection.  Continuous tele-contact is supportive 
for the treatment of chronic disease. Currently the Swiss ePD is still in its implementation 
phase, but we plan study designs to analyze the usefulness and effectiveness of such apps 
quantitatively. This will include the analysis of opportunities and threats arising from 
data exchange and collaboration between apps. 
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Abstract. Health care delivery for patients with chronic conditions is complex and 
confusing. Care is often fragmented, less effective, and sometimes harmful.  Given 
the potential for EHRs and other health IT systems to facilitate information flow 
between providers, patients, and settings, health IT-based measures are of 
particular interest for care coordination. Health information exchange (HIE) has 
the potential to improve the quality of healthcare by enabling providers with better 
access to patient information from multiple sources at the point of care. However, 
many barriers to HIE use have been reported. Another solution relies on the 
implementation of a nationwide centralized framework of clinical information 
sharing with “new” secure online care records stored in specifically created 
platforms. The French DMP follows this model but the adoption of the tool has 
been historically poor. In 2016, a renovation of the DMP program was launched in 
nine pilot French departments and new features have been implemented: the DMP 
content has been fully specified, patients can create their DMP by themselves, 
DMPs are automatically filled in by data claims, a mobile app has been developed, 
and technical issues about DMP and EHRs interoperability have been resolved. In 
October 2017, over 900,000 people have a DMP with an average new DMP being 
created every minute. These results have to be confirmed in 2018 when the new 
DMP will be deployed on the whole French territory. 

Keywords. Personal Health Records, Electronic Health Records/utilization, 
Patient Access to Records, Patient Participation, Mobile application  

1. Introduction 

We are currently witnessing an “epidemiologic transition” characterized by the waning 
of infectious and acute diseases and the emerging importance of chronic and 
degenerative diseases. People developing multiple chronic diseases and related 
morbidities receive health and home care services from different systems, from 
multiple providers. As a result, health care delivery for those with chronic conditions is 
complex and confusing. Care is often fragmented, less effective, and sometimes 
harmful to the patient [1]. Because of the fragmentation of services, effective 

                                                           
1 Corresponding Author, Brigitte Séroussi, DSP, Hôpital Tenon, 4 rue de la Chine, 75020 Paris, France 

E-mail: brigitte.seroussi@aphp.fr. 

Building Continents of Knowledge in Oceans of Data: The Future of Co-Created eHealth
A. Ugon et al. (Eds.)

© 2018 European Federation for Medical Informatics (EFMI) and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms

of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/978-1-61499-852-5-256

256



communication among providers is crucial. A key success factor to care coordination is 
the sharing of the same holistic view of a patient’s condition by all actors. 
Unfortunately, transitions from one setting or provider to another still frequently lack 
clear communication and coordination. Many patients or their caregivers already serve 
as care coordinators, filling information gaps between providers, addressing conflicting 
instructions, and managing redundant orders and medications during care transitions.  

Given the potential for EHRs and other health IT systems to facilitate information 
flow between providers, patients, and settings, health IT-based measures are of 
particular interest for care coordination. Health information exchange (HIE) has the 
potential to improve the quality of healthcare by enabling providers with better access 
to patient information from multiple sources at the point of care [2]. However, many 
barriers to HIE use have been cited among which incomplete information, inefficient 
workflow, and reports that the exchanged information did not meet the needs of users 
[3]. Additional issues including non-interoperable EHRs and vendors' expensive 
custom interfaces are hindering health information exchanges. Thus, HIE efforts have 
historically been difficult to establish in the US and the failure rates of organizations 
created to foster HIE have been high [4]. Vertical integration merging hospitals and 
primary care providers of a same geographical location is expected to improve 
communication and coordination between inpatient care and care after discharge. But 
evidence about its impact on readmissions is sparse and contradictory [5]. While EHRs 
are necessary, they are not sufficient to care coordination: creating information 
availability does not mean the information will be accessed.  

Some countries around the world have adopted a different approach to solve the 
problem of care coordination and have proposed to implement a nationwide centralized 
framework of clinical information sharing with “new” secure online care records stored 
in specifically created platforms [6]. Launched in 2009 in the UK, the Summary Care 
Record is the first example of such national care record (content reduced to the clinical 
information necessary in emergency situations, opt-out model). In 2010, the DMP or 
“Dossier Médical Personnel” is relaunched in France after a first start in 2006 and a 
first stop six months later due to security concerns. In 2012, Australia implemented the 
Personally Controlled Electronic Health Record (PCEHR) (summary of an individual’s 
health information, opt-in model) [7]. In 2018, Switzerland will implement the DEP2 or 
“Dossier Electronique du Patient” (similar to both DMP and the PCEHR in content, 
opt-in model). Although personally-controlled to promote patient empowerment and 
built according to a centralized model to avoid interoperability-related issues, adoption 
of these medical records has historically been poor and governmental actions were 
taken to promote their uptake. It is the case for the French DMP [8]. This paper 
describes the actions taken to (re)-relaunch the DMP and the preliminary results 
obtained on nine pilot French departments. 

2. Methods 

By the beginning of 2015, more than five years after the relaunching of the project in 
December 2010, there were 520,000 DMPs, which represents a coverage of 1.5% of the 
target population, made of 38 million insured people, whereas it was estimated to have 
13 millions DMPs in 2014. In addition, 42% of DMPs were empty.  
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The new French Health Act published in January 2016 included a special article to 
support the DMP deployment. The DMP Decree was published in July 2016 and 
recommended a drastic renovation of the DMP program: 

� The DMP governance was given to the French national health insurance 
(CNAMTS) that manages liberal care providers and is the only actor of the 
French Health Administration to be able to implement financial incentives for 
care providers of private practices. 

� The acronym DMP was kept but P that used to stand for Personal was changed 
to P for “Partagé” (shared) to show that the DMP is clearly intended to be 
shared and to serve care coordination among practitioners. 

� To increase the creation of DMPs, the DMP Decree established that patients 
could create their DMP by themselves, or in the offices of the CNAMTS. Of 
course, care providers (either from private practices or in hospitals) are still 
able to create DMPs for their patients.  

� To promote patient interest for the DMP, a mobile app should be developed 
(IOS and Android) and communication to advertise the benefits of the tool 
should be organized. 

� As soon as DMPs are created, they will be automatically filled in by health 
data derived from insurance claims (extracted from the CNAMTS information 
system). This would allow to access to recent drug prescriptions, medical 
consultations (either as inpatients or outpatients), and the list of all medical 
acts (radiology, biology, etc.) but not their results. This measure was decided 
to answer the issue of empty DMPs.  

� In addition, remaining technical issues to improve the interface between the 
DMP information system and EHR systems of care providers have been 
resolved, and additional developments have been handled to have DMP and 
EHRs interoperate in one click.  

These new features have been tested from December 2016 in nine pilot French 
departments, displayed in Figure 1 (with their zip code). The mean value of the 
population of a French department is 500,000 inhabitants. 

3. Results 

Whereas there were 580,000 DMPs at the end of June 2016, there were 930,000 DMPs 
by the end of October 2017, with 230,000 DMPs created in the nine pilot departments 
in the last 10 months. As displayed in Figure 2, most of these new DMPs have been 
created at the CNAMTS offices (170,000).  

 
   Figure 1. The 9 pilot departments testing the new DMP. Figure 2. Distribution of DMP creation modalities. 
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In the nine pilot French departments, the creation of DMPs in 10 months was more 
important than the creation of DMPs in five years (cf. Figure 3). 
 

 
Figure 3. DMP creation in the 9 pilot French departments from 2011 to October 2017: DMPs are created 
online by patients (in yellow), and in CNAMTS offices (in red). The graphs also display the creation of 

DMPs in hospitals (blue) and private practices (orange). 
 

The DMP mobile app has been developed to display all the documents contained 
in the DMP, with query features to search for a specific document, specific colors to 
highlight new, non yet read, documents, and icons to indicate the type of documents. 
Specific buttons allow the DMP beneficiary to add personal information. Some screen 
shots of the DMP mobile app are given in Figure 4. The DMP mobile app has been 
published on May 31st, 2017. On September 2017, there were more than 7,000 
downloads (about 5,000 downloads from the Apple store, and 2,000 downloads from 
Google play).  

4. Discussion and conclusion 

France has decided to reform the DMP program. This has been acted by the publication 
of the DMP Decree in July 2016 and actually implemented since December 2016 when 
the French national insurance CNAMTS in charge of the DMP program has launched 
the test of the new DMP in nine pilot departments. In October 2017, over 900,000 
people have a DMP with an average new DMP being created every minute.  

These results are quite satisfactory. However, if the new DMP offers some new 
features (the content has been fully specified by the DMP Decree, patients can create 
their DMP by themselves, DMPs are automatically filled in by data claims, a mobile 
app has been developed, and technical issues about DMP and EHRs interoperability 
have been resolved), we kept the same name (DMP) and the same opt-in model for 
DMP creation. Countries that adopted the centralized model of care coordination based 
on a nationwide secure online medical record are relying on the opt-out model. For 
instance, UK moved from a mandatory SCR to an opt-out model, whereas Australia 
moved from the PCEHR created in an opt-in model to the “My Health Record” created 
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according to the opt-out model (Australia changed the name of the medical record in 
2016 when reforming the program because of the weak adoption of the PCEHR). In 
both cases, the opt-out model (and also the relaunch of the program) was beneficial to 
the adoption.  

In France, the opt-out model was refused by patient associations, which were 
represented at the working group organized by the Ministry of Health to define the new 
DMP. The new DMP is planned to be deployed on the whole territory of France in 
2018. We will see if the encouraging results observed on the pilot French departments 
are confirmed.  

 

 
Figure 4. Screen shots from the DMP mobile app. 
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Abstract. ePrescription is one of the most successful eHealth solutions in Slovenia. 
Since its national roll-out in early 2016, the quality of its operations has been 
constantly improving, and the number of users has been growing ever since to reach 
today’s 90% of all healthcare providers. ePrescription facilitates more transparent 
and safer prescribing of medications, an overview of possible medication 
interactions, and reduction of administrative and opportunity costs. This paper 
initially explores the current state of ePrescription in Slovenia and different aspects 
of its application. Based on the research findings, the paper finally outlines 
potentials of ePrescription, which could be transformed into tangible benefits with 
particular implications for healthcare system. The research is based on focus group 
methodology. Structured discussions were conducted with eminent experts currently 
in charge of ePrescription (and other eHealth solutions) development and 
implementation in Slovenia. Research results imply that certain application aspects 
are relatively easy to define and evaluate, while the overall potentials of 
ePrescription are difficult to determine in many cases, and relatively unexplored in 
terms of their implications and operational feasibility.   

Keywords. eHealth, ePrescription, Slovenia, focus group, applications, potentials. 

1. Introduction 

The project for the digitalization of the Slovenian healthcare system (eHealth), which 
follows national, European and World Health Organization recommendations, was 
launched in 2008 and has been ever since one of the main long-term goals of the 
Slovenian public sector [1]. eHealth integrates all fragmented information systems (ISs) 
and provides opportunities for high-quality work with patients [2], while the relevant 
medical, economic and administrative data assist better planning, control and 
increasingly important evidence-based management of the individual healthcare 
institutions, and the healthcare system in general [3].  

ePrescription has been one of the most exposed eHealth solutions in the last two 
years. It is the one and only national solution for electronic prescribing of medications 
and its use for all healthcare providers in the country is mandatory and regulated by law. 
Since the presentation of the ePrescription conceptual design, the general and 
professional public has had great expectations from this solution. ePrescription 
effectively assists in the process of prescribing and issuing medications, allows 
monitoring of medication consumption, provides relevant information on possible 
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medication interactions, and eliminates a substantial part of administrative and 
opportunity costs. In addition, ePrescription contains considerable potentials, which 
could eventually facilitate solid assistance in the medications management at the national 
level and the formulation of pharmacovigilance policy. Accordingly, this paper primarily 
focuses on the following interrelated research objectives: 1) the presentation of 
ePrescription and analysis of its applications in Slovenia, and 2) the identification and 
outline of ePrescription unrealized potentials.  

2. Method 

This paper employs a focus group methodology to investigate the research area. A 
selection of the research method was adapted to the particularities of the study [4], since 
the complex field of research is still in an early stage [5].   

Selection of the focus groups participants was based primarily on their expertise and 
experience. The final sample size comprised all nine information and communications 
technology (ICT) experts who are responsible for the development and implementation 
of eHealth solutions, including ePrescription, at the national level in Slovenia. 
Participants were affiliated with the National Institute of Public Health, being the 
principal institution in charge of eHealth. One member of the focus group participating 
in the study was also a member of the ePrescription national expert group, which contains 
ten experts from the national institutions and associations representing patients, 
healthcare professionals, pharmacies, insurance companies, healthcare providers, and 
regulatory bodies. Accordingly, the evidence-based conclusions and testimonies of the 
real users about the benefits of ePrescription were comprehensively articulated in the 
focus group sessions.   

Focus group sessions were conducted in the period from October 2016 to September 
2017 and lasted approximately 120 minutes. After an extensive review of the literature 
and investigation of primary and secondary resources, papers, strategies, project reports, 
and other materials containing ePrescription-related content, the current state of 
ePrescription, acceptance rate, its applications, and identified benefits were 
systematically analyzed. Following the first phase, discussion on the future prospects of 
ePrescription was carried out in collaboration with the participating experts, who took a 
constructive part throughout all phases of the study. The role of the participating experts 
within the proposed research was twofold. First, they had to participate in the analysis of 
the current state of ePrescription in Slovenia and its applications, and second, drawing 
from their own experience and knowledge in the field, they had to provide their vision 
of ePrescription potentials.   

3. Results  

The development of the ePrescription started in early 2013, while its final 
implementation at the national level was carried out at the beginning of 2016. The basic 
concept of ePrescription and its subsequent development and implementation phases 
were confronted with various challenges that ranged across different areas [6]. 
Particularly important ones were associated with the regulation and modernization of the 
central medicine database (CMD), infrastructural, organizational, and security issues. 
Accordingly, the technological solution for ePrescription is rather complex (Figure 1). 
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The central part of the ePrescription is based on a modern multi-level service-oriented 
architecture, containing the following components: local ISs of the healthcare providers 
and pharmacies, integration component for communication with the central part, 
connection with the database of medication interactions, the central server part of the 
ePrescription, administrator portal, and a portal for users.  

 
Figure 1. ePrescription architecture. 

On the other hand, the whole process concerning the application of ePrescription is 
relatively straightforward [7]. ePrescription facilitates a structured prescription process 
consisting of four main steps: review of patient's medications prior to the prescription, 
selection of the medication, verification of the selection (interactions and 
contraindications), signing and sending. ePrescriptions are generated in the local ISs of 
the healthcare providers and stored in the central record of ePrescriptions (ReP), which 
is a source of information for pharmacies where medications are issued.    

Today, ePrescription can be referred to as a well-established system. On a monthly 
basis in 2017, approximately one million ePrescriptions are issued in Slovenia, which 
represents just about 88% of all prescriptions (Figure 2). Since certain methods of 
prescribing are not provided through ePrescription (urgent prescriptions, prescribing at 
home, etc.), reaching 100% of all issued prescriptions will not be possible in short-term. 
The share of healthcare providers using the ePrescription is approximately 90%, while 
practically all pharmacies use ePrescription in dispensing phase. Regrettably, not all 
eligible healthcare providers follow the rules on the use of ePrescription. Individual 
healthcare providers, mainly small-sized concessionaires (154), still write paper 
prescriptions. In most cases, their number of prescriptions is relatively small, 
respectively 1-5 prescriptions per month. 

The direct effects of the ePrescription identified by the focus group experts in this 
two-year period are: 1) more transparent and safer prescribing of medications, 2) more 
efficient prescribing of medications based on the information about previous actions, 3) 
an overview of medication interactions and contraindications, 4) consultations between 
doctors and pharmacies, 5) the simplification of procedures for absent patients, 6) lower 
administrative costs, and 8) the necessary data for research and analyzes. 
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Focus group experts have pointed out that more complex system implications, and 
long-term impacts of ePrescription are still relatively unknown [8]. This includes mainly 
impacts, such as: better control over prescribed medications, reduced number of 
prescription errors, decreased possibility for over-prescribing and abuse of medications 
[9], monitoring of adverse effects [10], improved medication adherence, etc. 

 
Figure 2. ePrescriptions in 2017. 

These aspects can be evaluated only after a certain period [11], since the two-year 
time frame does not allow for a longitudinal and evidence-based reasoning about these 
impacts. Focus group participants have further outlined certain potentials and 
development opportunities of ePrescription. They were particularly keen to underline 
that the greatest potentials of ePrescription are primarily foreseen in the predictive 
analytics for medications management, cross-border exchange, budgeting and costing of 
medications, clinical decision support systems, and evidence-informed policy making in 
the field. At the same time, they emphasized that they can hardly assess when these 
potentials could be realized, and that their realization is not forthright, since it interferes 
with numerous factors and processes within the healthcare ecosystem. 

4. Discussion 

Despite the growing interest in health informatics and the increasing number of national 
digitalization projects [12], the amount of compelling research in the field, supported by 
the evidence and figures, is still rather scarce [13]. Analysis of the tangible benefits, 
inherent risks, unexploited potentials, and long-term system implications of individual 
eHealth solutions is too often tautological and superficial, based on intuitive assumptions 
and interpretations, and appears to lack substantial empirical support [14]. The same 
applies to ePrescription. Some of the reasons for this can be found in the technologically 
complicated eHealth solutions, complexity of the healthcare system, the large number of 
stakeholders with different interests, expectations and contradictory notions of benefits, 
indeterminate and divergent development strategies, etc. In accordance with the above, 
this paper predominantly focuses on the verifiable aspects of the ePrescription 
applications and unpretentious discussion on further potentials of this eHealth solution 
in Slovenia. It should be borne in mind that there is not only one-size-fits-all approach 
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to exploit remaining potentials of ePrescription, but rather a plethora of different 
possibilities that each country should identify, and act to its own advantage.  

The main limitations of the study concern the identification of ePrescription 
potentials, which were, due to obvious reasons, hypothesized without empirical testing 
and practical validation in the healthcare environment. Further research experiments 
should focus on in-depth investigation of ePrescription potentials and wider implications, 
their simulation, and testing in the real environment.  

5. Conclusion  

Observing the dynamics of events since the publication of the first policy paper 
concerning the digitalization of the Slovenian healthcare system in 2005, it is evident 
that the implementation of the ePrescription represents an important milestone. However, 
successful future exploitation of ePrescription potentials clearly requires the 
mobilization of all stakeholders, and their maximum consensus on the various and often 
conflicting issues within the healthcare environment. Notwithstanding these difficulties, 
further exploitation of ePrescription potentials in Slovenia, and possibly elsewhere, 
certainly represents a development opportunity, which can, subject to proficient 
coordination with other ecosystem factors, ensure better utilization of healthcare 
resources and provide considerable public health benefits. 
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Abstract. Patient feedback is considered important for healthcare organizations. 
However, measurement and analysis of patient reported data is useful only if 
gathered insights are transformed into actions. This article focuses on gathering and 
utilization of patient experience data at hospitals with the aim of supporting the 
development of patient-centered services. The study was designed to explore both 
current practices of collecting and utilizing patient feedback at hospitals as well as 
future feedback-related opportunities. Nine people working at different hierarchical 
levels of three university hospitals in Finland participated in in-depth interviews. 
Findings indicate that current feedback processes are poorly planned and inflexible. 
Some feedback data are gathered, but not systematically utilized. Currently, it is 
difficult to obtain a comprehensive picture of the situation. One future hope was to 
increase the amount of patient feedback to be able to better generalize and utilize 
the data. Based on the findings the following recommendations are given: attention 
to both patients’ and healthcare staff’s perspectives when collecting feedback, 
employing a coordinated approach for collecting and utilizing patient feedback, and 
organizational transformation towards a patient-centric culture. 

Keywords. Feedback, formative feedback, hospital nursing staff, hospital-patient 
relations, patient satisfaction, patient-centered care  

1. Introduction 

Like other organizations, hospitals have started to collect feedback from their customers, 
i.e. patients. Often, a large amount of data about patients’ experiences is collected, but 
very little of it is used to improve care [1], so far. Such data provides opportunities to 
identify and address problems and gaps in service flow and to monitor the effects of 
interventions [2]. Additionally, it allows for the comparison of healthcare providers and 
benchmarking of hospital performance [3]. 

However, several challenges have been identified. First, healthcare has unique 
characteristics: in the hospital context, the relationship between clinician and patient is 

                                                           
1  Johanna Kaipio, Aalto University, School of Science, Department of Computer Science, Espoo, 

Finland; E-mail: johanna.kaipio@aalto.fi. 

B

Building Continents of Knowledge in Oceans of Data: The Future of Co-Created eHealth
A. Ugon et al. (Eds.)

© 2018 European Federation for Medical Informatics (EFMI) and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms

of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/978-1-61499-852-5-266

266



beyond customer service – it is a therapeutic relationship, which focuses on giving care 
to an individual patient, not only providing a service to a customer [4]. Secondly, patient 
experience (PX) is an emerging concept. While a commonly accepted definition is 
lacking [2,5], the PX concept encompasses various themes, such as continuum of care, 
focus on expectations, more than satisfaction alone, individualized care, and alignment 
with patient-centered care principles [5]. Multiple cross-cutting terms, such as patient 
satisfaction and engagement, make conceptual distinction of PX even more difficult [3]. 
Thirdly, gathering PX data would ideally exceed organizational boundaries, since a 
patient’s continuum of care may include multiple encounters with several different 
healthcare professionals and providers [5,6]. These elements all influence the total 
assessment of experience. Healthcare providers who view themselves as part of a broader 
systemic network, i.e. a healthcare ecosystem, where PX is created and measured 
collaboratively, would be better able to design and provide services for their patients [7]. 

Several methods can be used to measure PX [2]. Questionnaires are widely used to 
gather numeric data for comparison, whereas qualitative methods can offer a richer 
understanding of needs, values, and improvement areas [8]. In order to capture a holistic 
view of PX, a mixture of quantitative and qualitative methods is recommended [1].  

Analysis of PX is useful only if gathered insights are transformed into actions [1]. 
Beyond mere measurement, achieving real impact requires a strategic approach [9]. 
Healthcare organizations that have succeeded in fostering patient-centered care have 
adopted a broad, strategic approach that includes active measurement and feedback 
reporting of PX [9]. Thus, patient-centricity requires organizational change. 

The aim of this paper is to promote collection and analysis of PX data at hospitals 
to support the development of patient-centered services. The reported study is part of the 
“Lapsus” research project, which focuses on researching PX in the context of children’s 
hospitals in Finland. The project has received permission from the ethical committee.  

In the article, the term ‘feedback’ refers to data about patients’ experiences and 
satisfaction. The study was designed to explore current practices of collecting and 
utilizing patient feedback in the context of three university hospitals and their pediatric 
departments in Finland. Based on qualitative interview data, we report the strengths and 
challenges of current practices and identify opportunities for future improvement. The 
research questions are: In the context of Finnish children’s hospitals, what are the 
strengths and challenges of the current feedback collection and utilization practices? 
What opportunities exist for improving these practices in the future? 

2. Method and Analysis 

The study was conducted using semi-structured interviews. The interview framework 
included the following themes: (1) interviewee’s background information, e.g. role and 
responsibilities at the hospital, connection to feedback process, and role in feedback 
utilization; (2) current practices for collecting and utilizing feedback, and reasons for 
collecting feedback; (3) evaluation of current feedback practices: strengths and 
challenges, attitudes towards feedback collection, utility of the gathered data; and (4) 
consideration of future possibilities for feedback processes.  

Nine people from different hierarchical levels of three Finnish university hospitals 
participated individually in in-depth interviews (Table 1). First, interviews with five 
individuals working at university hospital A were carried out in March and April 2017. 
These interviewees worked in different hierarchical levels within the hospital and were 
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chosen to be able to reflect knowledge of different parts and levels of the feedback 
process. Next, interviews with head nurses working in the pediatrics and adolescent 
medicine department of two other university hospitals (B and C) took place between May 
and October 2017. Participants were recruited from multiple organizations in order to 
obtain comparable data and validate the findings from the university hospital A. 

 
Table 1. Background information of study participants 

Organization Participant ID Title / role / responsibility 
Hospital A 1–3 Planning manager, development manager, 

chief physician and head of digital and 
innovation services 

Hospital A / Pediatrics and 
adolescent medicine department 

4–5 Deputy nurse manager, nurse manager  

Hospital B / Pediatrics and 
adolescent medicine department 

6–7 Nurse manager, nurse administrator 

Hospital C / Pediatrics and 
adolescent medicine department 

8–9 Nurse manager, nurse administrator 

   
 
Seven interviews were face-to-face interviews conducted at the workplace of the 

interviewees at a predetermined time. Two interviews were conducted via phone due to 
geographic distance. Each interview lasted approximately 30 to 60 minutes.  

The data include recordings and detailed notes from the interviews. One of the 
interviewees did not allow recording. The analysis was conducted in two phases: (1) 
analysis of the data from five interviews at hospital A, and (2) analysis of four interviews 
from hospitals B and C. The first phase of analysis included the following tasks: 
organizing data into an excel sheet; categorizing the results under thematic areas 
(background, current data collection and utilization, positives and negatives, the future); 
and using an affinity diagram for further analysis. The second phase followed a similar 
procedure: after organizing the data into a spreadsheet and categorizing the results, 
findings were compared with the results gained from interviews 4–5. The aim was to find 
possible differences and similarities between the findings and to validate earlier results.  

3. Results 

Collected data showed several drivers that motivate the collection of patient feedback at 
the hospitals. The overall aim is to improve services, since the underlying principle is to 
work in a patient’s best interest. Feedback provides understanding of how people 
perceive current services and helps to identify problem areas and improvement 
opportunities. Another important reason for collecting feedback is to receive comparable 
data between healthcare units and organizations. In general, our findings suggest that the 
three hospitals share similar situation and challenges with feedback practices, including 
low response rates, low utility of data, and staff motivation. No significant differences 
between the organizations were found.  

Collecting and utilizing feedback: Four categories of feedback collecting practices 
were identified: (1) official and structured (e.g. web-based feedback forms or paper 
questionnaires); (2) unstructured (e.g. informal discussions with patients); (3) pilot 
projects (e.g. new ways of collecting data using digital devices such as tablets); and (4) 
occasional studies (e.g. nursing students’ diploma work). Even though several official 
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channels for feedback exist, a large amount of feedback is received through informal 
channels such as e-mail or face-to-face discussions with patients and their families.  

Feedback is utilized at two levels. Official, structured feedback is processed at the 
hospital administration level, reported according to official processes, and delivered to 
individual units. Hence, the given feedback must be accurately linked to the unit, i.e. 
where the patient was treated. The managerial level processes feedback reports regularly 
and utilizes the data in various ways, e.g. to identify trends. In contrast, individual units 
are responsible for analyzing and responding to the three other feedback types. In 
particular, head nurses of individual care units have significant responsibility and 
influence regarding this data. In practice, utilization of feedback for service and care 
improvement depends on the unit. Typically, responses are given to unstructured 
feedback, which leads to further actions. 

Strengths: The interviewees felt positive in terms of the direction that feedback 
practices and processes are moving. Collected feedback is processed regularly in care 
units. Official level (national and hospital-wide) questions were seen to be important 
because they enable the comparison of results between hospital districts.  

Challenges: The way individuals deal with feedback varies between units and 
between different types of organizational and work roles. Current feedback collection 
practices do not seem to be fully aligned with the everyday work of nurses; in particular, 
the purpose of feedback collection is not always clear to nurses, leading to motivational 
challenges. Overall, current feedback processes were criticized as being poorly planned 
and inflexible. Some feedback data are collected, but not systematically utilized. There 
are several reasons for this. Current response rates are minimal, especially concerning 
official and structured feedback, leading to difficulties in receiving comprehensive and 
valid data. Feedback often does not focus on crucial aspects of the patient experience and 
is not informative enough to reveal specific improvement points that units feel they can 
influence. Furthermore, it is difficult to obtain a comprehensive picture of the situation, 
as unstructured ‘hidden’ feedback that isn’t captured by official channels is prevalent, 
even as multiple channels for more official feedback are used.  

Future opportunities: Some interviewees voiced a vision of a truly meaningful 
system that enables continuous improvement towards a more patient-centered hospital. 
Top management in particular emphasized the importance of being able to see the big 
picture and the feedback process as a whole. Currently, practices are quite fragmented 
across different units. The overall aim is to observe and measure crucial aspects of the 
patient experience that can be influenced. The feedback process should enable healthcare 
staff to identify key improvement opportunities but should also report positive feedback.  

4. Discussion 

Collecting and analyzing data on patients’ experiences is fundamental for healthcare 
organizations to be able to improve their service quality [2,10]. The objective of this 
study was to describe benefits and challenges in current feedback collection and 
utilization practices at hospitals, as well as to identify opportunities for improvement.  

From an ecosystem perspective, our findings indicate that healthcare staff take a 
positive stance toward both shared measurement of patient feedback and data sharing 
between organizations. However, measurement metrics and methods currently vary 
between units and are not easily comparable. One future hope was to increase the amount 
of feedback data to be able to better generalize and utilize the findings. A dual-sided 

J. Kaipio et al. / Improving Hospital Services Based on Patient Experience Data 269



improvement opportunity appeared: both giving and collecting feedback should be 
effortless from patients’ and nurses’ perspectives. This includes improving the 
accessibility and usability of feedback tools. Another approach envisioned a multi-
channel feedback system that would make the data collection process constant and 
automatic, supporting real-time presentation and reporting of results. Digitalization will 
enable the usage of new channels (e.g. SMS and tablets), which makes more personalized 
and constant feedback collection possible. Moreover, cultural change was seen as a 
crucial aspect in improving attitudes towards feedback data gathering and utilization.  

In summary, we recommend that hospital management consider the following:  
- Attention to both patients’ and nurses’ perspectives when collecting feedback: 

Enhance patient awareness of opportunities to give feedback to avoid biased 
results. Make feedback collection instruments user-friendly. Automate feedback 
collection to fit together with nurses’ everyday work.  

- Coordinated approach for collecting and utilizing patient feedback: Measure 
experience instead of satisfaction. Identify relevant aspects and measure them to 
gather data which can be fully utilized. Apply a multi-channel approach and 
merge findings from all data sources. 

- Organizational transformation towards patient-centric culture: Communicate the 
vision organization-wide. Work on motivating staff to collect and utilize feedback 
through understanding of the importance of feedback. 

The study findings will be utilized in the Lapsus research project when co-designing 
feedback practices in children’s hospitals in Finland.  

However, the study has some limitations. The research focused strongly on the 
context of one university hospital. The sample size (N=9) was rather small due to limited 
resources available for the study. Besides, the setup was found appropriate for an 
exploratory study. The approach focused on describing the current situation as 
experienced by the interviewees, whereas including other perspectives (e.g. research on 
organizational structures) could have diversified the findings. Furthermore, patients’, 
families’ and nurses’ viewpoints were not included in the study. Further research is 
needed to include these perspectives and to extend the research to other Finnish hospitals.  
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Abstract. In 2012 Patients Accessible Electronic Health Records (PAEHR) was 
introduced in Region Uppsala, Sweden. When PAEHR was introduced heath care 
professionals were very concerned especially in relation to potential negative effects 
on their work environment. However, few studies exist that investigate in what way 
work environments have been affected, and no studies have focused on the nurses’ 
working in primary care. Hence, the purpose of this study was to fill this gap through 
seven interviews with primary care nurses that were transcribed and thematically 
analysed. The study shows that the nurses’ experiences an altered contact as patients 
accessing PAEHR came prepared to meetings with more informed questions. They 
also experienced that the service had increased their work load and that it creates 
uncertainty for nurses who do not know when to inform the patient about test results 
etc. Finally, some implications are discussed in relation to the patients’ role in shared 
decision making. 

Keywords. eHealth, electronic health records, work environment, nursing, patient 
participation 

1. Introduction 

E-health encompasses a variety of services that transform health care. One of these is the 
Swedish Patient Accessible Electronic Health Record (PAEHR) service Journalen, 
which was introduced in Region Uppsala in 2012. In the beginning of 2013 the decision 
was made to deploy the service nationally and thus enabling access for all Swedish 
citizens [1]. Through Journalen patients can for example fill in health declara-tion forms, 
track their referrals, renew prescriptions and read their medical records including test 
results online. One feature much discussed is the possibility for patients to read notes and 
test results that are unsigned, which means that they are not approved by a physician. 
The main reasons why Journalen was introduced was that patients would become more 
involved, and able to make more decisions regarding their own health care. 

Previous research on expectations about the introduction of PAEHR services shows 
that the majority of health professionals believe that their workload would in-crease 
significantly and that the documentation method would change [2] [3]. There is a certain 
fear among doctors that PAEHR services can create anxiety among patients if they, for 
example, may have access to test results [2]. On the other hand, for example cancer pa-
tients have shown overall positive attitudes when it comes to introduction of PAEHR in 
Sweden [4]. Patients were pleased with the introduction of PAEHR services much due 
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to the increased accessibility to their own medical records and a better and more informed 
communication with health care providers [2]. An American study shows similar results 
[5]. According to that study, health professionals and patients both experience improved 
communication and more efficient meetings after implementation of the PAEHR 
services, since patients become more well-informed and can discuss their health 
problems at a higher level. A meta study based on over 150 studies on PAEHR services 
also came to similar conclusions regarding benefits for patients [6]. Furthermore, studies 
show that it is important for caregivers to be involved in the establishment of PAEHR 
services and that health professionals are more positive towards these services in counties 
where the service is already implemented, compared with health professionals who work 
in counties where the service has not yet been introduced [7] [8]. It is also important to 
point out that even though the majority of the physicians, at least in the Swedish context, 
have shown concern when Journalen has been introduced [9], some have also been 
positive and actively encouraged patients to use Journalen [10]. 

Up until now, the vast majority of the studies performed related to PAEHRs in 
Sweden has focused on the physicians’ and the patients’ views and thus there is limited 
knowledge about nurses’ perception of the PAEHR services and how they affect their 
work environment. This is problematic, since nurses are, as well as physicians, directly 
affected by the PAEHRs in their daily work through interacting with the actual content 
and through communication with patients and colleagues. The purpose of this study is 
therefore to investigate the nurses’ perspective of the introduction of PAEHR services 
and how it affects their work environment. 

2. Method 

Data was collected through semi-structured interviews with seven female nurses of 
varying age and experience working in a primary care health centre in Region Uppsala. 
The interviews were conducted at the participants’ work place and were 40 minutes long. 
Two of the authors participated in the interviews - one interviewed the nurses and the 
other took notes and recorded the interviews. The interviews focused on the use of 
eHealth services in genereal and Journalen’s effects on the work and the communication 
with patients in particular. The data was first presented as a bachelor thesis work in 
Swedish [11], and later a second analysis was done focusing the results on the work 
environment only, and the report was rewritten into this paper. 

Uppsala Region’s primary care division and the head of the primary care centre 
approved of the study. The study followed the World Medical Association’s ”Declaration 
of Helsinki” and the recordings were erased as soon as they had been transcribed and in 
this paper the material is anonymized and the respective nurse is denoted ”Nurse X”. 
Thematic analysis was used to analyse the transcribed interviews. Coding was done by 
two of the involved researchers. The four themes found are presented in the results 
section. In the last iteration representative quotes were chosen as a means of illustrating 
the themes found. 

3. Results 

The results in this section are structured according to the four themes; altered contacts, 
increases workload, creates uncertainty and requires new knowledge. 
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Altered Contacts The introduction of the PAEHR service Journalen was perceived 
by the nurses to lead to altered contact with patients in several different ways. One 
example brought up was that patients who have read their medical record online come 
pre-pared with more informed questions. This often lead to more in-depth discussions 
that took time for the nurses. Another means by which contact was reported to be altered 
was that patients were more active in their own care and as a result had a better overview. 
Other effects mentioned during the interviews were that patients were more involved in 
their own care and experienced a greater transparency, which in turn could lead to a 
better cooperation between the patient and the health professionals: Patients feel more 
involved, they might understand more what happens and how the doctor thinks or how 
we think within healthcare and can cooperate more and better, yes ... .. (Nurse 3). 

Increases Workload Although the interviewees expressed a positive experience of 
Journalen, generally, the introduction of the PAEHR service was perceived to create an 
increased workload. One common problem brought up was that it sometimes generates 
duplication of work. One example of this is that the patients read their records online and 
then both call and email with questions they may have. The most common quest-ions 
were related to test results, where the slightest deviation from the reference value could 
create anxiety in the patient. The following quote illustrates the problem with increased 
workload. When they have read their medical records, they often send us a question 
via ”My care contacts” when they have logged in... Sometimes it can be too much! Some-
times they both contact us via ”My care contacts” and then call... (Nurse 4). 

Creates Uncertainty The introduction of Journalen was also perceived to create 
uncertainty for the patients, because they have the opportunity to read notes in their 
medical record that can sometimes reveal serious diagnoses. Many nurses experienced 
this as very stressful and were concerned about this change. To recieve access to these 
notes the patient must actively enable that possibility. Activation of that feature is 
everyone’s own responsibility since it is only people of age 18 or above who have access 
to PAEHR. One nurse said: If you go in as the patient and read your medical record, then 
maybe you have to take responsibility and be prepared to learn things you can not get 
answers to,... you see it in black and white ... (Nurse 7). According to interviewees, 
Journalen also create uncertainty for those who work in health care as it may be unclear 
when and how the patient should be informed about information in the medical record. 
Information and statements of a more serious nature should not be possible to access 
before the doctor has had time to inform the patient, according to the nurses: I think it 
would be good if news of a more difficult character was signed before it is displayed [in 
Journalen], as a health professional one must have a fair chance to get time to report it 
[to the patient]. (Nurse 4). The introduction of Journalen and the increased transparency 
was also seen to make it even more important to document respectfully and health 
professionals should be able to discuss the written words with the patients. An incorrect 
documentation can make the patient feel offended or misunderstood if caregivers e.g. 
miss or exclude anything that the patient experiences as relevant. The following quote 
illustrates this. What is written in the medical record, you should be able to stand for. 
One should not be afraid to write about that the patient was angry when he or she left. 
One should not write everything, but what is relevant in a respectful way. (Nurse 5). 

Requires New Knowledge Informing the patient about the different possibilities of 
Journalen was, however, considered to be a challenge due to the lack of knowledge. One 
nurse said the following, about the lack of knowledge: It can be a very good co-operation 
between health professionals and patient if you have the knowledge yourself. The patient 
then also gets a central role in their treatment .. We have not gotten the information quite 
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yet and patients maybe even less. (Nurse 2). Furthermore, Journalen may be able to 
reduce the workload for the medical professionals in the future when patients have 
learned to use system: It might become better further on... When you get into it and find 
smarter ways of working with and using the service ... (Nurse 1). 

4. Discussion 

The results from the interviews with nurses is in line with earlier research on PAEHRs 
conducted with physicians and it is an interesting result that the nurses have the same 
experiences of the effects of Journalen as the physicians even though they have quite a 
different role in health care. 

Two possibilities, which were brought up by several of the nurses, was that PAEHRs 
led to improvements in the contact with patients and that patients could take more active 
part in their own care. According to the interviewees, the more active participation in 
discussions was manifested by the patients being more up-to-date before visits and 
asking more informed questions, which in turn led to higher and more equal level 
discussions where patients can play an active part. This aspect is generally appreciated 
in today’s care and also in line with earlier research in Sweden [2] and abroad [6]. This 
is important, since support for good communication, which Journalen was perceived to 
provide, is key to shared decision making and an overall understanding of one’s own 
health [12]. 

Apart from possibilities, a few challenges were also brought up by the nurses; in-
securities, for both patients and care professionals, and increased workload. The nurses 
brought up that patients’ have difficulties in understanding medical terms [3] [13], and 
hence contact health care professionals for clarification. The possibility of patients be-
coming anxious when reading about new and unsigned notes, diagnoses and/or test re-
sults (also acknowledged by e.g. [2]) was also mentioned in several interviews and this 
was of concern for nurses. Thus, one can conclude that both physicians and nurses see 
this as a potential problem. Some nurses highlighted the fact that the patients themselves 
needed to activate a function if they wanted to read unsigned data and that the patients 
had a responsibility in this respect. 

An overall comment from the nurses was that there was a need for more knowledge 
and to educate medical professionals, and to some extent even patients, in eHealth 
services. This result is interesting to relate to findings from Scandurra et al. [8] , e.g. 
stating that medical professionals who work in county councils where Journalen is 
introduced are more positive towards the system than those who work in county councils 
which have not yet introduced the service. This has at least two implications for the 
present study. Firstly, Journalen was introduced in Uppsala county council already 2012 
and hence the results from this study may not apply to county councils which have not 
introduced the system or those which has just started to use it - this applies especially to 
the positive aspects brought up during the interviews. Second, since several nurses 
mentioned a need for more education on the utilization of eHealth services, it is 
reasonable to believe that the benefits could be even higher and that the existing problems 
can be targeted in better ways in the future. Interestingly enough a study with physicians 
as late as 2016 acknowledged the same need for education and training [7]. If medical 
professionals receive more training in how to use eHealth services like Journalen and 
how to discuss the content and the possibilities with patients, an even greater potential 
can be unlocked. 
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Abstract. Nosocomial infections are a major public health risk more prevalent 
among vulnerable patients in intensive care units of lower and lower-middle 
income countries. Despite advances in health care, the prevalence of nosocomial 
infections is alarming. The reasons for these infections are multifactorial and 
include organisational, cultural and individual factors. This paper discusses the 
findings associated with research undertaken in six surgical intensive care units in 
Sri Lanka to evaluate the impact of an eHealth system prototype in contributing to 
the improvement of hand hygiene compliance and thereby reduction of nosocomial 
infections. Key findings include the necessity of reconsidering the way of 
calculating nosocomial infection rates, the importance of coupling interventions to 
feedbacks on outcomes and the role of the leaders as role models in inculcating 
positive behaviours. 

Keywords. Nosocomial infections, User Centred Design, eHealth, Hand Hygiene 
compliance.  

Introduction  

Nosocomial infections have been a global concern throughout the health sector[1]. 
Rates of nosocomial infections are higher in intensive care units where patients’ 
immunity is low[2]. Reasons contributing to nosocomial infections are diverse and 
include poor hand hygiene compliance, irrational antibiotic usage, improper setup of 
the hospitals, and poor general cleanliness of hospital.  

The problem is aggravated by limited facilities available in hospitals in lower and 
middle-income countries[3] and socio-cultural factors such as hierarchy. Poor hand 
hygiene compliance is considered as one of the main reasons for continued high 
nosocomial infection rates[4]. Numerous interventions aimed at improving hand 
hygiene have only been partially successful[5].    

eHealth is known to facilitate inculcation of safety culture among health 
professionals. Distinct aspects of patient safety, including improving patient handover, 
facilitating antibiotic stewardship, and reducing prescribing errors have been achieved 
by using eHealth as a facilitator[6-9]. However, eHealth, if not utilised properly, may 
lead to harmful consequences, and large gaps have been identified in what eHealth 
perceive to be doing and what it actually does [10, 11].  
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eHealth systems when developed utilising user-centred design have managed to be 
more robust and are capable of being more effective and efficient [12, 13]. This 
research aimed at using the same principles to investigate whether user-centred design 
and eHealth can contribute to increased hand hygiene compliance rates and thereby 
reduce nosocomial infections.  

1. Methodology 

The research was conducted as a four-phased case study in six surgical intensive care 
units(SICU) in Sri Lanka.  

The first phase studied patient records of all admissions (n=600) to the selected 
SICUs, during the year 2013, to collate diagnosis, determine nosocomial infection rates 
and antibiotic usage patterns and record investigation findings indicative of infections.  

The second phase consisted of several sub-phases. Multiple observation 
sessions(n=15) were conducted to calculate hand hygiene compliance rates of the staff 
and observations were documented using WHO hand hygiene observation tool [14]. 
Further, the staff were interviewed(n=16) to determine their perceptions and attitudes 
towards the reduction of nosocomial infections and especially to determine their 
perceptions and attitudes towards improving hand hygiene compliance. Interviews 
were used as an opportunity to identify possible interventions contributing to the 
reduction of infections and gathering requirements for the interventions. The 
intervention; android app for peer monitoring of hand hygiene compliance was 
identified and developed from the requirements gathered during this phase. 

The intervention was introduced to the two test sites on completion of phase two 
on 1st July 2016. Phase three was a repetition of phase two where users were 
interviewed(n=10) to determine changes in attitudes and perceptions towards 
nosocomial infections. Phase four was a repetition of phase one where patient 
records(n=300) of post-interventional one year were studied to determine the patterns 
in diagnosis, nosocomial infection rates,  antibiotic usage and investigations to 
determine the changes associated with interventions [15].  Thematic analysis was 
conducted for interviews to identify themes associated with the interview, while 
quantitative data was analysed to identify the percentages, central tendency, deviations 
and range of the analysed attributes.  Data for each phase was analysed individually 
and then compared with the other phases. Data of phase one with two and three with 
four were compared to see whether interview findings are supported by quantitative 
data, while data of phases one and two were compared with that of phases three and 
four to determine changes associated with the intervention. 

2. Results 

Nosocomial infection rates were calculated using CDC guidelines for nosocomial 
infections. Information collected from the patient charts prior to intervention suggested 
around 12% of patients who were admitted to the SICUs had positive cultures and 
around 9% had established nosocomial infections.   

Despite recording below predicted infection rates, 60% of patients recorded at least 
one positive sign, symptom or investigation indicative of an infection, initiated after 
completing at least 48 hours in SICUs. However, due to non-availability of appropriate 
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culture reports and limitations in eliciting required clinical findings, a diagnosis of 
nosocomial infections could not be established in most of these patients.  

There were 1266 moments of hand hygiene observed using the interventional 
application. At the start of the observations, hand hygiene compliance rate was 35%. 
Post-interventional first few months did not show a significant increase in compliance 
rates. However, the introduction of regular feedbacks midway into the intervention saw 
a significant increase in compliance rates from around 37% to more than 55%.   

The post-interventional overall compliance rate for staff was around 45% with 
nurses recording highest compliance rate of 55% while some allied health professionals 
recorded very low compliance rates. Compliance rates were low during the busy hours 
while compliance rates were high during the evening, night and early morning. 
Table 1. Compliance rates according to the time of the day 

Time interval (Hours of the 
day) 

 Compliance Rate 

00:00 – 04:00  65% 
04:00 - 08:00  47% 
08:00 – 12:00  44% 
12:00 – 16:00  43% 
16:00 - 20:00  46% 
20:00 – 24:00  52% 

During the interviews, most of the staff interviewed were aware of the poor hand 
hygiene compliance amongst them. They considered poor hand hygiene compliance as 
one of the main factors in causing nosocomial infections. All saw the need for 
interventions to improve hand hygiene compliance. However, the approaches suggested 
in this were different among the staff. Some suggested the need for more education and 
regular visits by infection control staff while some suggested changing of hand rubs. 
However, the majority thought an intervention which would monitor hand hygiene 
compliance rates of the staff among themselves would be the best solution.  

While being aware of poor hand hygiene compliance, their perceived compliance 
rate before the intervention was around 60%. The intervention together with regular 
feedbacks resulted in giving better insights into the real initial compliance rate which 
was around 35%.  

Organizational and cultural factors such as hierarchy also played a significant part 
in poor hand hygiene compliance. Some of the staff members insisted their inability to 
clean hands after each encounter with patients due to time constraints and 
uncomfortability associated with using hand rubs.  Further, staff tended to follow their 
manager's patterns, especially, if a medical specialist has a higher compliance rate, it 
was evident that the medical officers of that speciality had similar compliance rates.  

3. Android application 

Findings from the phase one of the research prompted the necessity to have an 
intervention. The application was based on the requirements identified in the second 
phase.  The basic framework was based on WHO hand hygiene compliance monitoring 
tool. However, user-centred design and Agile software development methodologies 
were used throughout the development lifecycle. These methodologies transformed the 
basic application structure to incorporate local requirements and ways of improving 
efficiency and accuracy in data gathering processors. The design team consisted of 
Microbiologists, Infection Control staff, Medical Officers, Nurses of ICUs and Allied 

N. Kariyawasam et al. / Reducing Nosocomial Infections in Surgical ICUs in Sri Lanka278



Health staff. Regular stakeholder meeting and frequent prototyping saw a rapid 
versioning where three prototypes were developed before selecting the fourth, 
implementable version. Each version was tested with the stakeholders for usability and 
accuracy.  The developed application included a login screen, where details of the 
observer are recorded. Further, each observation session is started with the recording 
details of staff who are being observed. The application allows up to four staff to be 
observed at a given time. For each moment of hand hygiene, the observer records the 
moment number, compliance level and optionally the usage of gloves.  

4. Key findings and discussion 

Based on the data collected during the research, several key findings were elicited. Due 
to data of the fourth phases are still being analysed,  findings are inconclusive. 
However, these findings give a clear direction on the outcome of the research.     

The current definition of nosocomial infections requires fulfilment of several steps 
for confirmation or exclusion of nosocomial infections. However, in a practical setting, 
not all those steps are always completed. This gap in theory and practice hinders the 
ability to establish a diagnosis of nosocomial infection. However, empirical evidence 
suggests the presence of nosocomial infections. Therefore, identifying cases with 
“signs, symptoms and investigations indicative of infections” to complement 
nosocomial infection rates will establish wholistic view of the infection rates.  

Differences in compliance rates according to the time of the day suggest a 
connection between compliance rates and workloads.  This relationship indicates a 
necessity of having novel ways of maintaining compliance rates during busy hours. 

The mere introduction of interventions seems to have not impacted the compliance 
rates. The improvement of compliance on introduction of feedbacks suggests 
connection between having insights of the situation and changing behaviours based on 
those insights. The connection between compliance and managers behaviours implies 
the necessity of inculcating proper behaviours in managers which will improve overall 
compliance rate of the staff reporting to the manager.  

Multiple stakeholders involved throughout the research, especially, 
Microbiologists, Infection Control Staff, Medical Officers, Nurses and Allied Health 
staff enabled co-creation of safety culture by self identification of the problem and 
having a combined effort in finding solusions to the problem. 

5. Limitations 

Findings communicated in the paper are confined to data collected up to the third phase 
of the research. The impact of the intervention on nosocomial infection rates and rates 
of cases with at least one sign symptom or investigation indicative of infection can only 
be elicited on completion of the analysis of phase four data. Moreover, as number of 
sites and sample sizes were small, there is an inability to generalise quantitative 
findings of the research. However, quantitative findings considered in conjunction with 
qualitative findings are helpful in building an overall understanding of the outcome of 
the research.  
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6. Conclusion 

This research, is currently in the intermediate phase of data analysis. However, 
intermediate results elicits the role of the combination of eHealth and regular feedbacks 
in improving behaviours associated with the reduction of nosocomial infections.    
Moreover, it has demonstrated the link between higher workload and reduced 
compliance rates. Further, it has discovered the necessity of introducing new ways of 
calculating nosocomial infection rates to complement current ways of eliciting 
infections to get a more complete and comprehensive idea of the incident rates.  

Once complete results of the research available, another similar paper will discuss 
the conclusive evidence in support of key findings of this research.  

References 

[1] World Health Organization. Report on the Burden of  Endemic Health Care-Associated Infection  
Worldwide. Geneva, Switzerland: World Health Organization; 2011. 

[2] A Haddadi, M Lemdani, H Hubert. Incidence, dependent and independent risk factors associated to 
nosocomial infections and to the mortality at the intensive care unit of the Timone University hospital., 
European Scientific Journal 9(18) (2013), 168-181. 

[3] M Meric, N Baykara, S Aksoy, IO Kol. Epidemiology and risk factors of intensive care unit-acquired 
infections: a prospective multicentre cohort study in a middle-income country, Singapore medical 
journal 53(4) (2012), 260-263. 

[4] B Allegranzi, D Pittet. Role of hand hygiene in healthcare-associated infection prevention, The Journal of 
hospital infection 73(4) (2009), 305-315. 

[5] B Kowitt, J Jefferson, LA Mermel. Factors Associated with Hand Hygiene Compliance at a Tertiary Care 
Teaching Hospital, Infection Control and Hospital Epidemiology 34(11) (2013), 1146-1152. 

[6] MC Wong, E Cummings, P Turner, editors. User-centered Design in Clinical Handover: Exploring Post-
Implementation Outcomes for Clinicians. Medinfo 2013: Proceedings of the 14th World Congress on 
Medical and Health; 2013: IOS Press. 

[7] DW Bates. Using information technology to reduce rates of medication errors in hospitals, BMJ: British 
Medical Journal 320(7237) (2000), 788. 

[8] JC McGregor, JP Furuno. Optimizing research methods used for the evaluation of antimicrobial 
stewardship programs, Clin Infect Dis 59 Suppl 3(2014), S185-192. 

[9] B Debono, P Bousquet, P Sabatier, J-Y Plas, J-P Lescure, O Hamel. Postoperative monitoring with a 
mobile application after ambulatory lumbar discectomy: an effective tool for spine surgeons, European 
Spine Journal 25(11) (2016), 3536-3542. 

[10] AD Black, J Car, C Pagliari, C Anandan, K Cresswell, T Bokun, et al. The impact of eHealth on the 
quality and safety of health care: a systematic overview, PLoS medicine 8(1) (2011), e1000387. 

[11] [11] S Redwood, A Rajakumar, J Hodson, JJ Coleman. Does the implementation of an electronic 
prescribing system create unintended medication errors? A study of the sociotechnical context through 
the analysis of reported medication incidents, BMC Med Inform Decis Mak 11(2011), 29. 

[12] [12] O Frykholm, M Flink, M Lindblad, M Ekstedt. User-centered design of integrated eHealth to 
improve patients’ activation in transitional care, Int J IntCare 16(6) (2016). 

[13] J Chan, KG Shojania, AC Easty, EE Etchells. Does user-centred design affect the efficiency, usability 
and safety of CPOE order sets?, J Am Med Inf Assoc : JAMIA 18(3) (2011), 276-281. 

[14] WH Organization. Tools for Evaluation and Feedback- Observation form 2009 [Available from: 
http://www.who.int/gpsc/5may/tools/evaluation_feedback/en/. 

[15] N Kariyawasam, MC Wong, P Mahipala, P Turner. Reducing Nosocomial Infections: A User-centered 
Approach to Developing an eHealth system for Sri Lankan ICUs, Driving Quality in Informatics: 
Fulfilling the Promise 208(2015), 200. 
 

N. Kariyawasam et al. / Reducing Nosocomial Infections in Surgical ICUs in Sri Lanka280



Revealing Work Practices in Hospitals 
sing Process Mining 

Felix MANNHARDTa,1 and Pieter J. TOUSSAINT 
a;b 

a
 SINTEF, Trondheim, Norway 
b

 NTNU, Trondheim, Norway 

Abstract. In order to improve health care processes (both in terms of quality and 
efficiency), we do need insight into how these processes are actually executed in reality. 
Interviewing health personnel and observing them in their work, are proven field-work 
techniques for gaining this insight. In this paper, we will introduce a complementary 
technique. This technique, called process mining, is based on the automatic analysis of 
digital events, registered in different information systems that support clinical work. 
Based on an event log, process mining can help in constructing a model of the process 
(discovery) or with checking to which extend an actual process confirms to a prescriptive 
model of it (conformance). This paper will briefly discuss two examples, which illustrate 
the use of process mining. 

Keywords. Clinical processes, Work practices, Patient trajectories, Process mining 

1. Introduction 

Health care organisations are under strong pressure to make their work processes more 
effective and efficient. One important driver for this is the need to improve the quality 
of health care work. In Norway, this has led to attempts to introduce so-called 
standardised patient trajectories. Another important driving factor for making clinical 
processes more efficient, is the growing number of people needing care. A Norwegian 
study has estimated that the sector needs a productivity growth of 3,5-4,0 percent, if we 
assume that the current situation in which 1 out of 5 working people is employed in 
health care will not change dramatically [1]. To achieve more effective and efficient 
clinical processes, we need to have a thorough insight into how clinical processes are 
actually executed in practice. This helps in standardising best-practices into guidelines 
or standardised patient trajectories, but also in checking to which extend reality confirms 
to the prescribed way of working.  

In hospitals, processes range from the actual treatment of patients over logistical 
support processes to financial processes. As Lenz and Reichert have argued [2], clinical 
processes often consist of combinations of logistical and medical problem-solving parts. 
This leads to semi-structured processes that exhibit quite some variation in their 
enactment. Uncovering how these processes are executed is not a straightforward task. 
Field work, consisting of interviews and observation studies, has proven to give useful 
insights into clinical process execution. However, a new source of information that can 
complement the insights coming from interviews and observations, has become more 
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accessible. Most hospital processes are nowadays supported by information systems that 
log events related to the execution of all the activities conducted. The field of study that 
considers the use of such event logs to provide insights into the actual execution of 
processes is called process mining [3]. Process mining uses event logs to provide insights 
that help to identify deviations, workarounds, compliance violations, and inefficiencies. 
It has been successfully applied in a clinical context in some cases [4,5,6,7]. However, 
the potential of process mining as a complementary technique to interviews and 
observations for discovering process model and checking conformance to existing 
models is enormous. Some of the immediate advantages are: 

 
� Since the analysis is performed on digitally available traces of process instances 

by automatic tools, a large number of instances can be analysed at a low cost. 
� The analysis is based on what really happened, and not on what health care 

workers think they do (interviews), or on how they behave under observation. 
� Due to the volume of analysed process instances, we get a better insight into the 

frequencies of variation. Maybe variations occur only infrequently. 
 

The goal of this paper is to demonstrate the potential of process mining for discovering 
clinical processes and checking their conformance to prescriptive models. We will do 
this by highlighting two example applications in hospitals in The Netherlands and in 
Norway. We will first introduce process mining (Section 2), then elaborate on the two 
examples cases (Section 3) and present a conclusion. 

2. Process Mining 

 
Figure 1. Process discovery and conformance checking, two of the main process mining activities [3]. 

 
The aim of process mining is to automatically provide an accurate view on how the 
process is executed. There are two main artefacts that are used in process mining: event 
logs and process models. As depicted in Figure 1, we assume that the clinical work 
practice is supported by information systems. These systems record the actual execution 
of activities by health care workers, which can be extracted in the form of an event log 
containing temporally ordered events that are grouped by process instances. The logging 
of events may originate from manual data entry by medical practitioners, the financial 
systems of the hospital, and from medical devices and sensors that are connected to the 
infrastructure. On the conceptual side, process models, e.g., flow charts, BPMN models 
or Petri nets, are used as representation of the clinical processes. 
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Against this backdrop, process mining activities can be categorized into: process 
discovery and conformance checking [3]. Process discovery methods automatically 
generate descriptive process models that capture the actual execution of a process as 
recorded in the event log. When analysing the processes of a hospital with little prior 
knowledge, process discovery is often the initial exploratory step of a process mining 
analysis. Process models, such as the one shown in Figure 3 can describe the possible 
sequence of activities, decision rules, resource assignment, and time constraints of a 
clinical process. Conformance checking methods diagnose and quantify the 
discrepancies between the actual work practice, i.e., the execution of activities recorded 
by information systems, and normative process models that encode the desired execution 
of the process. Deviations from the standard execution of the work and performance 
indicators can be visualized on top of discovered or existing process models and analysed 
further. 

3. Cases 

3.1. Analysing the Work Practice of Nurses Using Digital Whiteboards 

    
Figure 2. Dotted chart visualization of high-level activity instances and corresponding low-level events [8]. 

 
In the first case, we analysed the work practice of nurses in a Norwegian university 
hospital. The daily work of nurses at an inpatient ward is supported by a digital 
whiteboard system (Imatis Visi) that gives an overview of all the patients admitted, their 
location, the nurse responsible for them, the reason for admittance, time slot when they 
were admitted and treatment plan, in a tabular form. The whiteboard also displays 
information on patient signals (e.g., which patient calls, from which room, and type of 
signal). The whiteboards registers events such as: responsible nurse changed; patient 
admitted; patient signal invoked; nurse attending patient, etc. Our main research question 
in applying process mining was in discovering how the whiteboard system was used in 
practice to support the work process of nurses at the ward. We extracted an event log 
from the digital whiteboard system of the hospital. We considered each stay of a patient 
in the hospital ward to be a process instance (denoted as trace in the event log) and 
obtained an event for each modification of the data displayed on the whiteboard. The 
main challenge in this case was that the events were recorded on a very low-level of 
abstraction, i.e., a single event did not correspond to an activity in the work process. For 
example, when responsibility for a patient is shifted (either because the patient is 
admitted, or because the responsibility is taken over by another nurse), this would 
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correspond to three system level events. First the responsible nurse was registered. After 
that, in line with the agreed upon procedure, the nurse would visit the patient to introduce 
him or herself. This induced two system events: nurse in room signal; nurse left room 
signal.  

We developed an abstraction method that could be used to detect the occurrence of 
instances of certain high-level activities. We refer to [8] for more information on the 
employed abstraction method. Figure 2 shows two visualizations that are denoted as 
dotted chart in the process mining field [3]. Each dot refers to an event and is coloured 
according to the name of the recorded activity. Events are organized according to their 
process instance (y-axis) and the time of day (i.e., 00:00 until 23:59) of their occurrence 
(x-axis). Process instances are sorted according to their arrival time. The dotted chart on 
the left side depicts the three types of recorded system level events that are related to the 
shift nurse responsibility event. As can be seen from the figure, it does not show very 
much structure and is therefore not highly informative. The dotted chart on the right side 
depicts the high-level activity Shift Change detected from the low-level events. Three 
shift changes  are visible as vertical lines, corresponding to the three work shifts in 
day. The events at the diagonal line correspond to shift changes occurring when new 
patients are admitted. The pattern in the second figure confirms to what can be expected. 
However, only 405 instances of this high-level activity were captured in comparison to 
the 8,487 considered process instances. This could indicate that the system is not used as 
intended. 

3.2. Analysing Trajectories of Patients from Emergency Admission to Dismissal 

In the second case, we analysed patient trajectories from admission to discharge in a 
Dutch hospital. We focused on patients that were screened for one of the SEPSIS criteria 
[9]. By focussing on one patient group, for which a specific trajectory is to be expected, 
we aimed to avoid some of the alleged complexity of clinical processes [4]. As a starting 
point, we obtained a flowchart-like description of the expected patient trajectories from 
the hospital stakeholders. This document served as starting point for the process mining 
analysis. Based on the document we identified several questions and extracted an event 
log from hospital IT-systems. We refer to our previous work in [7,10] for a more detailed 
discussion. 

 

 
Figure 3. Process model with conformance statistics discovered based on patient trajectories [10].  

 
Here, we aim to highlight how we obtained an automatically discovered process model 
and applied conformance checking. The stakeholders were interested in three different 
trajectories: (1) patients admitted directly to the normal care ward, (2) patients admitted 
directly to the intensive care ward, and (3) patients first admitted to the normal care ward 
and, only then, transferred to the intensive care ward. The last trajectory points to 
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potential problem in the triage process in the emergency department, since the severity 
of the condition was not detected. Figure 3 shows the discovered process model (as 
described in [10]) and the frequencies and waiting times compute by using an open-
source conformance checking tool [11]. As described in [10], we could determine that 
2.9% of the admitted patients are of the problematic category: They are first admitted to 
the normal care ward and, then, re-admitted to the intensive care ward. Moreover, when 
looking only at the trajectory of problematic patients, we revealed that 56.5% of these 
patients return to the emergency room within one year (i.e., activity Return ER occurs). 
Among the other patients only 27.4% return. Thus, patients of the problematic category 
return more often. The hospital could, e.g., monitor these patients more closely. 

4. Conclusion 

Process mining offers an extra method to get insight in the execution of health care 
processes. As we have shown in the two examples, these insights can be used to analyse 
the process performance and/or to check whether the actual performance confirms to the 
prescribed one. It complements other methods used, such as interviewing health 
personnel, observing their work practice and doing document analysis. Two major 
challenges for process mining in practice are: the data quality of the log file; and the level 
of granularity of events in the log file. The process mining community has developed 
tools and techniques to help inspecting and cleaning log files to cope with the first 
challenge. The second challenge can be coped with by using the abstraction technique 
illustrated in the first example above, where digital events from the log are combined in 
a pattern that corresponds to an event that gives meaning in the organisational context. 
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Abstract. “Disaster” means some surprising and misfortunate event. Its definition 
is broad and relates to complex environments. Medical Informatics approaches, 
methodologies and systems are used as a part of Disaster and Emergency 
Management systems. At the Holon Institute of Technology – HIT, Israel, in 2016 
a National R&D Center: AFRAN was established to study the disaster's reduction 
aspects. The Center's designation is to investigate and produce new approaches, 
methodologies and to offer recommendations in the fields of disaster mitigation, 
preparedness, response and recovery and to disseminate disaster's knowledge. 
Adjoint to the Center a “Smart, Intelligent, and Adaptive Systems” laboratory 
(SIAS) was established with the goal to study the applications of Information and 
Communication Technologies (ICT) and Artificial Intelligence (AI) to Risk and 
Disaster Management (RDM). In this paper, we are redefining the concept of 
Disaster, pointing-out how ICT, AI, in the Big Data era, are central players in the 
RDM game. In addition we show the merit of the Center and lab combination to the 
benefit of the performed research projects.  

Keywords. Disaster Management, Risk Management, Knowledge Management, 
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1.  Introduction 

“Disaster” means some surprising and misfortunate event. Its definition is broad and 
relates to complex environments. It is seen that Informatics and more particularly 
Medical Informatics is used in Disaster and Emergency Management [1].  

In order to study the disasters implications an Israeli National Research Center for 
Disaster Reduction, the AFRAN Center, was established in 2016 at the Holon Institute 
of Technology (HIT). This is a multidisciplinary research center committed to investigate 
and produce new approaches, methodologies and recommendations in the fields of 
disaster mitigation, preparedness, response and recovery. In addition, there are the 
designations to disseminate disaster's knowledge and to involve information and 
communication technologies (ICT) and Artificial Intelligence (AI) in Risk and Disaster 
Management (RDM). For this purpose a “Smart, Intelligent, and Adaptive Systems” 
laboratory (SIAS Lab) was established.  

In this paper, we redefine the concept of Disaster and point out how ICT, AI, in the 
Big Data era, are central players in the RDM game. We also present the advantage of 
AFRAN and SAIS combination to the research projects. 
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2. Background: Disasters and their management 

2.1. Different kinds of disasters 

Risk is the fruit of uncertainty, of actions or inactions, which can engender wasteful 
outcomes of out-of-order and unusual events such as disasters. 

Disasters are disruptive and have large and heterogeneous impacts and consequences 
on human activities, from an individual level (Nano-disaster, i.e. a medical emergency) 
to a large national or multi-national level affecting a large population (Large Scale and 
Sudden Disasters or "Mega-disasters"). 

We classify the disaster events in 3 main different types: (1) Natural disasters due 
to: (1a) Nature forces such as weather phenomenon like hurricanes, floods, extreme heats, 
(1b) Seismological events such as: earthquakes, volcanic eruptions, landslides; (1c) 
Pandemic such as pandemic influenza, (2) Man-Made disasters which result from 
negligence or hostile and malice activities. This type relates to: (2a) Residential or 
industrial causalities such as fires, explosions, and “Nuclear, Radiological, Biological or 
Chemical” hazards, (2b) Transport calamities -Air, Maritime, Road, Railway-,(2c) 
Cyber-attacks of any kind of infrastructures, (2d) Societal events which must be conflicts 
or acts of terrorism; (3) Combinations of : (3a) Natural and Man-Made disasters called 
Natech disasters for “Natural Hazard Triggering Technological Disasters”, (3b) Man-
Made disaster with hostile activities called Hostech disasters for “Hostile Hazard 
Triggering Technological Disasters” [2]. 

Disasters are inducing losses of human life, property, economic and to the 
environment. The Mega events usually exceed the involved community’s abilities and 
capabilities to cope its upshots by using its own remaining resources. Number of scales 
were defined and implemented over the time for quantifying and categorizing the 
severity, the complexity, and the impacts of disasters [3,4]. 

Moreover, a disaster comprises a chain of disasters, and so being a system of systems. 
For example, the Tōhoku earthquake on March 11, 2011, of a magnitude of 9.0, induced 
fire destruction of towns and the tsunami which induced a major nuclear incident at 
Fukushima, a NaTech [5]. 

2.2. RDM as a framework for handling any kind of disaster 

A disaster is a dynamic and complex environment and reduction its risks, impacts 
and consequences relate to RDM. This field has a large and heterogeneous number of 
sub-areas, such as Disaster Risk Reduction (DRR), Disaster Risk Policy (DRP), 
Information and Communication Technologies (ICTs), Medicine with focuses on RDM 
and Public Health, and Humanitarian Logistics. RDM sub-specialties deals with: (1) 
Preparation stage which deals with planning and reducing impact of disaster before it 
hits; (2) Response stage to the event by providing emergency response over time from 
initiation which already include the first recovery stage; (3) Recovery stage handling 
new planning and restoration of community’s; services and infrastructures reconstruction 
and rehabilitation, and (4) Mitigation stage involved in the previous stage for increasing 
abilities and reduction of damages before the next disaster. 

While no one can infallibly predict the future, one of the main component of RDM 
is the development of a "Disaster Preparedness Program" (DPP)  [6]. Obviously, the DPP 
will result from a thought process in which an assumed predictable sort of disaster is 
expected and the following sequences of events, which in normal (or guessed) 
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circumstances will occur. However, events will happen which are not in the line of 
thinking. Thinking about surprising and unexpected events is a key-issue of preparedness 
programs. Accordingly, the DPP involves RDM and more particularly “what-if” 
scenarios. Once they happen, communities are ready to the best possible. 

From Public Health and Medical Informatics perspectives, risks to healthcare 
customers and providers (practitioners and organizations) are prevalent in daily practice 
and more when a disaster occurs. From medical and humanitarian perspectives saving 
lives is of major importance followed by reducing damage to infrastructures and property. 

3.  Challenge: RDM in the Big Data and AI Era  

From an ICT point-of-view, during the last decay, “Data, Information and Knowledge” 
(DIK) became a central capital with a critical Value. ICTs introduced huge changes in 
Knowledge Management (KM) and AI applications, more particularly when it relates to 
RDM by providing tools supporting DIK integration and Visualization. 

The Volume and the Velocity of data related to disasters is enormous and highly 
dynamic due to the large Variety of sources comprising: (a) professional and scientific 
data centers collecting continually responses of sensors (b) wide audience media like 
Social Networks (SN) where everyone can alert or discuss on a hazardous event [7]. 
Veracity, Variability and Volatility of DIK from this kind of last sources is a key-issue 
for DM; combining a large variety of DIK sources is expected to improve DIK Validity. 
However, open media Social Networks has a strong Vulnerability to inaccurate and/or 
fake reports. Globally, Big Data in RDM helps to reduce DIK silos existing. In other 
words, disasters-related data is huge and there is a need to dynamically discover valuable 
knowledge in all domains and more particularly in Public Health and Healthcare 
Planning and Policy. Data Mining, Process Mining [8], Machine Learning, and more 
globally AI provide tools supporting these goals achievement. 

In order to explore and study the disaster's aspects, development of DPP, new 
methodologies and systems generating DIK, AFRAN Center and the SIAS Lab were 
established. The designation of this combination is also to offer recommendations in the 
fields of disaster mitigation, preparedness, response and recovery and to disseminate 
disaster's knowledge by adding the perspectives of ICT and AI to RDM. 

4. Conceptualizing and implementing a multidisciplinary approach 

AFRAN is an expertise and multidisciplinary infrastructure mainly dealing with RDM 
from different perspectives on “Governance, Strategy, and Policy” (GSP), “Quality, 
Health, Safety, Security and Environment” (QHSSE), “ICT and AI”. Its main aims are 
to implement and to match the Quality Management Principles to the DM field. The 
studies designations are (1) improvement of Disasters Knowledge Management, and (2) 
solving the complex problems of disasters. 

To achieve that, the center enhances cooperation with municipalities, governmental 
offices, industrial and academic organizations, and more globally decision-makers, at the 
local, and international levels. Moreover, the emphasis is to create public understanding 
of the risks posed by natural, hostile and industrial hazards, and improve by development 
of local and national DPP, and enhancement of disaster-resilience and performance of 
multi-safe-fail-systems.  
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SIAS interacts with AFRAN from an “ICT & AI” perspective and by strongly 
integrating the QHSSE and GSP aspects. SIAS is action-oriented and real-world focused, 
supporting the different steps of RDM.  

SIAS mainly concentrates on improving methodologies and developing innovative 
Decision Support Systems, Automated and Autonomous systems, Social and 
Collaborative environments, Uncertainty and Risk Management tools, Quality 
Engineering and Resources Optimization methodologies. 

It primarily employs and extends theories, techniques and technologies from AI, and 
more particularly (1) Data Science, Big Data and Internet of Things -IoT-; (2) 
Knowledge Representation, Information Visualization, and HMI; (3) Social and 
Community Intelligence, and Open-Source Intelligence; (4) Automation, Robotics, and 
drone abilities. 

SIAS lab research runs in parallel with Medical Informatics and Systemic point-of-
views in order to look at the disaster field before, during, and after the event by taking 
into account impact on infrastructures and their management. Having a holistic view, 
requires understanding, implementation, and the development of the most relevant tools 
to use for emergency and disaster preparedness including mitigation, response operations 
and, recovery program. 

A particular focus is paid to Cyber-Physical Systems and Informatics issues [9], 
Disabilities and Elderly specific issues in DRM [10], Ethics [11] and Innovation 
Management.  

Some of SIAS research projects deal with sudden barged events and Social 
Networks (SNs) which are the primary data report sources. SNs serve as early warning 
platforms reflecting citizen's worries. Contain and accuracy, of each report, depend on a 
large number of parameters related to the event (e.g. 5W2H), its first announcer 
(institutional or individual), the specific SN used for reporting or reacting to a report. 
SIAS works on (1) a historian framework implementation, (2) influence and reliability 
evaluations of announcers and commentators message by using for examples, Sentiment 
Analysis and Social Networks Analysis. The current RDM application fields, at SIAS, 
are mainly related to natural disasters and epidemiology. Moreover, other research 
projects of the laboratory focus on (1) improving EMS dispatch user experience, and (2) 
understanding and evaluating the use of the IoT for supporting individuals with 
communicational limitations and Search-And-Rescue teams [12]. 

5. Conclusions and perspectives 

Disaster can affect social, economic, technological, ecological and healthcare 
environments at the short and long terms. In order to readiness at the decision makers 
and citizen's levels, the AFRAN Center for Disaster Reduction has been established at 
HIT – Holon Institute of Technology (Israel), two years ago, and then focused on 
providing consultation on disaster-resilience and recovery enhancement from the 
mitigation, preventive and response points of view. 

Last year, the SIAS Lab adjoin the AFRAN for providing it with the ICT, AI, from 
a Medical informatics perspective in the Big Data and IoT era. The current common 
projects are focusing on designing and developing a smart and intelligent platform to 
serve during disaster preparation, response, recovery, mitigation, and in later studies of 
it. This platform will provide information on (1) tools allowing supporting identification 
of no dead people but with limited communication capabilities (e.g. children, deaf-dumb 
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persons, people with neurodegenerative disease young such as Alzheimer, tourists) in 
the context of emergency or disaster [13], (2) emergency and disaster events by (a) 
monitoring groups on Social Networks for detecting outstanding events or their precursor 
signs (b) archiving DIK from various sources on emergency and disasters events [14]. 

A major achievement, of AFRAN and SAIS activities, is the involvement, more 
specifically, the collaboration of students from the different faculties in the different 
projects. It gives the opportunity to train next engineers’ generation to RDM and the 
related technologies. At large part of them come from or will be involved in Industry and 
Government's departments and agencies. 

Preparedness to- and mitigation of disasters start by evaluating the risks. Domain-
expert inputs are crucial at this step such as the right use of the huge amount of available 
data related to prior events. Response and Recovery are using on-filed acquired DIK. 
AFRAN and SIAS are building workflows consisting in handling exceptional events, 
and more particularly disaster from one end to the other by considering the overall RDM 
quality is based by continuously integrating domain-expert knowledge and smart, 
intelligent, and adaptive systems which are evaluated from past and present DIK and can 
be used for guiding future actions. 
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Abstract. Longitudinal data from patients’ natural environments would benefit 
chronic disease care, yet most devices cannot collect sensor data alongside patient-
reported outcomes. Here we describe Koalap, a consumer cellular smartwatch 
application that collects patient-reported outcomes alongside physical activity data 
from various sensors. Additionally, we show preliminary results indicating high 
engagement of our 26 participants with knee osteoarthritis. Our future work will 
show whether data collection with consumer smartwatches is feasible in terms of 
user engagement, acceptability, data quality and consistency. 

Keywords. mHealth, Smartwatch, Feasibility, Engagement 

1. Introduction 

In chronic disease care and research, longitudinal data collected in patients’ natural 
environments could provide valuable insights into patterns of disease activity and 
trajectories of symptoms. It is especially interesting to relate patient-reported outcomes 
to patient behavior, measured with sensors [1]. 

Wearable devices such as smartwatches provide an opportunity for longitudinal 
data collection. This can support telemonitoring progression of diseases such as 
Parkinson’s disease [2] and serious mental illnesses [3]. Consumer smartwatches with a 
touch screen enable collection of patient-reported outcomes alongside passively 
collected sensor data. In contrast to research devices, consumer technology is already 
integrated in users’ daily lives [4]. Lack of user engagement could, however, hamper 
the success of smartwatches and mHealth [5]. If participants drop out early, do not 
wear the watch or do not answer questionnaires, the data may not be as rich as expected. 

To investigate feasibility of consumer smartwatches for chronic disease monitoring 
and research, we launched the consumer cellular smartwatch study ‘Knee 
osteoarthritis: linking activity and pain’ (KOALAP). In this study, we collect patient-
reported outcomes and passively-measured physical activity data through consumer 
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smartwatches. In this article, we describe study objectives, the Koalap app and 
preliminary results on user engagement. 

2. Koalap study objectives and design 

2.1. Background and objectives 

Koalap aims to investigate the association between physical activity and pain in 
patients with osteoarthritis of the knee. While clinicians generally agree that physical 
activity is beneficial for these patients, exercise is known to increase pain and pain is 
known to limit the amount of activity. There is a need to understand this relationship to 
guide physical activity interventions. 

The objectives of Koalap are to examine (a) the feasibility of consumer cellular 
smartwatches for collection of patient-reported outcomes alongside continuous sensor 
data and (b) the relationship between pain and physical activity. This paper focuses on 
preliminary results of user engagement with our smartwatch app and data completeness.  

2.2. Study design and participant recruitment 

Koalap is a prospective cohort study of 26 people with knee osteoarthritis who wear a 
Huawei Watch 2 consumer smartwatch for 100 consecutive days on first waking until 
bedtime. The watches are provided with a pre-installed Koalap app, collecting patient-
reported outcomes and sensor data related to physical activity. The smartwatches were 
loaned by Google Android Wear, which also was our partner in co-creation of the 
Koalap app, developing system architecture and user interface design. 

When users wear the watch, it collects sensor data as shown in Table 1. These data 
allow us to derive gait outcomes of interest (characteristics of painful walking and 
activity patterns that may aggravate pain). Of note, algorithms to derive these outcomes 
from a wrist-worn consumer device will need to be validated. The choice of sensors 
and sampling frequencies is based on our data requirements, balanced against the 
required battery life. Patient-reported outcomes will be collected on the watch with the 
questionnaires shown in Table 2.  
Table 1. Outcomes of interest, corresponding smartwatch sensors and chosen frequencies 

Outcome of interest Sensors Sampling frequency 
Step count Accelerometer, magnetometer, gyroscope 50 Hz 
Walking inclines Barometer 1 per minute 
Doing strenuous activity Heart rate 1 Hz 

Table 2. Overview of self-reported data collected with Koalap app: questionnaire, frequency and time 
window for completion. KOOS = clinically validated Knee injury and Osteoarthritis Outcome Score 

 Question Frequency Window 
Q1 Level of knee pain this morning 

Level of knee pain this afternoon Twice daily 12.22-16.22 
18.22-22.22 

Q2 Pain affecting daily activities 
Daily 17.00-00.00 Q3 Pain during aggravating activity 

Q4 Pain preventing important activity Weekly Wed 12.00-00.00 
Q5 Pain affecting quality of life Weekly Sun 12.00-00.00 
Q6 KOOS (28 questions) Monthly 1st-7th of every month 
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All items are answered on a 10-point numeric rating scale, except for Q6, which 
uses a 4-point Likert scale. This data is stored in an SQLite database on the watch. 
Users are instructed to charge the watches overnight. When on charger, the watch 
securely (encrypted-at-rest) uploads the depersonalized data to our servers and deletes 
the data from the watch. The smartwatches contain a SIM card with a 24 GB data 
bundle, allowing for data collection and transmission without pairing with a 
smartphone.  

User interaction designers at Google developed the user interface, shown in Figure 
1. When not answering questionnaires, the watch shows either a dashboard showing 
‘outstanding survey questions’ or the home screen with four icons showing remaining 
battery, heart rate, step count and number of outstanding surveys. In the question 
screen (Figure 1b) the left lower corner is obscured, indicating that the user can scroll 
down further. Upon swiping downwards, the data entry screen will present itself.   

 

 
a 

  
       b                                       c 

 

Figure 1. Images of the user interface. (a) Notification of an active survey and start screen of questionnaire 
(b) Data entry screen for survey ‘level of knee pain’ (c) Data is entered by swiping the numeric rating scale 
icon. 

The study was advertised in local newspapers and via social media. Interested 
participants contacted the study team for the patient information sheet. People were 
eligible if they had a diagnosis of knee osteoarthritis (self-reported), were 50 years or 
older, and willing to travel to Manchester (UK) and owned a smartphone. In total, 75 
people expressed interest, of which 26 eventually took part in the study. Reasons for 
not taking part were: not eligible to enroll (N = 13), unavailable on current dates (N = 
13), unwell (N = 3) not interested (N = 4) and unknown (N = 12). Participants were 
invited to visit the University, where they provided written consent, received a study 
watch and received a user guide (but no specific training). 

3. Results 

In this section we present preliminary results on data completeness and engagement of 
participants during the first study month (from September 23, 2017 to October 23, 
2017). Updated figures will be presented at the conference. 

3.1. Summary of data 

During the first study month, we collected 302 GB of sensor data and 2407 
questionnaires. On average, questionnaires are completed by 16 (afternoon pain 
questionnaire, 62% completeness) to 23 (monthly questionnaire, 88% completeness) 
with no clear trends over time (graph not shown). Only two participants entered no data 
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throughout the last week, user 16 having informed us of a stay abroad, hampering 
upload of study data. 
Table 3. Data completeness: number of submitted questionnaires by 26 participants over 30 days, % of 
maximum expected questionnaires based on frequency, average engaged users per submission time point. 

Questionnaire Submitted (#) Completeness (%) Users (mean) 
Pain (twice daily) - morning  
                                 afternoon 

557 71 19 
481 62 16 

Painful activity (daily) 588 75 20 
Daily function (daily) 585 75 20 
Important activity (weekly) 76 73 19 
Quality of life (weekly) 97 75 19 
KOOS (monthly) 23 88 23 

Most participants wear the watch most of the days (square, triangle or dot in Figure 2) 
– based on the presence of sensor data for that day, as sensor data is only collected 
when the watch is off charger. If we receive self-reported data only (red dot), this 
indicates a technical issue, hampering uploading of sensor data (usually: lack of 
cellular signal at home, as confirmed by smartwatch metadata). 

 
Figure 2. Engagement of users over the 30-day study period. A blue square indicates sensor and self-reported 
symptom data, a red circle indicates that only self-reported symptom data was received, a yellow triangle 
indicates that only sensor data was received, and no symbol means that no data was received. Yellow 
rectangles indicate periods that participants reported to be abroad. 

4. Discussion 

This study introduces an application for collection of patient-reported outcomes 
alongside passively-collected physical activity data with a consumer smartwatch. 
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Preliminary results show that data collection through consumer smartwatches is 
feasible, although not all participants may provide all data all of the days. 

Previous research mostly focused on data collection with dedicated research 
wearables. Our approach to collecting both patient-reported outcomes and physical 
activity data with a consumer smartwatch is therefore novel. 

During preparation of consumer smartwatches for research, co-creation and 
collaboration with industry was valuable. We benefited from Google’s expertise in user 
interaction design, system architecture and cloud storage. During co-creation, the 
consumer smartwatch app was tweaked to our research needs. Typically, consumer 
smartwatches store processed, aggregated data rather than raw sensor data, which is 
required for (our) research, and storing continuous raw data is often not straight 
forward (and sometimes not possible).  

Through the Koalap study, we will do both quantitative and qualitative research to 
investigate user acceptability and user engagement with consumer smartwatches, as 
well as data quality and consistency. If data collection through consumer smartwatches 
is feasible, further studies are necessary to validate physical activity measures derived 
from the raw sensor data generated with these wrist-worn devices. Furthermore, 
improvements in battery life are needed for continuous data collection of high-
frequency sensor data from dawn to dusk.  

5. Conclusion 

We successfully co-created a smartwatch application for consumer smartwatches with 
Google Android Wear. The Koalap app collects physical activity sensor data alongside 
patient-reported outcomes related to knee pain. Preliminary results show that most 
participants wear the watch daily, accumulating 302GB of sensor data in 30 days of 
data collection, answering the majority of daily, weekly and monthly questionnaires. 

This study had a limited sample size of 26 participants, and focused only on user 
engagement. In future, we will assess data quality and consistency. To investigate the 
association between knee pain and daily physical activity, we will develop algorithms 
to convert the raw sensor data to clinically meaningful outcomes. 
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Abstract. Our aim was to determine sport physiotherapists’ attitudes towards 

Quantified Self technology usage and adoption and to analyze factors that may 

influence this attitude. A survey was used to study a sample in the Netherlands. 

Assessment was made of attitudes of towards Quantified Self technology usage by 

clients of therapists, by therapists themselves and intention to adopt Quantified Self 

technology. Results show that the uptake of Quantified Self technology by sports 

physiotherapists is rather low but that the intention to adopt Quantified Self 

technology by sports physiotherapists is quite high. These results can provide a 

foundation to provide an infrastructure for sports physiotherapists to fulfill their 

wishes with regard to Quantified Self technology. 

Keywords. Wearables, remote monitoring, quantified self technology, 

physiotherapists, attitudes 

1. Introduction 

Wearable technologies and remote monitoring applications, such as activity trackers, are 

used around the world by many individuals to monitor health-related behavior and goals, 

such as physical activities. As such, they could provide extremely valuable information 

in a health care setting, such as the treatment rooms of physical therapists. The uptake of 

these so-called Quantified Self technologies is however not yet visible in the practice of 

main stream health care. The purpose of this study was to investigate physiotherapists’ 

attitudes, including their current uses, preferences and concerns toward using wearable 

and remote monitoring in their current work environment. 

2. Related Work 

Foucault [1] was one of the first to speak about ‘technologies and practices of self’ by 

which he referred to increasing self-knowledge of human beings which is focused on the 

possibility to influence your own body, to transform yourself and reach a certain state of 

happiness, perfection, purity or health. In 2007, the Quantified Self (QS) movement was 

established in the US where the founders aimed at creating a setting to find new 
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instruments which were usable for self-tracking [2] (QS Institute, 2016). Quantified Self 

technology refers to the collection of data about one’s own health status, but this is not 

the main goal of QS technology. Collecting data about a person is only one aspect, the 

main goal is to reflect on someone’s data and come to meaningful insights which can 

bring positive changes [3]. Users of QS technology have data about a diversity of health 

aspects which could lead to more self knowledge and awareness [4]. While self-trackers 

are used more and more in the consumer market [5], self-tracking in the medical context 

is still only in a very early phase of adoption [6]. Reported activities by self- trackers are, 

physical activity (40%), food (315), weight (29%) sleep (25%) and mood (13 %) as being 

the most popular items which were tracked [3]. Of the people who track themselves, it 

seems that about a third of them share their information with their caregivers [7].  

However, Hoy and Brigham (2016) [6] state that in many cases not a lot is done by 

caregivers with the data from the QS devices from their clients. They state that lack of 

time to analyze the data is one reason of not using it, just as having too much available 

data and the lack of a useful export mechanism to get the data from the most often used 

trackers.  

Shull et al. [8] stated that QS demonstrates potential clinical benefits. The available 

data derived from QS devices could be of support in the diagnostic process and could 

lead to more personalized treatment proposals. Self-tracking could also be an extra 

motivator to do certain exercises and some physicals ask their clients to wear their 

devices as an extra diagnostic mean [6]. However, the current state of the literature and 

practice is that QS devise are out their but there is a gap in the literature about the 

adoption of QS by physiotherapists. In this study we sought to develop an in-depth 

understanding of physiotherapists facilitators and barriers to successfully integrating QS 

data into their daily practices. We were interested to investigate if QS was part of their 

daily practices and is QAS technology part of the treatment proposals, and if therapists 

are willing to adopt QS technologies in their practices.  

3. Method  

Since the literature shows that QS technology is most often used to track physical activity 

in this study the sample consisted of sports physiotherapists. QS technologies are 

applicable to revalidation interventions and secondary prevention which are important 

treatments for sports physiotherapists [6] (Hoy 2016), and it is assumed that these 

therapists also have the closest access to the people who would use QS technology in 

their daily life. 

3.1. Sample and Procedure 

This study has been executed from April till May 2017 in the Netherlands and a total of 

820 physiotherapists have the special license to call themselves sports physiotherapist. 

On the Dutch care professionals review website, 670 email addresses of sports 

physiotherapists where found. The inclusion criteria were: the therapist had to be 

currently working as a sports physiotherapist; the therapists should be registered in the 

national Central Quality Register Physiotherapy (KNGF) and the therapists had to speak 

Dutch. An email was sent to the 670 email addresses and respondents were asked to fill 

in an online questionnaire.  
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3.2. Survey  

The survey consisted of variables which were mostly derived from the literature 

described above. The variables consisted of demographic questions about the therapists 

and the client groups they treat, their expertise, if QS is already applied in their practice 

and how, and potential aims to use QS in their practice. Other variables consisted of 

‘attitude of the client toward QS technology’, ‘attitude of the sports therapists toward QS 

technology’, ‘complexity of QS for practice’ and the ‘intention to adopt QS’.  

4. Results 

The online questionnaire was send on April 6
th

 to the respondents and on April 19
th

 a 

reminder was sent to the respondents. On May 1
st
, the questionnaire was closed. The rate 

of response to the survey was 20,1% (135), which is 16% of the total population of sports 

physiotherapists in the Netherlands. In table 1 more demographics are shown about the 

sample. The mean respondents’ age was 42 ± 24 years. 

 

Table 1. Demographics respondents   

Demographics Group Frequency (n=135) 

Sports physiotherapists 

Gender  

 

Men

 

93 (69%) 

 Women 42 (31%) 

 

Work situation   

 

 

Own practice 

Employed

 

 

65 (48, 2%) 

  70 (51,8%) 

 

Clients 

 Age category (years)  

 

 

 

0-20   

     21-40 

  41-60 

             > 60

 

 

                                   4  (2,9%) 

79 (58,9%) 

49 (36,7%) 

2 (1,5%) 

 

 

When asked which sports type would benefit the most form QS technology, athletics  

was mentioned the most often 30, 4% (n=55). Multiple answers were possible here, see 

table 2. 

 

Table 2. Sports type 

Sports type Percentage (frequency) 

Athletics 30,4 (55)

Ball games 

Skating 

24,3 (44) 

15,4 (28)

Swimming 12,2 (22)

Racket sports 

Others 

Total 

10,5 (19) 

7,2 (13) 

100 (181)

 

Of the respondents, 70% state that they never used data of clients which their clients  had 

derived from a QS technology. When asked if their clients used data derived from QS 

technology, 53% answered that their clients do not have QS data and 8% of the 
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respondents declared that their clients often use data derived from QS technology. From 

the total sample of 135 sports physiotherapists, 48% states that even when their clients 

have data derived from QS technology, that they never shared it with their therapists.  

30% of the respondents assesses him/herself as not having the right knowledge to 

use the retrieved QS data in treatments. Also, 28% of the total sample stated that the 

organization they currently work for would not allocate enough time to integrate QS 

technology in the current work practice. Only 14% stated that they received information 

(training, literature, etc.) about QS from the organization they worked for. However, a 

slight majority of the sports physiotherapists (54%) thinks that their clients will be 

satisfied with the use of QS technology within the treatments and 60% of the sample 

expects that their clients will experience the added value of using QS technology in 

treatments. 

Table 2 shows that the internal consistency of the questionnaire and the resulting 

Cronbach’s alpha coefficients give us sufficient trust in the questionnaires overall 

reliability.  

 

Table 3. Cronbach’s alpha constructs   

Demographics Cronbach’s α     Mean  (SD)   

Attitude client to QS 0,822 2,594

Attitude sports 

physiotherapists to QS   

0,799 2,613 

Complexity of QS for  

practice  

0,749 2,238 

Intention to adopt QS 0, 794 2,400 

 

Age was significantly correlated with the intention of sports physiotherapists to adopt 

QS technology (r = -0.27, P  < 0.007); the older the therapists, the more negative he/she 

is towards the adoption of QS technology. No difference was found with regard to gender 

of the physiotherapist and the intention to adopt QS technology (p > 0, 05). Also there 

has been no significant difference found with regard to the work situation of the sport 

physiotherapist and the intention to adopt QS technology.  

 

5. Conclusion and Discussion 

Our work describes a study to provide insights into the current state of adoption of QS 

technology by sports physiotherapists in the Netherlands. Using QS technology could be 

beneficial for physiotherapists in general, but specifically for sports physiotherapists. In 

accordance with the literature, we also found that there is a low adoption of QS 

technology in this specific medical setting [6] and that even when clients of sports 

physiotherapists use QS technology they do not share their data with their therapists. 

This means that a potential, rich data source which could be very useful for more 

personalized treatments proposals. Also, sports physiotherapists note that they do not 

find themselves equipped enough to use QS data in their treatments. Related work 

recently showed that there are ways to develop so that individuals can get a deeper 

understanding to engage with the big data derived from QS technology [9]. It is important 

to create an infrastructure for physiotherapists in which it is possible to explore the use 
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of QS data and provide some kind of a learning community in which therapists can learn 

from each other and ask support to each other in adopting and using this new form of 

data which can be added to the existing array of means of sports physiotherapists to 

provide the best treatment for their clients. 
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Abstract. Health monitoring in everyday situations has become important due to 
the rapid aging of many societies. Speech changes have been suggested as a means 
of measuring an individual's state, such as emotion and stress, and screening for 
neurodegenerative diseases. However, how speech features are associated with daily 
physical conditions remains unknown. In this study, we investigated whether 
acoustic features collected in everyday situations could be used for inferring the 
daily physical conditions of older adults. We analyzed speech data collected in two 
settings of monitoring the health of older adults: during phone calls with an actual 
service for regularly monitoring older adults and with a tablet-based monitoring 
system we developed. Through analyses, we suggest that acoustic features extracted 
from speech data in everyday situations may be used for detecting poor physical 
conditions. 

Keywords. Health Monitoring, Physical Condition, Voice, Application, Pilot Study, 
Mobile Health, Conversation. 

1. Introduction 

The increase in longevity and decrease in the number of newborns has resulted in the 
populations of most countries aging rapidly, and the number of people above 65 years of 
age continues to rise [1]. The number of older adults who live alone is also increasing, 
and it is becoming an increasingly serious social problem of how to support aging in 
place and mitigate emergency situations [2]. Health monitoring technology and services 
are expected to help community-dwelling older adults not only monitor and manage their 
own health but also share their health status to caregivers including family members 
living apart [3]. Being capable of inferring unutilized information associated with an 
individual's health status would hold promise for supporting aging in place and 
improving health outcomes. 

To monitor the daily health status of older adults in unobtrusive and passive ways, 
one of the most prominent candidates is identifying changes in speech and language 
behaviors that can occur when a person is unhealthy [4-8]. In fact, a multitude of lab 
studies have reported that speech and language features such as acoustic and linguistic 
features are useful for inferring stress [4] and emotion [5] as well as screening for 
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neurodegenerative diseases and mental illness such as Alzheimer's disease [6] and 
depression [7]. In recent years, speech data recorded by using portable devices such as 
smartphones has garnered increasing attention as it could make the technology developed 
in previous lab studies available in everyday situations and extend the range of 
application [9]. Several field studies have already reported the usefulness of speech data 
recorded by smartphones for screening diseases and monitoring a disease's symptoms 
[10]. However, whether and how daily physical conditions can be automatically 
monitored by using speech data in everyday situations has not been investigated.  

In this study, we hypothesize that acoustic features could be used to infer daily 
physical conditions and tested this by analyzing speech data collected in two settings in 
which the elderly was monitored in everyday life. In one setting, conversational data was 
collected from a service for regularly monitoring older people, where they talked to 
communicators on the phone about their own lives once or twice a week. In the second, 
we developed a tablet-based monitoring system and collected speech data in a pilot study 
conducted for a month. Through analyses, we indicate the possibility that acoustic 
features could be utilized for detecting poor physical conditions in older adults in 
everyday situations.  

2. Methods & Materials 

In this section, we first describe the acoustic features and machine learning techniques 
used to test whether acoustic features could be used to detect poor physical conditions. 
We also explain the speech data that we used.  

2.1.  Model for detecting poor physical conditions 

We first extracted a series of acoustic features from the speech data. Next, we built a 
two-class classifier for detecting poor physical conditions by using a subset of features 
resulting from a feature selection method to avoid over-fitting. 

For feature extraction, we used the open-source media interpretation of a large 
feature-space extraction toolkit, openSMILE [11]. Using the toolkit, we extracted 988-
dimension acoustic feature sets based on the standard configuration file in the toolkit 
("emobase.conf"), which has been typically used for inferring an individual's emotion. 
The openSMILE toolkit extracts features by computing statistical functionals of low 
level descriptors and first order delta regression coefficients. In the feature set used in 
this study, the following 26 low level descriptors were used, i.e., intensity, loudness, 12 
Mel cepstral coefficients, pitch (F0), F0 envelope, probability of voicing, 8 line spectral 
frequencies, and zero-crossing rate. 

As for the classification model, we compared two kinds of methods: support vector 
machine (SVM) and random forest models [12,13]. For a kernel function of the SVM 
model, we used a radial basis function, . 
Hyperparameters such as  for the SVM model and number of trees for the random forest 
model were determined by grid search based on the scores of a ten-fold cross-validation. 
We used the algorithms for both models that are implemented in MATLAB (MathWorks 
Inc., Natick, MA). For the feature selection, we used a method based on the area under 
the curve of the receiver operating characteristic curve for each feature. 
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2.2. Speech data obtained during phone calls with regular-monitoring service 

We used conversational data collected from a monitoring service provided by Cocolomi 
Co., Ltd (Figure 1A). In this service, communicators call and talk with older individuals 
once or twice a week, typically for 10 to 20 minutes, and report the transcribed texts to 
family members such as their children. The service aims to help family members living 
apart catch up on the lives of older individuals including their recent health conditions. 
We manually selected and labeled the speech data as to whether an individual was in a 
good or poor physical condition at that time. Consequently, we obtained 32 pieces of 
speech data with labels indicating a good or poor physical condition collected from five 
older people (three females and two males; age range 67-84 years, i.e., 78.8  6.9 years 
old). The average and standard deviation for the data duration was 10.8  3.8 minutes, 
and the total data duration was 345.7 minutes for the analysis. 

2.3. Speech data obtained from tablet-based monitoring service 

To gain insights into whether we can automatically detect poor physical conditions with 
a monitoring system that uses a portable device, we developed a monitoring system and 
conducted a pilot study (Figure 1B). Specifically, we designed and developed a system 
for monitoring the daily physical conditions of older adults by using tablet devices. Every 
day, a tablet application asked older individuals about their physical condition at a 
regular time. The results were sent to other older participants who lived in the same 
community. When the response was either poor physical condition or there was no 
response, someone went to check the condition at the person's home and share it with 
community members. At the same time, every morning and every night, the tablet 
application collected data pairs comprising physical condition data subjectively rated on 
a numerical scale from 0 to 100 at 20 intervals and speech data on speech used for 
greetings that participants recorded on the application, such as good morning and good 
night. We used the former data as labels of speech data for inferring physical conditions. 
 

 
We conducted this pilot study from December 2015 to March 2016 for about three 
months in Kiyosedai, Nishinomiya-shi, Hyogo, Japan. During this period, we collected 

Figure 1. Overview of speech data collected in two settings of elderly monitoring in everyday life. (A) Regular 
monitoring service for older adults provided by Cocolomi Co., Ltd. (B) Tablet-based monitoring system we
developed in this study. 
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the data pairs comprising physical condition and speech data from February to March 
2016 for about one month. We gave tablets to and collected data from five older adults 
(three females and two males; age range 68-77 years, i.e., 71.6  4.1 years old). We had 
other 16 older adults join this study as participants who monitored the physical conditions 
of the five older adults by using the system (nine females and seven males; age range 62-
78 years, i.e., 70.1  4.3 years old). 

 
Table 1. Detection performance of the personalized models for each older individual. 

   Detection performance (%) 
Gender Age # of features Accuracy Precision Recall F-measure 
Male 67 6 89.8 89.6 87.8 98.6 
 83 4 82.5 83.7 97.5 90.1 
Female 79 12 74.4 71.0 85.8 77.7 
 81 7 92.9 91.1 97.6 94.3 
 84 5 98.1 97.1 100.0 98.6 

3. Results 

We analyzed the speech data obtained during the phone calls with the above-mentioned 
regular-monitoring service. First, we built a personalized model for each older individual 
and evaluated its performance on the basis of ten-fold cross-validation. As a result, our 
model detected poor physical conditions with an accuracy of 87.5% on average 
(detection accuracy range: 74.4-98.1%, chance: 50%, Table 1). As for the classification 
models, the SVM models were better than the random forest models for all individuals, 
and the feature selection process selected 4 to 12 acoustic features. Next, we built a model 
by using all of the data and evaluated it by leave-one-subject-out cross-validation, where 
the models were trained by using the data collected from all of the participants except 
one and then tested on the data of the one participant left out of the training data set. We 
obtained an accuracy of 60.7% (69.1% precision, 56.5% recall, 62.2% F-measure, and 
chance 50%). In this model, the classification model was the random forest model, and 
the number of trees and selected features were 25 and 22, respectively.  

As a result of the pilot study for our tablet-based monitoring system, we obtained 
190 pieces of speech data with subjective ratings of physical conditions on a numerical 
rating scale. During the experiment period, only one participant reported poor physical 
conditions three times, and the other participants reported the same values for the 
subjective rating of their physical conditions that denoted good physical conditions (60 
or 80). We obtained a preliminary result showing that the model could differentiate the 
three pieces of speech data reported for poor physical conditions with 100% accuracy, 
but we need to collect more data to confirm the result due to the small sample sizes for 
poor physical conditions. 

4. Conclusion 

In light of the increasing demand for health monitoring for older adults, we investigated 
whether acoustic features could be used for inferring daily physical conditions. To this 
end, we analyzed two kinds of speech data gathered in the context of elderly monitoring. 
For one kind, conversation data was obtained during phone calls with human staff 
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members of an actual service for regularly monitoring the elderly. For the second, we 
devised a tablet-based monitoring system and collected data in a pilot study for a month. 
Through analyses with acoustic features and machine learning techniques, we showed 
preliminary results indicating that acoustic features obtained in everyday situations may 
be used for automatically detecting poor health conditions in the context of elderly 
monitoring services and applications. One of the limitations in this study was a small 
number of samples, and thus, we need to collect more data with more participants as well 
as have longer follow-up periods. However, because, to the best of our knowledge, this 
is the first study to investigate the relationship between acoustic features and daily 
physical conditions, we believe that our results will help in future research on monitoring 
the daily health status of older people. 
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Abstract. Introduction: Ischemic heart disease and stroke have been considered as 
the first global leading cause of death in last decades [1]. Blood pressure (BP) 
management is one of the easiest ways suggested for preventing and controlling 
cardiovascular diseases before the patient develops complications and death-
following outcomes.  Appearance of technology advancements in the health 
system has motivated researchers and health providers to study its different aspects 
and applications in order to improve disease prevention and management. 
Following these efforts, mobile health (mHealth) technologies were presented to 
provide people with fast and easier- to- use services. Although there are some 
unsolved challenges, these technologies have become popular among many people.  
As an important part of mHealth, mobile applications (apps) have been the focused 
subject of many studies in the last decade. The objective of this systematic review 
is to assess the potential effects of mobile apps designed for BP management by 
scrutinizing the related studies. 
Materials and Methods: Search methods: We searched the following electronic 
databases in December 2016: Medline (PubMed), National Center for 
Biotechnology Information (NCBI), Cochrane Central Register of Controlled 
Trials (CENTRAL), PsycINFO, Cumulative Index to Nursing and Allied Health 
Literature (CINAHL), Education Resources Information Center(ERIC), Web of 
Science, ProQuest, and Google Scholar. No language restriction and start point 
limitation were imposed. 
Selection criteria: We included studies that evaluated and assessed mobile apps for 
BP management and related clinical trials that considered mobile app as the only 
difference between intervention and control groups. 
Data collection and analysis: Two review authors applied the eligibility criteria, 
extracted data and assessed the quality of included studies. 
Results: Literature search resulted in 13 included studies and 27 reviews. 12 
records of 13 included studies identified as interventional studies. The review 
showed that the mobile apps may improve individual's BP condition and 
medication adherence.   
Conclusion: Most of the studies had emphasized positive effects of mobile apps in 
BP management. However, there is a necessity for performing further 
investigations due to the identified issues in this study such as low number of 
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participants and limited intervention period in randomized controlled trials, and 
interventions limited to only hypertensive or high-risked individual. 

Keywords. Hypertension, blood pressure, mobile application, mobile health 

Introduction 

Administrating a continuous procedure, heart is considered as a key organ which 
provides the demands of body cells by pumping blood. The exerted force against blood 
vessels caused by blood flow is referred as blood pressure (BP) which is commonly 
used as a heart condition determinant. Followed by heart systolic and diastolic phase, a 
maximum and minimum pressure can be measured as systolic and diastolic blood 
pressure. Going out of normal range can cause different problems and complications. 
Cardiovascular diseases and stroke, the world's biggest killers, are considerable 
outcomes of uncontrolled BP. Hypertension(HTN), a condition of having persistent 
elevated BP, is a common condition which can be easily prevented[2]. However, the 
complications may be developed gradually behind the probable asymptomatic phase of 
disease. Helping people being alert of silent variations of BP has become a thought-
provoking issue among health providers, professionals, and researchers[3]. 

Integrating technology advancements and health services have opened a new era in 
reinforcing health care quality. Going beyond customary sphygmomanometer and 
previous disease management and prevention methods, mobile health (mHealth) 
(defined as an area of electronic health that provides information and health services 
via mobile phone) technologies have brought up as a strong solution for some of the 
requirements in this issue. Mobile applications (apps), as part of mHealth technologies, 
are providing health care professionals, patients, and even healthy people with different 
services like measurement of vital signs, medication reminding, and nutritional 
consultation. However, some remained challenging issues are motivating researchers 
and health providers to investigate if these mobile apps will play a useful role in the 
health system [4]. The objective of this systematic review is to assess the potential 
effects of mobile apps in blood pressure management by scrutinizing related studies. 

1. Methods and Materials 

A comprehensive literature review was conducted according to Preferred Reporting 
Items for Systematic reviews and Meta-Analyses (PRISMA)[5]. The main question 
was framed based on PICO (Population, Intervention, Control, and Outcome) model 
and the search strategy was developed subsequently, which was inspected with the help 
of an expert team consisting of a general practitioner, a cardiologist, and an information 
technology expert. 

Two main research areas were considered for designing the search strategy as 
follows: 
� Diseases and conditions; such as Hypertension, blood pressure, chronic diseases. 
� Mobile area; such as Applications, software, mobile programs. 

The considered databases for the study are Medline (PubMed), National Center for 
Biotechnology Information (NCBI), Cochrane Central Register of Controlled Trials 
(CENTRAL), PsycINFO, Cumulative Index to Nursing and Allied Health Literature 
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(CINAHL), Education Resources Information Center (ERIC), and Web of Science. 
They were searched in December 2016 without any language restriction and start point 
limitation. Additionally, we searched ProQuest and Google Scholar for gray literatures. 

Two reviewers (R.M. and M.A.T.) independently perused the extracted articles and 
identified their suitability by focusing on their title and abstract. Eligibility was 
determined by applying inclusion/exclusion criteria on full texts of all reports that 
appeared to meet inclusion criteria or if their title and abstract provided insufficient 
detail. The considered criteria are mentioned below: 
� All published studies that were conducted to assess and evaluate mobile apps 

designed for BP or HTN management were included. 
� Clinical trials were included if the mobile application was the only difference 

between intervention and control groups. 
Two review authors collaboratively extracted data by using a designed data 

extraction form which had been finalized after a pilot test followed by a revision by the 
expert team.  Reviewers' disagreements were resolved in each stage of the study via 
discussion and if they couldn't come to an agreement the opinion of the third author 
(S.H.) was asked. For each initiative, we extracted information on publication details, 
study design, participants, and intervention characteristics. 

To assess the quality of recorded studies, reviewers used Critical Appraisal Skills 
Program (CASP)[6] and STROBE[7] checklists to classified ones based on senses they 
reached in totally. In order to reduce the risk of bias, reviewers were blinded to authors 
and institutions during the review and quality assessment procedures[8]. 

2. Result 

The search strategy identified 2656 unique records (2901 total records) which were 
screened for eligibility. After eliminating irrelevant records, 82 records were obtained 
for further assessment in full version. 42 further records were also excluded for 
multiple reasons such as: app designing without evaluation, only app validation, app 
review only aimed to figure out its application, and RCT or review protocols. 

Forty related records were identified from which 13 records were selected for 
quality assessment (27 records were reviews that were used only to check their 
bibliographies for possibly-missed records). (Figure 1) 

 

 
Figure 1.PRISMA flow diagram of the literature search and study selection. 

All 13 final records were published from 2007 to 2016 in English. Most of these 
records (12 of 13) can be classified in two groups of interventional studies: trials and 
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before-after studies. The 13th record was identified as a qualitative study that examined 
the acceptability and psychosocial impacts of the app on hypertensive patients by 
designing an interview about technology-based self-management [9]. 

In all 13 studies, interventions had been performed in a time period less than a year. 
All participants were hypertensive or fighting with a hypertension-associated disease 
like diabetes or kidney transplant. Three studies had focused on assessing medication 
adherence facilitated by a mobile app which led to improvements in BP management 
[10-12]. As another outcome, in one of the records some changes in the rate of BP self-
management had been detected[13]. Most of the included records assessed the tele-care 
systems that used a mobile app which was connected to a digital BP device and 
received data and collected it for further analyses [14-17]. However, manual data 
entering was also identified in some studies. In these cases, data was transferred to a 
control center through a web-based system and a further data analyses and sending 
feedback were performed by a practitioner. An app based on technology-supported 
apprenticeship was also identified and its impact on hypertension management had 
been assessed compared to a successful coaching model[13]. 

Quality assessment results contain 4 low, 2 medium and 7 high quality studies 
based on checklists mentioned above. 

3. Discussion and Conclusion 

Our literature search identified 13 records designed for investigating the impacts of 
mobile apps on hypertensive or high-risk individuals. This study showed that mobile 
applications are capable of improving individual's BP condition and its management in 
these health statuses. As tracking BP fluctuations is necessary for all individuals 
whether hypertensive or healthy, there is need for new studies focusing on all people. 

Most of the studies acknowledged the fruitfulness of mHealth technologies. Due to 
the results of a high-quality record [16], these systems are followed by a considerable 
profit in short-term period, but studying for assessing long-term results is suggested. 
Utilizing these systems may cause impressive improvements in health condition, 
especially for rural areas considering data transfer speed and their ability to provide 
more people with more available services. Most studies were performed in American 
countries; while performing studies in other countries and places is suggested.  

During studying records, we found some studies that only focused on designing 
apps or tele-health systems that used different features of mobile devices like 
microphone and camera for detecting BP[18-20]. Although it reflects the potential 
application of these devices, there is a necessity for further inspection and setting more 
comprehensive rules for controlling app quality. Some records had discussed this issue 
[21] but it requires more serious and major efforts due to the large number of designed 
apps. The existing apps in markets like App Store and Play Store are covering many 
different aspects of BP self-management such as: direct or indirect BP measurement, 
medication adherence, diet consultation, salt intake controlling, and activity tracking, 
while most identified studies related to transferring data by connecting digital BP 
devices to mobile devices[22, 23]. The other aspects need to receive more attention. 

In included randomized controlled trials, minor population and limited intervention 
period may cause some biases as they may develop different results in wider studies. 
We did not find such studies; hence, considering this issue may clarify the impacts of 
mobile apps on individual's health. 
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Finally, mobile health applications seem to be a powerful arm in managing BP; 
however, more efforts and studies are needed to adapt these technologies for every 
single community. Moreover, the other features of these apps (especially multi-
functional parts) should be focused in further studies which could pave the way for 
having a flawless BP management mHealth technology. 
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Abstract. Peripheral Arterial Disease (PAD) is a chronic cardiovascular disease. It 
is highly prevalent in older adults. Mobile Health (mHealth) and Telehealth 
technologies are considered two central digital solutions for enabling patient-
centred care. There is evidence that physical activity apps can improve health 
outcomes in adults. The aim of this project is to develop a prototype of smart 
phone app to target patients with PAD, which we named YORwalK, to promote 
exercise and track changes in walking ability in this population. We used a 
multidisciplinary team combined with a User Centred Design approach. We 
performed an evaluation survey using modified System Usability Scale (SUS). The 
survey was to assess the usability of the App and completed by health care 
professionals. The App was developed based on the concept of promoting 
behaviour change through feedback and life style prompts. YORwalK features 
incorporate self-monitoring and motivating feedback. SUS result indicating higher 
usability of the App. 

Keywords. Peripheral Arterial Disease, Intermittent Claudication, Mobile 
Application. 

Introduction 

Peripheral Arterial Disease (PAD) is a chronic cardiovascular disease characterised by 
atherosclerotic narrowing or occlusion of the arteries supplying the legs. It is highly 
prevalent in older adults, affecting around 20% of adults aged > 70 years [1, 2]. Around 
10% to 35% of patients report the typical symptoms of intermittent claudication, which 
is specifically defined as lower-limb discomfort or pain on exertion that is relieved 
within 10 minutes of rest; however, a further 30% to 40% report other, atypical lower-
limb symptoms [3]. Intermittent claudication impairs quality of life by limiting 
ambulation and activities of daily living [4]. 

Supervised exercise training, particularly that which involves walking as the main 
exercise modality, is an effective treatment for improving walking ability in individuals 
with intermittent claudication [5]; however, only few supervised exercise programs 
exist specifically for these patients [6], limiting access to this therapy. As such, most 
patients with intermittent claudication are unable to participate in supervised exercise. 
For unsupervised exercise programs, the evidence is currently weak and mixed [7]. In 
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particular, a lack of sufficient motivation and pain has been cited as major barriers to 
participation in self-managed exercise [8]. 

Mobile Health (mHealth) and Telehealth technologies are considered two central 
digital solutions for enabling patient-centred care [9]. By offering timely, personalised 
and interactive access to health data and services, a primary aim is to empower patients 
to take a more engaged role in their care process and improve the quality of the 
coordination of care between patients and carers. In particular, the number of mHealth 
apps that support self-management and self-monitoring has increased significantly. It 
was estimated that, by 2017, 65% of these apps will focus on capturing and 
communicating data to measure patient conditions, with emphasis on managing chronic 
diseases [9]. 

Claims concerning the benefits of these digital technologies have to be supported 
by the necessary evidence of efficacy, cost-effectiveness, usability, safety and security. 
In terms of efficacy, the systematic review of Schoeppe et al. provided modest 
evidence from 13 studies that physical activity apps can improve health outcomes in 
adults, with efficacious interventions including goal-setting, self-monitoring and 
performance feedback in the app design [10]. However, none of the studies in this 
review included people with intermittent claudication or mHealth apps specific to this 
population. The aim of this paper is to develop a prototype of such an app, which we 
named YORwalK, to promote exercise and track changes in walking ability in this 
population. The app development process and the preliminary evaluation is described 
herein.  

1. Methods 

At the initial stage, the user requirement of the project was collected using the User 
Centred Design approach [11]. A Multidisciplinary Team (MDT) formed of two 
vascular surgeons, two software engineers and an Exercise and Health Sciences 
researcher were arranged for regular meetings to formulate the requirements and app 
specification. The system was implemented using the Android platform with the 
Android Studio version 2.3.3 which is recommended by Google as an Integrated 
Development Environment (IDE). The user interface was implemented using the final 
prototype developed based on the feedback from the MDT of the project. Continuous 
refactoring and testing was done on the code to ensure that it meets the design, 
standards and user requirements. 

We performed an evaluation survey using modified System Usability Scale (SUS) 
[12]. The survey was to assess the usability of the App. In this cross sectional survey, 
we targeted random health care staff in York hospital. It has been performed over a 
week. All candidates had unstructured interview by one of the development group to 
explain the specification the app. Each candidate was given at least 10 minutes to use 
the app and explore its specifications and was asked to complete a modified SUS and to 
give feedback on aspects of improvements needed on the app.  

2. Results  

A document containing the list and description of the system requirements specification 
was submitted to the MDT for review (see Table1 for an example requirement). For the 
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app design, various software engineering best practices, guidelines and standards were 
used to ensure that the app meets the requirements, ensure that usability is achieved. 
This includes the NHS Digital’s SCCI 0129 [13], the Google’s Android User Interface 
Guidelines [14], and the NHS Digital’s Common User Interface Design Guidelines 
[15]. The following artefacts were produced as part of the design process: 

� Use Cases: describing the interactions between the user and the App. A use 
case diagram was developed using the user requirements specified above.  

� System Architecture: Model-View-Presenter (MVP) architecture was used for 
the system architecture. This architecture is recommended by Google as most 
of the Android components and libraries were created using the MVP 
approach.  

� Database Architecture: a SQLite Database as the recommended database for 
Android was used to achieve data persistence.  

� Activity Flow Design: The Activity flow shows all the activities of the system 
and how they interact with each other, modelling the manner in which a user 
navigates from one screen to the other.  

� Class Diagram: It is a detail list of the classes representing the Model 
component of the project. These classes are part of the business logic and are 
used to hold data that is fetched from the database as well as the data from the 
presenter. This includes the user data such as age, height and weight, daily 
activity and six-minutes walking test classes. 

� Flow of Control: describing the sequential flow of data for each process in the 
App. The diagram details how the data is processed when a condition is true 
or false. 

 
Table 1: Subset of Requirements Specification 

 
The delivered system comprises the App in Application Package Kit (APK) format 
which is the file format that is recognised by the Android Operating System. The App 
was delivered in the Alpha state and its features and functions satisfy the user 
requirement. The features of the App delivered are described in detail below: 

� Daily Activity: This consists of a step counter sensor, progress bar, a step 
counter display and a rating bar (Figure ). The step counter sensor detects 
when the user makes a step, the progress bar shows the percentage progress 
based on the user’s target, the step counter display shows the total number of 
steps taken by the user and the rating bar shows the rating percentage based on 
the user target. The step counter has a delay when displaying the number of 
steps. This is because the step sensor combines and processes steps together 
instead of reporting them individually; it returns an aggregated number of 
steps. The rating bar displays a star for each 20% progress completed of a  
target. 

 

1
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Figure : Countdown  

 
Figure : Weekly Report 

 
Figure : Monthly Report 

� The Six-minute Walking Test: This feature uses the same step sensor in the 
daily activity feature. The Six-minutes Walking Test comprises the walk test 
instruction pages, the initial countdown of 3 seconds before starting the walk 
test, the 6 minutes countdown timer, the pain button, the summary of 
completed walk test and the report (weekly and monthly). The instruction 
pages details the procedure of how, when and where to perform the test as 
well as its objectives. The pain button is provided as an option for the users to 
indicate when they first experience a leg pain. This helps the App to determine 
the pain free walking distance. The summary of the walk is displayed at the 
end of the walk. 

� The Report Feature: This feature as shown in Figures  and  is used to track 
all the activities (daily activity and Six-minutes walking test) done by the user. 
The reports are represented in bar graphs and line graphs. The weekly report is 
displayed in a bar chart while the monthly report is displayed in a line chart. 
The bar and line graphs allows scrolling to see previous and later reports. The 
reports can also be viewed in landscape in order to have a bigger and better 
analysis of the graphs. 

Finally, 21 health care professional including nurses and doctors had completed the 
survey. All health care professional worked on surgical inpatient ward and have 
experience of working with elderly patients. The SUS methodology was used to 
calculate the score [12]. The mean score was 83.3 (9.6 SD) indicating higher usability 
of the App.  

3. Discussion and Conclusion 

The concept of this app is to promote behaviour change through feedback and lifestyle 
prompts. This concept is supported by results from meta-analysis which showed 
interventions to increase physical activity among elderly patients have larger effect 
when they targeted only activity behaviour, excluded general health education, 
incorporated self-monitoring, used centre-based exercise, and recommended moderate 
intensity activity [16]. This contrasts to an app developed by Stanford VascTract [17] 
which has concentrated on data collection and used as research tool. YORwalK is 
designed using patient centred concept to achieve its planned goals. 

1 2 3

2 3
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The App is available only for modern android phones and that is a weakness in this 
version. The App should also be able to connect to wearable fitness devices for more 
accurate reporting of activity. The SUS score suggests higher usability. However, the 
survey was completed by health care professionals. The target group of patients should 
be addressed for evaluation of this App to obtain further feedback. The YORwalK team 
considers seeking feedback from patients through a patients’ forum. Target group 
feedback should be the next step. The following step should be the second phase of 
developing the App to cover the weak points identified in the first phase. The App then 
should be tested through clinical trial to assess usability and proof of concept. 
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Abstract. In this paper, we present an approach for enhancing the safety of 
artificially ventilated patients using ambient process analysis. We propose to use 
an analysis system consisting of low-cost ambient sensors such as power sensor, 
RGB-D sensor, passage detector, and matrix infrared temperature sensor to reduce 
risks for artificially ventilated patients in both home and clinical environments. We 
describe the system concept and our implementation and show how the system can 
contribute to patient safety. 
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Introduction 

It is unclear how many people in Europe are artificially ventilated, but Lloyd-Owen et 
al. reported in a study carried out from 2001 to 2002 that the prevalence of home 
mechanical ventilation (HMV) is 6.6 per 100,000 people [1]. Applying this figure to 
the estimated 512 million of the European Union, around 34,000 people were 
artificially ventilated at home in the EU at the time of the study. However, this number 
is subject to uncertainties, as the prevalence for the individual countries varies [1]. 
Nevertheless, it is evident that a considerable number of people are artificially 
ventilated at home. It requires ventilators (artificial lungs), monitoring devices, nursing 
and respiratory equipment, and 24/7 intensive care staff to enable artificial ventilation 
at home. 

In such a complex conglomeration of techniques, methods (e.g., for intensive care) 
and humans, critical situations can arise that pose a threat to the safety of the patient. 
For example, there are situations when the respirators are disabled, or its alarms are 
muted or deactivated. Although the nursing staff is (theoretically) 24/7 available, such 
situation can end lethally for the patient [2]. 

In this paper, we present a concept for an Ambient Process Analyzer (APA). The 
APA uses the information provided by ambient sensors such as RGB-D (RGB + Depth) 
motion sensors, infrared temperature sensors, passage detectors, and power sensors 1.) 
to identify possible critical situations within health care situations and 2.) to generate 
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context-sensitive alarms. This improves patient safety with another safety guard and 
relieve caregivers by avoiding unnecessary false alarms (alarm fatigue). 

1. Related Work 

The safety of HMV patients can be improved through different approaches ranging 
from enhancing nursing staff team culture [3] over hygiene standards to observation 
technologies. There are some approaches to improve patient safety in clinical intensive 
care units (ICU) in general [4], but little can be found regarding intensive care at home. 
Orlikowski et al. [5] have evaluated the monitoring of ventilation efficiency with 
ventilator-integrated End-Tidal CO2 sensors. Their approach requires a close-to-body 
sensor, whereas our approach is based on ambient sensors. 

Ambient sensors, on the other hand, have been widely adopted for Ambient 
Assisted Living (AAL) to enhance the safety of elderly at home [6], e.g., fall detection 
concepts [7]. Wiede et al. for example summarize the use of RGB cameras to derive 
vital parameters of patients at home [8].  

2. Concept 

2.1. Enhancing Safety of Artificially Ventilated Patients 

The joint research project MeSiB aims to increase the quality of life and the safety of 
ventilated patients, especially in home environments. This will be realized through the 
specific use of technologies for monitoring and for generating context-sensitive alerts 
for the nursing staff. The APA, which will be presented in detail in the next subsection, 
is the central software component that uses data from a variety of ambient sensors to 
provide context-sensitive monitoring of critical processes and conditions within 
artificial ventilation. It will work in close conjunction with a Rules Engine that decides 
the warning and alert actions based on the state data the APA provides. 

2.2. Ambient Process Analyzer 

The APA is a multisensory system consisting of ambient sensors (hardware), sensor 
fusion (software), and state derivation units (software). The APA's objective is: 
determine the state of the patient, of the caregiver/healthcare personnel, and of the life-
preserving devices, i.e., the ventilation machine. 

The basic structure of the APA is outlined in Figure 1. The input (1) of the APA is 
sensor data from an RGB-D (RGB + Depth) sensor, a power sensor, an infrared array 
temperature sensor, and passage detectors. The RGB-D and the power sensor are input 
to Sensor Fusion Unit A (SFU-A, (2)), which derives the patient's state (e.g., vital signs 
or location). The RGB-D is also an input for Sensor Fusion Unit B (SFU-B, (3)), 
together with the infrared array temperature sensor and the passage detection sensor.  
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Both SFUs derive the patient's and the caregivers' state (the latter based on 
presence and activity detection) and transmits the result states via HL7 Version 2 ORU 
to a further deciding Rules Engine (4), which is located on an independent device. With 
data from the power sensor alone, the state of ventilation machine could be derived, 
e.g., ventilating, standby or offline. 

Figure 1. Structure of the Ambient Process Analyzer (APA) 

3. Implementation 

Our APA-implementation incorporates four different sensor types (see section before), 
the actual sensor hardware in our implementation are Microsoft Kinect (RGB-D), 
Panasonic Grid-Eye (Infrared Temperature Sensor), ELV HmIP-SPDR (Passage 
Detector) and a custom build power sensor. 

3.1. Algorithms for Patient State Detection 

Deriving the status of the patient is not trivial. Artificially ventilated patients are 
usually immobile or minimal mobile in bed, making it difficult for ambient sensors to 
capture reliable data. Nevertheless, two statements that could be made by external 
sensors are of interest: first, reliable ventilation of the patient is of vital interest. If the 
ribcage is visible to the RGB-D sensor, our approach will try to use the depth image of 
the sensor to detect the raising and lowering of the rib cage, i.e., breathing. Although 
the reliability of such detection is likely to be low, the information from that sensor 
may improve the detection of the other sensors so that that overall a reliable statement 
can be made about the state of the patient's ventilation. 

The second aspect is the monitoring of the patient's situation in the hospital bed. 
Bedridden patients must be regularly moved, for pressure ulcer prophylaxis and 
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atelectasis and pneumonia prophylaxis. It is possible to detect the position of the 
patient in bed by the folds of the duvet to a certain extent [9], [10]. We want to expand 
on this approach and thus recognize how the patient has been relocated. A downstream 
system can use this information to generate information or warnings for nursing staff. 

3.2. Presence and Activity Detection 

The Rules Engine requires the number of persons that are present in the room of the 
patient, because some situations, e.g., a break in the respiration flow, may be uncritical 
if caretakers are present but may be critical if the patient is alone. Therefore, we detect 
the number of persons present in addition to the patient. For a safety system, it is 
necessary to obtain an excellent detection rate. However, as literature shows [11], a 
precise presence detection can only be obtained by cameras, which cannot be used in 
some countries because of their poor acceptance and privacy issues. Thus, we propose 
a system with two recently introduced sensors: The Panasonic Grid-Eye sensor and the 
passage detector (HmIP-SPDR) by ELV. 

The Grid-Eye sensor is an infrared temperature array sensor. This sensor provides 
an 8x8 matrix of temperature values and covers an angle of about 60°.  This sensor is 
placed above the patient’s bed with the aim to detect the number of persons next to the 
patient. We will use machine learning techniques to train an algorithm, which detects 
the number of persons based on the sensor data. The passage detector is equipped with 
two sensing elements that allow the system to detect the direction of persons passing 
the sensor. The output of the presented presence detection sensors will be sent to the 
rule engine using the HL7 V2 ORU message type.  

The Kinect sensor also contributes to the activity detection of the caregiver. At 
first, we segment the motion data of the Kinect using an unsupervised motion 
segmentation algorithm [12] before a classification algorithm is used to detect activities. 

3.3. Power Supply Monitoring 

A report documented in the Critical Incident Reporting System (CIRS) shows that 
unintended status changes of the respiratory device may cause the death of the patient 
[2]. In the reported case, the respirator was unintentionally switched to standby mode. 
A disconnection from the power supply is valuable information for the safety rule 
engine as well. Although modern respiratory devices use batteries to allow the devices 
for hours to function without an active power supply, still, a disconnection of the 
respiratory device can be critical if the device is not well charged. 

In our approach, we propose to monitor the power usage of a respiratory device. 
This could provide additional certainty about the device state (e.g. “active” or “stand-
by”) and be used for the identification of the disconnection of the power supply. 

We will use a power sensor plug to detect the electricity usage of the respirator. In 
a previous work [13], a charger showed significant differences in phase related current 
signal features obtained from a smart meter measurement. We assume that this finding 
could enhance the detection of the ventilation machine's state and the state of the power 
supply because respiratory devices also have a charging element. 
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4. Conclusion 

We presented the concept of an Ambient Process Analyzer (APA), which uses ambient 
sensors, data fusion, and appropriate algorithms to provide a decision support system 
with patient-, nurse-, and ventilator-states. The APA transmits its information in HL7 
OBX messages to the higher-level rule machine. With the combination of a Rules 
Engine and the APA, context-sensitive information and alarm messages can be 
generated for the carer (audio or visual) or subordinate emergency physicians/services 
(emergency call). The APA thus contributes to the improvement of patient safety and 
the reduction of the mental load (to avoid alarm fatigue) for the caregiver by intelligent 
and context-dependent notifications. The complete system will be evaluated in both the 
clinical setting on a weaning station and an HMV setting at home. 

Acknowledgements 

This work was funded by the German Ministry for Education and Research (BMBF) 
within the joint research project MeSiB (grant 16SV7723). 

References 

[1] S. J. Lloyd-Owen et al., “Patterns of home mechanical ventilation use in Europe: Results from the 
Eurovent survey,” Eur. Respir. J., vol. 25, no. 6, pp. 1025–1031, 2005. 

[2] CIRS, “Ein reanimationspflichtiger Patient wird akzidentell nicht beatmet, weil das Beatmungsgerät 
unbemerkt wieder in den Standby-Modus schalte,” Case No. 152526. [Online]. Available: 
https://www.cirsmedical.ch. [Accessed: 01-Nov-2017]. 

[3] P. J. Pronovost et al., “Improving patient safety in intensive care units in Michigan,” J. Crit. Care, vol. 23, 
no. 2, pp. 207–221, 2008. 

[4] W. S. Krimsky et al., “A model for increasing patient safety in the intensive care unit: increasing the 
implementation rates of proven safety measures,” Qual. Saf. Heal. Care, vol. 18, no. 1, pp. 74–80, 2009. 

[5] D. Orlikowski et al., “Comparison of ventilator-integrated end-tidal CO 2 and transcutaneous CO 2 
monitoring in home-ventilated neuromuscular patients,” Respir. Med., vol. 117, pp. 7–13, 2016. 

[6] Rashidi and A. Mihailidis, “A survey on ambient-assisted living tools for older adults,” IEEE J. Biomed. 
Heal. Informatics, vol. 17, no. 3, pp. 579–590, 2013. 

[7] V. Bevilacqua et al., “Fall Detection in indoor environment with Kinect sensor,” pp. 319–324, 2014. 
[8] C. Wiede, J. Richter, and G. Hirtz, “An evaluation study of vital parameter determination with RGB 

cameras in the field of ambient assisted living,” vol. 3, no. 2, pp. 729–733, 2017. 
[9] F. Achilles, A. E. Ichim, H. Coskun, F. Tombari, S. Noachtar, and N. Navab, “Patient MoCap: Human 

pose estimation under blanket occlusion for hospital monitoring applications,” Lect. Notes Comput. Sci. 
(including Subser. Lect. Notes Artif. Intell. Lect. Notes Bioinformatics), vol. 9900 LNCS, pp. 491–499, 
2016. 

[10] D. Asbjørn and T. Jim, “Recognizing bedside events using thermal and ultrasonic readings,” Sensors 
(Switzerland), vol. 17, no. 6, 2017. 

[11] T. Teixeira, G. Dublon, and A. Savvides, “A Survey of Human-Sensing: Methods for Detecting Presence, 
Count, Location, Track, and Identity,” ACM Comput. Surv., vol. 5, no. 1, pp. 1–35, 2010. 

[12] C. Lins, S. M. Müller, M. Pfingsthorn, M. Eichelberg, A. Gerka, and A. Hein, “Unsupervised Temporal 
Segmentation of Skeletal Motion Data using Joint Distance Representation,” in Proceedings of the 11th 
International Joint Conference on Biomedical Engineering Systems and Technologies, 2018, pp. 478–
485. 

[13] G. Alexander, F. Lübeck, M. Eichelberg, and A. Hein, “Electricity Metering for Dementia Care,” in 
VDE-Kongress 2016 – Internet der Dinge. Technologien / Anwendungen / Perspektiven., 2016.

C. Lins et al. / Enhancing Safety of Artificially Ventilated Patients320



Minimal Important Difference in Outcome 

of Disc Degenerative Disease Treatment: 

The Patients’ Perspective 

Linda Greta DUI 
b
, Federico CABITZA 

a;c;1
, Pedro BERJANO 

a
 

a IRCCS IO Galeazzi, Milan, Italy  
b Datareg, Cinisello Balsamo, Italy 

c University of Milano-Bicocca, Milan, Italy 

Abstract. Evaluation of treatments e�ectiveness in a context of value-based health 
care is based on outcomes, and in their assessment. The patient perspective is 
gaining renovated interest, as demonstrated by the increasing di�usion of Patient 
Reported Outcome Measure (PROMs) collection initiatives. The concept of 
Minimal Clinically Important Dif-ference (MID) is generally seen as the basis to 
estimate the actual e�ect perceived by the patient after a treatment, like a surgical 
intervention, but a universally recognized threshold has not yet been established. At 
the Orthopedic Institute Galeazzi (Milan, Italy) we began a digitized program of 
PROM collection in spine surgery by means of a digital platform, called Datareg. In 
this work we aim to investigate MID in the treatment of degenerated disc in terms 
of patients’ perceptions as these are collected through the above electronic registry. 
We proposed a computation of MID on the basis of two PROM scores, and a critical 
comparison with a domain expert’s proposal. 

Keywords. Minimal Clinically Important Di�erence, MID, outcomes, Patient 
Reported Outcomes, PROs 

 1. Introduction 

Value-based health care is grounded on the evaluation of treatment e�ciency and 

e�ectiveness [1,2]. Clinical interventions outcome should not be assessed in terms of 

complication or re-intervention rates only, but rather on the extent appropriate treatments 

produce a real benefit in the quality of life of patients.  
Likewise, the concept of improvement, intended as any positive di�erence be-tween the 

assessment of a health condition along a dimension before treatment (e.g., a surgical 

intervention), and a later assessment on the same dimension measured at a scheduled follow-

up time after the treatment, should not be solely based on the idea of statistically significant 

di�erence, but should reflect clinical relevance (i.e. how much the changes impact patients’ 

life and perceptions). Though the definition of clinical relevance thresholds is frequently left 

to the judgment of clinicians, in the medical community there is an increasing awareness 

of the importance of defining clinical relevance thresholds based on the patients’ point 

of view. This is the meaning underlying the concept of Minimal (Clinically) Important 

Di�erence (MID, or MCID according to di�erent authors), which can be defined as the 
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smallest change in a treatment outcome that an individual patient would identify as 

important and which would mandate a change in the patient’s management [5]. 

There is no consensus on how MID should be detected, as di�erent methodolog-ical 

approaches bring to di�erent conclusions [5,3,4]. In this paper, we propose a data-driven and 

anchor-based approach, based on Patient Reported Outcome Mea-sures (PROMs). PROMs 

collection is usually undertaken by having patients fill in a battery of validated and 

standardized questionnaires at regular time in the follow-up phase after a surgical procedure, 

usually at 3, 6 and 12 months after surgery. 

We undertook this exploratory study at the IRCCS Orthopaedic Institute Galeazzi 

(IOG), in Milan (Italy): it is a large teaching hospital specialized in the di-agnosis and 

treatment of musculoskeletal disorders where nearly 5,000 musculoskeletal surgical 

procedures are performed yearly. One year ago, IOG implemented an electronic surgical 

registry for joint replacement and spine surgery, called DataReg. This is a tool allowing 

a prospective observational study that aims to systematically record baseline and 

scheduled follow-up PROM questionnaires along with demographic data of patients, and 

clinical data regarding the pathology, co-morbidity and details of surgery. To date 

(November 2017) DataReg has collected approximately 8,000 complete questionnaires 

for spine surgery. This report will use registry data from one of the spine surgery 

divisions of the IOG. This division provides surgical care to nearly 600 patients per year, 

covering all the spectrum of clinical severity and surgical magnitude. 

We compared the indications provided by the patients filling in a 3-months follow-

up forms with the MID proposed by a domain expert to evaluate the extent clinicians’ 

and patients’ perceptions match data analysis findings. 

 2. Materials and Methods 

As said above, we intend to compute MID by asking patients how they feel and how they 

judge the outcome of the treatment they had received when at the hospital. To this aim, 

we focus on the Italian versions of the ‘Oswestry Disability Index’ [8,6] (ODI) 

questionnaire in patients who su�ered from disc herniation and underwent a surgical 

intervention to treat this condition. 

In particular, the ODI expresses annoyance (in terms of disability and quality of life) 

of patients su�ering from back pain [8]
2
. The lower the index, the better. The treatment 

e�cacy, and hence the improvement, is reflected by a reduction of this index over time. 

From another questionnaire, the ‘Core Outcome Measures Index’ [9,7] (COMI), we 

selected an item regarding outcome
3
. We used responses given to this item to stratify the 

ODI score into two groups of patients: those who perceived to have gained an 

improvement from the surgical intervention, identified among those who answered that 

the operation “helped a lot” or “helped”; and the patients who answered that the operation 

“did not help” or even “made things worse”. We discarded the responses expressed by 

choosing the middle option of the scale (i.e., “helped only a little”) to get two disjointed 

subsets that could maximize di�erences in outcome perception. 

We considered a population of 829 patients a�ected by a disc degenerative disease 3 

months after surgery. According to the COMI outcome item, we labelled as patient who 

got “better” 156 patients, whilst only 8 could be identified as patient who got “worse”. 

                                                           

2
 http://www.eurospine.org/cm_data/OSWESTRY_ENG1.pdf.  

3  “Overall, how much did the operation in your hospital help your back problem?” from http:// 
www.eurospine.org/cm_data/SSE_lowback_COMI_E.pdf  
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We aim to assess whether there is any significant di�erence between the two scores, in 

terms of central tendency parameters, as they are reported in these two groups of patients. We 

performed a Student’s t-test between the ODI average scores, after the assessment of score 

normality through a Kolmogorov-Smirnov test. Then, we could assess the e�ect size of the 

MID, according to Cohen’s d definition [10]. 

The domain expert proposed a MID in ODI of 10%, which is reflected in a 10 points 

di�erence. Such a MID corresponds to an e�ect size of approximately 0.47 (Cohen d). 

This means that we need approximately 143 patients to detect such an e�ect (β = 0.8,  

α = 0.05). 

Lastly, we computed the MID as (with reference to Figure 1, panel b) the difference 

between the zero baseline (i.e., null improvement) and the upper limit of the 95% 

confidence interval of the mean of the “better” population. This means that we consider 

important the least average improvement perceived the people claiming to have seen 

their condition improved. 

The study was driven after Ethical Committee approval and written informed 

consent subscribed by all participants. 

 3. Results 

The average ODI reduction (di�erential ODI) for those claiming to have got better is -

14.8, with a standard deviation of 21.1, while the average ODI reduction for those 

claiming to have got worse was +8.1, with a standard deviation of 20.4. The di�erence 

between these mean values is statistically significant (p = 0.015, T = 3.093). Test 

significance can also be observed in Figure 1, Panel a, as the confidence intervals of the 

means (blue vertical bars) do not overlap. 

 

 

Figure 1. Panel a represents the di�erential ODI score computed as the di�erence between the pre-operative 
scores and the corresponding score at 3 months since the surgical intervention. Left: patients who do not report 
to be improved thanks to surgery; Right: patients who refer to have achieved a better health status thanks to 
surgery. The white box inside the violin plot represents the interquartile range, the black dot is the median, 
while the blue dot and the blue vertical bars are the mean of the distribution and its 95% confidence interval. 
The dashed black line represents a null improvement (pre-operative condition is the same at the 3-months 
follow-up step), while under this line a mathematical improvement can be detected. Panel b focuses on MID. 
The dashed black line represents the expert-based MID. The graph shows that the MID we detected is lower 
than the expert-based proposal, since the upper limit of the confidence interval of the mean is below the dashed 
line. 
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As stated above, we considered the upper limit of the confidence interval of the 

mean in patients who reported that the operation helped with their situation as ODI MID. 

As it can be seen in Figure 1, Panel b, its absolute value is 11.5. Such a MID corresponds 

to a post-hoc observed e�ect size of approximately 0.55 (Cohen d), that is associated to 

a minimum number of 107 patients to detect it (β = 0.8, α = 0.05). While this finding has 

no e�ect on the power analysis that preceded this study, we share it for any subsequent 

and confirmatory study. 

 4. Discussion 

As said above, we found a significant di�erence in the average of ODI di�erential scores 

between patients who claimed to have received an e�ective treatment and those who 

claimed to have not received it. We achieved the number of subjects required to detect a 

significant e�ect if a moderate size e�ect is hypothesized, as we could analyze the 

PROMS by 164 patients, while approximately 107 were required. In addition, the mean 

value for “perceived worsening” group is above zero, thus confirming a factual 

worsening in this score, whilst the “perceived improvement” group presents a 

quantitative improvement, as the mean 95% confidence interval does not cross the zero 

baseline associated with no improvement. 

The comparison between the domain expert’s opinion and our findings suggests that 

the computation of MID should be more conservative, as we found a MID 15% higher 

than it was suggested. Given that, our di�erential ODI MID proposal is 11.5%, instead 

of 10%.  

Wrapping things up: in this paper we analyzed minimal important di�erences in the 

condition of patients su�ering from herniated disk and treated surgically, after 3 months 

since intervention, on a whole questionnaire score (i.e., the ODI). Our finding is that the 

traditional MID adopted for the ODI should be revised in terms of a more conservative 

threshold. 
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Abstract. The aim of this article was to know physician perceptions about a PHR 
for inpatients and to examine ways to take advantage of possible functionalities that 
could help physicians in their daily workflow. This qualitative research, was 
conducted through: two focus groups and nine personal interviews performed with 
internal medicine physicians. Collection and analysis of obtained data was carried 
out by two professionals. It was made by the codification and categorization of data 
based on a process of constant comparison. The authors agreed upon three main 
dimensional themes: information, physician-patient/relatives communication, 
impact of PHR in physician workload. Physicians suggested functionalities and 
expressed concerns related to the management of sensitive information. As a 
conclusion we understand that it is crucial to involve physicians along PHR´s 
development. This will help to overcome barriers and will improve adoption chances. 
Physicians will be directly affected by the implementation of a PHR for inpatients. 

Keywords. Personal Health Records; consumer health information; inpatient. 

1. Introduction 

Personal health records (PHRs) linked to electronic health records, provide patients 
access to their healthcare information and facilitate communication with providers.(1) 
They are intended to promote engagement by providing patients and their caregivers with 
timely electronic access to their health-care information and supporting communication 
through secure messaging with their healthcare team.(1) Overall, studies of patient 
accessible medical records suggest modest improvements in doctor-patient 
communication, adherence, patient empowerment and patient education.(2,3) However, 
in what concerns to patient access to their medical records some physicians are actually 
convinced that would not be empowering for patients but would cause problems, 
increasing their workload and there could be a potential bias at the time medical records 
are written, increasing time that physicians may spend in explaining medical contents to 
patients.(4) In most studies, however, giving the patient access to his or her own record 
did not appreciably increase workload.(5) Surveys have shown discrepancy between 
provider perceptions of patient PHR use and actual patient PHR use, with patients using 
it more often than what physicians estimate.(6) Our aim was to know physician 
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perceptions as regards a PHR for inpatients. Also, to examine ways to take advantage of 
possible functionalities that could help physicians in their daily workflow. 

2. Methods 

Qualitative research was conducted through two focus groups(8) composed by 
resident physicians on internal medicine from september to october 2016. The sampling 
method of the focus groups with was intentional and qualitative. These groups were 
organized with both first and last year residents into two different groups. A facilitator 
conducted the colloquiums in order to ensure that all participants could express their 
opinions, following the proposed objectives. Further, personal interviews were 
performed with internal medicine attending physicians. A semi-structured guide was 
used for the sessions. Questions for the interview were prepared by our multidisciplinary 
portal implementation team. Questions included PHR benefits and potential problems, 
ideal content of PHRs, how PHRs might be used in the everyday medical practice. Both, 
the focus groups and the interviews were recorded and transcripted for further analysis. 
Collection and further analysis of obtained data was carried out by two researchers. It 
was made by the codification and categorization of data based on a process of constant 
comparison. The different categories were classified according to the core questions of 
the research and the findings from the focus groups. 

3. Results 

Nine attending physicians (with more than 15 years of experience in hospitalized 
patients) and twenty internal medicine residents participate in this study. 50% of total 
participants were women. In spite of working in the hospital, many physicians did not 
have enough information about the functionalities and objectives of PHR. Researchers 
agreed upon three main dimensional themes: The first, “Information” (Including Health 
status of patients, Hospital admission, Administrative information, Feedback and 
validation of information by patients, Educational information to patients). The second 
“Physician-patient/relatives communication” and finally, “Impact of PHR in physician 
workload”. 

3.1. Information 

3.1.1. Health status information about patients 

All physicians agreed that although the information belongs to the patient, the 
available information in the site has to be supervised by the attending physicians in 
charge. Specifically, physicians argued that results of medical tests during hospital 
admission, had to be communicated face to face by a physician to patients or their 
relatives. They proposed to upload this information to the PHR only after oral 
communication has taken place. Occasionally patient information is under a process of 
analysis, for example in the case of an unclear diagnosis. It is important the explanation 
a professional could give to the patient as regards his illness status. Getting to know a 
presumptive diagnosis without the appropriate knowledge could be a source of anxiety 
and distress. Participants suggested that it may be useful to show patients their care plan 
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during hospital admission, so they can assume an active participation in their recovery 
process. While some of them are willing to give the patients an “auditor” role, others 
have some concerns as regards possible medical mistakes that might be revealed. It is 
essential for patients to count on a professional with the ability to give them the 
appropriate support and clarified view of their current diagnosis. 

3.1.2. Hospital admission information 

A very controversial topic was whether to show a daily schedule plan of all pending 
medical tests. One group believes this approach would be fine, because the patient will 
be able to get prepared for it. Meanwhile, others think that this will result in a high 
demand of patients on time schedules. Sometimes punctuality is not possible due to the 
dynamic nature of hospital workflow. This could lead on an increase of requests to health 
care providers. As regards complementary studies, they also referred that it could be 
favorable if patients could act as auditors assessing the completeness of their studies. 
Also, they proposed that the site could be used as a communication tool between patients 
and several services such as nutrition. In this way, some requirements and complaints 
like food preferences would be correctly addressed and thus daily workload of the 
physicians would be alleviated. 

3.1.3. Administrative information 

Participants mentioned that giving patients and their families some information 
materials as regards hospital inpatient policies could be very useful, including: names of 
the attending physicians, cohabitation rules, mean delay of study results, etc.  

3.1.4. Information provided/ validated by the patient or their family 

Physicians consider positive and feasible to give patients and their families the task 
of filling missing data from the patient medical history and/or validate it as needed. Some 
examples suggested were information related to personal data, allergies, medical history 
and chronic medication. In this way, the updating of the medication list, will help 
physicians to accurately perform the reconciliation process. Besides patients could 
regularly update several information or upload complementary studies performed in 
other institutions. Also registering current patient medication and even pictures of 
medicine packages if necessary.     

3.1.5. Educational information for patients 

Some physicians believe it is useful to provide them with pieces of information, 
always adapted to the specific problem of each patient. Some of the pieces of information 
that came out as relevant were related to patient care during hospitalization, patient 
discharge, diet plan, physical therapy exercises, preventive care, description of medical 
procedures to be done. Furthermore, they identify groups of patients that could benefit 
from receiving this specific information, this is the case of neutropenic and 
anticoagulated patients. Those who differ with this opinion argued that the possibility to 
read this material without a medical explanation could be confusing for patients.  
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3.2. Physician- patient/family communication 

Participants qualify as unnecessary, to include a messaging tool in the PHR. Hospital 
wards count with health care providers available to give patients and families daily 
progress reports. They were concerned about the possibility that if inpatient reports 
become available for remote consultations in the PHR, this could potentially lead to a 
disengagement of their family since they might not need to be in the hospital to get 
information. They highlight the great value of the face-to-face encounter at the time of 
extending a progress report. Feedback usually helps in the interpretation of the given 
information. Besides, participants propose to give patients a space to write down personal 
notes as reminders of the questions for their health care providers during the encounter. 
Some physicians agreed that it would be of value for them to read these notes before 
visiting the patient, so they have the adequate information to answer patient requests. 
Another idea participants brought, was that the PHR could be a mean of communication 
between them and the patient primary care physician. 

3.3. PHR impact on the physician workload 

An important topic that was brought into discussion was the implications of the 
empowerment of the patient and it impact on physicians’ workload. Even when they 
agreed that an active patient participation is necessary, they presume this will be traduced 
in a greater demand of information by the patient and therefore in an increase in workload 
and time consumption. Physicians also believe that as more information is delivered to 
patients, more questions will arise from them.  

4. Discussion 

According to the findings of our research, in what concerns to physician perceptions 
of a PHR for hospitalized patients, most of them view the application as a resource of 
communication between the patient, the attending physician and the general practitioner. 
Other suggested functionalities were related to education, redirection of complaints, 
patient participation on his own care, data registration and audit. The healthcare setting 
always deals with sensitive information. For this reason, test results visualization through 
an electronic application is always a controversial topic. In accordance with the literature, 
within the potential risks, they mentioned the eventual confusion of the patient due to an 
excess of information, the difficulties to understand its content, and the possibility for 
potential medical mistakes to be revealed.(3,4) It is desirable not to show complementary 
results to patients in the PHR until they have been carefully explained by physicians. The 
concerns about the family disengagement during patient hospitalization, especially older 
patients, arise as an important fact to take into account when evaluating the 
implementation of this tool.   

Patient-centered care, in which the patient is an active participant on his health care, 
improves not only patient and health care providers satisfaction but also outcomes.(9,10) 
In this context PHR acts as a resource to satisfy this need. But it is important to help 
physicians giving them instruments so they can accompany this new patient model. One of 
the concerns expressed by participants was the potential for PHRs to increase their everyday 
workflow.(4,11) It must strike a balance between the patient rights to have access to health 
information, and the provider’s needs, to ensure they do not feel excessive workload. Several 
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studies evidence the benefits in the use of a PHR for empowering patients.(12,13) 
Nevertheless, the levels of adoption of this tool are not as expected.(2,14) Some participants 
were relatively unfamiliar with electronic PHRs and the potential benefits of this tool for 
patients. This is the reason why it is vital to actively involve physicians in the design of a 
PHR for inpatients so we can ensure that they will act as promoters of its use and thus 
overcome barriers towards it adoption. 

5. Conclusion 

From the inquiry to physicians in what respect to their perceptions as regards a PHR 
for hospitalized patients, we could detect possible functionalities suggested and also 
important concerns related to the management of sensitive information. Ensuring the 
complete adoption of a PHR at the inpatient setting it is important to count on technology 
to assist, as well as to design resources that facilitate the information flow and the 
communication between actors. It is crucial to involve physicians from the beginning, 
this will help to overcome barriers and will improve adoption chances. 
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Abstract. The evaluation of decision aids and support interventions requires a multi-

attribute index which can be calculated for both aid and comparator/s. The Decision 

Conflict Scale (DCS) is such an index and has been widely used in this context, the recent 

Cochrane review Decision aids for people facing health treatment or screening decisions 

reporting its use in 63 of the 105 studies included. However, while the DCS may be a 

valid measure for the eponymous construct – decision conflict - it lacks both content and 

construct validity for the evaluation of decision aids.  It lacks content validity for this task 

because of the 3 items which make up its Uncertainty subscale, which penalize an aid that 

correctly reports the situation is one of decisional equipoise or near equipoise. A ‘false 

clarity’ bias in aid presentation is encouraged by being rewarded. In this paper we confirm 

that the inclusion of the Uncertainty subscale in the DCS has inappropriate empirical 

consequences for decision aid evaluation.  Excluding the Uncertainty items would address 

this content invalidity, but the DCS would still lack construct validity, since the construct 

being measured is being treated, and inappropriately psychometrically validated, as a 

reflective rather than formative one. The component scales (items) of an index for a 

formative construct need to be preference-weighted, in ethical person-centred care by the 

individual at the point of decision. We argue that the most appropriate formative construct 

for use in decision aid evaluation is decision quality, and suggest MyDecisionQuality 

(MDQ) as the first formative index that can claim to both possess content and construct 

validity for the measurement of decision quality. However, like all multi-criterial 

formative metrics, the construct that MDQ measures is constructed by the measure and 

has no existence independent of it. 

Keywords. Person-centred care, decision quality, formative, reflective, Decision Conflict 

Scale, MyDecisionQuality 

Introduction 

 

The recent Cochrane review Decision aids for people facing health treatment or 

screening decisions (1) reports that the Decision Conflict Scale (DCS) (2) was used to 

evaluate aid against comparator in 63 of the 105 included studies. However, the DCS 

lacks both content and construct validity for this evaluation task, as opposed to that of 

measuring the construct in its title, decision conflict. 
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Decision Conflict Scale: Content validity 

A call to end the use of the DCS in evaluating decision aids was made ten years ago (3) 

on the grounds of its inclusion of items concerning uncertainty reduction. The offending 

items in the DCS are ‘This decision is easy for me to make’, ‘I feel sure about what to 

choose’ and ‘I am clear about what choice is best for me’. The call has been repeated 

occasionally since, most recently by Vickers (4) 

Nelson and others
 

argue that the use of decisional conflict as an end point 

in studies of decision aids involves the assumption that “decisional conflict and 

uncertainty represent an undesirable state that is detrimental to decision making.” 

They point out that “appropriate deliberation about alternative outcomes and 

personal goals, as well as ongoing engagement in the decision-making process,” 

may increase conflict. 

In replying to Vickers, Misra-Hebert and Kattan denied the possibility of 

fundamental decisional equipoise and implicitly supported the provision of unwarranted 

certainty for therapeutic reasons. 

We agree that decisional conflict is not to be avoided when making rational 

decisions but it should be a temporary state that eventually leads to certainty 

about the final choice, whether through a clear physician recommendation or 

careful patient consideration (5). 

Evaluations of decision aids should accept that decisional equipoise - irrespective 

of whether or not there is clinical equipoise - is a possible and legitimate outcome from 

their use, even after full and unbiased processing of evidence and preferences. In ‘toss-

up’ or ‘close call’ situations two or more options may be equally or almost equally good 

(6). Instruments used in the evaluations of decision aids or decision quality should not 

reward ‘sureness’ or ‘decisional conflict reduction’, since these may encourage a ‘false 

clarity’ bias (7). A strong ethical case can be made that, in person-centred care, there can 

be no therapeutic justification for misrepresentation of uncertainties which result in it 

being unclear which is the single best option for a particular individual. It does not matter 

whether this misrepresentation comes from an aid, or from a clinician. 

 

These calls have not been sufficient to stop the routine use of the DCS in decision 

aid evaluations. In the recent Cochrane review Decision aids for people facing health 

treatment or screening decisions, 60% of the included studies used the DCS in aid 

evaluation. While no empirical results are relevant to the conceptual objection, we 

examined the impact of including the inappropriate Uncertainty items in the DCS score, 

in order to establish whether the conceptual flaw - from the perspective of decision aid 

evaluation - has empirical consequences. 

 

As an adequate sample, we identified the 20 studies in the recently updated 

Cochrane review that reported all five subscale measures (Uncertainty, Informedness, 

Value Clarity, Support and Effective Choice) and were part of the pooled analysis. (The 

pooled analysis included 42 studies, but the remainder did not report all five subscale 

measures. The mean difference for total DCS scores was −7.22 points out of 100 in the 

42 studies, -8.04 in our 20.) 
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All data are taken from Analysis 4.1 in the Cochrane review (1), which contains the 

full references. Spreadsheet available on request.   

We found that in the Decision Aid arm the Uncertainty subscale score was the 

highest (‘worst’) of the five in 18 out of 20 studies (90%). In the Usual care arm it was 

highest (‘worst’) in 12 out of the 20 (60%). We can conclude that inclusion of the 

Uncertainty items almost always increased the score and therefore reduced the effect of 

the Decision Aid relative to Usual Care. But by how much? In each study, we took the 

average score of the 4 subscales other than Uncertainty and compared it with the 

Uncertainty subscale score. Over the 20 studies the Uncertainty score was, on average, 

46% higher than the average of the other four in the Decision aid arm (mean 1.46, range 

1.0 to 3.3) and 22 % higher in the Usual Care arm (mean 1.22, range 0.8 to 2.2).  

In the majority of cases the Uncertainty score was lower in the Decision Aid arm, 

but in 5 instances (25%) it was higher, a completely tenable result which does not warrant 

the ‘worse’ characterisation in the aid evaluation context. These cases may be ones where 

the aid increased decision quality by increasing uncertainty. In 3 of these 5 the Informed 

scale was lower (better) in the Decision Aid, as it was in 18 of the 20 studies. However, 

reporting being better informed is entirely consistent with being more uncertain about 

the best option, since the information in the aid may well move the situation in the 

direction of decisional equipoise. 

A recent study focusing on making genetic test results available – an alternative 

form of decision support - had the Uncertainty subscale highest in both before and after 

phases. The Uncertainty score was 41% higher than the average of the other 4 subscales 

in both phases (8). 

We conclude that the use of the DCS, as a result of its inclusion of the Uncertainty 

items, is having a detrimental effect on quantitative evaluations of decision support 

interventions. The conclusion applies even more to the 4-item SURE version of the DCS 

(9). Its single Uncertainty item (‘Do you feel SURE about the best choice for you?’) 

accounts for 25% of the index; the 3 Uncertainty items of the DCS comprise only 19% 

of the 16. 

Decision Conflict Scale: Construct validity 

The case against using the DCS in decision aid evaluation is, however, not confined to 

its inclusion of the Uncertainty subscale and consequent lack of content validity. It lacks 

construct validity as an outcome metric for a comparative evaluation of decision aids in 

person-centred care. The required outcome measure is a multi-criteria index measure of 

a preference-sensitive formative construct, in which the item weights are personalised 

(10). 

Decision Quality is a formative construct, like Health-Related Quality of Life.  

HRQOL is constructed – in the act of being measured - by EQ-5D, the Health Utilities 

Index, and other instruments in this analogous case. The multiple items in these 

instruments, such as pain or mobility, ‘cause’/’form’ the index value of HRQOL, are not 
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‘caused’/’formed’ by it – as they are in a reflective construct. “Health-related quality of 

life does not determine the ability to move, or pain. On the contrary, the ability to move 

and pain determine health-related quality of life.” (11). Different measures of Decision 

Quality, or any formative construct (including Decision Conflict), do not yield the same 

index value because they do not measure the same ‘it’.  

The validation of formative and reflective instruments must be approached very 

differently. For reflective instruments, the COSMIN set of validation criteria provides 

guidance. But the COSMIN group clearly accept that most of these standard criteria, 

including internal consistency and structural validity, are inappropriate when the 

construct is formative. 

A reflective model is a model in which all items are a manifestation of the 

same underlying construct. These items are called effect indicators and are 

expected to be highly correlated and interchangeable. Its counterpart is a 

formative model, in which the items together form a construct. These items do 

not need to be correlated. Therefore, internal consistency is not relevant for 

items that form a formative model (12). 

What sort of instrument should be used for evaluating decision aids? 

 

We argue that the most appropriate primary outcome in an evaluation of decision 

aids is a measure of a preference-sensitive formative construct ‘decision quality’. The 

main instruments being used to measure ‘decision quality’ in the context of decision aid 

evaluation are those developed by Karen Sepucha and colleagues, and researchers 

following their method (13–14). From our perspective these DQIs lack both content and 

construct validity in person-centred care, not being individually preference-sensitive 

index measures, assessed and available immediately after the point of decision; crucially, 

being measured before any actions are taken or outcomes known. Meeting psychometric 

tests appropriate only for reflective constructs cannot compensate for the lack of these 

two fundamental validities. 

 

My Decision Quality has been advanced as the first instrument to measure Decision 

Quality as an individually preference-sensitive formative construct (15). It can therefore 

claim to possess construct validity, as well as content validity, these being the two 

sufficient conditions for instrument use in decision aid evaluation. It has not been 

subjected to inappropriate psychometric testing.  

Conclusion 

 

Given that all multi-criterial formative constructs are preference-sensitive, searching 

for an objective definition of decision quality – or indeed decision conflict - is hunting a 

mythical creature (16). MyDecisionQuality measures the construct of decision quality 

that MDQ measures. The best instrument to measure decision quality, for whatever 

purpose, is the one that best reflects the decision maker’s preferences in relation to their 

construct of decision quality. 
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Abstract. In Sweden, and internationally, there is an ongoing debate about the 
effects of national implementations of Patient Accessible Electronic Health Records 
(PAEHRs). The purpose of this paper was to describe the current situation in 
Sweden and compare this with the expectations on reasonable waiting time for 
information access of users of the Swedish PAEHR. Data were collected from 
publicly available resources regarding current implementation in the 21 county 
councils, contrasted with patient experiences, gathered from a national online 
survey. The results indicate that patients have high expectations on immediate 
access to information, while this varies greatly in implementation across Sweden.  

Keywords. Patient portals, Electronic health records, Health Information Exchange, 
Patient Accessible EHR 

1. Introduction 

Transparency and patient participation in healthcare are becoming increasingly 
important. eHealth has been highlighted as a potential tool to empower patients and shift 
the power balance from healthcare professionals to patients [1]. Giving patients online 
access to their electronic health records (EHRs), through e.g. patient portals or personal 
health records, is seen as one of the most important and most debated eHealth services 
today [2][3][4].  

The health system in Sweden is founded on the principles of equal access and 
regional autonomy. The responsibility for healthcare provision is shared between the 
central government, county councils and municipalities, with the county councils the 
principal providers. Private care providers also operate throughout Sweden, but most 
often they are also publicly funded and an integrated part of the national healthcare 
system. This decentralized organization of healthcare also means that each county 
council (or private care provider) decides which information technology, e.g. EHR 
system, it uses [5]. Consequently, many different EHR systems are in use and 
interoperability between them has traditionally been low [6]. To facilitate 
communication between different health information systems and eHealth services, a 
national Health Information Exchange (HIE) platform has been implemented and used 
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since 2013 [7]. The national HIE platform enables a single point of connectivity for client 
applications. The patient accessible EHR (PAEHR) is one of the e-services using the 
platform to make information gathered from possibly many EHR systems appear as one 
continuous record to the patient accessing it.  

So far, 19 out of 21 regions or county councils have connected to the PAEHR 
(Journalen) through the national HIE platform. The e-service is accessed with a high 
level of security through the national patient portal, 1177.se. Sweden has approximately 
10 million inhabitants and in Sep 2017, 43 percent (ca 4.3 million) had logged in (using 
their eID) to use personal e-services on the national patient portal. The total number of 
unique users of the PAEHR e-service had reached 1.5 million in Sep 2017 [8].  

One of many key issues when giving patients access to their record notes has been 
the timing [9], [10]. Should clinical notes be available immediately or with a waiting 
period to give healthcare professionals time to validate the text and the results (e.g. after 
a dictated note has been transcribed), or to contact the patient?  

According to the first version of the Swedish National Regulatory Framework 
(NRF) for giving patients direct online access to their electronic health records, each 
region or healthcare provider could choose whether or not to give immediate access or 
use a delay of 14 days, as well as whether or not to give access to unsigned notes [11]. 
The electable paragraphs resulted in important differences in when patients get access to 
their information depending on where they received care, as the regions chose different 
solutions [11]. This was clearly not good for the individual, and the new national 
regulatory framework (from 2016), states that all residents aged 16 or over should have 
access to all health-related information documented in county-funded health and dental 
care by 2020 [12]. This study focuses on when patients actually get access to their clinical 
notes. The differences between Swedish healthcare providers regarding this issue are 
presented, and these results are contrasted to what patients who are using the PAEHR 
think is a reasonable waiting time to access their clinical notes. 

2. Methods 

This study uses data from two sources: (1) publicly available resources provided by 
Inera, the owner of Swedish e-health services, regarding the national regulatory 
framework, current implementation of the national e-service and decisions made by 
different healthcare providers [8], and (2) results from a national survey among patients 
using the PAEHR Journalen. The survey data was collected from June to October 2016, 
after ethical approval by the Regional Ethical Review Board in Uppsala, Sweden (EPN 
2016/129). Participants were recruited through the national PAEHR service Journalen. 
Upon log-in they were presented with information about the study and could choose to 
fill out the survey. Thus, only active users of Journalen could find the survey.  

In this study, we focus on the following questions from the survey; (1) reasonable 
waiting time, or delay, to access the notes and (2) patients’ overall satisfaction with the 
PAEHR. The results from the survey regarding these questions are analyzed and 
discussed here in relation to decisions about delay periods made by healthcare providers. 
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3. Results 

Two electable paragraphs in the first version of the NRF guided the healthcare providers 
in their implementation of delays in access. The paragraphs related to the implementation 
of a 14 day delay of all notes, and the handling of unsigned notes, that is notes that have 
been entered into the EHR but not yet validated or confirmed by the healthcare 
professional. With regards to patient access to signed notes, healthcare providers could 
choose to either give immediate access to the notes, or to implement a 14 day delay. With 
regards to unsigned notes, the same options apply; immediate access, or with a 14 day 
delay, but healthcare providers could also choose not to give access to these notes at all.  

3.1. Current implementation of access time in Sweden 

An overview of access to record notes implemented by Swedish healthcare providers is 
presented in Table 1; immediate or with delay, for signed and unsigned notes.  
Table 1. An overview of when patients get access to their notes in Sweden.  

 
When it comes to signed notes, most care providers (17/20) give immediate access, but 
3 implement a delay of 14 days for signed notes. Regarding unsigned notes, 12 of 20 
healthcare providers implement a 2 week waiting period (after 14 days the note is 
accessible to the patient even if it has not been signed yet). One healthcare provider have 
chosen not to give access to unsigned notes at all, whereas 7 healthcare providers give 
immediate access also to unsigned notes. The healthcare providers that give immediate 
access to unsigned and/or signed notes let the patients choose whether they want the 
immediate access or the delay.  
 

3.2.  Patients’ experiences and opinions 

From the analysis of data from the patient survey of 2016 where 2587 patients responded, 
some parallels may be drawn. When asked about how long the respondents were willing 
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to wait until information is available after a visit, the majority wanted access to new 
information within 24 hours (Table 2). The respondents were informed that the 
alternatives “Same day” and “After a day” would mean that the healthcare professional 
may not yet have signed the notes. Additionally, when being presented with the statement 
"I believe that access to Journalen is good for me", a large majority of the respondents 
gave a positive response (89% strongly agreed and 8% agreed). This indicates a strong 
positive attitude towards the system. 
Table 2. Respondents’ responses to questions about reasonable waiting times, and whether Journalen is a 
useful service for them. 
Reasonable waiting time (N=2539) Access to Journalen is good for me (N=2528) 
Same day 438 (17%) Strongly agree 2256 (89%) 
After a day 1299 (51%) Agree 199 (8%) 
Two weeks 488 (19%) Neutral 39 (1%) 
One month 36 (2%) Disagree 15 (1%) 
Other 278 (11%) Strongly disagree 19 (1%) 

4. Discussion and Conclusion 

The results presented in this study show that the majority of patients accessing their 
clinical records in Sweden thinks it’s a good reform. Most prefer to have access to 
information within a day after a doctor's visit and this goes for both signed and unsigned 
material. Thus, the majority of the patients seem to accept that information they read has 
not been signed by a physician. Immediate access to signed notes appear to be broadly 
supported among healthcare providers in Sweden. Yet, some implement a 2 week waiting 
period. This is likely due to concerns about how patients receive potentially troubling 
news, to allow healthcare professionals to have time to inform the patient in person 
before reading the record. A limitation of this study is that we have not analyzed if there 
are differences in patient satisfaction with Journalen between regions that provide direct 
access and those that implement a 14 day delay. 

Unsigned notes are however more controversial, with a greater discrepancy between 
healthcare providers. Notes are often unsigned in the record when they have been 
dictated (often by a physician), then transcribed and entered into the record, and awaits 
validation by the original author. These notes may contain errors that have not yet been 
corrected, which is the argument for why these notes should not be shown to the patient. 
However, in Sweden there is a problem with notes remaining unsigned for a long time. 
In 2015 e.g. when one county moved from one EHR system to another, 1.4 million notes 
were found to be unsigned (ranging between 3 and 48% of all notes depending on the 
specialty) [13]. Situations such as this is likely what has motivated regions to give access 
to unsigned notes after 2 weeks (as chances are high they may never be signed). There is 
however limited research into this issue both nationally and internationally.  

Compared to the table from Scandurra et al (2016) where only 9 regions were 
connected to the PAEHR service, there has been a shift in the healthcare providers’ 
decisions, generally towards a more open, i.e. direct access, provision. This is in line 
with the aim on a national level to ensure that all patients have immediate access to all 
information by 2020.  

This study raises a number of questions around the timing of patients’ access to their 
record notes. Further knowledge is needed regarding the delay of documentation in 
healthcare. How long does it take for notes to actually be entered into the record system? 
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How long does it take for unsigned notes to be signed, what proportion of notes are never 
signed and what are the consequences for the patient? What underlying factors affect 
this, and how can time from event to documentation be reduced? 

Not surprisingly, patients’ expectations on immediate access are high. Further 
research is needed regarding how delays in access affect patients’ experiences, trust in 
healthcare and relationships with healthcare professionals. Comparing the responses to 
the survey between regions that provide direct access to all notes and regions that 
implement a delay on all notes may give us a deeper understanding of this issue, yet more 
in-depth qualitative studies are also required. Since this is the first time patients’ views 
on waiting periods for accessing their record notes have been elicited, this discussion 
will guide future decisions regarding delay periods within Sweden and internationally. 

Acknowledgement 

This research was performed by researchers from the DOME consortium 
http://projectdome.wordpress.com/. The study was partly funded through the PACESS 
project (2016-00623) supported by FORTE – the Swedish Research Council for Health, 
Working Life and Welfare. We would also like to thank Inera AB (www.inera.se) for 
providing the data and managing the survey and data collection through Journalen.  

References 

[1] S. Koch, “Improving quality of life through eHealth-the patient perspective.,” Stud. Health Technol. 
Inform., vol. 180, pp. 25–29, 2012. 

[2] A. Essén, I. Scandurra, R. Gerrits, G. Humphrey, M. Johanssen, P. Kierkegaard, J. Koskinen, S. Liaw, 
S. Odeh, P. Ross, and J. Ancker, “Patient Access to Electronic Health Records: Differences Across 
Ten Countries,” Heal. Technol. Policy. 

[3] T. Delbanco, J. Walker, J. D. Darer, J. G. Elmore, and H. J. Feldman, “Open Notes : Doctors and 
Patients Signing On,” Ann. Intern. Med., vol. 153, pp. 121–125, 2010. 

[4] S. De Lusignan, F. Mold, A. Sheikh, A. Majeed, J. C. Wyatt, T. Quinn, M. Cavill, C. Franco, U. 
Chauhan, H. Blakey, N. Kataria, T. N. Arvanitis, and B. Ellis, “Patients’ online access to their 
electronic health records and linked online services: a systematic review in primary care,” BMC open, 
vol. 4, no. e006021, 2014. 

[5] L. Jerlvall and T. Pehrsson, “eHälsa i Landstingen. Maj 2017. Inventering på uppdrag av SLIT-
gruppen (In Swedish),” 2017. 

[6] R.-M. Åhlfeldt, A. Persson, H. Krasniqi, and K. Wåhlander, “Supporting Active Patient and 
Healthcare Collaboration - A Prototype for Future Healthcare Information Systems.,” Health 
Informatics J., vol. 22, no. 4, pp. 839–853, 2015. 

[7] M. Hägglund, T. Scott Duncan, K. Kai-larsen, G. Hedlin, and I. Krakau, “IntegrIT - Towards 
Utilizing the Swedish National Health Information Exchange Platform for Clinical Research,” 
Informatics Heal. Connect. Citizen-Led Wellness Popul. Heal., pp. 146–150, 2017. 

[8] Inera, “Journalen,” 2017. [Online]. Available: https://www.inera.se/tjanster/journalen/.  
[9] M. Hägglund and I. Scandurra, “Patients’ online access to Electronic Health Records – current status 

and experiences from the implementation in Sweden,” Stud Heal. Technol Inf., 245;723-727, 2017. 
[10] M. Hägglund and I. Scandurra, “A Socio-Technical Analysis of Patient Accessible Electronic Health 

Records,” Stud Heal. Technol Inf., vol. 244, pp. 3-7, 2017. 
[11] I. Scandurra, L. Lyttkens, and B. Eklund, “Implications of Swedish National Regulatory Framework 

of the Patient Accessible Electronic Health Record,” Stud Heal. Technol Inf., vol. 228;695–699, 2016. 
[12] I. Scandurra, M. Pettersson, B. Eklund, and L. Lyttkens, “Analysis of the Updated Swedish 

Regulatory Framework of the Patient Accessible Electronic Health Record in Relation to Usage 
Experience,” Stud Heal. Technol Inf., 2017;245, pp. 798-802. 

[13] O. Öst, “1,4 miljoner osignerade journalanteckningar: ‘Alla är inte viktiga för patientsäkerheten,’” 
Sundsvalls tidning. [In Swedish] 

M. Hägglund et al. / Timing It Right – Patients’ Online Access to Their Record Notes340

http://projectdome.wordpress.com/
http://www.inera.se/


 

Understanding Study Participants Views on 

Therese SCOTT DUNCANa,1 and Maria HÄGGLUNDa 
a

 Health Informatics Centre, Karolinska Institutet 

Abstract. In order to increase clinical trial participation, the reasons for 
participating need to be observed. Since there is rather inadequate information 
concerning how individuals such as patients, decides to participate in clinical trials 
semi-structured interviews have been done. Examining the use of EHR in clinical 
trials and co-creation of data, the result showed that it is important for the 
researches to have access to the patients’ EHR and for the patients to contribute 
with their own ideas of research. Important aspects of further participation in 
clinical trials were that it should be fun and informative. The patients agreed on 
that the effort of participating could decrease with the use of electronically 
collection and self-reporting of data, e.g. through a patient portal.  

Keywords. Clinical trial, co-creation, EHR 

Introduction 

There is an increasing interest in secondary use of data from electronic health records 
(EHRs), quality register and bio banks in performing high quality clinical trials. This 
could provide great opportunities to combine data from different sources, on an 
individual level [1,2,3]. To use EHRs in clinical trials can decrease medical errors, 
increase feasibility, simplify prospective and retrospective studies as well as help 
identify patients for recruitment [4]. Despite the opportunities suggested by clinical 
research informatics, the number of clinical trials has declined during the recent 
decades in Europe [5]. Data access and recruitment issues are often mentioned as some 
of the most important challenges to perform successful clinical research [6,7]. 
Although technological advances could improve both recruitment and engagement of 
study participants, as well as access to data, actual implementation in clinical research 
remains low. In order to increase the rate of participation in clinical studies, the reasons 
for participating needs to be observed, since there is rather inadequate information 
concerning how individuals such as patients, decides to participate in clinical trials or 
not [8]. After understanding the perspectives of study participants, it is also possible to 
build on their experiences and use that knowledge for designing tools and processes 
that can increase the interest in participating in clinical studies. One approach to reach 
increased participation is the concept of citizen science and crowdsourcing. This 
concept has grown since the increasing accessibility of internet, which leads to the 

                                                           
1 Corresponding author  

Co-Creation of Data and Use of EHR in 
Clinical Studies  

Building Continents of Knowledge in Oceans of Data: The Future of Co-Created eHealth
A. Ugon et al. (Eds.)
© 2018 European Federation for Medical Informatics (EFMI) and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/978-1-61499-852-5-341

341



 

possibility of online tools and mobile research kits to handle data from participants. 
One important source is online social media, which offers global networking [9]. 
Citizen science contributes to making the scientific process more co-created and it 
intensifies the idea of patient empowerment, which includes that the patient should play 
an active role in the research process, not only be a passive bystander or source of data 
[10,11,12]. To bring the research to the patients includes the ability to increase the 
quality of results of the study that matter the most for the patients [13,14]. This leads to 
a broader participating base, a more transparent research, accountability, sense of 
shared responsibility and secured funding, which is also confirmed by sponsors such as 
pharmaceutical industries [15]. The long-term goal is to improve the quality of life for 
patients, through time- and cost effective clinical trials. The cost efficiency and 
exactitude through a system with web-based data collection instead of paper-based is a 
way to reach this long-term goal [16]. New diagnostic and treatments plans will be 
evaluated faster and reach the patients in a more time effective way.  

In this paper the patient perspective of co-creation of data and the use of the EHR 
within clinical trials is presented.  

1. Methods 

To describe the experience of participating in a clinical study and the problems 
displaying in the process, a qualitative approach was used in order to better understand 
different phenomena rather than to quantify different values. To explore the phenomena 
of why patients participate in clinical research, we aim to crystallize a pattern in order 
to form a hypothesis [17]. A convenience sampling was done with patients with 
chronic condition such as diabetes or asthma/allergy, and eight interviews have been 
completed. Despite a small sample size, saturation was achieved. The participants all 
had experience of taking part in clinical studies as patients with diabetes type 1 or 2, or 
inflammatory respiratory diseases [18]. The participants have been anonymized, hence 
called I1 – I8 (see Table 1).  

Table 1. The demography of the study participants. 
 Age Sex Chronic condition Time for latest study 

participation 
I1 36 Male Asthma/Allergy < 5 years ago 
I2 55 Male Diabetes 1 < 5 years ago 
I3 53 Male Diabetes 1 < 5 years ago 
I4 66 Male Diabetes 1 < 5 years ago 
I5 51 Female Asthma/Allergy < 5 years ago 
I6 77 Male Diabetes 2 < 5 years ago 
I7 62 Female Diabetes 1 < 5 years ago 
I8 72 Female Diabetes 2 < 5 years ago 

The participants were informed about the purpose of the study, that the participation is 
noncompulsory, how their data will be handled, and what kind of feedback they will 
get. The informed consent was collected and signed at the time for the interview [19]. 
Each interview took approximately 30 minutes, and all interviews were recorded and 
transcribed. An ethical approval has been accepted (Nr: 2015/1196-31/5). The data was 
analyzed and categorized into categories and themes according to Graneheim & 
Lundman’s qualitative content analysis [18,19].   
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2. Results 

All of the informants considered themselves having high experience with using IT and 
devices such as computers, tablets and smartphones. They also used the Internet for 
searching information regarding their health. Three of the informants confirmed that 
they used e-services connected to their health.  

2.1. Recruitment to clinical trials 

In the recruitment process; no one of the patients had actively searched for their most 
recent clinical study. They believe it is difficult to find studies to participate in, when 
inclusion- and exclusion criteria often don’t match them. They believe there is no 
gathered information to find regarding participation in clinical studies. Most of the 
informants had been part of several clinical studies before and they were all positive 
regarding participate more, if the criteria matched. A specific need of an automatic 
matching routine when it comes to feasibility, was mentioned.  

2.2. Incentives for future participation 

The interest was vast according to continuing participating in clinical research studies. 
It seemed to be important and good for research and for the descendants with the same 
diagnosis as the informants. One patient described it like this: 
 “The study was important and would lead to many answers, therefor I 
participated. I have considerable experience from this area, so I really wanted to 
participate. It is really important that the research get the right patients.” (I5) 

The patients considered it fun and interesting to participate in research regarding 
their own disease, and it was important that it remained so. Most of them mentioned 
getting a proper health check and hopefully access to new medicine that will improve 
their health, is a strong incentive for participation in clinical trials. The patients also 
consider being part of research as educational, to take part of their measured values as a 
goal to increase their understanding about their own health condition.  

2.3. The procedure of the study and self-reported data 

Neither of the patients considered it being problematic or tiresome to extradite their 
own measured values about their disease to research. They believed it necessary in 
order for the research as such to develop and improve. Regarding the collection of data 
and self-reporting of data, almost everyone agreed that the study approach in paper 
format is time demanding and complicated. If a big part of the data collection comes 
from the measurements conducted in the home environment of the patient; it is a huge 
demand on the study participant to ensure accuracy and comply with frequent repetition. 
There may be dairies with free text and forms where their measured values should be 
filled in, with existing dosages as well as current health status. These diaries should be 
brought to the recurring visits at the hospital, which some time could lead to a long-
winded experience, carrying around the heavy paper-based diary. 

One wish existed to have access to empty forms after the end of the study, in order 
to enable for the patients to continuing monitoring their health and measured values, in 
order to continue to create data. In one case the diabetic patient’s values had become 
progressively better during the research study; despite the fact that the patient had 
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received placebo and not any active substance during the study. The patient’s 
conclusion of this was that the monitoring of measured values in itself gave such a 
positive effect. 

2.4. The empowerment of co-creation of data and access to EHR 

Regarding access to the EHR; the patients considered it being natural for the 
researchers to take part of all the facts in order to pursue good research. Access to the 
EHRs contributes to the opportunity to find connections that the patient didn’t consider 
and therefore might neglect telling the researcher about. Although the patients felt 
positive for providing researches access to EHR data, their consent was regarding the 
explicit research, and it had to be relevant for the specific researcher to take part of 
their medical record. They also wished to have the access for themselves. 

 “I believe that if others should have access to my personal medical record, I 
would also like to have access to it… It is a big responsibility for me as a diabetes 
patient, since healthcare cannot help me in my selfcare. In order for me to take more 
responsibility for my health I need more facts and knowledge, therefor the medical 
record should be available for the patients as well.” (I7) 

Most of the participants considered it important and empowering to make their 
opinions heard within clinical trials, as well as being able to contribute with their own 
ideas of research, since clinical trials are about their pathology and needs.  

 “It is a lot of external financing as a researcher; they need to pursuit funding 
everywhere. This might impact the research negatively; that it needs to be a very strong 
connection to the economic aspects within clinical trials. Instead it should be possible 
to steer the research into a long-time research that will contribute to a positive citizen 
information service with gained learning. This kind of research will most likely not be 
quantified in money, however; on the other hand it will not make a prejudiced 
research.” (I1) 

3. Discussion and Conclusion 

In co-creation of data for clinical trials, it was important for the patients to contribute 
with their own ideas of research, and to gain better knowledge about their disease. In 
order to increase their understanding about their own health, they need to have access 
to all their health data, such as self-reported data and information from their EHR. The 
concept of citizen science will bring participants and researchers together, as well as 
transforming the role of patients in clinical studies to more than only providers of 
information or data sources. Instead they will receive greater knowledge and a deeper 
understanding about their conditions, and crowdsource research ideas from a patient 
perspective [9,10]. The effort of participating in clinical research could decline through 
the use of e-services, such as electronically self-report data [3], as well the need of an 
automatic matching routine when it comes to feasibility for recruitment. Overall they 
all needed participation in clinical studies to be informative and fun, and hopefully the 
participation could improve their health. Further studies need to examine the possibility 
for e.g. an electronic patient portal to meet these needs. 
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Abstract. In Denmark, patients being treated on Haematology Outpatients 
Departments get instructed to self-manage their blood sample collection from 
Central Venous Catheter (CVC). However, this is a complex and risky procedure, 
which can jeopardize patient safety. The aim of the study was to suggest a method 
for developing standard digital patient education programs for patients in self-
administration of blood samples drawn from CVC. The Design Science Research 
Paradigm was used to develop a digital patient education program, called 
PAVIOSY, to increase patient safety during execution of the blood sample 
collection procedure by using videos for teaching as well as procedural support. A 
step-by-step guide was developed and used as basis for making the videos. Quality 
assurance through evaluation with a nurse was conducted on both the step-by-step 
guide and the videos. The quality assurance evaluation of the videos showed; 1) 
Errors due to the order of the procedure can be determined by reviewing the videos 
despite that the guide was followed. 2) Videos can be used to identify errors – 
important for patient safety – in the procedure, which are not identifiable in a written 
script. To ensure correct clinical content of the educational patient system, health 
professionals must be engaged early in the development of content and design phase.  

Keywords. Patient Education, digital, standard, empowerment, flipped classroom, 
e-health 

1. Introduction 

Involving patients in their own treatment, especially patients with complex and/or 
lengthy patient pathways show potentials in improving the overall care. [1] The overall 
care of the patient includes increased patient safety which may occur by reducing the 
patient-nurse contact interaction, which will eliminate hospital-acquired infections. In 
addition to potentials for better overall care, engaging patients allows for specialized 
health care personnel to focus on specialized tasks rather than routine tasks such as 
educating patients. When complex patient pathways are to be partially managed by 
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patients, new patient safety issues arise. Consequently, increased focus has been given 
to patient training and patient safety in self-management. [2, 3, 4]  
In Denmark, patients being treated on Haematology Outpatients Departments get 
instructed to self-manage their blood sample collection from central venous catheter 
(CVC) through written material as well as face-to-face education. [2] Blood sample 
collection from CVC is a highly complex and comprehensive procedure, consisting of 
more than 50 steps to be accomplished. The responsibility for correctly instructing and 
educating the patient and approve future self-management rests with the specialized 
nurse, and the patients only option for quality control of their understanding of the 
procedure is to consult with the written material. Self-management of a complex and 
risky procedure jeopardizing patient safety. The aim of the present study was to 
determine important aspects in in the development of a standardized digital patient 
educational program for a complex and risky clinical procedure to increase patient safety.  
 

2. Methods 

To identify important aspects in the development of a standardized digital patient 
education program, we have designed and implemented a case-specific digital patient 
education system for complex and risky procedures, with the case being educating and 
training of outpatient in blood sample collection from CVC. For this purpose, we 
employed Design Science Research (DSR). [5] The designed system is called 
PAVIOSY. If it is possible to transform a complex and risky procedure from written and 
static instructions to ubiquitous and dynamic video-, text- and audio-based instructions, 
we can suggest a method for developing standard digital patient education programs. The 
digital patient education program is designed with inspiration in flipped classroom 
theory. [6] By using lecture videos, it is possible to pause and replay.  By letting patient 
watch the procedure at home through the internet, they will have the time to reflect on 
important questions they can ask later during an educational training lecture. After 
approval for self-management, the patient can use the video as a support while 
performing the task. In this way, the patient can avoid making mistakes in the complex 
procedure, see figure 1.  

  

 
Figure 1 illustrates the application of the digital patient education program through interactions between 

consultation, education and support 
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2.1. Evaluation 

To develop a step-by-step guide containing the correct procedures and performance of 
blood sampling from CVC, we collected data in cooperation with two specialized 
nurses from the Department of Haematology at Aarhus University Hospital. Data 
consisting of the procedure withdrawing blood samples from a (CVC) were eligible for 
inclusion. Evaluation of the requirements were systematically done through think aloud 
test which was performed independently with two specialized nurses where mistakes and 
errors were identified in the details of the video-, text- and audio based material, in figure 
2 the different steps taken to evaluate the system are illustrated. Inclusion criteria for 
participating was: nurse, specialized in heamatology, more than 2 years’ experience. A 
proximally one hour preparation was required in advance to read the requirements to the 
design. The evaluation let to a quality assurance of content. As our focus was correct 
performance of the procedure no patients were involved. 

 
Figure 2 illustrates the steps taken to evaluate the digital patient educational system. 

 

2.2. Video making 

Three different educational videos were made based on the approved step-by-step guide. 
The videos include: 

I. Material description: In this video, the respective materials used in the 
procedure are introduced. 
II. Educational part: This video shows the correct performance of the 
procedure so the patient can prepare in advance. The video is filmed from the 
front of the “patient”. 
III. Support part: This video also shows the correct performance of the 
procedure – only filmed from high angle. The patient can then perform the 
procedure according to the support video. The video has paused between each 
step so that the patient is not lost in the performance. 

The subject in the videos from the educational- and support part who was performing 
the procedure was a nurse.  

3. Results 

3.1. Step-by-step guide 

We developed a step-by-step guide containing the correct procedure and performance 
for blood sampling from CVC. The guide was based on the data collection and it implied 
44 steps. The guide was validated twice for correct content by one of the specialized 
nurses. Corrections of content was made between the two quality assurances. 
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3.2. Design 

The three videos contain a voice-over function, describing what is shown in the video, 
see figure 3, where level IIII(A-C) refers to the videos. Keywords from the voice-over 
description was added to the videos. Functions as slow-motion, animation such as red-
ring, video-still photograph and zoom were added, to clarify the performance of each 
step. Different camera angles (frontal and high angle) were used depending on the 
specific video. In the support part, high angle was used to exclude confusion by giving 
the instruction in a reflected image. 

 
Figure 3 illustrates system design. 

3.3. Video Evaluation 

The videos were evaluated through think aloud test and thereby quality assured by 
another specialized nurse. Errors regarding patient safety such as performing the correct 
procedure as well as correct development of the videos was identified in the video 
evaluation. Furthermore, our results from the evaluation showed:  

� Identifiable errors highlighted by the videos: Video can be used to identify 
errors due to the order of the procedure. As an example; In both the step-by-
step guide and the videos, the sterile wipe is placed at the end of the CVC before 
removing the white plug. This can lead to contamination of the CVC, which can 
cause infection. Therefore, the plug should be removed before adding the sterile 
wipe at the end. Even with a well- described and validated step-by-step guide, 
errors due to the order of the procedure can be determined just by reviewing the 
details in the videos. 

� Unidentifiable errors highlighted by the videos: Video can be used to identify 
errors in the procedure, which are not identifiable in a written guide. As an 
example, the step-by-step guide contains a description of proper hand 
disinfection. During this performance, disinfectant lands on the table where the 
procedure material is placed. The table must be clean and dry when used in the 
procedure.  

4. Discussion 

Blood sampling from CVC is a risky and complex procedure based on the number of 
steps. The procedure is often handled by clinicians and is not intended for self-
administration. CVC infection are a major cause by sepsis, and the prevalence is 18.2% 
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of all registered nosocomial infections in Denmark. [7] Recent Randomized Controlled 
Trial shows a significant reduction in the intervention group (2.55 catheter related 
infections(CRI) incidence pr. 1000 catheter days) which received individualized training 
and supervision by a clinical specialized nurse with the aim of becoming independently 
responsible for their own catheter care - Compared with the control group which 
followed the standard CVC procedure with a nurse - 5.91 CRI incident pr. 1000 catheter 
days[2]. In this way patient safety can be increased by making the procedure patient 
administered. Patient education involving multimedia to a highly complex and risky 
procedure is an important factor, as the flipped classroom method in this case not is 
tested. Patients getting digital patient education suggest that moving picture have an 
advantage over stills when it comes to teaching a good technique[3]. Furthermore, digital 
patient education makes the training session significant less boring, and increase the 
patient satisfaction. [8]. 
 

. Conclusion 
 
We developed a standardized digital patient educational program for blood sample 
collection from CVC. Our study identified that health professionals need to be engaged 
in the development of content (e.g. step-by step guides) for digital patient education 
systems to ensure quality of the material. In addition to this, specific patient safety 
aspects should be made clear/explicit in these resources. This can be done by adding 
functions such as: slow motion, zoom, video-still-photograph or by attaching voice over 
to the video to ensure patient safety. Finally, the resources such as videos which will be 
accessed by patients also need to be quality assured by health professionals prior to 
technical implementation. 
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Abstract. Patients seldom report the misuse of drugs to their physicians. Hence, 
other sources of information are necessary for studying these issues. We assume that 
online health fora can provide such information and propose to exploit them for 
building a typology of drug misuses. The misuses detected are structured according 
to the goals of patients: we distinguished three types of non-intentional misuses and 
14 types of intentional misuses. This work will be used to guide future task of 
automatic extraction of drug misuses.  

Keywords. Drug misuse, Patient safety, Pharmacovigilance, France 

1. Introduction 

If between 3% [1] and 20% [2] of emergency admissions are caused by adverse drug 
reactions (ADR), drug misuses are also harmful. Misuses may happen when physicians 
make prescription errors or when patients do not follow the prescriptions: incorrect 
dosage (overuse or underuse), drugs used for indications other than those prescribed, etc. 
Patients are then exposed to risks. Moreover, the discovery of misuses is a difficult task 
because patients do not report them to physicians or authorities. Hence, the situation is 
even worse than with the ADRs reporting, which does not exceed 5% [3,4]. In order to 
study drug misuses, we need to use different sources of information, such as health fora: 
within the anonymity and without any particular effort, patients willingly talk about their 
disorders and doings [5], and thus they may give clues about their actions and well-being. 
Aside from the detection of ADRs [6], quite a few works dedicated to the observation of 
drug use in social media exist. We can mention the observation of non-medical use of 
drugs [7], and the creation of drug overuse ontology [8]. The objective of our work is to 
create a typology of drug misuses. This typology is intended to guide future work on 
automatic detection of misuses. To make this typology, we study the posts in health fora 
dedicated to drugs. Our hypothesis is that patients write about their healhcare process 
and treatments, which may also include drug misuses, be they intentional or non-
intentional.   
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2. Material 

Drug names. We use a set of commercial drug names and DCIs, associated with their 
ATC codes [9]. We also use the CNHIM database Thériaque 2 , base publique du 
médicament3 and database Medic’AM from the French healthcare insurance4. Thériaque 
is especially useful because it includes short names of drugs, such as doliprane.  

Forum corpus. We build the corpus from the French health website Doctissimo. 
We collect posts written between 2010 and 2015 from the two most active categories, 
dedicated to drugs5 and pregnancy6. We chose to study those two fora because they 
contain a large number of messages. We keep only posts that mention at least one drug, 
which gives a total of 119,562 posts (15,699,467 words). In each post, the drugs are 
identified and the drug classes are defined by the 3 first characters of the ATC codes. As 
expected, some drug classes are very frequent. For instance, up to 60% of posts are 
concerned with the birth control pills, and 15% with antidepressant and anxiolotic drugs. 
This set of posts is used to create three corpora to be annotated manually: C1 with 200 
posts, C2 with 1,200 posts, and C3 with 500 posts. Posts with more than 2,500 characters 
are excluded because they contain heterogeneous information and are difficult to analyze 
and to annotate. C1 and C2 contain randomly selected posts independently on the drug 
classes they mention. C1 is annotated by two annotators and is used for the computing 
of inter-annotator agreement. Because some drug classes are more frequent than others, 
C3 is built so that it contains a larger variety of drugs: for each of the 50 most frequent 
drug classes, we randomly select 10 posts. We assume indeed that some misuses can be 
typical to some drug classes. This motivates the diversification of the analyzed corpus. 
The annotation rationale of these 1,900 posts and results are presented in the following 
sections. These corpora provide the reference data for our study.  

3. Methods 

The annotator task is to assign each post to one of the following categories: 
�  

� + contains normal drug use: Anyway the question I’m asking is whether it is 
normal that loxapac I’m taking needs hours to do something??? 

� - does not contains drug use: ouch boo, above all take a break, he didn’t 
prescribe aspegic for the baby?? 

� ! contains drug misuse. When this category is selected, the annotator is asked to 
shortly explain in free text what is the misuse (i.e. , overuse, dosage, brutal 
quitting): well me miss blunder and with head in the clouds I had to start 
the ”utrogestran 200” at d16 and I forgot of course! well I took it this 
evening!!!!  

                                                           
2  http://www.theriaque.org 
3  http://base-donnees-publique.medicaments.gouv.fr 
4  https://www.ameli.fr/l-assurance-maladie/statistiques-et-

publications/donnees- 
 statistiques/medicament/medic-am/medic-am-mensuel-2017.php 
5  http://forum.doctissimo.fr/medicaments/liste categorie.htm 
6  http://forum.doctissimo.fr/grossesse-bebe/liste categorie.htm 
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� ? unable to decide. 
 

Two annotators are involved in the annotation: one is a medical expert, another is a 
computer scientist familiar with medical texts and annotation tasks. Each post of C1 is 
annotated by the two annotators independently. This allows to compute the inter-
annotator agreement [10]. Afterward, posts were the annotators didn’t agree or where 
one was unable to decide were discussed until agreement was reached. C2 is devided in 
two halfs, each being annotated by one of the annotators. As for the C3 corpus, it is only 
annotated by the expert annotator. 

On the basis on these annotations, we create a typology of misuses. We particularly 
stress on identification of the reasons which lead to the misuses.  

. Results of Annotation and Typology 

1,900 posts were annotated. Among these, 53% (999) contain normal use, 30% (746) 
have no use, and 8% (155) contain misuse of drugs. The inter-rater agreement computed 
on C1 is 0.46, which is a moderate agreement. It also indicates that the task on detection 
and categorization of misuses is quite difficult.  

The first analysis of the annotated posts indicates that patients can commit misuses 
of drugs non-intentionally or intentionally. Figure 1 shows the schema of the typology. 
In case of non-intentional misuse, patients commit mistakes while taking the drug (intake, 
dosage, contraindication). When patients realize their mistake, they post a message to 
ask how to mend this situation. However, when the misuse is intentional, patients do not 
follow the prescriptions and are conscious about it, like in: J’ai arrêté de moi-même (je 
sais c’est pas bien) (I stopped by myself (I know this is not good)) ; j’ai descidé de ne 
pas en reprendre. (I decided to not take it again.) ; cette fois je rajoute xanax (this time I 
will take xanax as well) . For instance, patients can ignore or overlook the prescription 
without any particular goal: ma psy m’a bien dit, pas d’alcool, mais j’en bois quand 
même en week-end quand y’a des occasions (my shrink told me no alcohol, but I drink 
it anyway during the week-end when I have such opportunities) . Besides, when 
committing misuses, patients can: have precise reasons (like the fear of ADRs which 
leads to underdosage or missed intakes), self-medicate (for which they will try to get the 
prescriptions and drugs by any means), looking for particular effects (like psychotropic 
effect, weight loss, or even suicide attempt). Yet another misuse situation occurs when 
patients become addicted to the drugs they take (which mainly happens with anxiolytic 
drugs). Yet, it should be noticed that sometimes patients may commit misuse 
intentionally in a moment of temporary distress, which they regret later and worry about 
the consequences. From this analysis, we can see that different types of misuses have 
been detected and that they cover a great variety of situations. Their automatic detection 
requires specific algorithms and models.  

. Conclusion and Future Work 

Because patients do not report the misuses they commit when taking the drugs, we 
proposed to exploit online health fora to observe such events. Hence, we collect and 
analyze information written by patients in order to create a typology of drug misuses. 

4

5
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This typology reflects the goals of patients, which can be intentional or non-intentional. 
For instance, patients may refuse the intake of drugs by fear of a probable ADR, they  

 
Figure 1. Typology of drug misuses. 
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may self-medicate themselves, and even take drugs searching some special effects. In 
the last case, we can find cases related to suicide attempts, psychotropic effects, weight 
loss, etc. 

This typology is based on posts from the French website Doctissimo, and more 
particularly from fora dedicated to pregnancy and drugs. Among all the posts, up to 60% 
of posts are about the birth control pills, and 15% about antidepressants and anxiolotics. 
This leaves little room for other drug classes. When selecting the posts to process, we 
tried to adjust the distribution of drug classes, and to include a greater variety of them in 
the corpus. Yet, it is possible that misuses associated with other types of drugs or 
pathologies may be missing in the current study. Similarly, in the annotated corpus, we 
observe only 155 messages containing misuses, and some categories distinguished have 
only few examples instantiating them. For these reasons, it is necessary to enrich the 
corpus analyzed in this work with additional posts, which can potentially provide other 
kinds of misuses, including those that are seldom described. 

In future work, we will exploit this categorization and manually annotated posts to 
propose an automatic method for the detection of misuses in social network texts, and 
for the extraction of information related to the misuses. Notice that, for some categories 
of misuses, we have identified typical linguistics patterns, which can also be exploited 
for the detection of misuses. For example, the cases of overuse are often expressed 
through the use of quantifiers cooccurring with drug names, such as in 3 boites de xanax 
(3 boxes of xanax) . Beyond the automatic detection of misuses, the very purpose of this 
work is to shed light on the various cases of misuses, alert medical authorities and 
improve information provided to patients. We intend for this work to contribute to the 
safety of patients and to help prevent misuses they may attempt.  
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Abstract. Introduction: In 2006, the Grenoble-Alpes University Medical School 
decided to switch the learning paradigm of the first year to a blended learning model 
based on a flipped classroom with a continuous dual assessment system providing 
personal follow-up. We report a descriptive analysis of two pedagogical models. 
Methods: The innovative blended learning model is divided into 5 week-sequences 
of learning, starting with a series of knowledge capsules, following with Interactive 
On Line Questions, Interactive On Site Training and an Explanation Meeting. The 
fourth and final steps are the dual assessment system that prepares for the final 
contest and the personal weekly follow-up. The data were extracted from the 
information systems over 17 years, during which the same learning model was 
applied. Results: With the same student workload, the hourly knowledge/skills ratio 
decreased to approximately 50% with the blended learning model. The teachers' 
workload increased significantly in the first year (+70%), and then decreased each 
year (reaching -20%). Furthermore, the type of education has also changed for the 
teacher, from an initial hourly knowledge/skill ratio of 3, to a ratio of 1/3 with the 
new model after a few years. The institution also needed to resize the classroom 
from a large amphitheatre to small interactive learning spaces. Discussion: There is 
a significant initial effort required to establish this model both for the teachers and 
for the institution, which have different needs and costs However, the satisfaction 
rates and the demand for extension to the other curriculums from medics and 
paramedics learners indicate that this model provides the enhanced learning 
paradigm of the future. 

Keywords. Blended Learning, Flipped Classroom, Medical Education, Educational 
Measurement, Undergraduate/methods, France, Teaching/methods,  

1. Introduction 

All French Universities that have a medical school must organize at the end of the first 
year of enrolment competitive ranking contest to limit the number of students, according 
to the Health Ministry numerus clausus, who are allowed to follow medical studies into 
the second and subsequent years. A similar competitive ranking contest exists for the 
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other 3 health disciplines of pharmacy, dentistry and midwifery. In 2010, the French 
Health Ministry decided to merge these ranking contests into the First Joint Year of 
Health Studies (PACES in French). Pedagogical organizations are decided locally within 
the institutions and might differ from one university to another, but contents of PACES 
have the same basic knowledge requirements that includes Biology, Chemistry, 
BioStatistics and Anatomy. 

In 2000, 858 students registered the first year in the Grenoble medical school, and 
this number has increased significantly each year. In 2005 the medical school decided to 
change the educational paradigm from classical lecture courses to innovative blended 
learning () based on a flipped classroom and continuous evaluation. The change in 
pedagogical paradigm also allowed the merging of all of the health discipline of PACES 
in 2011 without any major problems in infrastructure or human resources. Although 
several blended models exist, only one has been selected to best account for our specific 
requirements [1]. The objective was to offer teachers, students and the institution a 
qualitative educational solution for large numbers of students [2]. In recent years, about 
1600 registered students follow the entire first year of health study. For Grenoble, the 
medicine’s numerus clausus started from 98 in 2000 and increased to 191 in 2017 
(numerus clausus for all PACES’ disciplines reached 341 in 2017).  

Our objective in this report is to report our measurements of the different 
consequences of this educational paradigm switch from 3 points of view: learners, 
teachers and institution. We report measures such as learner and teacher implications, 
logistic classroom changes, hourly knowledge vs skills ratio, through a descriptive 
analysis. These measures are based on a 17-year data extraction. 

2. Materials and Methods 

In the last 17 years in the Grenoble Medical School, PACES has faced two major 
changes. The first was a paradigm switch from a classical way of teaching to a blended 
learning model in 2006. The second was the merging into one ranking contest of 4 
previously separate ranking contests (of medicine, pharmacy, dentistry and midwifery) 
in 2010 without any change in the blended learning pedagogical organization and 
contents. From 2000 to 2016 there were only marginal changes in the thematics of the 
courses. The course contents included mainly basic health knowledge, but with 
insufficient time during courses to explain links between skills and knowledge. Student 
feedback has indicated that the agenda of a classically organised approach does not have 
a high enough priority given to building the skills and the habits that are required by the 
students to fully understand the health concepts and hence to prepare them to be a good 
health professional. Finally, all the building infrastructure of the medical school had not 
changed in 20 years, which meant that the large amphitheatres (from 150 to 600 seats) 
are the most expensive places to educate students. On the contrary, it is far more 
economically efficient to educate students in smaller classrooms (40 seats). 

2.1. Classical Educational Practice from 2000-01 to 2005-06 

The classical education was based predominately on lecture courses (considered mainly 
as providing knowledge) and a few practical exercises (considered as providing skills). 
At the end of each academic year, some sessions were organised for revision and tutorials 
(considered as providing skills). In that organisation, no time was allocated to developing 
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students’ habits or behaviour. In that period the medical school registered between 800 
to 1200 students to the medical ranking contest, for the numerus clausus limits between 
98 to 166 during that period. 

2.2. The Blended Learning Model in Grenoble from 2006-07 to 2016-17 

In 2010 there was a merger of the ranking contests in the 4 health disciplines of medicine, 
pharmacy, dentistry and midwifery. The medical school registered between 1200 to 1900 
students in this PACES, each year. The numerus clausus has also increased from 166 to 
191 for the medical contest and from 321 to 341 for all the PACES ranking contests.  
 

 
Figure 1. Blended learning Model in health at Grenoble since 2006 

 

In this blended learning model, all thematics were divided into a cycle of 5 
sequences of one week, 3 of learning, one of dual assessment and the final focus on the 
follow up (Figure 1). The first step-week starts with two series of pre-recorded 
Knowledge Capsule (KC) from 2 different thematics. The maximum length of each 
thematic is 6 hours of KC per week. The teacher must prepare these KC in the preceding 
few months. All KC are provided at the beginning of each semester. Each student is 
supposed to build their own synthesis notes. The second step-week is dedicated into 
Interactive On-Line Questions (IOLQ), where students can post questions to the teacher 
of the KC, and also can see questions from the other learners. This is a real pedagogical 
period, where the student must read questions and vote for those that fits his/her own 
interests, and also try to answer other questions to reinforce his/her own knowledge. At 
the end of the week, all the questions are sent to the teachers, who can then prepare the 
next step. The third step-week is the Interactive On-Site Training and Explanation 
Meeting (IOSTEM) in large groups from 160 to 180 students. During these 2 hours of 
IOSTEM for each thematic, the teacher reiterates the main pedagogical objectives of this 
KC’s series, and answers the questions of the students. The teacher also explains that 
usefulness of this knowledge for health professionals, with a demonstration or 
commented exercises. In no case does the teacher provide a classical lecture. The fourth 
step-week is dedicated to Dual Assessment System (DAS). This step evaluates the 
content of the cycle thought Multi Choice Questions (MCQ) but also evaluates the 
pedagogical methods with a systematic survey. In the final step, the platform provides a 
personal follow up to all students each week with analysis of MCQ answers and also 
prepares the debriefing session of each cycle with survey answers. According to this 
organization, KC are considered as knowledge and IOLQ, IOSTEM and DAS are 
considered as skills. The medical school administration provided the student agenda from 
2000 to 2017. The plan of amphitheatre were provided by the faculty buildings 
department to obtain the number of seats of each used location. 
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3. Results 

The table 1 shows the numbers of hours and pedagogical organisation for students, 
teachers and the institution. 
 
Table 1. Students, Teachers and Institution timetable over the year 

 Numbers of hours Classical Blended 
Learning N 1 

Blended 
Learning N 4 

Blended 
Learning N 11 

St
ud

en
ts

 

Lecture Course 480h - 
Practical exercise 16h - 
KC + Notes creation  216h + 108h 
Homework - IOLQ ? 48h-96h 

IOSTEM - 86h-96h 
Tutoring - DAS 48h 86h-96h 
Revision - Follow-up 18h 48h 
Total each student 562h 592h-660h 

T
ea

ch
er

s 

Number of teachers involved 80 56 
Knowledge Capsule creation 3:1  216h x3 72h 0h 
Lecture Course 960h    

Practical exercise 224h    
IOLQ to prepare   384h 256h 96h 

IOSTEM  768h 
Tutoring Preparation 96h 384h 288h 192h 
Total all teachers 1316h 2184h 1384h 1056h 

In
st

itu
tio

n Large Size Amphitheatre (600) 546h - 
Medium Size Amphitheatre (300) 546h - 
Small Size Amphitheatre (150) 224h 768h 

Classroom (40) - 768h 
Total 1316h 1536h 

 
For students, there was a significant decrease of more than 50% of the time of 

teacher media support following the change in model, from 480h of classical courses to 
216h of pre-recorded KC. However, there was an increase in the proportion of time 
focussed on skills learning tasks. The description of each learning activity shows that the 
students switched from 15% of skills learning times (versus 85% of knowledge) with the 
classical model to 45-51% of focussed skills transfer from teachers (versus 49-55% of 
knowledge) with the blended learning model. 

For all teachers involved in the PACES, the blended learning model provides a 
decrease of the preparatory time to teach from one year to the next. For example, in the 
first year the teacher commits a maximum of 3h preparation time every 1h of KC 
recorded. Then, in subsequent years the commitment of preparation time decreases, with 
about 1/3 of the KC that needs to be updated and re-registered to incorporate the student 
comments and learning needs. After 6 years of such iterative improvements, both 
teachers and students consider the KC as having attained the best quality with no need 
for further major changes. A similar pattern of amelioration in time commitment and 
quality was found for the second and third steps (IOLQ and IOSTEM), but with a lesser 
number of hours of work each year. For the tutors involved into the DAS step, the same 
number of hours for tutoring is needed each year and was evaluated to 1536 hours. 
According to the description of each activity, the teachers switch from 27% of skills 
(73% knowledge) with the classical model, to 70% next year (reaching 100% of skills a 
few years later) with the blended learning model. 
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4. Discussion 

For students, the impact of the change in pedagogical learning model is that the expected 
work on learning tasks receives more time in supervision than previously. This 
supervised time is also more dedicated to the skills and competencies that are required 
to be a good health professional. An urban myth emerged that described the DVD to 
replace teachers in Grenoble, with the teacher becoming superfluous. On the contrary, 
the results of our analysis showed that teachers have a maximum workload during the 
first year with this blended learning model (creation of KC) and that the teaching process 
changed to focus primarily on skills and competencies during IOSTEM.  Teachers are 
therefore much more involved in education, both in terms of time and skills, with up to 
70% of face-to-face time, during a N+6 year of experience. The teacher is not anymore 
playing a one-man show. Now he/she exchanges with really junior professionals to learn 
how knowledge and skills can be useful for health professionals. The change in 
pedagogical learning model also changed the nature of the infrastructure required to 
conduct the learning tasks. Classrooms had to change from large amphitheatres 
(expensive to build and maintain) to small rooms that facilitate exchanges and the 
development of relationships between teachers and learners. The teacher is no longer 
considered to be an expert delivering his science to an assembly empty of knowledge; 
rather a senior expert developing arguments concerning the field of his/her expertise to 
discuss and explain with junior experts. 

A limitation of our work is the non-evaluated time of homework in classical models 
such as in the blended learning model, even if with this new organization there is little 
free time left. Another limitation is that we decided not to provide the direct and indirect 
costs of the amphitheatre and classroom from our Grenoble-Alpes University since costs 
cannot be applied directly to another university. It seemed more appropriate to start with 
a description of the structures since all universities need to heat, light, equip and maintain 
these education buildings in addition to assigning teachers to schedules. Thus, another 
university could evaluate student, teacher and institutional changes that such a transition 
to blended learning models could involve. 

Furthermore, face to constant increase of first-year students registering, different 
ways of responding exist such as huge amphitheatre, capturing and broadcasting. These 
solutions are only second-best. The Grenoble blended learning model is a solution on a 
long-term way. The next stage is being built with the continuous control of the contest. 
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Abstract. In the Paediatric emergency department scenario there were 
considerable efforts developing indicators over the past decade, specially referring 
to process, e.g. timeliness. Nevertheless, to fully characterize quality in Paediatric 
emergency department, indicators are developed but require further assessment 
and a more complete validation. This paper’s aim is to emphasise the importance 
of data quality, data cleaning and the indicator choice in indicator production. The 
dataset provided for this analysis is from the São João Hospital Centre’s 
information system and is composed by records of all the visits to the paediatrics 
emergency department from the 1st of January of 2014 to the 31st of December 
2016. Only the variables time from admission to triage, admission to physician and 
length of stay were selected from the dataset to be analysed. Summary statistics 
and plots of each variable through the hours of the day were produced. 
Considering waiting time from admission till being seen by a physician, the 
variability of the arithmetic mean and median through the hours of the day range 
from 18 to 73 and 14 to 49 minutes of waiting time respectively. The maximum 
difference between indicators at a specific time happens at 0 a.m. and is 24 
minutes. When considering waiting time from admission to triage the arithmetic 
mean is 15.2 however 75% of the children i.e. 3rd quartile waited 12 minutes or 
less. The choice of indicator is essential, it should accurately reflect what is being 
measured, taking into account the action that might be taken with the information. 

Keywords. Performance, Indicators, Paediatrics, Emergency Department, data 
quality 

1. Introduction 

An accurate assessment of the quality of care has become increasingly important to 
providers, managers, policy makers and regulators. This is only possible with a frame-
work of measures that monitor such quality. These measurements, i.e. indicators, serve 
several purposes such as document the quality of care, provide transparency in health 
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care, make comparisons, aid in policy making, support accountability, determine 
priorities and support quality improvement [1] [2]. In the paediatrics emergency 
department (PED) scenario there were considerable efforts developing indicators over 
the past decade, specially referring to process, e.g. timeliness. To fully characterize 
quality in PED, indicators are being developed and require further assessment and a 
more complete validation. [3]. This paper’s aim is to emphasise the importance of data 
quality, data cleaning and the indicator choice in indicator production. 

2. Methods 

The dataset provided for this analysis was exported in comma separated values (CSV) 
from the São João Hospital Centre’s (SJHC) information system and is composed by 
records of all the visits to the PED from the 1st of January of 2014 to the 31st of 
December 2016. 

Only the variables time from admission to triage, admission to physician and 
length of stay (LOS) were selected from the dataset to be analysed. The arithmetic 
mean was calculated and a table with the summary statistics produced. 

In order to measure the impact of data cleaning in the summary statistics, data 
considered technically incorrect (i.e. admission to triage < 0 minutes or > 60 minutes, 
ad-mission to doctor < 0 minutes or > 12 hours and length of stay < 5 minutes or > 36 
hours) were substituted by missing (NA) values. Furthermore, the Tukey Method was 
used to identify extreme outliers (3*IQR) for subsequent substitution with missing 
values. 

The second part of the analysis consists on plots of each variable through the hours 
of the day, based on the admission timestamp. 

All the data analysis was performed in R version 3.4.1 (2017-06-30). The 
integrated development environment (IDE) used was RStudioVersion 1.1.383, and the 
paper was compiled directly from the data, using the kniter package version 1.15.1. 

3. Methods 

There were 240,396 visits to the PED within the study period. 
When considering process indicators means are 15.2 minutes of waiting times 

from ED admission to triage, 52.3 minutes of waiting times from ED admission to the 
doctor and 155.7 minutes of length of stay. 

3.1.  A closer look 

A more detailed analysis is shown on Table 1, the data quality problems are clear, i.e 
the negative minimum values and the extremely high maximum values. Furthermore, 
skewness of the distributions are obvious when comparing the distance between the 
arithmetic mean and the third quartile. 

Table 2 and Table 3 show the impact of substituting likely incorrect data by 
missing values on summary statistics. 
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Table 1. Process indicators, raw data (in minutes). 

Variable n Min q1 median mean q3 Max s IQR #NA 
admission to triage 239545 -84 4 7 15.2 12 1750 30.6 8 851 
admission to doctor 239379 -36 16 31 52.3 67 1778 56.8 51 1017 
length of stay 240396 -42 59 108 155.7 190 4862 179.6 131 0 

Table 2. Process indicators, after the imputation of missing on technically incorrect data (in minutes). 

Variable n Min q1 median mean q3 Max s IQR #NA 
admission to triage 224913 0 4 6 8.7 10 60 8.8 6 15483 
admission to doctor 239344 1 16 31 52.2 67 706 55.6 51 1052 
length of stay 237974 5 60 109 156.6 191 2157 175.5 131 2422 

Table 3. Process indicators, after the imputation of missing on technically incorrect data and extreme outliers 
(in minutes). 

Variable n Min q1 median mean q3 Max s IQR #NA 
admission to triage 216415 0 3 6 7.3 10 28 5.3 7 13981 
admission to doctor 234196 1 16 30 47.3 63 220 44.8 47 60200 
length of stay 231795 5 59 109 134.7 183 584 101.3 124 8601 

3.2. Variations during the day 

Figure 1 shows the variability and outliers of waiting time from admission to triage by 
hour of admission, it is also important to point out the variability of the arithmetic 
mean and median through the hours of the day, ranging from 5 to 22 and 4 to 10 
minutes of waiting time respectively. 

Figure 2 highlights the variability and outliers of waiting time from admission till 
being seen by a physician, it is also important to point out the variability of the 
arithmetic mean and median through the hours of the day, ranging from 18 to 73 and 14 
to 49 minutes of waiting time respectively. The maximum difference between 
indicators at a specific time happens at 0 a.m. and is 24 minutes. 

Figure 3 shows the variability and outliers of length of stay, it is also important to 
point out the variability of the arithmetic mean and median through the hours of the day, 
ranging from 143 to 189 and 85 to 125 minutes of waiting time respectively. The 
maximum difference between indicators at a specific time happens at 7 a.m. and is 74 
minutes. 

 
Figure 1. Plot A is a scatter plot of the patients’ waiting time from admission to triage by hour of admission 

from raw data, the arithmetic mean is plotted in black and the median in grey, there are also marginal 
histograms on the top and on the left of the plot. Plot B shows a zoomed in area of the mean and median plots. 
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Figure 2. Plot A is a scatter plot of the patients’ waiting time from admission till being seen by a physician 

by hour of admission from raw data, the arithmetic mean is plotted in black and the median in grey, there are 
also marginal histograms on the top and on the left of the plot. Plot B shows a zoomed in area of the mean 

and median plots. 

 

 
Figure 3. Plot A is a scatter plot of the patients’ length of stay by hour of admission from raw data, the 

arithmetic mean is plotted in black and the median in grey, there are also marginal histograms on the top and 
on the left of the plot. Plot B shows a zoomed in area of the mean and median plots. 

4. Discussion 

It is important to contextualize the meaning of median and quartiles, e.g. in Table 1 de-
spite the 15.2 arithmetic mean of waiting time from admission to triage however, 75% 
of the children waited 12 minutes or less. Just this fact should question the 
appropriateness of the arithmetic mean as an indicator in this context. 

Table 1, 2 and 3 show the robustness of nonparametric summary statistics, 
contrasting with the effect outliers have on the arithmetic mean in this case. 

It is important to state that the admission date and subsequent dates are collected in 
two different information systems, furthermore, there are reports of information 
system’s down times. This may explain the majority of incorrect times. 

It is transversal to Figures 1, 2 and 3 the variability of the arithmetic mean and 
median during the day, however the median appears to be a more accurate indicator 
due to the skewness of the distribution. Furthermore, and as seen in Figure 3 
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visualizations can be very helpful to detect patterns e.g. the spike at 8 a.m. probably 
due to shift change. 

The indicators and the perspectives used in this analysis i.e. time of the day, were 
just used to illustrate a point. Other perspectives e.g. triage levels would also make the 
indicators vary, due to it’s intrinsic purpose, making the overall analysis i.e. 
presentation of a single value for the indicator, meaningless. 

5. Conclusion 

Data cleaning is of the utmost importance when producing indicators, the process of 
cleaning the data should be reported in a clear and transparent way in order to enable 
researchers, manager and readers to see what has been done with the data prior to the 
indicator production. 

The choice of indicator is essential, it should accurately reflect what is being 
measured, taking into account the action that might be taken with the information. 
More-over, visualization tools can also provide invaluable insight on other dimensions 
when analysing indicators. 

Acknowledgements 

Project NORTE-01-0145-FEDER-000016 (NanoSTIMA) is financed by the North 
Portugal Regional Operational Programme (NORTE 2020), under the PORTUGAL 
2020 Partnership Agreement, and through the European Regional Development Fund 
(ERDF). 

References 

[1] Mainz, J., Developing evidence-based clinical indicators: a state of the art methods primer., International 
journal for quality in health care : journal of the International Society for Quality in Health Care 15 
Suppl 1 (2003), i5–11. 

[2] Mainz, J., Defining and classifying clinical indicators for quality improvement., International journal for 
quality in health care : journal of the International Society for Quality in Health Care 15 (2003), 523–
30. 

[3] Alessandrini, E.; Varadarajan, K.; Alpern, E. R.; Gorelick, M. H.; Shaw, K.; Ruddy, R. M.; Chamber-lain, 
J. M., Pediatric Emergency Care Applied Research Network. Emergency department quality: an 
analysis of existing pediatric measures., Academic emergency medicine : official journal of the Society 
for Academic Emergency Medicine 18 (2011), 519–26. 

J. Viana et al. / The Importance of Data Quality and Context Information 365



Vaccine Hesitancy in Discussion Forums: 
Computer-Assisted Argument Mining with 

Topic Models 
Maria SKEPPSTEDT a,b,1 Andreas KERREN a and Manfred STEDE 

b 
a

 Computer Science Department, Linnaeus University, Växjö, Sweden 
b

 Applied Computational Linguistics, University of Potsdam, Potsdam, Germany 

Abstract. Arguments used when vaccination is debated on Internet discussion 
forums might give us valuable insights into reasons behind vaccine hesitancy. In 
this study, we applied automatic topic modelling on a collection of 943 discussion 
posts in which vaccine was debated, and six distinct discussion topics were 
detected by the algorithm. When manually coding the posts ranked as most typical 
for these six topics, a set of semantically coherent arguments were identified for 
each extracted topic. This indicates that topic modelling is a useful method for 
automatically identifying vaccine-related discussion topics and for identifying 
debate posts where these topics are discussed. This functionality could facilitate 
manual coding of salient arguments, and thereby form an important component in 
a system for computer-assisted coding of vaccine-related discussions. 

Keywords. Vaccine hesitancy, topic modelling, argument mining 

Introduction 

Decreased vaccination rates caused by vaccine hesitancy have led to outbreaks of 
vaccine-preventable diseases in several parts of the world [1]. More might be learnt 
about the reasons for vaccine hesitancy by studying the arguments that are given for 
avoiding vaccination. The context of Internet discussion forums is one example of a 
context where vaccination-related arguments are expressed [2], and such forums are 
therefore one possible source from which vaccine-related arguments can be gathered.  

There are a number of manual qualitative research methods that could be applied 
for coding Internet discussions on vaccination [3, pp. 163–180], and there are studies in 
which such a coding has been carried out [4, 5]. To be able to learn from and monitor 
Internet discussions on a larger scale, however, the content of large text collections 
needs to be coded. This is an intractable task when using manual coding approaches 
that require the entire text collection to be read, but is possible if important information 
could be automatically extracted and presented for manual coding. We here aim to 
explore this functionality, by performing computer-assisted extraction of arguments 
from Internet discussions on vaccination.2 
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1. Background 

For the task of coding a large text collection of free-text survey responses, Baumer et al. 
compared (i) an analysis based on a computer-assisted approach, where a subset of the 
texts was automatically selected by topic modelling and manually coded, and (ii) a 
manual analysis based on grounded theory, in which the entire document collection 
was coded [6]. The former analysis took a few hours to carry out by one analyst, while 
two researchers allocated several hours a week over about two and a half months for 
the latter approach. Despite the large difference in allocated time, the comparison of the 
output of the analyses showed that “The topic modeling results captured to a surprising 
degree many of the themes identified in grounded theory, and vice versa”. These results 
show the potential of using topic modelling for selecting what material to manually 
code. We here followed the computer-assisted approach of Baumer et al., and manually 
coded a subset of our document collection, which we selected by topic modelling. 

2. Method 

Before the topic modelling algorithm was used to select documents to code, a pre-
processing was applied to the texts in the collection. 

2.1. The document collection used and the pre-processing applied 

The texts that we used for exploring computer-assisted coding were vaccine-related 
discussion threads from the British parental website Mumsnet, which hosts online 
forums where subjects related to parenting are discussed.3 The discussions are publicly 
available without a login, and debaters are encouraged to anonymise their texts, which 
makes it unlikely that the posts include sensitive or private content. 

We have previously compiled a resource of debate posts from six Mumsnet 
discussion threads, where we have removed HTML-tags, names of debaters and 
citations from previous debaters [7]. We collected the debates with the criterion that 
they should have a title that indicates a debate topic related to vaccination or child 
vaccination in general, as opposed to more specific aspects of vaccination, e.g., 
vaccination against specific diseases. The publication year for the most recent post 
varied between the different threads, from year 2011 to 2017. In the previous study, we 
had also manually coded the posts as expressing a stance for or against vaccination, or 
as being undecided. For the current study, we were mainly interested in posts where an 
opinion was expressed. We therefore removed the undecided posts from the document 
collection, which led to a final collection of 943 posts. Each post was treated as one 
independent document in the experiment, and no meta-data was used. For instance, 
information on who the author was, or which thread the post belonged to, was not used. 

The document collection was first automatically pre-processed by concatenating 
frequent collocations into one term. Different term instantiations of the same concept 
(morphological variations, synonyms, and related terms) were thereafter automatically 
replaced by a term that represented the concept. This was achieved by clustering [8] 
word embedding vectors that represented the terms. The embedding vectors were 
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obtained from an out-of-the-box word2vec4 model [9]. Table 1 shows examples of 
collocations (shown with an underscore) and concept clusters (shown with a slash). The 
produced concept clusters were manually corrected, which resulted in the removal of 
165 terms from the clusters, and a final set of 402 concept clusters was used. 

A standard stop word list [10] was used to remove stop words. We also extended 
this list by repeatedly pre-running the topic models to identify terms extracted by the 
model that we considered more suitable as stop words than as topic terms. 

2.2. Topic modelling 

The input to a topic modelling algorithm is typically a collection of text documents and 
the number of topics that the algorithm is expected to identify in the collection. The 
output of the algorithm, for each one of the identified topics, is (i) a set of terms from 
the collection that represents the topic, e.g., the terms in the first column in Table 1, 
and (ii) a ranking of the texts according to the probability that they discuss the topic. 

The procedure of the previously mentioned topic modelling study by Baumer et al. 
[6] was followed. Baumer et al., however, only applied LDA (Latent Dirichlet 
Allocation) as the topic modelling method for their document collection of survey 
answers. Since previous research indicates that NMF (Non-Negative Matrix 
Factorisation) is more suitable to a document collection that consists of discussion 
posts [11], we also included NMF in the experiments. We instructed the topic 
modelling algorithms to identify ten topics, but only topics that were fairly stable over 
ten re-runs of the algorithm were retained. A 70% overlap of the returned term set with 
a previously returned term set was required for a topic to be considered stable. The 
experiments were implemented with Scikit-learn [10]. 

3. Results and discussion 

The LDA algorithm produced very few stable topics. Only the output of the NMF 
algorithm, which returned six stable topics, was therefore analysed. For each of these 
topics, we extracted the 50 posts that the NMF algorithm ranked as most typical to the 
topic. One of the authors then manually coded the posts for arguments related to 
vaccination. A few hours were spent on each topic, and the results are shown in Table 1. 

A set of semantically coherent arguments could be identified for each extracted 
topic. Topic 2 was the most coherent of the six topics, as only 23 themes were 
identified, which all of them were related to Dr. Paul Offit. Both Topic 1 and Topic 4 
were related to MMR (measles, mumps, and rubella) vaccination, but the themes of 
Topic 1 were related to research on and reports of adverse vaccine reactions, while the 
Topic 4 posts discussed the duration of vaccine immunity, disease severity, and single 
vaccines. Topic 3 was related to the eradication of diseases through vaccinations, 
opinions on how small pox was eradicated and how that should affect vaccination 
programs for other diseases. The arguments for Topic 6 revolved around risk 
assessments for child vaccination, for vaccine-preventable diseases, and for infecting 
vulnerable individuals.  
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Table 1. Arguments occurring in at least three posts in the layperson discussions studied (without any regard for their 
validity). For the 6 topics, 38, 23, 51, 61, 40, and 33 themes, respectively, were identified. 

Extracted terms Arguments (number of occurrences)  

Topic 1: mmr, evidence, 
link, worry/concern, 
problem/difficulty, 
autism/autistic, parents, 
thread, sure, case, jab, 
issue, study, reaction/ 
response, research, pro, 
opinion/views, wrong, 
reason, information 

There is no proven link between MMR and autism, despite many studies (7). 
Children who have been reported as having reacted badly to MMR are not 
examined/parents dismissed/more research needed (6). Many reports of 
vaccination damage and regressive autism after vaccination (4). MMR effective 
in stopping the spread of 3 potentially dangerous diseases/Children vulnerable 
without (3). Personal story of measles after vaccination (3). Personal story of 
immune system negatively affected by MMR/measles vaccination (3). The 
scientific papers that suggest a link between MMR and autism have been shown 
invalid (3). Expression of distrust in government/pharmaceutical industry (3). 

Topic 2: offit, 10, 000_ 
vaccines, theory, baby/ 
infant, antigen/epitope, 
cope, 000, paul, agree, 
book, goon, test, 
bullshit/nonsense, 100, 
theoretical, flawed, day 

Criticism of Offit's claim that each infant would have the theoretical capacity to 
respond to about 10,000 vaccines at any one time (23). Explanation/defence of 
Offit's claim about the theoretical response to 10,000 vaccines (8). Offit is 
lobbying for the pharmaceutical industry (5). Offit is a good person (5). Offit 
makes money on vaccines, and therefore biased in vaccination debates (3). 
Request for evidence of risks with vaccination combinations, rather than 
criticism of Offit (3). 

Topic 3: small_pox, 
countries, eradicate, 
mass_vaccination, 
early/late, anybody/ 
somebody, endemic, 
population, polio, 
complex, epidemic/ 
outbreak, current, poor 

That small pox vaccination has been successful does not mean that there are no 
problems with other vaccines (7). Small pox was eradicated by the vaccine (6). 
No proof that vaccination was responsible for eradicating small pox, but it could 
have been caused by other factors, e.g., better sanitary and health care conditions 
(6). Better conditions is not the reason small pox was eradicated, since it was 
eradicated also in poor countries without these improvements (6). We are close 
to eradicating polio through vaccination (5). Selective vaccination was enough to 
eradicate small pox, no need for mass vaccination to eradicate a disease (3). 

Topic 4: mumps, dose, 
measles, wanes, waning, 
protect, mumps_ 
vaccine, complication, 
caught, cases, student, 
introduce, groups, 
meningitis, difficulty/ 
problem, single, age, 
mmr, singles, economic 

Duration of protection from mumps vaccine is unknown or uncertain (9). Not 
only the MMR combination should be offered, but also single vaccinations (5). 
Mumps is more dangerous in adulthood (4). Infant mumps vaccination increases 
risk for outbreaks of mumps in older age groups (4). Mumps vaccination is 
motivated by economics, not health reasons (4). There are serious complications 
from mumps, e.g., sterility, meningitis and deafness (4). Mumps in children is a 
mild disease with few complications (3). Vaccination decreases risks for 
complications, even if immunity wanes (3). Complications caused by mumps are 
rare (3). 

Topic 5: doctor/ 
physicians, assumption, 
anti, smoking, digging, 
single, critical, parents, 
patient, swine_flu, 
fringe, refusal, medical_ 
professionals, article, 
switzerland, loibner,   
austria, shows, lie 

Expression of trust in science and medical professionals or a criticism of distrust 
in science and medical professionals (5). Expression of distrust in medical 
professionals (4). Expression of distrust in the pharmaceutical industry, e.g., 
unethical, biased in information given (4). There are physicians who do not 
vaccinate themselves or let their children be vaccinated (4). Many reports of 
vaccination damage and regressive autism after vaccination (3). A questioning of 
the claim that there is a recent trend of vaccine hesitancy among physicians (3). 
There are other ways than vaccination to protect others who are vulnerable, e.g., 
quarantine (3). 

Topic 6: risk, benefit, 
small/tiny, end, carry_ 
risk, vulnerable/prone, 
surgery, effects, higher, 
case, worth, catch, 
parent, real, protection, 
rare, healthy_child, 
decision, accept, choose/ 
decided, minimal, 
community, disease/ 
infectious_diseases, im-

The risk of catching the vaccine-preventable disease or that the disease will 
result in complications is higher than the risk of the vaccination (17). 
Vaccination can protect others who are vulnerable/contribute to herd immunity 
(10). The risk of vaccination is higher than the risk of the disease (6). There is no 
need to take the risk of vaccination, since vaccination is unnecessary (6). A child 
should not be vaccinated with the aim of protecting others (4). The children that 
are vulnerable to vaccination damages cannot be identified beforehand/no 
screening done to identify them, and for those children vaccination carry a high 
risk (4). Parents are not appropriately informed about risks of vaccination (3). 
The risk of serious side effects from vaccination for an otherwise healthy 
individual is minimal (3). Parents' primary responsibility is their own child, not 

moral, herd_immunity to protect others (3). 
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Topic 5 was related to trust or distrust in the medical profession and industry, and to 
attitudes towards vaccination within the medical profession. This topic was, however, 
less semantically coherent than the others, and included many examples of themes not 
related to these issues. It can also be noted that both arguments for and against 
vaccination were identified, for all six topics analysed.  

4. Conclusion and future directions 

The semantic coherence of the texts analysed for each topic, and the fact that 
reoccurring arguments were found among these texts, indicate that the application of 
NMF-based topic modelling is a useful strategy for extracting frequently occurring 
discussion topics and salient arguments. As these topics and arguments were extracted 
by only analysing a subset of the text collection, this method is suitable for computer-
assisted analyses of Internet discussions on a larger scale, with the potential of finding 
reasons upon which vaccine hesitancy is based. 

The study does, however, not show that the topics and arguments extracted were 
the most salient ones. Future work will therefore include a manual annotation of 
randomly selected texts to determine if there were important topics not included in our 
analysis. It should also be noted that programming skills were required to perform the 
pre-processing and topic modelling. As this limits the usability of the approach studied, 
we aim to develop an interactive, graphical tool by which computer-assisted argument 
mining with topic models can be carried out. 
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Abstract. Data analytics represents a new chance for medical diagnosis and 
treatment to make it more effective and successful. This expectation is not so easy 
to achieve as it may look like at a first glance. The medical experts, doctors or 
general practitioners have their own vocabulary, they use specific terms and type of 
speaking. On the other side, data analysts have to understand the task and to select 
the right algorithms. The applicability of the results depends on the effectiveness of 
the interactions between those two worlds. This paper presents our experiences with 
various medical data samples in form of SWOT analysis. We identified the most 
important input attributes for the target diagnosis or extracted decision rules and 
analysed their interestingness with cooperating doctors, for most promising new cut-
off values or an investigation of possible important relations hidden in data sample. 
In general, this type of knowledge can be used for clinical decision support, but it 
has to be evaluated on different samples, conditions and ideally in long-term studies. 
Sometimes, the interaction needed much more time than we expected at the 
beginning but our experiences are mostly positive.  

Keywords. medical data, diagnosis, variables, knowledge 

1. Introduction 

SWOT analysis has its origins in the 1960s [2]. The SWOT (Strengths, Weaknesses, 
Opportunities and Threats) represents a study undertaken by an organization to identify 
its internal strengths and weaknesses, as well as its external opportunities and threats [1]. 
We decided to use this analytical tool for evaluation of our performed experiments with 
different medical data samples. We aimed to identify the most important best practices 
as well as pitfalls based on our real experiences.  

2. SWOT analysis 

Over the last 3 years we have analyzed several medical data samples like diagnosis of 
Metabolic Syndrome (MS), Mild Cognitive Impairment (MCI), Parkinson's disease (PD) 
or hepatitis. We shared our results with the community through various conferences or 
journal papers [3], [4], [5], [6], [16]; and now we want to summarize our experiences in 
the form of a SWOT analysis.  
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Building Continents of Knowledge in Oceans of Data: The Future of Co-Created eHealth
A. Ugon et al. (Eds.)
© 2018 European Federation for Medical Informatics (EFMI) and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/978-1-61499-852-5-371

371



2.1. Strengths 

Exploratory data analysis helps understanding the data from the overall view. In 
general, we used this approach in the early stage of the analytical process to understand 
the data and to create a first bridge between us and medical experts. Typically, we used 
methods like histograms or boxplots to investigate an attribute values distribution. 

Investigation of possible hidden relations between available input attributes. 
This investigation can improve the quality of analyzed dataset, e.g. we’re able to remove 
some redundancy or multicollinearity. We applied either parametric Pearson r correlation 
test or non-parametric Spearman correlation test to identify the highest correlation 
between input attributes, e.g. in case of MCI data sample value 0.96 between hemoglobin 
and hematocrit. In the case of regression analyses, we used variance inflation factor (VIF) 
to detect the multicollinearity. The VIF value 1 means no influence of regression 
coefficients by the collinearity. The value between 1 and 5 means moderate influence 
and value higher than 5 signalizes high impact of the collinearity [11]. 

Evaluation of possible relations between the input attributes and the target 
diagnosis (binary, ordinary). We used statistical tests like Shapiro-Wilk normality test 
for numeric attributes; non-parametric Mann-Whitney-Wilcoxon test for a combination 
of numeric attributes without normal distribution and binary target diagnosis; Welch 
Two Sample t-test for numeric attributes with normal distribution and binary target 
diagnosis; non-parametric Kruskal-Wallis rank sum test for numeric attributes without 
normal distribution and ordinary target attribute; Pearson's Chi-squared test or Fisher test 
for nominal attributes. Typically, we evaluated the null hypotheses on the 0.05 
significance level. Also, we used the logistic regression (LR) method; the Odds ratio with 
the 95% confidence interval and McFadden's R squared Test to evaluate a predictive 
power of generated LR models. 

Investigation of individual cut-off values for particular input attribute. In 
general, the medical experts use empirically set cut-off values of particular biomarkers 
with respect e.g. to some disease. It may be useful to calculate individual cut-off values 
related to the given set of patients. For this purpose, we use the Youden's index [9], [10]. 
The pair of sensitivity and specificity proportions characterizes the performance of the 
diagnostic attribute (Figure 1a). Domain expert plays important role in this task, it is 
always necessary to discuss about potential applicability of computationally derived cut-
off values with him/her. 

Decision models (often transformed into the form of decision rules) generated 
based on historical data. The decision tree is a flowchart-like tree structure, where each 
non-leaf node represents a test on an attribute, each branch represents an outcome of the 
test, and leaf nodes represent target classes or class distributions [7]. We used this type 
of prediction model because of its simply understandable representation (Figure 1b) in 
comparison to other classification models like neural networks, Naïve Bayes or Support 
Vector Machine. The right choice depends on a specific task and available data sample. 
For example, IBM Watson team experimented with various machine learning algorithms 
and finally used a logistic regression as the most robust solution in [8]. Typically, we 
applied C4.5, C5.0, CART, CHAID or Random Forests. In the case of PD, we used 
methods like bagging and boosting to generate more power prediction models 
(increasing accuracy by about 10%).  
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Figure 1a. Distribution function for the attribute Age (x-axis) and the target diagnosis MCI (y-axis) with 
identified cut-off value (intersection, 73). 1b. Example of the decision tree for MS diagnosis - women seem 

to be more prone to diabetes and used metabolic variables associated with diabetes (triglycerides). 

2.2. Weaknesses 

Clinical decision support system (CDSS) requires a complex knowledge verified in 
a wider context. Before the CDSS can be deployed in clinical practice [12], important 
steps need to be performed such as validation of the patient data, modeling of medical 
knowledge, maintenance of medical knowledge base, reasoning and validation. This 
approach requires a partner or partners from medical or industry area (data from the 
intelligent devices) to ensure an effective knowledge transfer. Therefore, we're active in 
the H2020 proposals preparation. 

Lots of results, not each of them is useful. It is not an easy task to select the most 
useful and helpful knowledge. The data analytics is an iterative and interactive process, 
for which the most common methodology is CRISP-DM [13]. During modelling phase, 
we produced typically many different results like models, rules or cut-off values that 
needed to be evaluated by medical experts. We tried to simplify this evaluation based on 
appropriately selected graphical form or metrics like confusion matrix, ROC curve 
(receiver operating characteristic curve), AUC (Area under curve), accuracy. It is 
important to optimize the models to meet the specified objectives in the best quality. 

The results are affected by the size of the input sample and often too small 
datasets from the statistical point of view are available. From our point of view, this 
was the main problem we dealt with. For example, we had a good real sample for MCI 
diagnostics but it contained less than 100 records. We realized a literature review and 
found out that e.g. maximum likelihood estimation including logistic regression with less 
than 100 cases is “risky”, that 500 cases is generally “adequate,” and there should be at 
least 10 cases per predictor [14]. The good inspiration is work of the Holzinger group 
[15] with its interactive machine learning. Also, we applied some methods for variables 
reduction like Principal Component Analysis, LASSO or forward and backward stepwise 
regression (models evaluated by Bayesian information criterion and Mallows’s Cp).  
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2.3. Opportunities 

The volume of collected medical data is increasing. The Stanford Medicine 2017 
Health Trends Report expects at least 48% increase per year, in 2020 to 2 314 Exabyte 
(one Exabyte = one billion Gigabytes). The popularity of wearable intelligent devices is 
growing very fast; global sales in 2017 will exceed 274 million devices in previous year 
(Gartner). 

Cost containment, effective health care and improved quality of life for patients 
with various types of diagnoses. Provision of the effective healthcare motivates many 
initiatives from micro to the EU level. Some experts refer to data analytics as a core to 
the most successful cost containment strategies based on information-driven solutions 
(White paper, Discovery Health Partners). The predictive analytics may increase the 
accuracy of the diagnoses, support the preventive medicine and public health, or improve 
the costs management. 

2.4. Threats 

Specific domain knowledge, different vocabularies of data analysts and medical 
experts. The analytical process starts with agreement on the task, i.e. the domain expert 
sets up hypotheses and goals from the medical point of view and a data analyst 
determines the evaluation metrics and transforms the tasks to the data mining goals. 
Sometimes, we need more iterations to properly analyze medical doctor’s expectations 
and to identify the correct analytical task. The analysts are usually not familiar with the 
meaning of specific blood tests or genomic characteristics. We can support our 
understanding with available information sources, but these cannot be grasped fast and 
easily. Usually face to face meetings are more efficient, because they are interactive and 
useful for both sides.  

Limited generalization of resulted models in case of small data samples. This 
situation represents often a group of patients with relevant characteristics depend on their 
life style, living conditions and family history. We can extract some interesting and 
important attributes or their cut-off values but we cannot say that they are applicable in 
broader sense. We propose a concept of an intelligent knowledge base allowing an 
automatically or semi-automatically update of the imported knowledge in the form of 
decision rules. 

It is complicated to obtain the real medical data. Who owns 
patient/medical/healthcare data? This question is more and more popular in several 
aspects. The patients want to get the best healthcare to improve their health status and 
quality of life; the doctors want to determine a correct diagnosis taking into account all 
conditions and relations; and the providers prefer the quality services in combination 
with cost containment. In all aspects, data analytics can help but only with appropriate 
access to the relevant data in the electronic medical records. And, the new EU General 
Data Protection Regulation (GDPR) is the most important change in data privacy 
regulation in recent years, which may even complicate the current situation.  

3. Conclusion 

Some experts point out that the doctors will become the data analysts in the near future. 
John Mattison, the chief medical information officer at Kaiser Permanente, predicts 
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a new data environment integrating all peoples’ personal data and this ecosystem will be 
important source for the healthcare. The supporting tools for data analytics are every day 
more and more user-friendly and comfortable for the users without or with less analytical 
background. Meantime, the role of data analyst is still important and success of the 
performed analytical process depends on the collaboration with participating medical 
experts. We evaluated our experiments within SWOT analysis. Even though our findings 
depend on the characteristics of the given samples, we confirmed their applicability in 
some general context and will reuse them in our future work, e.g. data sample related to 
the brain attack or quality of sleeping. 
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Abstract. Process mining is the discipline of discovering processes from event logs, 
checking the conformance of real world events to idealized processes, and ultimately 
finding ways to improve those processes. It was originally applied to business 
processes and has recently been applied to healthcare. It can reveal insights into 
clinical care pathways and inform the redesign of healthcare services. We reviewed 
the literature on process mining, to investigate the extent to which process mining 
has been applied to primary care, and to identify specific challenges that may arise 
in this setting. We identified 143 relevant papers, of which only a small minority 
(n=7) focused on primary care settings. Reported challenges included data quality 
(consistency and completeness of routinely collected data); selection of appropriate 
algorithms and tools; presentation of results; and utilization of results in real-world 
applications. 

Keywords. Process mining; workflow; primary care; care pathways. 

1. Introduction 

Healthcare systems worldwide are trying to reduce costs by moving as much care as 
possible out of the hospital environment into other settings such as primary care. Primary 
care covers many aspects of healthcare, in a generalist manner, with a particular focus 
on the management of chronic conditions. In countries such as the UK where primary 
care plays a key role in the delivery of healthcare, patients are enrolled with a local, 
community-based general practitioner (GP) who is the first point of contact for non-
emergency healthcare needs. Typically GPs act as the “gatekeeper” for referral to 
specialist care services and have responsibility for managing the lifelong care of the 
patient. Primary care is less structured than in-hospital care: patients are not physically 
present for the duration of their care pathway; care frequently transfers between 
healthcare settings and providers; and patients have a greater responsibility for the self-
management and treatment of their conditions.  
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Process mining, also called “process discovery” or “workflow mining”, is the 
discipline of discovering processes from event logs, checking the conformance of real 
world events to idealized processes, and ultimately finding ways to improve those 
processes. It was originally applied to business processes over 20 years ago [1], and more 
recently has been applied to the healthcare domain. There are examples in secondary care 
[2, 3], tertiary care [4] and dentistry [5], but there would appear to be little published 
work in community or primary care. 

Three recent literature reviews [6–8] related to process mining in healthcare have 
variously reported on: the volume of research over time; the algorithms and techniques 
used; the tools and software used; the geographical distribution of datasets and the 
medical domains studied. None of the reviews have specifically focused on the 
healthcare setting in which process mining was applied. 

Therefore the objectives of this paper are: (1) to review the scientific literature on 
process mining in healthcare as it relates to community-based and primary care, (2) to 
summarize the data sources, geographical location and medical domains that were 
reported, and (3) identify challenges that may appear when applying process mining in 
primary care. 

2. Method 

We aimed to review articles written in English that are related to the application of 
process mining within healthcare and describe the use of a real world data source i.e. not 
simulated data or methods presented without data. A previous literature review [6] 
executed on 8th February 2016 used similar criteria, with the exception that they included 
papers with methods but no data. We therefore restricted our search to articles published 
since February 2016 until the present and included all the articles in the previous review 
that had a real world data source. Other literature reviews were considered out of scope 
on the grounds that they didn’t contain a data source.  

Following [6], the databases searched were PubMed, dblp and Google Scholar. The 
Google Scholar searches were performed in an incognito mode to remove the effects of 
previous browser history. The searches were performed by the lead author on 5th October 
2017 using the query: (“process mining” OR “workflow mining”) AND healthcare. Due 
to the domain specific nature of PubMed the “healthcare” part of the query was omitted 
for this database. We were careful to reproduce the same search strategies as [6] and this 
review also included the list of papers from the main process mining research community 
website at http://www.processmining.org/ so we also looked for papers here. 

In total 579 papers were found after removing 31 duplicates. One was the previous 
literature review, 380 were excluded based on the title and 95 based on the abstract, 
leaving 103 to read in full. At this stage 73 of the 74 papers from the previous literature 
review were added after one duplicate had been removed. From the 176 papers read in 
full, 33 were excluded. For papers excluded at any stage, the most commonly used 
exclusion criteria were: not about healthcare (n=382); not process mining (n=67); and no 
data – just methods, discussion, literature review or simulation (n=24). This review is 
based on the 143 papers read, after duplicates and exclusions removed (see Figure 1).  

The primary focus for data extraction was the healthcare setting of the datasets used 
for the process mining. The precise classification was deliberately left open ended to 
allow for unexpected domains, but where the dataset contained one or more of the 
primary, secondary and tertiary care settings, we aimed to classify as either: “hospital” 
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to include any inpatient or outpatient care from a secondary or tertiary care unit but 
without any primary or community based care data; or “primary” to include any dataset 
that contains, or may contain, some primary care data. We also recorded the country and 
medical domain of the datasets used. 

 
Figure 1. The full workflow of papers screened for this review. 

3. Results 

Datasets from hospitals were used in 91% (n=130) of papers, far more than the number 
of papers that used, or may have used, primary care data (n=7). Additional domains that 
were found during data extraction were dentistry (n=4), public health (n=1) and nursing 
homes (n=1). Occasionally, for example with insurance datasets, it was unclear whether 
the dataset contained primary care data. In these instances the medical domain was used 
to help classify so that, for example, surgery data would be assumed to occur in hospital, 
but chronic conditions such as type 2 diabetes were assumed likely to contain at least 
some primary care data. 

Of the 7 papers with a dataset which may contain primary care data: 4 used datasets 
from insurance providers (2 using ICD codes [9, 10], 1 using Belgian insurance codes 
[11] and 1 unspecified [12]), 1 had limited information about their dataset [13], 1 
mentioned preliminary results but didn’t actually present them [14], and 1 had primary 
and secondary data for type 2 diabetes but limited results [15].  

Europe (n=68) contributed the largest number of papers, though at 48% of papers it 
was less dominant than at the time of the previous literature review when it accounted 
for 73% of papers. North America (n=31) and Asia (n=22) have increased their share, 
while work has also appeared in South America (n=8) which was absent previously. The 
Netherlands (n=35) remain the country with the most papers, but second and third are 
now USA (n=25) and Australia (n=8); previously it was Germany and Belgium. 

Oncology (n=33) is the most prevalent area, then cardiology (n=13), emergency care 
(n=11), stroke (n=10), surgery (n=8), diabetes (n=6), asthma (n=6) and others (n=61).  

Many study challenges were identified by the authors of the reviewed papers. These 
include: data quality and how to assess or correct for consistency and completeness of 
routinely collected data; which of several competing process mining tools to use; which 
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of an increasing number of algorithms to consider; how to validate the results; how to 
give insight into the discovered processes either by improved visualizations or 
comprehendible models; and how to utilize the results in a clinical setting. No specific 
primary care challenges were mentioned in the reviewed papers, however all of these are 
likely to be present in primary care. 

The full list of the 143 reviewed papers and the data extracted is omitted due to the 
restrictions on paper length. However this information is available at 
https://zenodo.org/badge/latestdoi/110376986.  

4. Discussion 

Our review demonstrates there is little research in the area of process mining within 
primary care. Of the limited research, none is done exclusively in primary care. 

The relevance, remit and extent of primary care varies from country to country. 
However, primary care plays a key role in most of the countries that we identified with 
at least 4 papers on process mining; only China, USA and Germany don’t require 
registration with a GP, or use primary care as the gatekeeper of healthcare services [16]. 

Acute care pathways within secondary care, where the patient is physically located 
within the hospital, have tight and well defined boundaries – you can monitor, interact 
with, and record info on the patient for the entire duration of the pathway. This is also 
true to some extent in outpatient settings for disease specific processes, such as cancer, 
when managed within specialist tertiary centres. In such cases there is a tight boundary 
in that all aspects of treatment are within, and recorded within, the centre. It is perhaps 
therefore unsurprising that these domains are popular with process mining, especially to 
researchers interested in method development looking for easy data sets. 

Fragmentation of data may be an issue in some countries, however large primary 
care databases have been used for research globally with examples in USA [16], UK [17] 
and the Netherlands [17]. Although the boundaries of primary care are less well defined, 
there are still opportunities to use these data to look at processes that are exclusive to 
primary care. This could include various stages in chronic disease management such as 
monitoring, diagnosis and treatment. Medication management, and safe prescribing are 
other areas with potential – especially within the UK where the combination of large 
primary care datasets and universal electronic prescribing is particularly attractive. 

The strengths of this paper are that: we have based the search on a previously 
published peer review, giving it increased validity; and we have explored a clinical field 
that is not currently well reported within the process mining community. The limitations 
are that: the literature search and data extraction were performed by a single author (RW) 
which may have introduced bias but as our intention was simply to investigate healthcare 
setting rather than to systematically extract more complex concepts we believe this to be 
sufficient; and we explicitly rejected other literature reviews that may have contained 
papers not found by our search, however given the breadth of our search we believe it 
unlikely that many papers have been missed and our results and conclusion would remain. 

5. Conclusion 

The lack of published papers to date suggests there are challenges to be overcome when 
applying process mining to primary care, so future work should look to identify and 
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resolve these problems. There is a wealth of primary care data available for research and 
a big, as yet unrealized, opportunity to analyze this data with process mining.  

6. Acknowledgements 

Funded by the National Institute for Health Research Greater Manchester Patient Safety 
Translational Research Centre (NIHR GM PSTRC). The views expressed are those of 
the author(s) and not necessarily those of the NHS, the NIHR or the Department of 
Health. NP and OJ were supported through Connected Health Cities, a Northern Health 
Science Alliance led programme funded by the Department of Health and delivered by 
a consortium of academic and NHS organizations across the north of England. 

References 

[1] Aldin L, de Cesare S., “A literature review on business process modelling: new frontiers of reusability,” 
Enterp. Inf. Syst., vol. 5, no. 3, pp. 359–383, Aug. 2011. 

[2] Huang H, Jin T, Wang J., “Extracting Clinical-event-packages from Billing Data for Clinical Pathway 
Mining,” Springer, Cham, 2017, pp. 19–31. 

[3] Rismanchian F, Lee YH., “Process Mining–Based Method of Designing and Optimizing the Layouts of 
Emergency Departments in Hospitals,” Heal. Environ. Res. Des. J., vol. 10, no. 4, pp. 105–120, Jul. 2017. 

[4] Wang T, Tian X, Yu M, Qi X, Yang L., “Stage division and pattern discovery of complex patient care 
processes,” J. Syst. Sci. Complex., vol. 30, no. 5, pp. 1136–1159, Oct. 2017. 

[5] Mans R, Reijers H, van Genuchten M, Wismeijer D., “Mining processes in dentistry,” in Proceedings of 
the 2nd ACM SIGHIT symposium on International health informatics - IHI ’12, 2012, p. 379. 

[6] Rojas E, Munoz-Gama J, Sepúlveda M, Capurro D., “Process mining in healthcare: A literature review,” 
J. Biomed. Inform., vol. 61, pp. 224–236, 2016. 

[7] Erdogan T, Tarhan A., “Process mining for healthcare process analytics,” in Proceedings - 26th 
International Workshop on Software Measurement, IWSM 2016, 2017, pp. 125–130. 

[8] Ghasemi M, Amyot D., “Process Mining in Healthcare — A Systematised Literature Review,” Int. J. 
Electron. Healthc., vol. 9, no. 110, 2016. 

[9] Hilton RP, Serban N, Zheng RY., “Uncovering Longitudinal Healthcare Utilization from Patient-Level 
Medical Claims Data,” 2016. 

[10] Tóth K, Kósa I, Vathy-Fogarassy A., “Frequent Treatment Sequence Mining from Medical Databases,” 
Stud. Health Technol. Inform., vol. 236, pp. 211–218, 2017. 

[11] Lismont J, Janssens AS, Odnoletkova I, vanden Broucke S, Caron F, Vanthienen J., “A guide for the 
application of analytics on healthcare processes: A dynamic view on patient pathways,” Comput. Biol. 
Med., vol. 77, pp. 125–134, Oct. 2016. 

[12] Lakshmanan GT, Rozsnyai S, Wang F., “Investigating Clinical Care Pathways Correlated with 
Outcomes,” Springer, Berlin, Heidelberg, 2013, pp. 323–338. 

[13] Fernandez-Llatas C, Martinez-Millana A, Martinez-Romero A, Benedi JM, Traver V., “Diabetes care 
related process modelling using Process Mining techniques. Lessons learned in the application of 
Interactive Pattern Recognition: Coping with the Spaghetti Effect,” in Conf Proc IEEE Eng Med Biol 
Soc., 2015, vol. 2015–Novem, pp. 2127–2130. 

[14] Meneu T, Traver V, Guillen S, Valdivieso B, Benedi J, Fernandez-Llatas C., “Heart Cycle: Facilitating 
the deployment of advanced care processes,” Proc. Annu. Int. Conf. IEEE Eng. Med. Biol. Soc. EMBS, 
pp. 6996–6999, 2013. 

[15] Dagliati A, Sacchi L, Cerra C, et al., “Temporal data mining and process mining techniques to identify 
cardiovascular risk-associated clinical pathways in Type 2 diabetes patients,” in IEEE-EMBS 
International Conference on Biomedical and Health Informatics (BHI), 2014, pp. 240–243. 

[16] Meiman J, Freund JE., “Large data sets in primary care research.,” Ann. Fam. Med., vol. 10, no. 5, pp. 
473–4, Sep. 2012. 

[17] Afonso A, Schmiedl S, Becker C, et al., “A methodological comparison of two European primary care 
databases and replication in a US claims database: inhaled long-acting beta-2-agonists and the risk of 
acute myocardial infarction,” Eur J Clin Pharmacol, vol. 72, no. 9, pp. 1105–1116, Sep. 2016. 

R. Williams et al. / Process Mining in Primary Care: A Literature Review380



Towards Unsupervised Detection of 
Process Models in Healthcare 

Amirah ALHARBI a,b,1, Andy BULPITT a and Owen A. JOHNSONa 

a
 School of Computing University of Leeds, Leeds, UK 

b Umm Al-Qura University, Mecca, KSA 

Abstract. Process mining techniques can play a significant role in understanding 
healthcare processes by supporting analysis of patient records in electronic health 
record systems. Healthcare processes are complex and patterns of care may vary 
considerably within similar cohorts of patients. Process mining often creates 
“spaghetti” models and require significant domain expert input to refine. Machine 
learning approaches such as Hidden Markov Models (HMM) may assist this 
refinement process. HMMs have been advocated for patient pathways clustering 
purposes; however these models can also be utilized for detecting hidden processes 
to help event abstraction. We explore use of an unsupervised method for detecting 
hidden healthcare sub-processes using HMMs, in particular the Viterbi algorithm. 
We describe an approach to enrich the event log with HMM-derived states and 
remodeling the healthcare processes as state transitions using a process mining tool. 
Our method is applied to event data for ‘Altered Mental Status’ patients that was 
extracted from a US hospital database (MIMIC-III). The results are promising and 
show a successful reduction of model complexity and detection of several hidden 
processes unsupervised by a domain expert.  

Keywords. Process mining, unsupervised learning, Hidden Markov Models, 
electronic health records, event abstraction, MIMIC-III  

Introduction 

Modeling the care processes within healthcare is a challenging task due to the inherent 
complexity of patient care. Processes may vary considerably among the same cohort of 
patients as organizations and clinicians vary in response to each individual patient’s 
different physiological, psychological and social needs. Process mining techniques can 
play a significant role in understanding these real patterns of care by applying machine 
learning algorithms to the event logs extracted from Electronic Health Record (EHR) 
systems [1]. EHRs record numerous events during a patient’s visit to a hospital 
including medical, administrative, laboratory, intensive care and billing events. An 
event log records each event as a tuple with identifiable attributes including event name, 
event time and patient ID. Many healthcare events occur overlapping or in conjunction 
with other events which reflect the “interrelatedness” of healthcare processes [2]. 
Previously published studies have highlighted the importance of event abstraction as a 
key preliminary step to detecting an understandable process model [3]. Without a 
strategy for event abstraction process mining, particularly in healthcare, produces 
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“spaghetti-like” models which have little value. Although studies have successfully 
improved the understandability of process models, they have generally relied on 
involvement from a domain expert. Untangling spaghetti models with the help of 
domain experts can be expensive and time consuming. For example, in previous work 
[4], we developed a model for chemotherapy care which used a clinical reference group 
of domain experts which took eight iterations over nine months.   

In this paper, we aim to use an unsupervised learning technique to detect hidden 
processes within the data without involving a domain expert in the model extraction 
stage. Hidden Markov Models (HMMs) have been explored by process mining 
researchers and advocated for patient pathways clustering purposes where different 
models are built for different group of patients [5], however HMMs can be also utilized 
for detecting hidden processes which can be used for event abstraction. Our paper 
presents related work, our approach, some example results, a discussion and 
conclusions for further work.  

1. Related work 

Process mining methods that address complex model issues mostly rely on the concept 
of event abstraction. Our review of the literature identified four major approaches that 
have been adopted: 

1.1. Mapping based approach  

In complex organizational environments such as healthcare the details of specific 
events are often recorded with a high degree of granularity. High granularity produces 
complex process models which can be reduced by mapping low level, highly specific 
events to high-level activities. In [3], the authors suggest a formal method for mapping 
events to activities using the domain knowledge provided by stakeholders. This method 
has successfully captured m:n mapping relations between low-level events and high-
level activities. This is like our approach in [5] and is expensive in domain expert time. 
Some simple mapping can be achieved where low-level event names are grouped into 
categories or ontologies such as SNOMED-CT.  

1.2. Clustering/decomposition based approach 

An automated approach to improve process modeling by clustering similar events has 
been explored in [6,7]. The clustering method in [6] used a causality matrix to show the 
relationship between events. For instance, if two events are mostly followed by each 
other they are grouped into one cluster. The user is required to set a causality score for 
clustering events. On the other hand, a general divide and conquer approach is 
proposed in [7]. This approach explored different ways to divide a log into sub-logs by 
finding the best partitioning point between events that reduce sub-logs overlapping.       

1.3. Pattern based approach 

Patterns can be extracted based on their frequency as in [8] where the authors aimed to 
find an episode which is an unordered subset of events that occurred frequently. An 
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example of this approach is the episode miner in the ProM, process mining tool 
(www.promtools.org), which can extract events with direct follow and parallel 
relations. Such an approach does not support exclusive or and loop relations and can be 
extremely slow with large event logs. Another paper [9] proposed a supervised event 
abstraction method by involving a domain expert to identify event patterns. 

1.4. Local process model approach 

A local process model approach aims to discover relevant events with different 
relations such as sequence, parallel, choice and loops. The author in [10] developed a 
method to find the best-fit local process models through the generation of multiple 
possible local models from a limited number of events and then evaluation of the 
generated models using different quality criteria. 

2. Method 

In this work, we used the MIMIC-III (Medical Information Mart for Intensive Care) 
database [11] and extracted event logs for specific disease types expected to be 
reasonably homogenous. Here we present an example of experiments using event logs 
for 356 patients with ‘Altered Mental Status’ diagnosis. For a detail description of 
MIMIC-III and methods for event log extraction see [12]. 

Figure 1 shows the baseline spaghetti-like process model for our case study. This 
model was generated by the DISCO process mining tool (www.fluxicon.com/disco). 
We reduced complexity by mapping low-level event names to a set of 16 event types 
and excluded the 35% least common variants. The resulting model is still regarded as 
too complex and “messy” to provide useful insights into the care process. 

 
Figure 1: A “messy” spaghetti-like process model of the care of Altered Mental Status patients 

2.1. Modeling healthcare processes with state abstraction  

Our approach was to further reduce model complexity using event abstraction. 
Following [5] we trained HMM and used the Viterbi algorithm to find the underlying 
hidden states for sequences of events.  Our method consists of two steps: Step 1) 
Finding the optimum number of HMM states; Step 2) Enriching the event log with 
HMM states and using these for further process mining. 

One of the challenges of using HMM approaches is that parameters estimation is a 
time-consuming task and the EM ‘Expectation Maximization’ algorithm, which is used 
for model learning, is sensitive to initialization values. Therefore, we trained HMMs 
using the ‘seqHMMR’ package in the R statistical computing software tool [13] with a 
large number of random initializations in order to learn the most appropriate model. 
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Table 1 shows the resulting HMMs with different initialization states. The best model 
is the model with 8 states because it has the best Final Log likelihood of fitting training 
data and test data, also it has the best value of Bayesian Information Criterion (BIC), a 
Bayesian measurement that takes model complexity into consideration [13].  

Table 1. Different initialization for HMMs parameters estimation 

States Iteration convergence = (MX)3000 Final Log likelihood BIC 
6 900 -151989 305406 
7 1572 -150257 302263 
8 2679 -149818 301728 
9 1454 -151251 304961 

The second step was enriching the event log with HMM states using the Viterbi 
algorithm to extract the most probable sequence of states for each patient. Each event 
can be assigned to multiple states. The HMM state represents the “hidden” sub-process 
while the event is an observation within that sub-process. A group of hidden sub-
processes constitute the end to end model.  

3. Results and Discussion  

We used the enriched event log as input to the DISCO process mining tool to produce 
process models based on these hidden states (Figure 2).  

 
Figure 2: state-based abstraction of healthcare model 

The model showed all states for 100% of cases rather than just the 65% most 
common variants shown in Figure 1. It helped to detect two groups of hidden care 
processes (clusters A and B in red in Figure 2). All patients have started their care 
process with State 8 then moved to State 1. In the model, State 1 appears as a decision 
point for the next care processes (indicated with a green box). 144 patients have 
followed hidden process A which consists of States 3, 4, and 5 while 139 patients have 
followed hidden process B which consists of States 2, 6 and 7). These two main care 
process clusters were not evident in the spaghetti diagram of Figure 1 and could not be 
discovered without the abstracted models. 
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4. Conclusion 

The key advantage of using event abstraction is to reduce complexity and simplify 
healthcare models so that the limited and valuable time of domain experts can be better 
used. Our experiments show that using an unsupervised learning technique has the 
potential to help. The process mining community tends to neglect the possibility of 
using state transition modeling in representing process models because of its inability 
to capture parallelism and choices structures. Our approach however shows that state 
modeling can be used for event abstraction by adding HMM derived states as an 
attribute to events in the event log and generating a process model augmented by states. 
Detecting decision points in the abstracted model became easier and helped to provide 
a way of finding similar sub-processes which is a significant step towards detecting 
process models in highly complex processes. Our approach relies on the estimated 
parameters of HMMs so we suggest finding additional metrics for evaluating the 
number of states such as cluster entropy and transition rates. The results are promising 
but are based on small data. In further work we will refine the experiments using larger 
and more complex patient cohorts and comparing processes. For future work we will 
also aim to apply this method to local healthcare data to demonstrate practical value 
and to validate our results If successful, unsupervised detection approaches will make 
better use of valuable domain expert time in the future.    
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Abstract. The analysis of Electronic Health Records (EHRs) is attracting a lot of 
research attention in the medical informatics domain. Hospitals and medical 
institutes started to use data mining techniques to gain new insights from the massive 
amounts of data that can be made available through EHRs. Researchers in the 
medical field have often used descriptive statistics and classical statistical methods 
to prove assumed medical hypotheses. However, discovering new insights from 
large amounts of data solely based on experts’ observations is difficult. Using data 
mining techniques and visualizations, practitioners can find hidden knowledge, 
identify interesting patterns, or formulate new hypotheses to be further investigated. 
This paper describes a work in progress on using data mining methods to analyze 
clinical data of Nasopharyngeal Carcinoma (NPC) cancer patients. NPC is the fifth 
most common cancer among Malaysians, and the data analyzed in this study was 
collected from three states in Malaysia (Kuala Lumpur, Sabah and Sarawak), and is 
considered to be the largest up-to-date dataset of its kind. This research2 is 
addressing the issue of cancer recurrence after the completion of radiotherapy and 
chemotherapy treatment. We describe the procedure, problems, and insights gained 
during the process. 

Keywords. Clinical data mining, decision tree, NPC, cancer recurrence 

1. Introduction 

Data mining has recently proven to be very useful in the medical field. It can be used in 
diagnostics, in therapy to select the most suitable and effective treatment, to recognize 
useful patterns in patient records, and to predict treatment outcomes [1]. Useful results 
can be gained from auxiliary data, originally not collected for diagnosis purposes [2][3].  

In this study, we explored the possibility of using data mining techniques to assist 
domain experts in identifying clinical insights on Nasopharyngeal Carcinoma (NPC) 
patients in Malaysia. NPC is the fifth most common cancer in Malaysia [7], and the 
Institute for Medical Research in Malaysia has collected treatment data from three states 
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in the country (Kuala Lumpur, Sabah and Sarawak), in effort better understand this 
disease and its treatment outcomes. 

2. Clinical Data Mining  

Mining clinical datasets is very challenging due to the data and domain special 
characteristics [4]. In many cases, clinical data is noisy, imbalanced, contains a lot of 
missing attributes, and usually collected from heterogeneous sources. Furthermore, it is 
often preferable that the results of the mining methods are interpretable by domain 
experts to be accepted by the medical society. Therefore, in our study we chose to use 
decision tree algorithm to build transparent models that predict the treatment outcome of 
an NPC patient. Decision trees [5] are powerful classification methods that can provide 
high accuracy and easy to interpret prediction models which make it suitable for clinical 
data mining [6]. A decision tree is generated by recursively splitting the patients 
according to the values of the most crucial factor. Factor importance is determined 
according to some mathematical evaluation function. The most important factor for all 
patients is selected first, and the patients are divided into subgroups based on the different 
values of the selected factor. The procedure is then repeated, for each subgroup, until no 
further splitting is possible. Each subgroup is called a node, the starting node is called 
the root, and the nodes with no further splits are called the leaves, and they usually 
provide the final decision, i.e. the prediction value. 
The predictive accuracy of the model is evaluated by splitting the data into "training" 
and "testing" sets. This is to allow for the performance to be evaluated on new data that 
is unseen while training the model. However, this approach is highly dependent on the 
selected test set, and might be difficult to do for relatively small datasets. To overcome 
this, it is common to perform the process of N-fold cross-validation, where the data is 
randomly divided into N equally sized subsets. Each subset is used once as a testing set, 
where the other N-1 subsets are used for model training. Finally, the overall accuracy of 
the model is calculated as the average accuracies on the N test sets. 

3. The NPC Dataset and Study Target 

The dataset used in this study was derived from the Molecular Pathology unit in the 
Institute for Medical Research Malaysia. The unit conducts molecular level research on 
NPC by collecting biological specimens and clinical data from donor patients: 
demographics, Histopathological and imaging reports, Radiotherapy and Chemotherapy 
regimes, clinical information like family history, co-morbidities, stage of cancer and 
outcome of treatment.  

The data was first de-identified by the Molecular Pathology department to ensure 
privacy of specimen donors. Data integration and identification of attributes of interest 
were performed to generate the dataset considered in this study. Subsequently, data 
cleaning was applied to remove incomplete records, enforce consistency, and detect 
noticeable data entry errors. Some of the considered attributes contained high number of 
missing values, and therefore they were excluded from the analysis.  

For this study, we aimed at building predictive models using classification decision 
trees to predict treatment outcomes of patients in this dataset. A special interest for us 
was to better understand patients whose cancer would relapse after treatment 
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(recurrence).  The model’s task was therefore to identify patterns and distinguish patients 
who developed recurrence within 24 months after completion of treatment. Cases with 
less than two years of post-treatment follow-up were excluded. This resulted a dataset of 
243 patients. Table 1 summarizes the relevant information about patients in this dataset. 

 
Table 1. Dataset’s numeric attributes and basic statistics 

Attribute Description Missing Details 
Outcome Treatment outcome: Recurrence 

(Positive), Remission (Negative) 
0 Recurrence(121), Remission(122) 

Sex Patient gender: Male or Female 0 Male(175), Female(68) 
Ethnicity Anonymized into five different 

numbers: 3, 4, 6, 9, or 17 
0 3(39), 4(116), 6(10), 9(22), 17(56) 

Diabetes Diabetic patient? 75 Yes(18), No(150) 
Hypertension Did the patient have hypertension? 74 Yes(36), No(133) 
T Tumor: 0, 1, 2, 3, or 4 18 0(2), 1(60), 2(73), 3(37), 4(53) 
N Nodes: 0, 1, 2, 3a, 3b, or x 18 0(34),1(59),2(97),3a(27),3b(5),x(3) 
M Metastasis: 0, 1, or x 18 0(162), 1(3), x(60) 
Age At Positive Age at diagnosis (in years) 17 Mean:50.23, Std. Dev.:11.35 
RT Dose GY Gray (Gy) - Radiation dose 71 Mean:67.55, Std. Dev.:13.05 
RT Started 
After 

Number of days between date 
diagnosis and start of Radiotherapy 

79 Mean: 111.26, Std. Dev.: 173.08 

Chemo Cycles Total cycles of Chemotherapy 129 Mean: 3.26 , Std. Dev.:1.48 

4. Results and Discussion 

In this section we discuss our findings which emerged from investigating data patterns 
related to the treatment of NPC patients. Our model has been generated using 
RapidMiner 7.3 from wwww.rapidminer.com. RapidMiner’s decision tree 
implementation provides four criteria evaluation functions: Information gain, 
Information Gain ratio, Gini, and Accuracy. The behavior of each function is discussed 
in detail in [5]. Backward feature selection and a grid search have been implemented to 
find the best decision tree. Accuracy performance of the different models has been 
evaluated using 10-fold cross validation method. Figure 1 shows the top performing 
decision tree model, with accuracy 69.17%(±9.47), sensitivity 70.43%(±14.42), and 
specificity 67.63%(±16.14) of average (±standard deviation) for the 10-fold evaluations.   

The root of the decision tree divided the data according to the radiotherapy dosage.  
It shows that for the patients with Gy ≤ 67 (n=25), 76% of them (n=19) have developed 
recurrence while the rest 24% (n=6) did not. A Chi-squared test at a confidence level of 
95% gave a p value of 0.001735, confirming statistical significance of the result. This is 
an interesting result because it coincides with the international guidelines on the 
recommended dosage of radiotherapy for the treatment of NPC, which is 65-75 Gy [8-
10]. Some patients may have received suboptimal dose of radiotherapy because they 
discontinued their treatment prior to receiving the recommended dose upon observing 
that their tumor has subsided. This could possibly result in an unfavorable outcome 
because this dosage is necessary to cause sufficient DNA damage to the tumor resulting 
in adequate resolution of the disease.  
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Figure 1. The decision tree model obtained for predicting Treatment Outcome. 

For patients who received the recommended radiotherapy dosage, the decision tree 
splits the data on the duration between diagnosis and commencement of radiotherapy, 
where the date of the histopathological report is considered as the date of diagnosis. Thus, 
patients starting radiotherapy within 138 days had lower rates of cancer recurrence.  

Out of the 116 cases that received their radiotherapy treatment early, only 36% 
(n=42) developed recurrence. However, among the 28 patients who received their 
radiotherapy after 138 days, 64% (n=18) developed recurrence. A Chi-squared test at a 
confidence level of 95% gave a p value of 0.006832, confirming statistical significance 
of the difference. The model result coincides with studies that have demonstrated the 
detrimental effects of delaying radiotherapy [11]. However, we are not aware of any 
study that can relate to the threshold number of 138 days. Possible reasons for delay in 
the commencement of radiotherapy are: (a) Long waiting time. (b) Patient initially opts 
for alternative treatment. (c) Extended duration of Neoadjuvant chemotherapy. 

The decision tree also indicates that when lesser cycles of chemotherapy were given, 
the percentage of recurrence is also lower. This finding does not correlate with current 
understanding of clinical cancer management. However, it is observed in our dataset that 
most patients received Neoadjuvant chemotherapy (n=55), which is a form of induction 
before definitive treatment (radiotherapy). The purpose of administering Neoadjuvant 
chemotherapy is to preliminarily shrink the tumor so clinicians can reduce the area that 
needs radiation and consequently reduce side effects from radiotherapy. There is no clear 
consensus on the appropriate amount of Neoadjuvant chemotherapy. Giving more cycles 
could eventually delay the commencement of radiotherapy. This could probably explain 
the higher rate of recurrence among patients who received more chemotherapy.  

Note that in this study, we did not distinguish between Neoadjuvant, Adjuvant, or 
Palliative chemotherapy during the model building. A deeper analysis is required to 
confirm our hypothesis above. 

The decision tree has also provided other interesting results that need further 
exploration due to the small size of the data supporting these findings. For example, 
younger patients seem to be less likely to develop recurrence. Although not mentioning 
recurrence specifically, there are several studies that reported younger patients achieving 
higher overall survival (OS) [12][13]. Additionally, the model identified ethnicity as an 
attribute for consideration when it comes to predicting recurrence. Regional studies 
reported that non-Chinese patients were more likely to be associated with advanced 
disease at initial presentation but there is no difference in the overall survival (OS) and 
disease specific survival (DSS) [14].  
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5. Conclusions and Future Work 

This study uses decision trees to analyze retrospective data in an attempt to identify 
trends and patterns relating to NPC recurrence. Interestingly, the model demonstrates 
several findings that corelate with current medical knowledge (e.g. dose of radiotherapy, 
effect of treatment delay and age of patient). There were also other results that triggered 
newer hypotheses but would require further investigation (e.g. chemotherapy cycles and 
ethnicity). TNM staging was an attribute in the dataset but was not selected by the model. 
Clinically, it is an important prognostic factor [12]. Yet, the decision tree was able to 
predict treatment outcome without it, and therefore it is also an area that warrants further 
investigation. All of this becomes the basis for future work and fine-tuning of the model. 
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Abstract. A better knowledge of patient flows would improve decision making in 
health planning. In this article, we propose a method to characterise patients flows 
and also to highlight profiles of care pathways considering times and costs. From 
medico-administrative data, we extracted spatio-temporal patterns. Then, we 
clustered time between hospitalisations and cost trajectories in order to identify 
profiles of change over time. This approach may support renewed management 
strategies. 

Keywords. Healthcare Trajectories, Prospective Payment System, Myocardial 
Infarction, Spatio-temporal Pattern Mining, Patient Flows, Longitudinal Data. 

1. Introduction 

Over the past 20 years, studies related to Myocardial Infarction (MI) have pointed out a 
shift in gender patterns that showed an increase in both cardiovascular risk and mortality 
among women [1]. In parallel, an increase in the number of hospitalisations has been 
observed, as has, the cost of health care following a MI, in France, this cost has multiplied 
by three over the last decade [2]. 

In this context, the analysis of patient flows appears timely: 1) to predict patient 
admissions; 2) to adapt the patient care pathway; and 3) to manage the availability of 
resources. Usually researchers use both data mining methods [3] combined with 
predictive models based on decision trees to model patient flows and build decision 
support tools [4]. In this article, we characterise the flows of patients with MI through an 
innovative approach. Inspired by spatio-temporal mining method, we propose to extract 
patterns from the French Prospective Payment System (PPS). Rather than considering 
spatiality for extracting patterns, we considered directly the codes from the International 
Classification of Diseases 10th Revision (ICD-10). By clustering these trajectories we 
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could automatically identify some trends in time between hospitalisations and costs. 
Thus these information extracted enabled to considering health planning strategies. 

Section 2 introduces the mining of spatio-temporal patterns and proposes an 
illustration using PPS data. The patient flow characterisation process is described in 
Section 3. The Section 4 focuses on the characterisation of patient flows for women aged 
65+. A discussion on the results and the limits of the proposal appears in Section 5. 
Finally, Section 6 concludes the paper. 

2. Spatio-temporal patterns 

Spatio-temporal mining aims at extracting set of objects sharing the same behaviour 
during a period of time. Even if many different patterns can be extracted, in this paper 
we mainly focus on closed swarm patterns. Let O={o1,...,on} be a group of moving 
objects and a set of timestamps T={t1,...,tp}. For each object o  O at time t, we have its 
spatial informations , . Let mino be a user-defined threshold standing for a 
minimum number of objects and mint the minimum number of timestamps. Informally, 
a swarm is a group of moving objects O containing at least mino individuals which are 
closed each other for at least mint timestamps. A swarm can be formally defined as 
follows:  

Definition 1 (Swarm and Closed Swarm) A pair (O,T) is a swarm if: 
1)  ti  T,   c s.t. O c, c is a cluster;  
2) |O|  mino and |T|  mint 

A swarm (O,T) is a closed swarm if:  
1)  O' s.t. (O',T) is a swarm and O  O'; 
2)  T' s.t. (O,T') is a swarm and T  T' 

According to this definition, the first condition is that  ti  T,   c s.t. O c, c is a 
cluster. In spatio-temporal data this cluster is obtained by grouping the objects that are 
sufficiently closed according their locations. In this paper rather than location we focus 
on the different kinds of hospitalisations for patients and we group them together if the 
share at one time the same hospitalisation reasons.  

To illustrate, we consider the events of four patients. Time is divided into 
timestamps corresponding to one hospitalisation and the ICD-10 codes (I21: acute MI; 
R07: Chest pain; E14: Diabetes; I20: Angina pectoris; I70: Atherosclerosis) refer to the 
reasons of hospitalisation. Figure 1 illustrates an example of different trajectories that 
are followed by patients. For instance, we notice that patient P2 has been first hospitalised 
for an acute MI (I21) at time t0, then a Chest pain (R07) at time t1 and finally for Angina 
pectoris (I20) at time t2 (see Figure 1 (a)). Patients sharing the same code at one time can 
then be grouped together. Let us now assume that mino = 2 and mint = 2 and we are thus 
provided by the following swarms: {(P1,P3),(0,1)}, {(P1,P3),(1,2)} and {(P1,P3),(0,1,2)}. 
We observe that these swarms are redundant because they can be grouped together in a 
closed swarm: {(P1,P3),(0,1,2)}. 
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 Timestamps 
Patients t0 t1 t2 t3 

P1 I21 E14 I20 I70 
P2 I21 R07 I20  
P3 I21 E14 I20 I70 
P4 I21 R07 I20  

 

 

(a) (b) 
Figure 1. Patient trajectories. (a) The sequential database with for each patient at each timestamp its 
hospitalisation code. (b) The different trajectories that when grouping together patients sharing the same code. 

3. PaFloChar: Patient Flow Characterisation Process 

In this section we present the patient flow characterisation process which has two main 
steps. The first one aims at extracting and then sorting spatio-temporal patterns from the 
PPS data. These patterns will correspond to the flow patterns of patients. The second step 
cluster the time between hospitalisations and cost trajectories in order to identify trends. 

Step 1.  Spatio-temporal pattern mining. We found 412,486 MI patients over 
the period of 2009 to 2014 from the PPS database. Each patient has a sequence of ICD-
10 codes which length is equal to the number of stays over these six years. A first filtering 
is performed in order to remove irrelevant stays, i.e. stays that are not related to 
cardiopathology. Then, sequences are ordered according to the relative time 
corresponding to the occurrence of a stay. These final sequences are called the patient 
trajectories. Finally, we mined closed swarms using the Get_Move algorithm [5]. 

Step 2. Time and Cost Evolution Profiles. We clustered time 2 and cost 
trajectories with kmlShape [6]. This method, derived from k-means for longitudinal data 
(kml), is able to detect curve shapes in order to cluster curves having the same shape. To 
our knowledge, there no other cluster method to do this. Then, we established the 
assignment of the flow groups, created in step 1, in the time and tariff clusters. 

4. Experiments 

In this section, as an illustration of the process, we present the results related to women 
aged 65+. 

Step 1. We highlighted three groups of patients flows in which first events were 
Angina pectoris, Ischemic heart disease and MI. Then, the flow was separated into 
several branches in which vertices were these events and Death. At the third stay, we 
observed new events: Heart rhythm disorders and Heart failure. 

Step 2.  We found three clusters of times (see Figure 2 (a)). B cluster (medium thick 
blue curve), M cluster (thin magenta curve) and V cluster (very thick green curve). 
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the first day of the subsequent stay. 
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Curves3 characterise different trends: B cluster represents patients having short times 
(less than four months) that increase and then decrease; M cluster represents patients 
presenting with spaced stays at an early stage, then later more frequent; V cluster 
represents patients having long sequences. The assignment of group flows in these 
clusters shows that, in the MI group, most of them (were split into cluster B and V) have 
short times at the end of their pathway. We found three clusters of costs (see Figure 2 
(b)): B cluster represents patients having increasing tariffs over time and decreasing 
slightly; M cluster represents patients having highly increasing tariffs; V cluster 
represents patients having first increasing tariff and then decreasing tariffs. The 
assignment of group flows in these clusters showed that, in the MI group, most patients 
(were in cluster V) had initially high tariff which decreased thereafter. 

  

(a) (b) 
Figure 2. (a) Times between hospitalisations and (b) Costs kmlShape clusters. 

5. Discussion 

Patient flows. We highlighted three key steps in patient flow patterns: MI, Angina 
pectoris and Ischemic heart disease. The majority of patients showed signs of recurrence 
of coronary artery disease in the form of angina pectoris. Many of them experienced MI 
relapse and/or another manifestation of their ischemic heart disease. These results could 
be integrated in a decision-making tool. Indeed, this could be useful for a clinician to 
compare patient profile to similar profiles and warn them about risk of MI relapse. 

Times and tariffs profiles. The times profiles provide information on the future 
hospitalisations related to cardiac pathology. In most cases, after an MI, hospitalisations 
are increasingly closed in time (on average three months). The majority of patient flow 
initiated by Angina pectoris or Ischemic heart disease have an upward trend in tariffs 
(cluster B in Figure 2 (b)). In contrast, patient flows initiated by MI largely show a 
downward trend in tariffs. Moreover, this work raises questions about the rhythms of 
hospitalisation frequency and the tariff over time. 

                                                           
3 The graph reads as follows, at t0 represents the time between the first stay and the second stay. For 

instance, the thin magenta curve, has an ordinate equal to 500: it means the time between the first and second 
stay is about 500 days in this cluster. 
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Limits. This study has several limitations : 1) The choice of the database: PPS is a 
budget allocation tool, so it presents limits in epidemiology studies [7]; 2) The 
comparison with others studies: Time is mostly investigated [8] as a precise event such 
as readmission for heart failure but less frequently for the more general event of heart 
disease. Moreover, most direct cost studies take into account emergency cost and drug 
consumption [9]. Access to the SNIIRAM (National health insurance system of inter-
scheme information) database would allow a similar analysis to be carried out. 

6. Conclusion 

We looked for spatio-temporal patterns in the MI patients trajectories. The originality of 
the approach is that spatiality was assimilated to proximity of pathologies and the 
temporal aspect was related to the occurrence of a stay. Then we clustered their time and 
tariff trajectories to determine trends. Such an approach can be used to improve care by 
providing, for example, an integrated care pathway with scheduled visits proposed in the 
case of cancer [10]. In future work, we plan to investigate the co-evolution of the time 
and cost trajectories in order to establish whether they are related [11]. 
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Abstract. Diabetic Retinopathy (DR) is a common complication of diabetes that 
may lead to blindness if not treated. However, since DR evolves without any 
symptoms in the initial stages, early detection and treatment can only be achieved 
through routine checks. This article presents the collaborative platform of the 
SCREEN-DR project that promotes partnership between physicians and researchers 
in the scope of a regional DR screening program. The role of researchers is to create 
classification algorithms to evaluate image quality, discard non-pathological cases, 
locate possible lesions and grade DR severity. Physicians are responsible for 
annotating datasets, including the visual delineation of lesions. The collaborative 
platform collects the studies, indexes the images metadata, and manages the creation 
of datasets and the respective annotation process. An advanced searching 
mechanism supports multimodal queries over annotated datasets and exporting of 
results for feeding artificial intelligence algorithms. 

Keywords. Diabetic Retinopathy, Computer-Aided Diagnosis, Image Annotation 

1. Introduction 

DR is a leading cause of blindness in the industrialized world [1]. A survey conducted 
by the Portuguese North Health Administration (ARSN2), the clinical partner of this 
work, estimated that 75% of a population of 250.000 diabetic patients who were screened 
did not show the presence of the disease. The introduction of Computer-Aided Diagnosis 
(CAD) tools in the current ARSN screening program has the potential of leveraging gains 
in terms of time-to-decision and resource efficiency. The aim of the SCREEN-DR 
project is to research and develop an image analysis and machine learning (ML) platform 
for innovation in DR screening. ML algorithms acquired a significant importance in the 
radiology field [2]. However, the main difficulty is to find good annotated datasets for 
developing supervised ML techniques [3]. ARSN manages a centralized repository 
containing images acquired during the screening program, namely eye fundus images 
that are a significant source of information for clinical decision. However, those images 
are not annotated. SCREEN-DR project targets the collaboration between physicians and 
researchers in the scope of a regional DR screening program and has two main goals. 
The first is to serve as a platform where ophthalmologists can grade image quality, 
diagnose cases, and pinpoint lesions present on the images. The second goal is to enable 
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the creation of CAD algorithms that prioritize pathological cases in the patient's waiting 
list to be observed by doctors. This is supported by content discovery and retrieval 
mechanisms that allow researchers to gather annotated datasets to feed their ML 
algorithms. This article is focused on the solution for the first goal. 

Regarding the DR automatic analysis, although there are positive results in the 
literature, the majority of the research is highly optimized for small datasets [4,5], 
compromising the generalization and the required standards for mass screening 
applications. Projects with larger datasets require the extensive participation of 
ophthalmologists in the annotation phase [6], and an online accessible platform for them 
to use. There are already several attempts to construct such platforms such as 
CrowdFlower3 or RectLabel4. Yet in some cases we need the annotation protocol to be 
highly optimized for working with thousands of images [7]. Google has created an 
annotation tool [6] to support the development of automatic DR diagnosis algorithms, 
but it was designed for annotating a single dataset. Furthermore, it does not allow the 
annotation of lesions, and therefore it is not possible to validate if their algorithms can 
identify the regions where lesions are present. 

This article describes the software architecture of a collaborative platform that tries 
to comply with previous demands. The platform collects anonymized studies from the 
ARSN repository, indexes the images metadata, and allows the creation and management 
of distinct datasets and respective annotation process (including visual annotation of 
lesions), according to researchers needs. Moreover, it supports the creation of new 
datasets based on multimodal selection criteria that may include image metadata as well 
as information from previous annotations. For instance, a researcher may want a 
complementary visual annotation on images containing lesions of a specific type. Finally, 
physicians can have distinct annotation datasets assigned to them. 

2. Methods 

2.1. Requirements 

The software platform must support two main actors, researchers and 
physicians/annotators. Physicians will be responsible for adding attributes to eye fundus 
images in accordance with the Annotation Protocol. The platform must accept multiple 
annotations from different physicians on the same image, to permit the evaluation of 
agreement for different combinations of annotators and algorithms. Researchers must be 
able to import/upload DICOM standard files, which should be automatically indexed for 
future searches. The search mechanism will use indexed DICOM fields and also the 
annotation fields, retrieving all the annotations for each image. Users should be able to 
select, from the search results, the ones they want to use to create a dataset or to download 
locally. For download, a ZIP containing the raw DICOM files and the annotations in 
JSON format should be generated. To control the access to each feature, a Role-Based 
Access Control (RBAC) system was implemented. The platform was developed with 
pure web technologies so it can be accessed anywhere using distinct computing devices, 
including mobile ones. 
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2.2. Annotation Protocol 

The annotation process follows the clinical pipeline from the DR Screening manual, and 
is divided in three steps: Quality Assessment, Grading and Lesion Annotation. In terms 
of quality assessment, the images will be assigned to one of the following three classes: 
Bad - if the image contains noise or other distortions that prevent the annotator to grade 
the image. These cases are discarded from the next steps of the pipeline; Partial - if the 
image has some kind of distortion, but it does not jeopardize the physician’s grading; 
Good - if the image does not contain distortions or noise. 
Regarding the diagnostic grading step, the eye fundus image will be ranked with respect 
to Retinopathy, Maculopathy and Photocoagulation levels, as well as any other suspected 
comorbidities, which can be selected from a predefined list. The grading levels in this 
regard are: 

� Retinopathy: R0 - No DR, R1 - Mild non-proliferative DR, R2-M - Moderate 
non-proliferative DR, R2-S - Severe non-proliferative DR and R3 - Proliferative 
DR. 

� Maculopathy: M0 - No Diabetic Macular Edema and M1 - Diabetic Macular 
Edema. 

� Photocoagulation: P0 - No Photocoagulation, P1 - Insufficient 
Photocoagulation and P2 - Sufficient Photocoagulation. 
 

Healthy classified images will have a pre-selection with the Retinopathy - R0 and 
Maculopathy - M0 states. In the visual lesion annotation, physicians delineate the regions 
of the lesions present in the image. In this last stage, only images that were labeled as 
containing signs of DR (R1-3) will be used. Lesions are delineated directly in the 
pathological images with Vector Graphic tools (ellipses, polygons and line paths), 
identifying the following types: MA - Microaneurysms, HEM - Hemorrhages, HE - Hard 
exudates, SE - Soft exudates and NV - Neovascularizations. 

2.3. Architecture 

A comprehensive architecture of the SCREEN-DR collaborative platform software is 
depicted in Figure 1. The DR images will be stored and indexed using Dicoogle Open 
Source [8], a Picture Archiving and Communication System (PACS) that replaces the 
traditional relational database with a more agile process of indexing and retrieving 
mechanism. This software has a plugin based architecture that facilitates the creation of 
new PACS functionalities. We can take advantage of these features to create the 
Retinopathy-PACS (R-PACS) plugin, that stores the DICOM model (DIM) in a 
Relational Database Management System (RDBMS) and indexes it. Furthermore, the R-
PACS plugin can also extends the DIM with a generic annotation model, using the 
PostgreSQL JSONB data type. 
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Figure 1. The SCREEN-DR overall architecture. 

 

 

Figure 2. The lesion annotation UI, showing the 
several Vector Graphic tools available. 

 
The layer of DR Services rests on top of the R-PACS. This layer is comprised of 

five services: Annotation, Transfer, Index, Search and Dataset. The Annotation service 
is responsible for fetching, creating and modifying annotations, based on the image 
reference ID parameter. The Transfer service is used to download or upload DICOM 
files, where the Index service uses selections of these previously uploaded files to index 
them in the R-PACS. The Search service uses Lucene like queries5 using DICOM or 
annotations fields to retrieve the images from the index. Finally, the Dataset service 
creates datasets from selected images unique identifiers (UIDs), provides subscription 
methods to datasets, and also selection of the default dataset to use in the annotation 
protocol. 

The Web Service Endpoints are implemented with an in-house service stack that we 
call Reactive Through Services (RTS), and exposes asynchronous Java services available 
at the DR Service layer. RTS can deliver reactive services (e.g. pub/sub messaging) and 
also common REST services. Finally, an authentication and authorization mechanism 
was implemented to control the access and permissions for each type of platform user 
(researchers and annotators). A Single sign-on (SSO) is used to grant JSON Web Tokens 
(JWT) 6 for the RBAC. These tokens are intercepted and validated in the RTS Pipeline. 

The User Interface (UI) was separated in different groups for each required feature: 
a search tab for querying the system and creating datasets from search results, a grading 
tab where the annotators can grade the image based on textual annotations, a lesion 
annotation tab where physicians delineate the regions of lesions in the image and a tab 
for uploading new DICOM files into the platform. In Figure 2 is an example of the lesion 
annotation UI. 
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3. Conclusions 

This article presents an innovative collaborative platform for supporting a DR research 
project. It includes an annotation framework with a set of unique functionalities. The 
platform is extremely important to support research on CAD mechanisms but can also 
be used for providing teaching cases to undergraduate students. Step-by-step learning 
protocols [9] can be constructed by reusing the index and search features. It is a Web 
system for teams that what to experiment different methodologies, in datasets with 
distinct characteristics. In the future, we plan to extend the platform functionalities and 
processes for supporting any medical annotation procedure, as also adding other 
interoperability features like providing annotations in DICOM-SR. 
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Abstract. The Knowledge Grid (KGrid) is a research and development program 
toward infrastructure capable of greatly decreasing latency between the publication 
of new biomedical knowledge and its widespread uptake into practice. KGrid 
comprises digital knowledge objects, an online Library to store them, and an 
Activator that uses them to provide Knowledge-as-a-Service (KaaS). KGrid’s 
Activator enables computable biomedical knowledge, held in knowledge objects, to 
be rapidly deployed at Internet-scale in cloud computing environments for improved 
health. Here we present the Activator, its system architecture and primary functions.  
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Management, Knowledge as a Service, Learning Health System, eHealth 

 
1. Introduction 
 
This work addresses the latency between biomedical knowledge discovery and its 
widespread uptake into practice [1]. We believe fully computable (i.e., computer-
actionable) biomedical knowledge is needed to achieve Learning Health System (LHSs) 
[2, 3]. Without it, inadequate health care outcomes will persist because slow 
dissemination of human-readable knowledge thwarts rapid, system-wide learning [1, 4].  

In 1999, Cheah and Abidi discussed the growing significance of Knowledge 
Management (KM) in healthcare [5]. They described a 7-part KM framework [6], 
including a “Share/Disseminate” process to move previously stored knowledge 
throughout the health care enterprise [5]. Since that time, to help share and disseminate 
knowledge, cloud computing architectures have emerged that enable persistent, online 
Knowledge-as-a-Service (KaaS) [7]. KaaS combines computable knowledge and data in 
a cloud environment to generate advice on-demand [8]. However, before KaaS platforms 
can enable scalable sharing of routinely updated computable biomedical knowledge for 
LHSs, they must meet healthcare’s security, reliability, data format, and other 
requirements [9]. KaaS platforms that meet these requirements may help overcome 
longstanding problems with interoperability and computable knowledge sharing [9].  
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The Knowledge Grid (KGrid, www.kgrid.org), a computable biomedical knowledge 
platform under development at the University of Michigan, includes digital knowledge 
objects (KOs) that follow a published formal specification [10], a digital library within 
which to manage and steward KOs [11], and an Activator capable of being deployed in 
cloud environments to provide KO-based KaaS. The Activator is so named because it 
puts computable biomedical knowledge stored in Knowledge Objects to work via online 
webservices, thereby activating it. The Activator enables realization and scaling of 
biomedical KaaS. This paper describes the system architecture of the KGrid Activator, 
which has been realized over 9 months of software development using Agile methods. 

 
2. Research Question 
 
The research question motivating the initial work to design and develop KaaS 
capabilities for the Knowledge Grid -- in the form of its Activator -- is this: What 
constitutes a minimum set of necessary and sufficient logical-technical components that, 
when integrated, result in stable, scalable, rapidly deployable, secure, traceable, 
activated Knowledge Objects thereby enabling KGrid to provide performant, reliable 
on-demand knowledge services for health using cloud computing environments? 

 
3. Materials and Methods 
 
To create an encompassing architecture for the KGrid Activator, one that delineates a set 
of necessary logical-technical components and is extensible, we analyzed various cloud 
computing architectures [7-9] and studied the differences between a Remote Procedure 
Call (RPC), Remote Method Invocation (RMI), and the network-based RESTful 
architectural pattern for a stateless, scalable, generic networked interface with HTTP-
based semantics (i.e., GET, PUT, POST, etc.) [12]. A logical-technical component is a 
single part of the system architecture that can be implemented by technical means. 

The KGrid Activator is an independent component built with the Spring Framework 
for Java [13]. Using Spring’s Web module, and Maven for Java project build automation, 
we have built the Activator by combining a series of interdependent Java classes and 
object instances to bring about Knowledge Object based end-user KaaS capabilities. We 
have successfully deployed the Activator on Google Cloud and Amazon Web Services.  

The KGrid Library works in conjunction with the Activator. The Library’s system 
architecture has been previously published [11]. Fedora, version 4.x, provides KGrid’s 
Library with a repository for native Resource Description Framework (RDF) linked data 
and binary files [14]. Via the Library’s application programming interfaces (APIs), it 
receives requests from the Activator for specific KOs, serializes KOs in JavaScript 
Object Notation (JSON), and delivers them to the Activator, which enables KaaS.  

Knowledge Objects (KOs), each hold a computable biomedical knowledge payload 
along with service-interface specifications and descriptive metadata [10]. Payloads can 
include computer-actionable statistical prediction models and computable guidelines. As 
a specific example, we have created a KO that holds executable pharmacogenomic drug 
dosing knowledge. When activated, this KO provides genetic information to compute 
dosing advice.  Using such executable payloads, the Activator provides persistent online 
KaaS to compute predictive scores and case-specific guideline-based advice on demand. 
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4. Results 

 
4.1 Functional Requirements 

 
The two basic KaaS functions are (1) to enable use of computable knowledge 
downstream by disseminating knowledge resources in digital formats “as is” and (2) to 
apply computable knowledge, as part of the service, by accepting instance data as input, 
combining those data with computable knowledge, performing an execution step, and 
returning a computed result as new information to answer a question [7-9]. The Activator 
can perform both of these KaaS functions. It can either share a KO payload directly with 
a requestor, for computation external to KGrid, or it can process instance data, using one 
or more KO payloads, to generate an answer for the requestor automatically.  

In addition, in our work to design and develop KGrid’s Activator, we are evolving 
a specific model of computable biomedical knowledge activation to extend the two most 
basic functions of KaaS by including several other functions we believe are minimally 
necessary to deploy computable biomedical knowledge safely, effectively, and 
efficiently to improve health. These other activation-related functions are access control, 
knowledge object integrity checking, activation policy setting, activation policy 
enforcement, and knowledge object utilization logging.  

A system architecture for a KaaS Activator is shown in Figure 1. 
 

 

Figure 1. System Architecture of a KaaS Activator for Computable Knowledge Objects for Health 
 
4.2 Payload Agnostic Activator Functions 
 
KGrid’s Activator provides access controls for all users. It also provides several 
functions to Knowledge Management Administrators via APIs. These general functions 
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are not KO payload specific, but instead are payload agnostic Activator functions. These 
payload agnostic Activator functions are associated with the four APIs depicted to the 
left of the vertical dashed orange line in Figure 1. 

 The Shelf API enables users to load and unload knowledge objects (KOs) into and 
out of the Activator, respectively. The Activator maintains a persistent KO Shelf, which 
is currently implemented as a simple dedicated file folder.  

The Policy API enables users set, edit, remove, and apply policies to govern aspects 
loading KOs and providing KaaS using them. For example, the Policy API can enforce 
a rule that only KOs from certain trusted sources can be loaded into the Activator. 

The Logging API provides users with a mechanism to collect knowledge service 
utilization data. If logging is turned on within the Activator, a new data stream is 
implemented and log data are stored outside of the Activator in a separate data store. 

The Adapter API enables sharing and use of KO payloads. An Adapter is a plug-in 
that enables the Activator to meet the two basic types of KaaS service requests. The 
Adapter API allows users to plug one or more Adapters in to an Activator instance. Four 
specific Adapters are shown in Figure 1. The simplest one is the Share Payload Adapter 
that sends the payload of a KO out to an external system upon request. Local Execute 
Adapters are software language-specific. When they are plugged-in, various Local 
Execute Adapters enable the Activator to execute Python, JavaScript, and code in other 
languages. In a similar way, Proxy Execute Adapters engage external services to execute 
code in various languages. Finally, Workflow Adapters provide the Activator with a 
mechanism to orchestrate execution of the multiple KO payloads in repeatable ways. 

One set of functions that are not controlled by an API are the internal Checking 
functions of the Activator. For safety and security, the Activator has the capabilities to 
check the integrity of any KO, using various fixity and checksum routines. The Activator 
can also check that incoming instance data are a match for any KO’s service interface. 
 
4.3 Payload Specific Activator Functions 
 
The Activator’s KO enabled, payload-specific KaaS capabilities are made available via 
its Activation API, which is directly supported by a series of logical-technical 
components that extend to the right of the dashed orange line in Figure 1. When a 
standard HTTP request (i.e., GET, PUT, POST, etc.) is received by the Activator’s 
RESTful Activation API, that request is handled by the Knowledge Object Service Model 
layer. If the needed KO is already on the Activator’s Shelf, and the needed Adapter to 
provide the requested service is already plugged into the Activator, then the Checking 
functions are performed and, if all checks are passed, the request is fulfilled. If the needed 
KO is not on the Shelf, then the Activator can automatically initiate a search for the KO 
at the KGrid Library to which it is connected (Three KOs are depicted on the Shelf in 
Figure 1 and many more can be added). The Activation API provides a set of error 
responses and troubleshooting support whenever a KaaS request cannot be fulfilled.   

 
5. Discussion 

 
We have described the logical  technical components of the KGrid Activator and their 
core functions. Our work is informed by efforts to make and share complex compound 
digital objects in other domains but it specifically advances KaaS functions for LHSs. 
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6. Conclusion 
 
Much better knowledge dissemination is needed to establish LHSs [1-3]. Cloud-based 
KaaS has the potential to improve knowledge dissemination for health. However, most 
commercial KaaS platforms have not been purpose-built for health care. They do not 
provide needed security, knowledge integrity checking, and technical policies to safely 
and effectively deploy computable biomedical knowledge [5,7]. A system architecture 
for a KaaS Activator with the potential to support KaaS for health has been reviewed. It 
exhibits capabilities to make KaaS a more feasible infrastructural solution for LHSs. 
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Abstract. The ever-increasing number of bioinformatics software tools that are 
publicly available, is leading to greater expectations about its regular use in 
clinical practice. However, from the end-users' perspective, they face many time 
the challenge of choosing the right tool for each task, from a panoply of solutions 
that have been developed over the years. In this paper, we propose a benchmarking 
methodology, based on a set of performance indicators, which can be used to 
identify the best methods and tools for each particular use case, both in research as 
in clinical practice. 

Keywords. Biomedical software, Software benchmarking, Quality control 

1. Introduction 

From the early days of computer science, benchmarking has been mostly used for 
performance evaluation of, e.g., computer architectures, programs and algorithms. 
However, with the increasing diversity of software applications, such as in biomedicine, 
the notion of what should be evaluated in a benchmarking process has also been 
evolving. This evaluation clearly depends on the context and on the target audience. 

Several methodologies have been proposed for software assessment [1], all of 
them sharing a common goal: select the software best suited to a project/problem 
among a list of similar software. Some focus on more subjective aspects, such as the 
maturity, durability, and the project organization, while others give more relevance to 
the functional aspects of each system. The Open Business Readiness Rating 
(OpenBRR) and the Qualification and Selection of Opensource Software (QSOS) were 
two of the first software assessment methodologies, which assumed that the answers to 
questions are manually fed according to a discrete, predefined set of possible answers 
[4].  

In a more automated way, Libraries.io 2  is a website that indexes data from 
software projects, monitors projects' releases, and analyses code, distribution and 
documentation. Moreover, by gathering the relationships between projects it builds a 
dependency tree for each project. From these data it computes a project SourceRank3, 
which can be thought of as the project's popularity, similar to Google's PageRank 
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whose underlying assumption is that more important websites are likely to receive 
more links from other websites [5]. 

Several software repositories, such as GitHub 4  and DB-Engines 5  use internal 
ranking in their catalogs. For instance, DB-Engines ranks each database according to 
its popularity, interest and relevance. 

The EXCELERATE EU project6, led by Elixir, a European intergovernmental 
organization that aims supporting life science researchers, is conducting a specific 
activity on benchmarking, which emphasizes the current importance of this topic.  

2. Methods 

2.1.  Metrics Model 

Our methodology for software benchmarking aims to answer a set of metrics, 
organized in several sections, from which we present below a summary: 

 
1. Online Presence / Popularity 

 
This topic aims at measuring how frequently the software tool is mentioned in 
online forums, e.g. Hacker News, subreddits, Stack Exchange, Slack channels, 
Google, YouTube, DuckDuckGo, Twitter. Other metrics include, for instance, 
the popularity evolution in Google Trends, web site, or the existence of 
mailing lists. 
 

2. Professional Impact 
 
Here we measure profession-related indicators, such as the number of job 
offerings (e.g. Indeed, SimplyHired), tags/mentions on LinkedIn, and 
hackathons, workshops and international conferences that are focused in the 
software. 
 

3. Licensing and Dissemination Model 
   
The assessment of the license type is another key aspect in our methodology. 
Besides the license, questions such as "is it open source?", "does it have its 
own domain?", or "do have a trademark?" may be relevant to assess the 
maturity of the software.  
 

4. Code Quality 
 
This item is more technical-oriented, and it intends to measure some software 
quality parameters such as code complexity, patterns, platform dependency, 
documentation. Moreover, test-driven development and continuous integration 
are key metrics included in this section. 
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5. Development Activity 

 
The development activity is another important aspect that allows to evaluate 
how dynamic is the developers' community around the software application. 
From source repositories one can measure indicators such as the number of 
active contributors, commits, pull requests, among others. 
   

6. Project Dependencies 
 
The construction of a project's dependency trees allows assessing how the 
software community perceive its reputation. It works as a popularity rank for 
library-oriented projects. 
 

7. Usability 
   
Usability is a key metric especially in end-users' applications, since it 
influences the acceptance level of each software. The parameters are more 
qualitative and they include characteristics such as design, navigation 
complexity, error recovery, fault tolerance, and target matching. 
 

8. Scientific Impact 
   
In research-oriented projects, the scientific impact is an important metric since 
it gives an indication of its acceptance from the scientific community.  The 
number of related publications, citations and projects are examples of 
measures that can be obtained for each tool. 
    

9. Interoperability and Extensibility 
 

This last aspect ranks the level of "openness" of each tool, i.e., if it provides 
an application programming interface (API), or if it allows the addition and 
updating of components. 

2.2. Scoring Methodology 

Given these groups, each evaluation metric i of the group j is ranked as . 
The next step is the creation of distinct schemas, to give a higher or lower weight to 
each group, according to the application area. For example, if one is assessing deep 
learning frameworks, it may be reasonable to give much more weight to the academics 
and literature categories. On the other hand, if a certain group or question is less 
relevant in a field, it can be weighed as 0 and thus be completely ignored in the 
assessment. Let  be the weight of the jth group of questions and  
the weight of the question i of the group j such that, 
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The final score S can be obtained by computing the weighted sum of the answers to the 
n groups of questions. 
 

 

 
For any given category, maximizing S yields the score of the best piece of software for 
that category. 

3. Results and Discussion 

Due to the ever-increasing number of publicly available bioinformatics tools, the 
expectation to leverage these applications in daily clinical work is increasing. However, 
most of these research-oriented solutions do not yet fit the typical requirements of a 
large set of end-users. This is a major aim of the MedBioinformatics project7, i.e. the 
translation of bioinformatics tools into clinical practice. 

Our weighted matrix model can be applied in the benchmarking of biomedical 
software tools, but it can also help informal developers follow a mature software 
engineering methodology [6].  

During the development process, several issues were identified: 
 

� some questions are subjective, and cannot be solved in an automatic way; 
� answering all questions requires a considerable effort; 
� some groups require interdisciplinary expertise. 

 
To eliminate the subjective questions as much as possible, we built a schema, where 
the popularity and online presence are the most relevant indicators. To the same extent, 
answering these questions also has a direct impact on the remaining groups. 

The dependency graph traversal is another important topic to assess, if the focus is 
on the evaluation of software toolboxes. Complementary to this network, the graph of 
authors can also be evaluated in a way that highlights the reputation of authors, both of 
individuals and entities. 

Finally, there is a clear opportunity for automation. Given the software dependency 
graph, authors graph and thorough analysis of popularity, a fully-fledged solution can 
be created to automate software assessment. 

4. Conclusions 

There is an increasing number of algorithms, scripts, software tools and end-user 
applications developed every year in the biomedical field. This situation and 
multiplicity of solutions, despite being positive, leads to a greater difficulty in choosing 
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the best tool for a specific need. In this context, benchmarking appears as a good 
approach to differentiate the panoply of technical solutions. 

In this paper, we presented a generic ranking model that can be used to compare 
different software solutions, helping end-users to identify the best tools, and also 
guiding software developers on the key characteristics for a successful software project. 
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Abstract. This article describes the implementation of a solution for the integration 
of ownership concept and access control over medical imaging resources, making 
possible the centralization of multiple instances of repositories. The proposed 
architecture allows the association of permissions to repository resources and 
delegation of rights to third entities. It includes a programmatic interface for 
management of proposed services, made available through web services, with the 
ability to create, read, update and remove all components resulting from the 
architecture. The resulting work is a role-based access control mechanism that was 
integrated with Dicoogle Open-Source Project. The solution has several application 
scenarios like, for instance, collaborative platforms for research and tele-radiology 
services deployed at Cloud. 

Keywords. Medical Imaging, DICOM, Shared Repositories, RBAC 

1. Introduction 

In the last decades, digital medical imaging systems has seen its presence strengthened 
in the healthcare industry, as they provide great support to medical staff in terms of 
clinical diagnosis and support to therapeutic processes. The interoperability between 
equipment and information of digital medical imaging laboratories is ensured by the 
DICOM standard. It defines the reference information model, how data is encoded and 
communicated. Data is agglutinated in DICOM object structures, which contain 
metadata related to the procedure, patient, acquisition, modality and institution, besides 
pixel data. 

Picture Archiving and Communication System (PACS) refers to the set of software 
and hardware units responsible for the acquisition, storage, distribution and visualization 
of medical imaging studies. The core component is the storage server (i.e. the archive) 
that receives images from modalities, store them in a structured way, supports content 
discovery and retrieval. They are fundamental to ensure a fully digital and distributed 
workflow where the intervenient can be anywhere, including the departmental intranet 
or at home.   

In a traditional PACS environment, an archive serves a same organizational domain 
where authorized users have access to all repository. So, accounting mechanisms are not 
required. However, more recent usage scenarios brought new necessities like the 
coexistence of distinct ownership domains in the same server instance. For instance, 
academic PACS and Tele-radiology PACS deployed at Cloud as a service need to 
support access control associated with resources. Several use cases may be identified in 
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those scenarios. For instance, a student may have a private working area and share some 
resources with the professor. Or else, an institution outsourced the repository and wants 
to share examinations with a group of external professionals for reporting purposes.  

This article proposes and describes the implementation of a Role-Based Access 
Control (RBAC) mechanism in an open-source PACS archive, i.e. Dicoogle 2 . The 
challenge was to study an architectural solution to support the multi-archive and multi-
user paradigm, without impact in regular digital workflows supported by DICOM.  

The work began by studying and analyzing the existing access control mechanisms 
and permissions management systems, in order to understand how state of the art 
solutions could be adapted to solve the challenge. It was concluded that no existing 
solution satisfied the project requirements and a new system was designed, implemented 
and validated. 

2. Background 

Historically, healthcare institutions are obligated to make great investments in IT 
infrastructure to support medical imaging laboratories, including installation and 
maintenance costs. However, this traditional model is obsolete and the world is assisting 
to a shift towards archiving medical images on the Cloud. Nowadays, we are at an early 
stage transition of the medical imaging market to the Cloud. Logistically, having the 
resources centralized and always available opens new and more convenient ways to 
access, work, distribute and collaborate with all stakeholders. 

The volume of data generated by some modalities can be very high like, for instance, 
in XA, US, multi-slice CT and digital mammography with tomosynthesis [1]. So, to 
manage these data, it is primordial to create robust and efficient storage and 
communication infrastructures to ensure full availability [2,3], even without requiring 
major upgrades and overhauls that increase the cost over time [2]. 

PACS are fundamental to support digital medical imaging workflows, being 
composed of a set of hardware and software units that process, store, distribute and 
visually consumes medical imaging studies and associated data [1,4]. They support intra 
and inter-institutional processes. PACS workflow has the following major steps: 
acquisition, distribution and displaying [5]. By stating these processes, we can infer that 
PACS turn the workflow easier in medical imaging environments, allowing clinics, 
physicians and technicians to access the data quickly. 

Digital Imaging Communications in Medicine (DICOM) is the de facto standard in 
the medical imaging area [6,7]. It is universally used and supports systems 
interoperability in the last two decades and a half. It specifies a non-proprietary medical 
data interchanging protocol, data format and file structure for medical images and its 
associated metadata [8]. Over the years, the proliferation of DICOM compliant 
equipment enabled the exchange of data between medical imaging devices and triggered 
the implementation of PACS. 

PACS typically implement a set of DICOM services, including storage, query and 
retrieve services for Intranet operation (i.e. C-STORE, C-FIND and C-MOVE) and its 
Internet version compliant with HTTP communications (i.e. STOW-RS, QIDO-RS and 
WADO-RS). 
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2.1. Dicoogle 

Dicoogle is an open-source PACS [9] mainly developed by the UA.PT Bioinformatics 
research group and the BMD Software company. It can be used to support three distinct 
usage scenarios: production, research and teaching. It has a modular concept given that 
it provides a software development kit (SDK) that allows developers and researchers to 
quickly develop a new functionality.  

The platform replaces the traditional relational database with a more agile process 
of indexing and retrieval mechanism [10]. Dicoogle was designed to extract, index and 
store all the metadata presented in DICOM files of receipt studies, including private tags, 
without any engineering or configuration process [9,11]. 

 

 

Figure 1. Dicoogle general architecture. Adapted from [10]. 

 
Dicoogle SDK was created in order to simplify the development of new features 

[6] by third parties and assure compatibility with core functionalities. To develop a new 
functional module, programmers need to implement the available interfaces and move 
the built package to Dicoogle Plugins directory. After this process, Dicoogle will 
automatically load the new modules on startup. Dicoogle SDK makes immediately 
available all operations related to storage, querying and indexation via its internal API 
[10]. 

3. Proposed Architecture 

This article proposes an accounting architecture for PACS-DICOM archives, allowing 
that one same server instance to serve multiple organizations, installations, users and 
permissions. It implements a role-based access control (RBAC) approach in a standard 
DICOM structured repository to restricting system resources access to authorized users. 
It provides mechanisms to manage entities, resources and roles.  

The architecture is an abstraction of a real-work medical imaging laboratory 
environment. In figure 2, is shown a representative scheme of the real-world.  On top of 
the hierarchy, there are Organizations, which contains multiple Facilities and Users 
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associated with it. On this point, the focus starts to be on User. A User from a Facility 
must have access rights to the Resources that belong to that one Facility. Although, there 
are permissions on the system that users must have to access Resources. For instance, a 
User must have Permission with the tuple (Read, Resource) to access a Resource.  

Resource entity can be an Organization, Facility, User, or even Permission, but can 
be also a DICOM object. The RBAC information model also follows the DICOM model 
where the Resource Patient can have one or more Studies. One Study contains one or 
more Series. This one has one or more Instance objects (e.g. image files). This model 
allows the attribution of unique permissions of single or group of Resources to different 
users. 

Besides the direct Permissions assigned, a User may belong to a group of users, 
which in turn will contain multiple Permissions. In the example shown in Figure 2, there 
is User 1 who belongs to Facility 1 of Organization 1 and, at the same time, belongs to 
Facility 2 of Organization 2. Additionally, User 1 is inserted in the group Role 2. 
 

 

Figure 2. Real-world representation of the Role Based Access-Control model. 

 
As expressed, the proposal was instantiated and validated as an extension of 

Dicoogle Open Source PACS that already provides several features to extract metadata 
and maintain DICOM archives. We used the Dicoogle SDK layer to develop and 
integrate the RBAC module with Dicoogle core functionality. Other Dicoogle modules 
can consume the new security services provided by the RBAC module. 

The development of described accounting mechanism was mainly motivated by the 
necessity of offering those security services in standard DICOM Web provided by 
Dicoogle platform. In this scope, the WADO-RS, STOW-RS and QIDO-RS services 
were also refactored to consume the new RBAC module, as an option. So, a third 
platform may consume Dicoogle services (storage, query and retrieve) with access to 
resource filtered according with RBAC policies applied to the user that is provided in the 
HTTP authentication layer.   

Finally, a web portal was developed to support for end-user management of 
proposed architecture, consuming the services available through Rest API. 
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4. Conclusion 

There are several contributions of the work described in this article. First, an accounting 
mechanisms for medical imaging repositories; secondly, the integration and evolution of 
an open source platform, i.e. the Dicoogle PACS; thirdly, the development of a Web API 
of services for management of proposed architecture and transparent integration with 
third applications; and finally, developed services were integrated with most recent 
DICOM Web standard, supporting the STOW-RS, QIDO-RS and WADO services. 

The proposed architecture was validated through exhaustive functional tests that 
mime real-world use cases. The implementation of a multi-user medical imaging archive 
integrated with personal cloud storage services like, for instance, Dropbox or Google 
Drive is being developed. 
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Abstract. To teach the basics of climate change and health - such as the nature of 
health impacts, best practices in adoption strategies and promotion in health co-
benefits, mitigation and adaptation strategies - we have developed three massive 
open online courses (MOOCs). We analysed the three MOOCs with regards to 
different factors such as course content, student motivation, instructor behaviour, 
co-learner effects, design and implementation effects. We conducted online surveys 
for all three MOOCs based on the research model of Hone et al., extended with 
regards to student's motivation and course outcomes. In total, we evaluated 6898 
students, of which 101 students took part in the online survey. We found differences 
in completion rates and country of origin for the three MOOCs. The francophone 
MOOC was found to have a high number of participants from lower-income- and 
low-and-middle-income countries. The majority of participants were aged between 
22 and 40 years of age and had mainly a graduate educational background. The 
primary motivation to join the MOOC was the knowledge and skills gained as a 
result of taking the course. The three MOOCs on climate change and health had a 
reach of almost 7000 students worldwide, as compared to the scope of a face-to-face 
course on the same topic of 30 students, including students from resource-low 
environments that are already vulnerable to current changes in climate. The 
evaluation of the MOOCs outlined the current impact. However, further research 
has to be conducted to be able to get insights into the impact over time. 

Keywords. MOOC, Climate Change, Health, Africa, Global Education 

Introduction 

Climate-related extremes such as floods, droughts, heat waves and cyclones [1] are in 
the centre of public focus. To confront climate change, over 190 countries meet for the 
23rd UN Climate Change Conference (COP) to discuss and negotiate agreements that 
have led already to binding obligations, such as the Kyoto protocol and the Paris 
agreement. However, as Liyanagunawardena et al. [2] state “health literacy […] is of 
critical importance for everyday life”. Especially with regards to climate change and 
health, there is an urgent need for meaningful information, particularly on the local level 
to be able to create awareness, capacity, as well as local action regarding climate change, 
to lead on decision-making and to establish active public processes [3]. 
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Climate change has many and significant impacts on health and should be 
fundamental to climate policy [4], as it affects, amongst others, non-communicable 
diseases (such as respiratory and cardiovascular diseases), the global distribution of 
vector-borne diseases (such as dengue and chikungunya virus vectors)[5], malnutrition 
due to variability in rainfall leading to floods and droughts [6], raising sea-levels 
destroying infrastructure. With the three massive open online courses, we want to open 
the arguments and rationale of climate change and its impact on health to the general 
public, to policy-makers and to vulnerable populations especially in Africa, as well as to 
communicate best practices in adaptation strategies and in the promotion of health co-
benefits [7]. As a mean to reach a global audience and even potential researchers, 
MOOCs are a grand opportunity, especially given today’s ubiquitous technological 
environment. MOOCs not only have been shown to have a massive global reach - some 
of the most successful MOOCs had a total enrollment of over 1 million students [8, 9] – 
but provide means to reliable information that can reach and empower people otherwise 
left out [2]. In one MOOC, students were reached that outperformed students were 
participating in the MOOC of one of the most prestigious US university. The 
development of MOOCs predominantly is done by developed countries; there is a lack 
of MOOC development from resource-low countries [2]. In cooperation, we have 
developed three MOOCs about climate change and health: one targeted at a general 
audience, the other for a general francophone audience with a focus on Africa developed 
with our partners from the Centre de Recherche en Santé (CRSN) in Nouna in Burkina 
Faso, and a short and concise MOOC targeted at policy-makers. 

To learn about the impact of the three MOOCs, we have analysed them with regards 
to several factors and want to present and discuss in this paper the students’ 
demographics, concluding with recommendations. 

1. Methods 

Participants of the three MOOCs were invited to participate in an online survey2 that 
compromised 50 question items for the general MOOC on climate change and health 
(MOOC-CCH), 54 question items for the francophone MOOC with a focus on Africa 
(MOOC-CCS), and 53 question items for the MOOC for policy-makers (MOOC-
CCHPM). The questions were adapted to the context of the respective MOOC and 
followed the research model based on Hone et al. [10]. 

Question items included free text questions, yes/no-questions, and questions 
following a five-point Likert scale. We extended the research model proposed by Hone 
et al. with (4) perceived usefulness (extrinsic) (H6) and user satisfaction (H7), also 
described in the model of K.M. Alraimi et al. [11]. The respective learning platforms of 
the MOOCs provided information on student's demographics (age, country of origin), as 
well as course participation and completion rates. The MOOC-CCH and MOOC-
CCHPM were published on the learning platform iversity3 based in Germany; the 
francophone MOOC-CCS was made available on the FUN-MOOC4 learning platform, 
based in France.  

                                                           
2 https://www.surveymonkey.net 
3 https://iversity.org 
4 https://www.fun-mooc.fr 
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2. Results 

In total, 6895 participants were registered in all three MOOCs, of which 186 participated 
in the survey. The country of origin varied depending on the respective learning platform: 
on the German-based platform iversity, we found a prevailing number of German 
participants, mainly from higher income countries, whereas on the French-based 
platform FUN-MOOC we found a varied francophone audience from France but also 
from other francophone low-resource East African countries (see Figure 1, Figure 2). 
The predominant age group for all three MOOCs was between 31 and 40 years of age. 
The retention rate of MOOC participants varied between 1% for MOOC-CCH, 20% 
MOOC-CCHPM and 9% for MOOC-CCS. For the two English MOOCs, most 
participants progressed less than 5% of the total course contents. Between 5-80% of the 
course content was completed by around 10% of MOOC participants, and about 13% 
progressed more than 80% of course contents. 

 
Figure 1. Economic status of participants’ country of origin for the three different MOOCs on Climate 

Change and Health. 
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Figure 2. Overview of the MOOC course participants country of origin. 

3. Discussion 

There is a dire need to include health impacts in the debate of climate change on a global 
level. MOOCs offer great potential and could, therefore, strengthen teaching and 
engaging a more significant global population within the topic of climate change and 
health. Three MOOCs have been published that focus on climate change and health for 
different audiences: at English and French-speaking audiences and policy-makers. The 
country of origin of the learning platform has shown to define the range of MOOC 
participants: although the MOOCs attracted an international crowd in general, for the 
German iversity platform, there were predominantly German and English-speaking 
participants, and for the French FUN-MOOC platform there were mostly participants 
from French-speaking communities, including West-African countries. The low 
completion rate of the three MOOCs (1% for MOOC-CCH, 20% MOOC-CCHPM, 9% 
MOOC-CCS) is in line with other MOOCs, as not all participants aspire for certificates 
and may benefit from the MOOC despite not finishing the full course. MOOCs are made 
for a global audience. However, our results show that there is need to define target 
audiences and adapt the MOOC according to participants and their cultural context. 

Although there is a need to understand the impact of MOOCs thoroughly, it is 
evident that the reach of participants of the three MOOCs out passes the reach of presence 
courses: For the three MOOCs, the reach covered in total almost 7.000 students as 
compared to a two-week presence-course with a potential reach of 25 students per course. 
The design and production of the MOOC involve a commitment regarding time, finances 
and professional expertise. MOOCs offer a global reach which can be a driver for climate 
change education, enabling higher accessibility into the rationale between climate 
change and health and make it available to people that have been outside the reach of 
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other teaching endeavours, such as presence courses. With the expansion of mobile data 
networks and the decrease in prices for these mobile services, also low and lower-middle 
income countries can access quality resources such as MOOCs. 

4. Conclusion 

MOOCs are still very popular [12], which as we have found with the three MOOCs on 
climate change and health is a chance for opening climate change education and making 
arguments and state-of-the-art knowledge available to a diverse global audience, 
fostering discussions and change in terms of adaptation and mitigation of climate change 
especially with a focus on health. 
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Abstract. Web forums are proposed as a new complementary source of knowledge 
to spontaneous reports by patients and healthcare professionals due to 
underreporting of adverse drug reactions (ADRs). Some authors suggest that signal 
detection could be a convenient method for gathering mentions of ADRs in patients’ 
posts. Signal detection methods were proposed to mine pharmacovigilance 
databases, but little is known about their applicability to web forums. We describe 
a method implementing several traditional decision rules on signal detection with 
baclofen applied to a set of more than 6 million posts. We then cross-validated four 
unexpected signals applying a logistic regression method. Most adverse effects 
(AEs) described in the summary of product characteristics of baclofen were detected 
by signal detection methods. Some unexpected AEs were too. Therefore, web 
forums are confirmed as a complementary resource for improving current 
knowledge in pharmacovigilance by detecting unexpected adverse drug reactions.   

Keywords. Baclofen, Adverse drug reaction, Social media, Forums, Signal 
detection, Logistic regression 

Introduction 

The Internet and social media have become part of people’s daily lives. In 2016, 86% of 
the French population was reported as active internet users, and 58% of these users were 
active on social media [1]. On average, users spend 3h 37m daily on the internet, and 1h 
16m on social media [1]. In France, 46% to 71% of the population uses the Internet to 
seek medical or health related information [2]. 

Web forums are online platforms used to share information and personal 
experiences.  Health data (diseases, feelings, medication usage and many other aspects) 
in these forums, represents a rich source of information on diagnoses, treatments and 
medical researches [3]. Several studies have already demonstrated the added value of 
mining adverse drug reaction (ADR) signals from social media posts [4], using machine-
learning methods (such as support vector machine or associations rules) but little is 
known about the utility of applying traditional signal detection methods (used to mine 
pharmacovigilance databases) as well as logistic regression signal detection method in 
web forums analysis. To our knowledge, only two studies applied one of the traditional 
signal detection method to web-based pharmacovigilance data [5, 6]. 
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Pharmacovigilance - defined by the World Health Organization (WHO) as “the 
science and activities relating to the detection, assessment, understanding, and 
prevention of adverse effects or any other drug-related problems” [7] - begins during 
clinical trials and continues after the drug is released onto the market. ADRs may be 
spontaneous reports (from healthcare professionals or patients), or adverse events (AEs) 
observed during Phase IV clinical trials driven by pharmaceutical companies and 
national authorities. All data are stored in spontaneous reporting systems [8]. 

In Europe, national authorities accept reports from patients since 2011. In France, 
patients as well as any healthcare professional can send ADRs reports to the 
corresponding Regional Pharmacovigilance Centre which collects, analyzes and reviews 
these reports before adding them to the national agency. However, underreporting of 
ADRs is one of the biggest limitations of the current pharmacovigilance systems. Seven 
studies have revealed that the underreporting rate in France is between 78% and 99% [9]. 
To overcome underreporting, web forums were proposed as a potential source of 
information complementary to case reports.  

Our objective was to evaluate the feasibility of ADRs’ signal detection using web 
forums. In this preliminary work, we studied baclofen which has been used since the 
mid-70s in the management of spasticity in several neurological diseases. Indeed, the 
off-label high-dosed use of this drug by alcohol-dependent patients has caught the 
attention of the public health authorities in France in the last 5 years. Recently, signals 
emerging from patients and health professionals made this drug an ideal subject for such 
analysis on social media. Thus, we performed a retrospective, observational and 
descriptive study, based on posts mentioning AEs caused by baclofen, detected by 
natural language processing. 

Methods 

Our material consisted of a dataset of over 60 million posts extracted from 22 French 
medical forums from 01/01/2000 to 07/03/2015 using the open source tool Vigi4Med 
Scrapper [10]. Natural language processing (NLP) techniques were applied to these posts 
[11]. As causality between drugs and events was not implemented, adverse events (AEs) 
rather than ADRs were detected. This allowed detecting the mention of at least one drug 
and one AE in 6,569,555 posts, which corresponded to 55,350,564 drugs-AE couples.  

To improve precision, all the mentions of drugs and AEs detected by NLP were 
normalized. For drugs, the normalization was achieved with a perfect correspondence to 
the RacinePharma dictionary (5,164 drug terms) linked by the Vidal company to its own 
drug dictionary (3,971 drug terms) for 83.5% (4,310 drug terms), and to the Anatomical 
Therapeutic Chemical (ATC) classification system. Due to the difference between labels 
of drug terms in medical dictionaries and drug mentions in the patients’ posts, we added 
to the normalization a set of different lexical variations that patients could use in web 
forums to mention baclofen. 

Adverse events normalization was achieved using the UMLS-MedDRA (V19.1) 
mappings within the UMLS metathesaurus. When a UMLS term was linked to more than 
one MedDRA term we considered all possible couples. Terms corresponding to the 
System Organ Class (SOC) “Social circumstances” and to High Level Group Terms 
(HLGT) containing the character string: “therapeutic procedure” were removed. Only 
drugs-AE couples that were coded in 5th ATC level and preferred term level were taken 
into account.  
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After the normalization process, we compared the AEs’ SOC mentioned with 
baclofen in web forums to the SOC found in the Summary of Product Characteristics 
(SPC). We then applied several decision rules for traditional signal detection methods 
used in Pharmacovigilance - frequentist and bayesian methods, with or not application 
of the False Discovery Rate (FDR) [12]. The applied decision rules are described in table 
1. 
 
Table 1. Decision rules applied for each signal detection algorithm 

Method Decision rules 
Frequentist Methods  

Proportional Reporting Ratio 
(PRR) 

� PRR1: 
 

� PRR2: 
 

Reporting Odds Ratio (ROR) � ROR1:  
� ROR2: 

 
Reporting Fisher’s Exact Test 

(RFET) 
� Fisher’s Exact Test p-value 

calculated with 2 methods 
(RFET and midRFET), with 

 
Bayesian Methods  

Bayesian Confidence 
Propagation Neural Network 

(BCPNN) 

� BCPNN1: Beta distribution a 
priori and 

 
� BCPNN2: 

 
Gamma Poisson 

Shrinkage (GPS) 
� GPS1:

 
� GPS2: 

 
 

As final step, to cross-check the previous signal detection algorithm, we applied a 
logistic regression based method: the Class-imbalanced subsampling lasso algorithm 
(CISL) with a 5% threshold [11], considering each post as an Individual Case Safety 
Report about four AEs of interest selected by a pharmacist (CB). All statistical analyses 
were performed with the R language and environment for statistical computing and 
graphics [14] using the PhVID package. 

Results  

From the 55,350,564 detected drug-AE couples, 5,997 had an exact match with 
“BACLOFEN”. When considering other lexical variations for baclofen like “BAKLO”, 
“BALCO”, “BACOLFEN”, 40,158 additional couples were identified as relevant. 

After the normalization process, the final database consisted of 2,622,445 drug-AE 
couples from 747,500 different posts from 07/02/2000 to 07/02/2015. 999 distinct AEs 
were found with baclofen. Among the 10 most frequent AEs detected with baclofen by 
the NLP tool, two were indications for baclofen’s use and represented around 15% of the 
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AEs found with baclofen. The 10 most frequent AEs found with baclofen represented 
54% of baclofen’s AEs in web forums. Furthermore, 36 of the 37 AEs present in 
baclofen’ SPC were also detected in association with this drug in the forums. In baclofen’ 
SPC, 30% of the effects are related to the “Nervous system disorders” SOC and 16% to 
the “Psychiatric disorders” SOC whereas, in the forums, 10% of the AEs were related to 
“Nervous system disorders” and 48% to “Psychiatric disorders”. The repartition of 
adverse events between different organs in the forum is thus different than what is 
described in the SPC. Table 2 describes the proportion of AEs in baclofen’ SPC 
considered as signal when applying the different algorithms. 

Table 2. Proportion of AEs in the SPC considered as a signal for each decision rule 

Method PRR1 PRR2 ROR1 ROR2 RFET midRFET BCPNN1 BCPNN2 GPS1 GPS2 

%SPC signal 50% 64% 64% 64% 64% 64% 61% 64% 36% 64% 

 
In order to confirm some unexpected AEs detected by these algorithms we used an 

implementation of logistic regression that takes into account all drugs present in the 
database and their possible interactions, the CISL algorithm. As this process necessitates 
large computational resources and long delays, we only considered four unexpected AEs: 
“Glaucoma”, “Bulimia nervosa”, “Sleep apnea syndrome” (SAS) and “Nightmare”. The 
signals detected by the traditional methods were confirmed by the CISL algorithm for all 
of them. 

Discussion 

We demonstrated that applying traditional signal detection methods to web forums 
allows the detection of AEs described in the SPC of: on average, 60% of the SPC’s AEs 
were considered as signals (vs 35% on average for 4 drugs in [15] using co-occurrences 
statistics). Only 4% of the AEs found with baclofen in forums were in its SPC (vs 99% 
for statins in [16] where 72 posts were manually reviewed). 

The main application of our results is to check if a manual evaluation of the French 
pharmacovigilance database and of the medical literature confirms the unexpected 
detected signals. If confirmed, the national agency should be informed of these potential 
signals. This review is mandatory to prove that signal detection on social media can 
improve current knowledge on unexpected AEs. 

Our study has some limitations. On the one hand, we probably missed information 
using a perfect match to normalize drug terms. However, we manually identified several 
lexical variations, which allowed us to lower this bias. On the other hand, several 
masking effects exist when applying traditional signal detection methods to social media 
data, such as under or over represented drugs with specific AEs, or UMLS terms 
corresponding to several AEs. Moreover, the NLP technique could not detect causality 
between drugs and AEs, which explains the presence of indications captured as potential 
AEs. 

Nevertheless, this study showed that web forums represent a very important data 
source for a pharmacovigilance purpose as we could detect expected ADRs as well as 
potential unknown ADRs. Future work should focus on bias limitation and signal 
detection algorithm adaptation. To date, the last step, i.e. a manual evaluation of potential 
signals is inevitable. 
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Abstract. Medical research is an active field in which a wide range of information 
is collected, collated, combined and analyzed. Essential results are reported in 
publications, but it is often problematic to have the data (raw and processed), 
algorithms and tools associated with the publication available. The Leipzig Health 
Atlas (LHA) project has therefore set itself the goal of providing a repository for 
this purpose and enabling controlled access to it via a web-based portal. A data 
sharing concept in accordance to FAIR and OAIS is the basis for the processing and 
provision of data in the LHA. An IT architecture has been designed for this purpose. 
The paper presents essential aspects of the data sharing concept, the IT architecture 
and the methods used. 

Keywords. Research Data Management, Open Data, Clinical Research 
Infrastructure, OAIS, 3LGM² 

1. Introduction 

The "Leipzig Health Atlas" (LHA) [1], launched in 2016, develops a multifunctional, 
quality-assured and web-based repository which serves as a shop window and 
marketplace for scientific results of various clinical, epidemiological and system 
medicine projects, prepared for a broad research audience. Genomic and clinical data 
from various studies are collected, analyzed and combined. The LHA brings together 
ontologists, modellers, clinical and epidemiological study groups, bioinformatics and 
medical informatics, all contributing data, methods, models, applications and experience 
from clinical and epidemiological studies, research collaborations in systems medicine, 
bioinformatics and ontological research projects; regardless if published or not yet 
published. The preparation of the data, models and methods provided by a local research 
group for a broad user community requires comprehensive research and data 
management, but also a comprehensive data sharing concept in accordance to the FAIR 
(Findable, Accessible, Interoperable, and Re-usable) Guiding Principles for scientific 
data management and stewardship [2]. Depending on the legal regulations, clinical and 
genomic microdata can be downloaded directly or via appropriate access controls. Where 
applicable, applications and models can be run interactively in the portal and evaluations 
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can be carried out ad hoc. This article deals with the question: How can research data 
management and the associated requirements for the LHA be planned and implemented? 
Essential concepts, such as the approach to research data management and IT 
architecture, as well as the methods used by the LHA are presented. 

2. Methods 

The functional structure of the LHA takes over concepts of the Reference Model for an 
Open Archival Information System (OAIS) [3]. This model provides a framework, 
including terminology (further in italics) and concepts, for describing and comparing 
architectures and operations of archives and thus for sharing their content, see Figure 1. 

Figure 1. OAIS Functional Entities, reprinted with permission of the Consultative Committee for Space Data 
Systems. The corresponding LHA components are italicized in the text. 

Although the LHA is actually not a pure long term data preservation project, OAIS 
showed to be helpful in structuring the functional entities within the LHA. It is already 
used as guideline for data and model sharing at the LIFE project [4] and the Medical 
Informatics Initiative project [5]. 

In order to provide an integrated and consistent view of the functional components 
of data processing and data exchange, we have analyzed and represented the entire 
enterprise architecture (EA) in the 3LGM² (Three-layer Graph-based meta model) 
modeling approach [6, 7]. 3LGM² describes the EA on 3 layers. The domain layer 
describes enterprise functions supported by the information system, and the information 
processed. The logical tool layer describes the application components used to support 
enterprise functions, and the communication between them. The physical tool layer 
describes the hardware components necessary for the operation of the application 
components. The 3LGM² model is used during the project as a blueprint for the 
development process. 

For the implementation of the logical tool layer view, open source software was 
preferred. A central component of the LHA is a Content Management System (CMS). 
Ontology-based tools have been developed for importing content into the CMS [8, 9]. 
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The CMS is also the portal of the LHA and integrates the Data Analytic Services (i2b2 
[10], tranSMART [11], Shiny Server [12] and other tools). 

Selected data sets are prepared for online research and analysis. For this purpose, 
metadata of all data sets is recorded in detail. This includes in particular descriptions, 
data types, code lists and structural information. Wherever appropriate, clinical datasets 
are converted into CDISC ODM (Operational Data Model)[13] format and transferred to 
the various front-ends using the ETL pipeline presented in [14].  

The administration of source code, e. g. R-based methods, is done with the version 
control system git [15]. Container technology based on Docker [16, 17] is used for 
deploying the LHA infrastructure as well as the methods to be integrated. 

3. Results 

The OAIS showed to be helpful in modularization the overall task, e.g. the definition of 
Information Packages for submission, archival and distribution. The Ingest-phase is as 
expected very complex; for many of our Producers, especially from clinical trials, the 
LHA is the first encounter with the principles of data sharing, especially the need to 
transform raw data or precomputed biometrically prepared data towards publishable 
data. A well defined Archivable Information Package (AIP) make it much more feasible 
for Access to support findings aids and analysis tools. Nevertheless, a strong 
Management entity showed to be necessary to negotiate submission agreements and 
access contracts. 

By using the 3LGM² method we are able to integrate a domain layer view of almost 
all tasks and information (following OAIS) used with a tool layer view of applications, 
services and communication, see Figure 2. 

 
Research Data Sources act as Producers and ingesting raw data (SIP) via various 

interfaces and data formats (ODM, JSON, SQL, CSV) which is managed and if necessary 
transformed by the Data Integration Engine (DIE). The DIE implements ETL (Extract, 
Transform, Load) pipelines and persists the data in the Research Data Space (R-DS) 

Figure 2. Enterprise Architecture (3LGM² tool layer view) of LHA. Customized third party application 
systems are colored blue and application systems developed by LHA project are purple. Application systems 

for persisting data are colored yellow. Data sources are colored orange. The dotted rectangles indicate 
accompanying services that are not connected. 
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which consists of a Document Repository and a Data Repository. The Document 
Repository stores file based data objects, e.g. result files from analytical processing or 
study data in ODM files to be processed further. The Data Repository is a relational 
database system for persisting structured tabular data. DIE is also able to use the 
Metadata Services to harmonize and annotate data. The Data Analytic Services can be 
set up on the R-DS and provide methods for data analysis or exploration, e.g. i2b2, 
tranSMART. The R-DS can also be used for projects or disease-specific R scripts, e. g. 
risk calculators, which are provided as web apps via Shiny Server. Access to Data 
Analytic Services and the Document Repository is provided to users (Consumer) by a 
CMS. During the system selection, the Open Source CMS Drupal [18] was selected 
based on the requirements (e.g. faceted search, extensibility, active community, API 
functions, etc.). The access control is done via the CMS after agreements via Data & 
Metadata Transfer Management Service (DMT), whereby the rights model for Access to 
content is deliberately kept simple: data are either completely public or restricted to users 
with individually known reputations or research interests. For further access the DMT 
serves as a broker between inquirer and investigator. Currently, the producers are solely 
responsible for the anonymization of the data. They receive advice from the LHA (Data 
Trustee & Privacy Management Service). 

4. Discussion and Outlook 

Implementing the described IT architecture of the LHA, all content can be accessed via 
several search axes, whereby the focus is on a disease-oriented view. The LHA focuses 
on the profiles of IMISE and the associated study groups such as breast cancer, glioma, 
civilization diseases etc. Depending on suitability and availability, data is offered in 
different ways. The spectrum ranges from simple data downloads to structured, 
annotated and online analyzable offers.  

It is yet too early to make assumptions on future user acceptance. Projects for the 
subsequent use of metadata collected by the LHA were already planned in the application 
phase, e.g. the development of automatic annotation linking methods to semantically 
enrich the collected data. Furthermore, browsing data will be accompanied by a Metadata 
Repository to select single data elements or assessment scores of interest. One of the 
strengths of the LHA is that right from the beginning a substantial number of system 
medical projects, clinical study groups and especially the LIFE project are committed 
and directly involved, e.g. in preparing the data sharing concept and contribute content 
to the atlas, preventing the “empty archive” problem [19].  

In contrast to dedicated services, LHA fulfils the tasks of a publication archive, a 
research register and an online software demonstrator. Accompanying publication of 
LHA content in existing domain specific repositories, e. g. CRAN for R-packages [20], 
Gene Expression Omnibus [21] or other publication portals is explicitly motivated and 
adequately referenced.  We believe that this information should be aggregated and 
presented in a networked manner to be of best use. Ultimately, these properties lead to a 
scientific archive of results.  It is planned to reuse the LHA concept, in Germany's 
medical informatics initiative for the "SMITH" consortium [22], which primarily 
manages clinical care data and will provide an extensive data trustee and privacy 
management service, extending the Ingest and Access functional entities. A basis for 
opening up the LHA to a wider range of data suppliers and research customers. 
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Abstract. The purpose of this study was to investigate the effect of nursing 
information system (NIS) on clinical performance from the perspective of nurses 
in an academic hospital affiliated to Mashhad University of Medical Sciences in 
Iran. This descriptive cross-sectional study was conducted in 2016. We collected 
data targeting nurses with over three years’ experience in using the NIS (120 
nurses). NIS had caused improvement in “accuracy the consistency of drug, lab 
tests and radiology requests”, “increasing the speed of the automated extracting of 
minimum data set for decision making and care trends” with the means of 4.89 and 
4.27 respectively (5 point Likert). Findings showed that “workload of nurses” 
(Mean 4.05), “duplication in recording patients' information” (Mean = 3.99) 
obtained the highest mean. Furthermore, “appropriateness of the data entry tools to 
tasks” (Mean=3.29) and “the ability of adapting the software to new 
responsibilities of nurses “(Mean=3.25) gained the lowest mean. 

Keywords. Nursing Information System, Perspective, Information Systems, 
Nurses 

Introduction 

The objectives of the Nursing Information System (NIS) include scheduling a care plan, 
improving efficiency [1] and the effectiveness of provided care, improving the 
accuracy of nursing documentation, reducing the spent time for documentation, 
managing complicated data, and increasing the accountability of nurses on patients' 
care [2]. The nursing information systems reduce time and errors the documentation 
which as a result, increase nurse's efficiency [3-5]. While hospital information systems, 
including the nursing information system, have many benefits, if they are poorly 
designed or not accepted by users who use it, not only no benefits can be gained, but 
also it would have negative effects [6-7]. Previous studies have shown that poor design 
of Health Information Systems (HISs) can cause resistance and user' dissatisfaction, 
especially when the user believes that it is difficult to interact with its' interface [3]. 
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Other different factors such as increased workload should be paying more attention [5, 
8]. Therefore, it is important to consider the views of users and their participation in the 
design of these systems [9]. The nurses are considered the largest and most important 
users of health information systems in health care centers; therefore, they play an 
important role in the acceptance and evaluation of these systems [10-12, 8, 3]. 

Some studies on the perception of nurses about the usefulness, ease of use and 
acceptance of these systems have been done [5, 13]. Therefore, performing the studies 
which evaluate the applicability and use of these systems as well as user’s satisfaction 
would be effective for the acceptance and success of these systems. Accordingly, the 
purpose of this study was to investigate the effect of nursing information system on 
clinical performance from the perspective of nurses in an academic hospital affiliated to 
Mashhad University of Medical Sciences. 

1. Methods 

This descriptive cross-sectional study was conducted in an academic hospital affiliated 
with Mashhad University of Medical Sciences (north-eastern Iran) in 2016.The 
questionnaire was designed based on the published literature and included three parts: 
(a) demographic characteristics (gender, age, education level, working experience); (b) 
NIS effect on nursing processes (using a 5-point scale (5 = very better To 1 = very 
worse);  (c) the appropriateness of the NIS for nursing tasks (using a five-point Likert 
scale (1 = strongly disagree to 5= strongly agree). 

To ensure the validity, relevant studies were reviewed to ensure whether a 
comprehensive list of measures was included. The questionnaire was then validated by 
a panel of five experts (two nurse and one experienced researcher in health information 
management and two researcher in medical informatics). Furthermore, a pilot study 
was conducted to test the questionnaire. The nurses were, also, invited to make 
comments on the clarity and comprehensibility of the questionnaire. The test-retest 
reliability was 78 percent. We collected empirical data targeting nurses with over three 
years’ experience in using the NIS. Totally of 150 questionnaires were sent out for all 
eligible nurses, 120 completed copies returned (response rate = 80%). Additionally 
information sheets describing the nature of the study, the anonymous nature of the 
questionnaire and confidentiality of data were given to all participants. The data was 
analyzed by SPSS version 16 using the ANOVA-test for numerical data, and chi-
squared test for categorical data.  

2. Results  

Most of the respondents were females (64.2%) and the average age was 29± 5years. 
Most nurses (95.9%) had bachelor’s degrees.  

As table 1 shows, NIS had caused improvement in "accuracy the consistency of 
drugs, lab tests and radiology requests", "increasing the speed of the automated 
extracting of minimum data set for decision making and care trends" with the means of 
4.89 and 4.27 respectively. On the other hand, the effect of NIS in some cases such as 
"reducing the time of documentation" "accountability to their duties" the accuracy, 
speed and precision of recording drug requests" and "accuracy, speed of display of 
nursing diagnoses and interventions" respectively gained the lowest score. 
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Table 1. The perspective of nurses towards NIS effect on nursing processes 

Mean ±SD 
(out of 5) Expected items of NIS 

4.89±4.82 increasing in accuracy the consistency of drug, lab tests and radiology 
requests           

4.27±0.64 Increasing the speed of the automated extracting of minimum data set for 
decision making and care trends 

4.11±0.72 Improve the speed of access to patient care data 

4.06±076 Increasing the accuracy of reporting the results an patient’s or a set of 
patients requests in different dates 

3.99±0.85 the speed of reporting the results of an individual patient's or a set of patients 
requests in different dates 

3.96±0.93 Increasing the accuracy of the automated extracting of minimum data set for 
decision making and care trends 

3.78±0.75 Increasing the transmission speed of messages among nurses or between 
nurses with other health care personnel 

3.7±0.96 Assistance to improve efficacy and effectiveness of care 
3.69± 0.86 Improving accuracy the documentation of records 
3.47±1.05 Reducing the costs of ward 
3.45±1.08 Speed in recording laboratory tests requests 
3.3±1.13 Increasing accuracy in displaying tests results 
3.22±1.15 The integrity of care programs, such as medical orders and nursing reports 
3.17±1.06 Use the system to schedule more easily for controlling hospital infection 
3.1±1.14 Accuracy in recording laboratory tests requests 
3.04±1.21 Speed in displaying tests results 
2.96±1.03 Reducing documentation time 
2.94±1.16 Increasing the accuracy of displaying the nursing diagnosis and interventions 
2.92±1.03 Accountability of nurses towards patient care 
2.7±1.22 Increasing the speed of displaying the nursing diagnosis and interventions 
2.64±1.28 Increasing the accuracy or precision of recording drug requests 
2.62±1.14 Increasing the speed of recording drug requests 

In Table 2, the appropriateness of the nursing information system to nursing processes 
has been assessed from the perspective of nurses. Findings showed that “workload of 
nurses” (Mean 4.05), “duplication in recording patients' information” (Mean = 3.99) 
obtained the highest mean. Furthermore, “appropriateness of the data entry tools to 
tasks” (Mean=3.29) and the ability of adapting the software to new responsibilities of 
nurses (Mean=3.25) gained the lowest scores. Nurses' demographic variables such as 
age (P=0.834), sex (P=0.795), and work experience (P=0.388) were not significantly 
relationship with factors of nursing processes.    

Table 2. The perspective of nurses on the appropriateness of the NIS to the nursing processes 
Mean ±SD 
(out of 5) Important factors 

4.05±0.84 I should follow a lot of steps to do my tasks 
3.99±0.81 There is a duplication in recording patient information 

3.86±0.92 The arrangement of the fields on the screen is understandable for what I do 
with the software 

 3.8±1 The software meets my job requirements perfectly 
 3.78±0.9 The main instructions for my work are easily available 
3.77±0.94 I can set how to present the results according to my needs 

  3.73±1 I can find all the information that I need on the screen 
3.66±1.08 The terms used in the software are appropriate to my work 
3.42±0.86 The software imposes on me the tasks that are not part of my duties 
3.29±0.91 The data entry tools is appropriate to the tasks I want to do 
3.25±1.07 I can easily adapt the software with my new tasks 
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3. Discussion 

In this study, Nursing information systems have improved nursing processes in some 
cases, such as the accuracy of reporting, the accuracy of coordination in drug requests, 
the speed and accuracy of data extraction. Nurses believed that using this system did 
not have a significant effect on reducing the time of documentation and being more 
responsible towards their functions, the accuracy, speed and accuracy of recording drug 
requests, the accuracy and speed of display of nursing diagnoses and interventions. The 
software also increased the nurses' workload, duplicated in recording patients' 
information, and increased steps of doing their job. Previous studies showed that NIS 
was helpful with more matching according to legal documentation requirements. The 
goal of the nursing information system is as follows: improving patient care support, 
completing nursing documentation, better assessment of the patient, readability of 
documentation, reducing the duplicate documentation, and improving the workflow 
[14]. Health information systems, would fail if it does not provide the users 
requirements and their needs. 

Currell et al. showed that the effect of the nursing recording system on nursing 
activities has increased the time of documentation, but increased the standards of 
documentation [15]. Which is consistent with the findings of our study. Previous 
studies about the effects of nursing information systems showed that this system would 
improve the quality of nursing documentation [16, 17]. 

In our study, nurses' demographic variables such as age, sex, and work experience 
were not significantly relationship with factors of nursing processes. But previous 
studies showed that the age and high computer experience affects the attitude of nurses 
towards nursing information system [9, 18]. 

One of the primary goals of using nursing information systems is reducing the time 
of documentation and administrative affaires. Health care providers, which nurses 
include the largest and most important members of these groups, spend a lot of their 
time on these functions. The use of modern technologies and new data entry tools such 
as barcode readers can reduce this time to a certain extent and nurses have more time to 
provide patient care. 

4. Conclusion 

If nursing information systems are not designed appropriately for the nurses' 
routines processes, and do not provide some added values to them, and does not 
improve performance, they would look at the system as an intruder and sabotage that 
ultimately the system will fail. Therefore, evaluating nurses' perspective on these 
systems is important and their comments should be considered in improving and 
developing of the NIS. On the other hand, this study was conducted at only one 
academic hospital that restricting its generalization. Future researches should explore 
different hospitals.   
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Abstract. Most pediatric asthma cases occur in complex interdependencies, 

exhibiting complex manifestation of multiple symptoms. Studying asthma 

comorbidities can help to better understand the etiology pathway of the disease. 

Albeit such relations of co-expressed symptoms and their interactions have been 

highlighted recently, empirical investigation has not been rigorously applied to 

pediatric asthma cases. In this study, we use computational network modeling and 

analysis to reveal the links and associations between commonly co-observed 

diseases/conditions with asthma among children in Memphis, Tennessee. We 

present a novel method for geo-parsed comorbidity network analysis to show the 

distinctive patterns of comorbidity networks in urban and suburban areas in 

Memphis.   

Keywords. Comorbidity networks, Pediatric asthma, Health geography, Health 

disparities, Population health surveillance   

1. Introduction 

Studying comorbidity networks can help us to detect and reveal hidden dependencies 

between different health conditions and therefore understand the etiology pathways of 

diseases [1-5]. Network-based comorbidity studies can generate more realistic 

pathways identifying overlapping symptoms [5], the relations between co-expressed 

symptoms and their interactions. However despite the importance of network studies, 

empirical investigation has not been rigorously applied to pediatric asthma cases [6]. 

Network analytics can reveal the links and associations between commonly co-

observed diseases with asthma, which allows us to systematically explore the 

complexity of pediatric asthma comorbidity, and design effective preventive and 

therapeutic interventions.  

Asthma is the most common chronic childhood disease, affecting 300 million 

people worldwide [7]. Asthma prevalence exhibits great geographical variances across 

different countries and disproportionate distribution within a country [8]. While in 

some countries less than 2.5% of the population have asthma, in other countries more 

than 10% of the population bearing the burden of the disease [9]. According to the U.S. 

Centers for Disease Control and Prevention (CDC),13.5% of the U.S. population have 

experienced asthma and the number is growing [10]. Furthermore, the financial burden 
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on patients with asthma in the U.S. is estimated approximately $3,300 per patient for 

each year [10]. Asthma is more prevalent in children than adults [11]. Early experience 

of asthma has a wide range of disadvantages. In general, asthma patients are 

significantly limited in their physical activities and children with asthma are more 

likely to have more school absences [12, 13]. Most pediatric asthma cases involve a 

variety of complications, exhibiting complex manifestation of multiple symptoms [14]. 

In this paper, we first empirically reveal the comorbidity patterns in pediatric asthma 

and then examine geographical discrepancy between different neighborhood types. Our 

novel method based on geo-parsed comorbidity network analysis enables us to identify 

distinctive patterns of pediatric asthma comorbidity networks in urban and suburban 

areas in Memphis, TN.   

2.  Data and Methods 

We use pediatric asthma encounter records, consist of 4,914 patients who visited a 

children’s hospital in Memphis with asthma from Jan 1st, 2016 to Dec 31st, 2016. 

Demographically, our dataset consists of pediatric patients from 0 to 21 years old 

(mean is 7.29) and is composed mainly African American (86.86%) and 62.15% of 

male. We collected all encounter data with full diagnosis codes for each patient along 

with their residential zip codes. The medical records are in the ICD-10-CM format 

where full-length codes, commonly in 5 or 6 digits, are indicating symptom 

specifications in detail. To avoid the redundancy and over-representation of diseases 

and simplify the code interpretation, we reduce the ICD codes to 3-digits, which 

indicates the main disease category. For example, whereas at the 3-digits level, J45 is 

the code for asthma, at the 6-digits level, there are 18 different codes for asthma. 

Furthermore, this variation is not consistent across different diseases. In some cases we 

see over 30 different codes for one disease. By examining medical diagnosis of 

diseases of a patient, the relational structure of comorbidities can be reconstructed. 

Using a two-mode network analysis, we transform the matrix of patients by disease to 

disease by disease networks [15, 16]. We then use R for matrix transformation and 

Gephi (https://gephi.org/) for network visualization. Each node (circle in the network) 

represents a disease (one 3-digit code) and the line (link) between the two nodes 

portrays the co-appearance of the two diseases in a patient. By doing so, we generate 

multiple ego networks of asthma and then we merge them together. We count the first 

time visit exclusively within the observation window to avoid multi-count of one 

individual patient. We first generate a pediatric asthma comorbidity network to 

discover the scope of general comorbidity patterns in pediatric asthma. Next, we split 

the patients into geographically differentiated units using patients’ residential zip codes. 

Finally, by producing comorbidity networks of the patients who are living in a same zip 

code area, we explore geo-distinctive patterns of pediatric asthma comorbidity.  

3. Results and Findings 

We extracted a pediatric asthma comorbidity network from the 4,914 individual 

medical records (Figure 1). The network has 680 nodes (diseases) and 8664 links (co-

diagnoses). In other words, pediatric asthma is highly heterogeneous in its expressed 

comorbidity patterns and linked to 679 other diseases. This complexity may account for 
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high prevalence and persistence of asthma and its symptoms. The density of the 

network is 0.038 which is calculated by the existing number of the ties divided by all 

theoretically possible ties with a given number of the nodes. Overall the density is low 

due to a large number of peripheral diseases. Also, network density is not evenly 

distributed among all nodes. 418 diseases in the network have more than 10 degrees, 

which means they are connected to 10 other diseases.  

 

 

Figure 1. Pediatric Asthma Comorbidity Network 

Obesity, the second central condition in the pediatric asthma network, is connected to 

211 other diseases/conditions in the network and it is most closely linked to pediatric 

asthma. Dermatitis is the third largest health condition in the network. Interestingly, 

lack of normal physiological development and attention-deficit hyperactivity disorders 

(ADHD) are highly linked symptoms/conditions as well. Intestinal disorders are also 

commonly observed with pediatric asthma. Some diseases are naturally expectable to 

co-exist with asthma, i.e. respiratory disorders, and some are not, i.e. lack of 

physiological development, ADHD, scoliosis, exposures hazardous to health, and 

sickle-cell disease. Although some of these diseases may not be necessarily linked 

physiologically, these are pediatric asthma comorbidity patterns we empirically observed.  

In continue, we explore if there is any geographical differential pattern of asthma 

comorbidity networks. We then parsed out patients living in different zip code areas to 

29 different groups. Pediatric patients are disproportionately distributed across different 

areas in Memphis. What is more interesting is the fact that the presence of more 

patients does not necessarily mean more comorbidity symptoms. Some area exhibit 

more diverse symptoms than other places independent of the actual patient numbers. In 

addition, the densities of the networks vary. Furthermore, we found out that the total 

number of links are not coherently associated either with the number of diseases nor 

the total number of patients living in the area. Therefore, we can safely conclude that 

pediatric asthma comorbidity networks are not identical across geographical boundaries. 

We compare two zip code areas to demonstrate geo-distinctive comorbidity networks. 

Fixed with the same number of patients (N=54) living in a zip code area, the two areas 

are selected based on their drastic differences in residential conditions – one suburban 

area and one downtown area. Note that having the same number of patients residing in 

these areas does not necessarily mean that these two have any equivalent asthma 

prevalence in general. The suburban area has 9.40% of the residents and the downtown 

area has 48.50% of the residents under the poverty line, according to the 2010 U.S. 
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census data. The walkability of the zip code area is also different. The suburban area 

has lower walkability score (22.33) while the downtown shows higher walkability 

score (31.34). 

 

Figure 2. Geo-parsed Comorbidity Networks 

Figure 2 shows the pediatric comorbidity network of a suburb (on the left) and a 

downtown area (on the right). For the suburb network, the total number of disease 

nodes detected from the patients is 97. The total number of links between those 

diseases is 755. Overall network density is 0.002. The comorbidity network from the 

downtown is smaller. Total number of diseases detected is 56 and the number of links 

among them is 190. Overall density is 0.01. Patients living in the suburban areas 

exhibit more complex pattern than those living in the downtown area. Frequently 

observed diseases are different in the two networks. In suburban network, the co-

observed diseases are epilepsy and recurrent seizures (54 links to other diseases), 

gastro-esophageal re-flux disease (47 links), cerebral palsy (46 links), artificial opening 

(44 links) and lack of expected normal physiological development (42 links). In the 

downtown comorbidity network, the top five conditions are abnormal breathing (21 

links), respiratory disorders (17 links), throat and chest pain (14 links), obesity (11 

links), blindness and low vision (11 links). Obesity has 24 links with other diseases in 

the suburb network (25% of overall asthma linages) and 11 linkages with other diseases 

in the downtown network (20% of overall asthma linkages). We found distinctive 

comorbidity networks in different residential conditions.  

4. Discussion and Conclusions     

In conclusion, using two-mode network analytics of co-diagnosis, we have identified a 

wide array of comorbidities in pediatric asthma. Like other chronical diseases, asthma 

is not a stand-alone condition. Pediatric asthma evolves through interactions with 

approximately 680 health conditions and disorders. The extreme heterogeneity nature 

of asthma imposes a major challenge for its treatment and control. Foremost, our 

findings show there is a tight relationship between obesity and asthma during 

childhood. In the U.S., an exceedingly high percentage of population experience 

asthma compare to other countries [7]. The exceptionally high prevalence of asthma 

may be driven in part by the association between asthma with obesity, which is another 
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distinctive health problem in the U.S. This linkage between asthma and obesity 

acerbates each other [6, 17, 18]. 

Therefore, understanding asthma comorbidities are essential to design better 

asthma surveillance systems and deliver effective interventions. The geo-parsed 

comorbidity network method can improve disease monitoring and the development of 

locally customized health interventions. Further research with a larger, more vibrant 

sample size is needed to widely generalize the findings of the current study. The 

sample population used for this study is composed predominantly African American. 

The relationships between asthma and other diseases may differ in other ethnic groups. 

As discussed earlier, we found that pediatric comorbidity network is not identical 

across different geographical boundaries. This study utilizes the medical records of one 

hospital in one city. If we can compare another pediatric comorbidity network in a 

place where asthma prevalence is low, we may be able to better understand some the 

driving forces of the pediatric asthma in Memphis with a higher degree of accuracy and 

confidence. 
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Abstract. Abiding to the law is, in some cases, a delicate balance between the rights 
of different players. Re-using health records is such a case. While the law grants re-
use rights to public administration documents, in which health records produced in 
public health institutions are included, it also grants privacy to personal records. To 
safeguard a correct usage of data, public hospitals in Portugal employ jurists that are 
responsible for allowing or withholding access rights to health records. To help 
decision making, these jurists can consult the legal opinions issued by the national 
committee on public administration documents usage. While these legal opinions 
are of undeniable value, due to their doctrine contribution, they are only available 
in a format best suited from printing, forcing individual consultation of each 
document, with no option, whatsoever of clustered search, filtering or indexing, 
which are standard operations nowadays in a document management system. When 
having to decide on tens of data requests a day, it becomes unfeasible to consult the 
hundreds of legal opinions already available. With the objective to create a modern 
document management system, we devised an open, platform agnostic system that 
extracts and compiles the legal opinions, ex-tracts its contents and produces 
metadata, allowing for a fast searching and filtering of said legal opinions. 

Keywords. Clinical research informatics, Other subdiscipline 

1. Introduction 

Health records (HR), either hard-copy or electronic, are personal documents containing 
the clinical history of any person who, at some point in their life, visited a health 
institution. While being of primary use to the person and to any medical staff member 
providing assistance in a situation, HR are also an invaluable source of data to the 
medical research field. Health records provide a random sample of the population, and, 
thus, a precious resource in research. However, and correctly, HR are considered 
personal information, protected by law. 
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In Portugal, the law grants re-use rights of public administration documents to any 
individual, or group presenting a relevant, legit, proportional, personal and direct interest 
on said documents[1]. Health records produced in public institutions are covered by re-
use rights, on top of which specific laws apply, due to the personal nature of data. 

As a safeguard to personal and institutional rights, and equity, public hospitals in 
Portugal have, among their staff, a person whose responsibility is to grant, or deny, 
access to health records – Responsável pelo Acesso à Informação (RAI), which can be 
interpreted as the Head of the Information Access Office2 –, upon a formal request, either 
from an individual or a group. 

According to the law, the usage of HR in research falls in the category of data re-
use, and, thus, any access must be sanctioned by a RAI, which accepts or withholds data 
access base on their interpretation of the law. They must balance the re-use rights against 
the personal and institutional rights, sustained by the laws in effect[2]. Furthermore, with 
the entry in effect of the new General Data Protection Directive of the European Union 
[3], which reinforces both data ownership and liability for data breaches, any data access 
granted must be thoroughly reasoned. 

RAI, however, are not alone in the process of decision making. In Portugal there is 
a committee of senior jurists that emits legal opinions regarding access to public ad-
ministration documents, called Comissão de Acesso aos Documentos Administrativos 
(CADA)3. The legal opinions issued by CADA have a doctrine value, being of extreme 
importance in the process of decision making of the RAI. Once redacted, legal opinions 
are made publicly available for consultation. 

Albeit their value, these legal opinions are only available in Portable Document 
Format (PDF). While perfect for printing, PDF’s are not suited for data and metadata 
extraction. The process of producing a PDF discards all information regarding syntactic 
structure, since the objective of the format is to produce a document that is faithful for 
printing and viewing purposes. When dealing with tens of requests a day, it is 
unthinkable for RAI to consult each individual legal opinion – among the hundreds 
produced each year – to substantiate their decisions. Furthermore, without metadata, any 
document search is purely text based, with no filtering options, whatsoever. 

With concerns of efficiency, and to best serve the purposes of both RAI and data re-
questers in mind, our objective was to develop a platform that presents the legal opinions 
issued by CADA in an open, searchable and platform agnostic form. For that, we process 
each legal opinion, extracting both metadata and data, making them available online, in 
a system supported by a REST [4] server. 

The remaining of the paper describes the process of data extraction from the legal 
opinions, the main interface decisions for the platform and the REST architecture sup-
porting it. 

2. Legal Opinion Data and Metadata Extraction 

Figure 1 depicts a typical legal opinion issued by CADA. The document follows a non-
mandatory template, and contains three sections, which form the foundations of the le-
gal opinion, and a number of information that, once extracted, constitutes metadata. The 
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three main sections are Facts and Request, the matter at hands, Legal Assessment, the le-
gal interpretation, and, finally, Conclusion, the doctrine related to the matter in question. 

 
Figure 1. Typical Legal Opinion with data highlighted in light green and metadata highlighted in light gray 

The remaining areas inscribe information related to the document, which we deem 
as metadata, and while some are mandatory, others are not. The number of the legal 
opinion, the legal process the opinion relates to, the date of the legal opinion, the entity 
that either requested or was requested, and the attendees are present in all legal opinions, 
and thus constitute filters that can be applied to all legal opinions available. Other 
metadata data that is optional, but equally important, are footnotes and vote declarations. 
While seemingly unimportant, the presence of either footnotes or vote declarations is 
vital for a correct analysis of the document. 

Footnotes are used by the rapporteur to point the reader to additional resources, 
which complement the decision. Resources may be previous legal opinions, laws, court 
decisions, or other opinions, which, by their importance are doctrine documents. It is not 
only important to correctly parse footnotes, as well as to signal them at their correct 
position. 

Regarding voting declarations, they are means to state an opinion that goes against 
the doctrine of the document. While the committee is composed of a number of jurists, 
not always they are unanimous regarding the contents of the legal opinion. Being the 
case, the opponent member, or members are entitled to leave an explanation of why they 
do not agree. Such voting declarations can, also, support the decision process, and the 
understanding of the document. 

2.1. Parsing Data 

A PDF contains no notion of syntactic structure but, instead, describes a set of 
coordinates, related to the page, stipulating the placement of each character, nested inside 
blocks. Thus, extracting coherent data and metadata depends on inferring the document’s 
syntactic structure. Other researchers have published worked related to inferring 
structure from scientific papers in PDF (e.g. [5,6]), but while their results are valid and 
useful, by paving the process of spatial analysis, the arrangement of the text inside the 
legal opinions forces context dependent solutions. 

To infer structure from the PDF, we begin by ordering each block – roughly a line – 
by height, inside each page, registering also some of the properties of the block: its 
position from the left side of the page, its position relatively to the neighboring blocks, 
and if special formatting is applied, such as bold face. Once the arrangement and 
extraction are complete, and based on the structure of the legal opinion documents, we 
apply a set of rules for parsing, both logical and positional. 

The set of rules defined allows us to parse the document top to bottom, with the 
knowledge that, once a rule is satisfied, then the next block of text must belong to another 
rule. That said, the first rule is that the document must start with the number of the legal 
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opinion, followed by the number of the process (c.f. Figure 1, top gray area). Once the 
previous rules are satisfied, we can either encounter extra metadata, or the beginning of 
a section. A section, for instance, must start near the left margin of the paper, be bold 
face, and can have an optional roman numeral. 

Inside each section, contents are, more or less, free form. However, there is a trend 
to present the arguments and/or facts with bullets. These bullets can either be numbered, 
a marquee, or a combination, and can also be nested. While we could simply parse the 
text, we acknowledge that bullets allow for a better understanding, and, thus, there is also 
a set of rules to control the correct ordering and nesting of the bullet points. 

Parsing concludes at the end of the document. If all rules where correctly applied, in 
the end we have a structure with all relevant data and metadata, including footnotes and 
vote declarations, if any. This information is then stored in a database, for easy retrieve, 
export and search. 

3. Providing ease of access to the Legal Opinions 

The aforementioned process of reading, parsing and storing of the legal opinions is 
completely automatic, and server side. A periodic process fetches new legal opinions 
from CADA’s server, extracts the information and makes the newly added legal opinions 
available. 

To provide transparent ease of access, the legal opinions are served using a REST 
server. A REST server is a stateless process that replies to requests based on 
communication endpoints. By knowing the endpoints, a client can request a list of legal 
opinions, query data, filter by metadata, or request the document in a specific format, all 
without being tied to a platform or technology. The only mandatory requirement is that 
the client must understand JSON, an open standard for data-interchange. 

Figure 2 shows a screen shot of a client implementation in a browser. 
 

 
Figure 2. Screen capture of the current version of the web-based client 
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4. Conclusions and Future work 

During the course of their duties, a hospital’s RAI must decide, according to the law, and 
in the best interests of all parties, if they allow or withhold access to HR. In the process 
of decision making, fast and reliable access to information is crucial. If the information 
is inside a structureless document, searching and extracting meaningful data can be 
cumbersome. Such scenario exists when consulting the legal opinions issued by CADA, 
an invaluable tool for any RAI, due to doctrine nature of the opinions, but available only 
in PDF. 

To aid RAI consulting the legal opinions, we developed a platform that parses the 
documents, brakes them in its fundamental parts, creates metadata, and allows quick 
access to each document, with searching and filtering. 

While this platform was, and still is, a challenge, due to the nature of PDF, its value 
comes from the ease of use, offering a modern infrastructure for documentation 
management, one that is indexed, searchable, platform agnostic and easily available. 

Future investigation is two-fold: i) we must fine tune the set of rules for parsing the 
legal opinions, since not all documents are created equally – possibility applying 
machine learning –, and ii) apply automatic tags to documents, based on their content. 
Also, a thorough evaluation of the system is planned, to establish performance and 
correctness measures (e.g. manual corrections, incorrect tagging, etc.) Expansions to the 
platform to other documents supporting decision making are also under evaluation. 
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Abstract. Usability should be considered already by the procuring organizations 
when selecting future systems. In this paper, we present a framework for usability 
evaluation during electronic health record (EHR) system procurement. We describe 
the objectives of the evaluation, the procedure, selected usability attributes and the 
evaluation methods to measure them. We also present the emphasis usability had in 
the selection process. We do not elaborate on the details of the results, the 
application of methods or gathering of data. Instead we focus on the components of 
the framework to inform and give an example to other similar procurement projects. 
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1. Introduction 

Electronic health record (EHR) systems suffer from usability problems and end-user 
dissatisfaction [1]. Focusing on users and their needs during system development should 
prevent these issues. However, if procuring organizations do not take into account the 
usability of the candidates they still risk selecting a system with poor usability and end 
up with a laborious if not even impossible process of trying to improve usability during 
implementation. Usability issues are argued to be key determinants in successful EHR 
implementation and adoption, and should therefore be given a high priority in the 
selection process [2].  

Usability evaluation methods were introduced in early 1990s [3], and the number of 
published studies on their use in health informatics field has increased remarkably since 
2005 [4]. However, research on measuring usability during procurement is scarce [4].  

In this paper, we present a framework for usability evaluation during EHR system 
procurement. The framework was developed during a large scale procurement of a client 
and patient information system (‘CAPIS’) for tertiary, secondary and primary healthcare 
as well as social care. We describe the objectives of evaluation, the procedure, applied 
usability evaluation methods and the principles for quantifying the evaluation results. 
The results and data gathering methods are not presented. Our objective is to support 
EHR system selection process with a methodological framework for evaluating usability. 
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2. Background 

The ISO standard [5] defines usability as “the extent to which a product can be used by 
specific users to achieve specified goals with effectiveness, efficiency and satisfaction in 
a specified context of use”. Also, the five commonly used attributes of usability described 
by Nielsen are [3]: learnability, efficiency, memorability, errors, and satisfaction. The 
ISO [5] aspects of usability are widely accepted to concern distinct measures [6]. For 
example, in a usability test, effectiveness can be measured by counting the percentage of 
successfully completed tasks and efficiency by the ratio between actual behavior and an 
optimal solution [3]. Furthermore, usability questionnaires (e.g. SUS [7]) are tools to 
measure satisfaction in terms of users’ responses to questionnaire items or users choosing 
or ranking interfaces according to preference [6]. Both subjective and objective usability 
evaluation methods are appropriate to measure usability [6].  

Measuring usability during procurement to compare the competing systems poses 
demands on the evaluation process. The procurement process of governmental entities is 
often under strict legislation. European Union members must comply with EU wide rules 
[8] of a transparent process and uniform and equal treatment of vendors.  

An established five-step process for measuring usability of EHR systems to support 
the selection suggests conducting the evaluation in two phases [2]: (1) estimation of 
relative usability for products using usability walkthroughs (typically in groups 
moderated by a usability expert) or heuristic evaluation; and (2) short-list evaluation for 
final selection using usability testing in which numeric goals should form the basis of the 
evaluation. Other researchers have supported the approach: heuristic evaluation is 
viewed as a viable method for preliminary assessment [9] and implementing usability 
testing is argued to give the strongest evidence on the usability of candidate systems [10].  

Our framework complies with this approach. Previously, we have introduced two 
new methods: inspection method (HED) [11] and usability questionnaire (DPUQ) [12] 
to be used during scenario based system demonstrations. In this paper, we present how 
usability objectives, attributes and measures form the basis of this two phase procedure. 
In ‘CAPIS’ the framework was used to evaluate four vendors in the first phase and two 
vendors in the second phase of procurement. 

3. Methods and Results 

First, we identified the two main user groups, professionals (both from social care and 
healthcare) and clients or patients. Based on differing roles and tasks, physicians, nurses 
and social workers were identified as key users. Key contexts were identified based on 
specific functionalities needed: patient and client portal, intensive care unit, operating 
room, emergency department, labor and delivery, outpatient clinic, home care, disability 
services, social assistance and child welfare. The critical and frequent tasks were 
identified in workshops with user representatives where they wrote user stories 
describing the client or patient paths. For other professional groups, the central tasks 
were considered to be mostly derived from the already mentioned. 

Second, we defined the objectives of usability for these user groups utilizing widely 
known usability attributes [3,5] and the established goals of ‘CAPIS’. Table 1 illustrates 
the overall goals, the usability objectives and how these are linked to each other.  
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Table 1. The overall goals of the procurement and objectives of usability for two main user groups.  

Goals of ‘CAPIS’ Objectives for professionals Objectives for clients / patients 
(a) unified service and care 
pathways 
(b) cost-effectiveness and 
quality 
(c) data driven management 
and development 
(d) client / patient in the center 
(e) satisfied users 
(f) new innovative services 

- Improved efficiency and 
effectiveness (a),(b),(c),(d) 
- Reduced number of errors 
(b),(c),(e) 
- Fluency of taking the system 
in use: learnability (a),(b),(e) 
- Increased user satisfaction 
(e),(c),(b) 

- Increased user satisfaction 
(d),(b) 
- Increased efficiency (d),(f),(e) 
- Fluency of taking the system in 
use: learnability (d),(e),(b) 
- Reduced number of errors (e) 
- Accessibility of electronic 
services (d),(b) 

 
 
The evaluation procedure was divided into two phases: preliminary assessment 

(phase A) and short-list evaluation (phase B). Objectives for the usability evaluation in 
these two phases were as suggested by literature [2]. In phase A the aim was to assess 
relative usability for competing products, to verify that usability of key functionalities is 
on a sufficient level, and if these criteria were not met exclude the vendor from further 
negotiations. Central areas of system use and usability were covered for all three user 
groups, healthcare professionals, social care professionals and clients/patients. In phase 
B the aim was to assess the objective usability of the system by measuring it according 
to strict test principles. The evaluation focused on getting further evidence on the fluency 
of use and user satisfaction based on actual use of systems. The evaluated areas were 
further focused to key functionalities in phase B. 

The usability objectives described in Table 1 included the attributes to be measured: 
efficiency, effectiveness, errors, learnability and satisfaction. In phase A, “quality of user 
interface design” was selected as an overarching concept covering efficiency, 
effectiveness, errors and learnability. The used measures for the attributes as well as 
evaluation methods were based on literature and feasibility of collection during 
procurement. Because ‘CAPIS’ was a large scale governmental procurement we also 
developed evaluation methods to fit our needs as efficiently as possible [11,12]. Table 2 
lists the usability attributes, evaluation methods and measures used in both phases. 

In phase A, usability evaluation contributed 15% of the points given to vendors. The 
minimum requirement for usability was to receive 10 % of the maximum points available 
for “quality of user interface design” in each evaluated user scenario. The calculation of 
points for this usability attribute is described in detail in [11]. The total usability points 
in phase A were counted based on results from three methods using the following 
weights: 2/3 * results from usability expert review method (HED or traditional heuristic 
evaluation) + 1/3 * results from usability questionnaires (DPUQ method). 

In phase B, usability evaluation contributed 12 % of the points given to vendors in 
the final selection, this was 40 % of the points given for evaluation of the functionalities 
of systems. The weights for the usability attributes were determined separately for the 
systems used by professionals and by clients and patients (see Table 3). Defining how 
points were given from each measure required detailed planning, which we are not able 
to elaborate on in this paper. Some details of quantification of paired-user and usability 
tests are described in [13]. 
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Table 2. The framework for usability evaluation: usability attributes, evaluation methods and measures. 

Attribute Evaluation method Measure 
Phase A 
Satisfaction Usability questionnaire 

(DPUQ [12]) (in scenario 
based demonstration) 

Perceived usability: professionals responses during 
and after session 

Quality of user 
interface design 

HED [11] (heuristic 
evaluation in scenario 
based demonstration)  

Documented usability issues: heuristic violations, 
missing functionalities, omitted parts of the user 
scenario and positive findings 

Task-based heuristic 
evaluation 

Documented usability issues: heuristic violations, 
missing functionalities and positive findings  

Phase B 
Effectiveness Paired-user / usability test Percentage of successfully completed tasks 
Errors Paired-user / usability test Errors made by the user during task completion 
Efficiency  Expert evaluation  Number of steps in the optimal solution to tasks 

Interactive scenario based 
demonstration 
(group inspection session) 

Usability specialist’s assessment of efficiency 
Usability specialist’s assessment of efficiency of 
configuring the system 

Learnability Usability questionnaire 
(SUS [7]) (in paired-user / 
usability test) 

Perceived learnability: learnability factor [14] from 
users responses after task completion 

Interactive scenario based 
demonstration (group 
inspection session) 

Usability specialist’s assessment of learnability based 
on professional’s verbal answers 
Usability specialist’s assessment of learnability of 
configuring the system 

Satisfaction Paired-user / usability test  Positive and negative markers given by users during 
task completion 

Usability questionnaire (in 
paired-user / usability test) 

Users responses after task completion (SUS) 
User’s rank of systems based on preference after task 
completion 

Usability questionnaire 
(DPUQ, summative part) 
(in group inspection 
session) 

Perceived usability: professionals responses after 
session 

Quality of user 
interface design 

Interactive scenario based 
demonstration (group 
inspection session) 

Usability professionals assessment based on usability 
heuristics and professionals’ discussions during 
demonstration 

 
 

Table 3. Usability evaluation in phase B: weights given to usability attributes.  

Usability attribute Weight for professionals Weight for clients and patients 
Effectiveness 30 % 25 % 
Errors 20 % 10 % 
Efficiency and learnability 20 % 10 % 
User satisfaction 20 % 25 % 
Quality of user interface design 10 % -* 

* 30% from accessibility: accessibility evaluation was conducted to complement usability evaluation 
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4. Conclusion and Discussion 

While we followed the five-step process described previously [2], our framework 
emphasizes the detailed planning of usability evaluations. There were five key factors in 
developing and using our framework: Defining (1) the key user groups and use contexts; 
(2) the central (critical and most frequent) tasks and goals; and (3) the usability 
objectives, attributes and their importance for the user groups. (4) Applying suitable 
methods to evaluate these attributes reliably, efficiently and extensively; and (5) 
quantifying the results for selection purposes. This required intensive collaboration 
between usability and domain experts because of the complexity of healthcare and social 
care domains included in the procurement and scarcity in published literature in how to 
apply theoretical frameworks into practice. 

‘CAPIS’ showed that usability can and should be included in the selection process. 
The qualitative evaluation had a significant effect on the final selection. Moreover, there 
was a market court appeal of the procurement but usability methods were not questioned. 
Including usability already into the selection gives a clear signal to the system vendors: 
usability should be given high priority throughout the lifecycle of the products. 
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Abstract. A decision support system for district-level disease surveillance was 
piloted with the Port Loko District Health Management Team in Sierra Leone. 
Through a qualitative evaluation, the study explores the impact of the system on 
disease surveillance workflows. Results indicate that the system aided decision 
making for operational tasks, and reduced the time taken to analyze and report 
surveillance data. In addition, the study discusses the challenges of deploying a 
pilot system during the Ebola recovery in Sierra Leone, and proposes a high-level 
architecture for a modular, interoperable decision support system for disease 
surveillance for public health decision makers in low-resource health systems. 

Keywords. Disease surveillance, public health, global health, Ebola 

Introduction 

1.1. Background 

The 2014-16 West African Ebola Virus Disease (EVD) epidemic highlighted the 
pressing need for strengthening health information systems in Sierra Leone, Liberia 
and Guinea. Many local and international partners, who were supporting the Ebola 
response, developed their own data collection and management tools. As a result, the 
process of data collection and sharing was highly fragmented, leading to delays in data 
availability and variation in data quality [1]. Technology could have been better 
utilized to address a) the lack of standards for data entry, security and sharing b) the 
timeliness and quality of data for making decisions, and c) the skills gaps in the health 
management workforce preventing the effective use of the data collected. These 
challenges are equally applicable to other infectious disease outbreaks in countries with 
weak public health systems, and some of the lessons learnt from the use of technology 
during the EVD response informed the design of interventions in the 2015-16 Zika 
epidemic [2]. 

In 2015, the government of Sierra Leone released the National Ebola Recovery 
Strategy for Sierra Leone 2015-17 [3]. As part of the plan, the Ministry of Health and 
Sanitation – Sierra Leone (MoHS-SL) committed to developing a robust national health 
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information system, which was cemented through the Bintumani Declaration in August 
2016 [4]. Sierra Leone, like many other low- and middle-income countries, has focused 
on implementing the WHO Integrated Disease Surveillance and Response (IDSR) 
framework, which utilizes structured data from health providers. In the past five years 
several countries have implemented eIDSR [5][6], an electronic version of the 
framework, in which the data collected can be stored in an instance of the District 
Health Information System (DHIS2) [7]. 

Between November 2015 and September 2016 IBM Research Africa in partnership 
with Port Loko District Health Management Team (DHMT) and GOAL Global 
designed and built a web-based decision support tool for district-level disease 
surveillance as part of the Ebola recovery effort. The deployed system aimed to enable 
easier and faster sharing and analyses of health data to strengthen the epidemic 
preparedness of DHMTs. In this paper, we provide a qualitative evaluation of the 
system piloted in Port Loko, along with a discussion of the implementation challenges 
and future opportunities.  

2. Methods 

The decision support system was designed to integrate and analyze Integrated Disease 
Surveillance and Response (IDSR), Infection Prevention and Control (IPC) and Alerts 
(data from the emergency hotline used for reporting suspected Ebola cases and deaths 
in communities). A web application allowed users to explore and compare datasets, and 
prioritize at-risk facilities using an epidemic preparedness score created from the three 
datasets. Table 1 outlines the functionalities available to users through the system. For 
further details on the design, architecture, security, analytics and screenshots of the 
system the reader is referred to [8]. The system was piloted with the Port Loko District 
Health Management Team in Sierra Leone between October 2016 and January 2017. 
The system was made available for use to all members of the IDSR, IPC and Alerts 
teams, as well as the District Surveillance, Monitoring and Evaluation, and Medical 
Officers.  
Table 1. A summary of web pages in the deployed decision support system. The comparisons page was 
added following the formative evaluation . 

Home Page Overview of aggregated reporting rate and risk level for IDSR and IPC 
datasets by week. 

Health Units List of peripheral health units (PHUs) prioritized by risk level, with a 
description of the risk(s). 

Reports Three subpages for each of the datasets (IDSR, IPC and Alerts) providing a 
map visualization of risk levels, and interactive graphs of trends over time. 

Comparisons Comparison of IDSR trends across facilities and Alerts trends across 
chiefdoms. 

Data Store Provided a space to upload, map and search non-routine, tabulated datasets 
containing GIS information, such as ad hoc surveys. 

A qualitative evaluation of the system was conducted using semi-structured interviews 
with key users (a monitoring and evaluation officer, two surveillance officers, a 
surveillance data manager and an epidemiologist) and focus groups with target user 
groups (IDSR, IPC and Alerts team members) at the DHMT office before deployment 
of the system in September 2016, and after the deployment of the system at pilot scale 
in January 2017. Interviews and focus group discussions were documented through 
extensive notes. An inductive thematic analysis [9] (a method commonly used in 
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psychology for corpora of qualitative data gathered under non-experimental conditions) 
was used to code notes using open codes, from which themes were generated. 

3. Results 

3.1. Key themes from the pre-deployment evaluation 

Theme 1: All users talked about the collection, cleaning and analysis of routine 
datasets when discussing their daily work routines. In addition to the formal health 
information datasets (IDSR, IPC and Alerts), DHMT members also said they used less 
formal data sources such as media reports, personal calls and pharmacy records. Users 
reported that data were cleaned, analyzed and visualized manually using a number of 
software tools including Excel, SPSS, QGIS and ArcGIS. PowerBI was also used to 
create charts for routine data reporting. 

Theme 2: Participants spoke about the two types of decisions that they made 
based on routine health information: short-term, operational decisions (e.g. 
determining whether a rapid response team should be dispatched for an IDSR report) 
and longer term, strategic decisions (e.g. planning the health workforce needs for the 
district). 

Theme 3: Participants also discussed barriers to effectively and efficiently using 
data. Connectivity of power, cellular and data networks were identified as key barriers 
in the effective use of routine health information. In addition, lack of training on data 
analysis tools, and lack of transportation were also identified as barriers to the effective 
use of Health Information Systems (HIS) in Port Loko. 

3.2. Key themes from the post-deployment evaluation 

Theme 1: Participants mentioned extensive changes in the Sierra Leonean HIS, 
namely that the mode of data collection was about to change from paper forms to 
smartphone apps, and the data model had changed since the pre-deployment evaluation. 
Use of the national District Health Information System 2 (DHIS2) [7] had been 
strengthened, and all routine datasets were to be integrated into DHIS2 in the near 
future. In addition, the dashboards in DHIS2 had been implemented for some datasets. 

Theme 2: Participants described how they used the system during the pilot for 
data manipulation to identify high-risk areas. Users reported that the visualization of 
disease trends and a snapshot view of the district on a given date was useful and that in 
the event of an outbreak, they would use these datasets together to provide a more 
holistic view of the situation. The subscription for PowerBI had been cancelled due to a 
lack of funding. 

Theme 3: Users said they could integrate the piloted system into their routine 
workflow. Users reported that it was quicker to complete tasks using the system (5 to 
10 minutes to analyze data using the tool, compared to 30 minutes to 8 hours using 
their previous workflows) as data cleaning and visualization were automated, and 
suggested that the system could be used in the fortnightly surveillance meeting. Users 
requested several new features, including integrated workflow tracking capabilities. 
Finally, users raised concerns that funding and connectivity (power and internet) may 
limit the sustainability of the system, based on their prior experiences of pilot projects. 
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4.  Discussion 

4.1. Principal findings 

Iterative design in a rapidly evolving health informatics ecosystem: Some of the 
user needs identified at the beginning of the project [8], could be addressed through 
DHIS2, which was rolled out during the development of this system, making some 
features in deployed system redundant. However, DHIS2 does not provide analytics 
that combine data from multiple datasets and the mapping functionality of DHIS2 was 
limited and not easily used by the DHMT. 

Data processing vs. data manipulation: Between the pre- and post-deployment 
evaluations there was the change in language used from wording around ‘processing’, 
‘cleaning’ and ‘creating reports ‘to wording around ‘searching’, ‘finding’ and 
‘interpreting’ data. Since the system automated the cleaning, analysis and visualization 
of data, it appeared users had more time to focus on exploring the data and identifying 
facilities or chiefdoms at high risk of an infectious disease outbreak.  

Impact on decision making: Many of the ‘low-level’ decisions discussed in the 
pre-deployment interviews and focus groups (e.g. identifying under-reporting facilities) 
were aided by using the system. However, the system did not directly impact longer 
term, strategic decision making and further work is needed to determine the user 
requirements for decision support for strategic planning.  

‘Pilot fatigue’: The DHMT members indicated their hesitation in investing time to 
learn and integrate new tools into their workflows, given their prior experience of pilot 
technologies being withdrawn once the project funding finished. As a result, we did not 
request them to use the system in place of their routine workflow, but in addition to it.  

4.2. Evaluation approach 

The use of a qualitative, inductive approach allowed us to capture feedback on a broad 
range of issues without making any prior assumptions about the users or their adoption 
of the technology. However, the findings presented are limited to the Port Loko 
DHMT, and further user studies are needed to identify if the needs and feedback 
gathered in Port Loko are representative of other DHMTs in Sierra Leone. Given the 
number of systemic changes that occurred over the period of the pilot, we were unable 
to quantitatively measure the impact of the system on health outcomes in Port Loko 
since it would have been difficult to disaggregate any impact from the system from that 
of the wider health system reforms.  

4.3. Lessons learnt 

As increasing volumes of routine surveillance and other healthcare data are collected 
and stored in DHIS2 in Sierra Leone and in other countries that use DHIS2, there is a 
need to provide tools to ensure that the data can be effectively used for day-to-day 
management and longer term strategic planning of the health system. Such tools should 
include modules for both emergency and routine operations for response and 
prevention of infectious disease outbreaks. A proposed high-level architecture is shown 
in Figure 1 in which such a decision support tool pulls data from DHIS2 and other 
sources through APIs. 

M. Pore et al. / A Qualitative Evaluation of a Decision Support System454



 

  
Figure 1: A proposed high-level architecture for a modular, interoperable decision support system for disease 
surveillance for public health decision makers in low-resource health systems. 

5. Conclusion 

A qualitative evaluation of the deployment of a district-level disease surveillance 
system in Port Loko, Sierra Leone revealed that the system a) reduced the time required 
to clean and analyze data and allowed users to focus on viewing and interpreting the 
data and b) provided support for operational decisions, but was not used for longer term, 
strategic planning. The rapid development of the HIS ecosystem in Sierra Leone 
between 2015 to 2017 required continual refinement of the product development 
roadmap and users were experiencing pilot fatigue due to the number of pilots 
conducted. Finally, we propose an interoperable architecture that is interoperable with 
DHIS2 to allow for the development of a modular decision support system that can be 
easily scaled to other low-resource health systems that utilize DHIS2. 
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Abstract. A third of women in childbirth are inadequately monitored, partly due to 
the tools used. Some stakeholders assert that the current labour monitoring tools 
are not efficient and need improvement to become more relevant to childbirth 
attendants. The study objective was to explore the expectations of maternity 
service providers for a mobile childbirth monitoring tool in maternity facilities in a 
low-income country like Uganda. Semi-structured interviews of purposively 
selected midwives and doctors in rural-urban childbirth facilities in Uganda were 
conducted before thematic data analysis. The childbirth providers expected a tool 
that enabled fast and secure childbirth record storage and sharing. They desired a 
tool that would automatically and conveniently register patient clinical findings, 
and actively provide interactive clinical decision support on a busy ward. The tool 
ought to support agreed upon standards for good pregnancy outcomes but also 
adaptable to the patient and their difficult working conditions. The tool 
functionality should include clinical data management and real-time decision 
support to the midwives, while the non-functional attributes include versatility and 
security.   

Keywords. Childbirth, midwifery tools, health services research, qualitative 
research, improvement science, user-centered design  

1. Introduction 

About one in three women in sub Saharan Africa do not receive proper monitoring of 
the labour and delivery process which contributed to 303,000 maternal deaths in 2015 
[1]. The monitoring is to some extent partly hampered by lack of user-friendly 
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pragmatic tools, limited access to clinical guidelines, and maternity service provider 
factors [2].  

Computerised labour monitoring tools, which promise to improve maternity care, 
are increasing in number [3]; however, they should be developed with input from the 
primary users in different contexts [4]. Insufficient involvement of maternity providers 
in the development life cycle of labour monitoring tools promotes dissatisfaction 
among care providers and reinforces questions of the tools’ usefulness [2; 5]. It 
partially explains the low utilization, even with computerization, of current tools like 
the World Health Organization partograph [2]. the potential users of the labour 
monitoring tools have expectations on such a tool [4]. Our aim was to explore those 
expectations maternity providers in labour units in low-income countries like Uganda 
have and which qualities they anticipate such a mobile childbirth should possess.  

2. Methods 

We conducted a descriptive qualitative study thirteen childbirth attendants based in five 
rural maternity units. Rural areas were chosen since they had more resource shortages 
and less representation in tool development processes. We purposively included 
providers who were actively involved in childbirth monitoring to enable us get input 
from the majority users of the tools [4].  

Data were gathered in July and August 2016. The data collection tools included a 
semi-structured interview guide, and a sound recorder to take memos of the interview 
sessions. The data were transcribed and thematic analysis done to identify inductive 
provider preferences.  

3. Findings 

We interviewed 11 female midwives and 2 male doctors including a maternity unit in-
charge and a health centre head. The median age of participants was 34 years while 
their median duration in maternity service was seven years. Their qualifications varied 
from certificates in midwifery to degrees in medicine. Regarding computer use, three 
participants were very good while two had simple skills. The study sites, located 15 to 
75 kilometres from the capital city, included two level III health centres, two level IV 
health centres, and one district hospital. Qualitative data analysis resulted in five key 
expectations which we categorized under three themes, Table 1.  

 Table 1. Categorization of the main user preferences for a childbirth monitoring tool 

Theme Preference  

Actively assist in childbirth data management and 
decision making 

- Assists in automatic registration of patient 
information 
- Offers real-time interactive assistance in decision 
making 

Content and tasks essential for childbirth care 
- Monitored items are essential for favourable labour 
outcome 
- Frequency of monitoring to be adequate 

Securely accessible to users - Readily available and supports secure sharing of 
records  
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3.1. Assists in Automatic Registration of Patient Information  

Participants thought that a good childbirth monitoring tool ought to perform tasks like 
taking patient vitals (like heart rate, blood pressure, temperature, etc.) and 
automatically registering them. They welcomed the idea of a computerised labour 
monitoring tool that is automated and convenient to both the mother and her maternity 
care provider. Maternity providers struggled to take patient vitals, record them and at 
the same time keep track. With the available manual tools, a provider had to bend to 
auscultate for a foetal heart while looking at a chronometer for at least one minute. This 
made them reduce the frequency and duration of monitoring. The participants thought 
that a computerised tool could make the task easier and more efficient. 

“A computerised tool would be good. Let me use an example. I have my sister out, 
for them they use computerised things. They tell you, that a mother will just stand, and 
the pulse is read, the BP is read, the foetal heart, and you see how the contraction is. It 
is monitored automatically, which makes work easy!” (Diploma midwife, S2P02)  

3.2. Offers Real Time Interactive Decision Support 

Some participants argued that unlike computerised tools, paper tools do not suggest 
immediate alerts during patient management. These alerts could be sounds, lights or 
even vibrations that start when a computerised tool detects a delay or a potential 
mistake. Also, a provider could just say out the findings and plan of care for the tool to 
record and help interpret. Such a tool would enable better patient record management 
storage. 

“Imagine a midwife performing a cervical exam who forgets to check the amniotic 
fluid. However, before she charts her findings a more urgent matter arises, say another 
woman gets seizures. She needs to assist in the urgent situation then return to her 
original assessment and charting. By then she might have forgotten some information 
that is critical to decision making.” (Diploma midwife, S5P03) 

3.3. Monitored Items are Essential for Favourable Labour Outcome  

It was expressed that a good tool ought to have only relevant items to keep track of so 
that time is not wasted on less important ones. The present partograph has over 12 
factors to be monitored but with varying importance for the labour outcome. The 
cervical dilatation was thought to be the most important and participants were trained 
to plot it first. It determined the staging and progress of labour. On the other hand, the 
foetal heart rate was noted to be essential for tracking the state of the unborn baby. 

3.4. Frequency of Monitoring to be Adequate 

The frequency and duration of taking records that have to be entered in the tool should 
be flexible for each item depending its importance and progress of the labour. The 
childbirth attendants were expected to regularly take measurements for maternal, foetal 
and labour progress and fill the partograph at intervals of 15 minutes to four hours. 
They would also have to listen or count some labour monitoring elements for a one to 
ten minutes which to them did not seem necessary all the time. However, there was 
some vagueness on the duration and timing of measurements particularly uterine 
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contractions and foetal heart rate which the providers hoped to be clarified in the 
instructions for use of the monitoring tool.  

“I will listen to foetal heart, and fill partograph. Monitor mother’s condition like 
temperature and put, the contractions, fill on same partograph every time you measure. 
For example, blood pressure every 2 hours, contractions every 30 minutes, the foetal 
heart every 30 minutes... This can be very frequent, may be if every 4 hours as with 
cervical exam or if she reports much change in symptoms.” (Diploma midwife, S3P04) 

3.5. Readily Available and Supports Secure Sharing of Records  

Many midwives used notebooks or maternity passport books that patients carried with 
them to and from the maternity units. At follow up visits, some women would report 
lost or stolen books, which meant that only the unit register had information about the 
maternity management. The incomplete childbirth records at the facilities were often 
inadequate for clinical care audits as well as sharing of quality information with other 
stakeholders. The providers hoped for a more secure and robust tool for information 
storage and sharing during patient handover. 

“… sometimes you find the partograph papers are not there, yet the mother has 
come without sheets. It can force you to deliver her without a partograph. For records, 
when a mother delivers, you plot in the passport book, then the mother goes with it 
after recording the outcome in the register. We have a records assistant who takes the 
summaries to the district.” (Certificate midwife, S1P02) 

4. Discussion  

The midlevel maternity providers anticipated a securely accessible and realistic labour 
monitoring tool to assist in entry and interpretation of essential clinical information. 
They preferred a tool with multiple input options and provided real-time interactive 
clinical decision support. These preferences are related to those of midwifery providers 
in Tanzania [6] and fit-in with good practices for medical device development [7], so 
their implementation could likely benefit providers in similar settings.  

The tool needs to be available at the point of care and have basic elements for 
labour monitoring. These would apply to all normal labours and be entered at flexible 
intervals depending on the physiologic progress and capacity of the labour ward. This 
preference is shared by advocates for a paperless partograph, physiologic partograph 
and opponents of the partograph irrespective of the resources at hand [2; 8; 9].  

There are computerised childbirth monitoring tools that can answer some of the 
participants’ desires but they still fall short especially in functionality [3]. They have 
limited input options and real-time interactive decision support. Some of the features 
on the wish list of the users, like voice control and automated recording of vitals are 
possible but still seem to be some years ahead. 

The study was part of a user-centred design and development process for a 
childbirth monitoring tool that was hindered by lack of consensus on standard clinical 
guidelines. We had the users suggest the initial requirements of a context-sensitive tool  
cognizant of the debate on whether users of innovative tools know or do not know what 
they want [4]. Some innovators say it is better to give users prototypes to test, then 
improve with participant feedback, however, this has resulted in many unused tools. 
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We, therefore, chose to focus on context-sensitive tools [4]. Nonetheless, we do not 
claim saturation of information because of the dynamic nature of human knowledge.  

5. Conclusions  

Childbirth care providers in low-income maternity facilities in Uganda preferred a 
labour monitoring tool that was better suited to their working conditions. The tool 
functionality should ease clinical data management and offer real-time decision support, 
while the non-functional attributes included variety of input options, availability, 
security, automated, and adaptability to harsh conditions of use.  
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Abstract. The study presents the evaluation of the reliability of the information 
displayed on the user interface of a homegrown electronic patient prioritization 
tool dedicated to pediatric emergency department (namely Optimum). Two 
ergonomists shadowed physicians and nurses throughout their shift in order to (i) 
identify consistencies and discrepancies between the actual step of the patients in 
the care process and their assigned step in Optimum and (ii) to understand the 
causes of the discrepancies. Even if some discrepancies are noted, results show 
that Optimum provides a quite good reflection of the actual position of the patients 
in the care process. The use of ethnographic methods allows to understand the 
cause of the discrepancies. 

Keywords. Patient prioritization tool, Patient flow, Pediatric emergency 
department, Human Engineering, Evaluation,  

1. Introduction 

Managing the patient flow in an emergency department (ED) is a difficult but crucial 
task [1]. A mismatch between the resources of the ED and the number of patients can 
lead to overcrowding and long waiting times. The literature describes several attempts 
to manage patient flow more efficiently. One of them is the development of patient 
triage systems: at patient's arrival in the ED, a triage nurse assesses the severity of 
patient's issue in order to prioritize their attendance to by clinicians [2]. Based on the 
patients' reason for admission and priority level, electronic patient triage systems 
prioritize the patients in order to decrease waiting times and facilitate immediate 
treatment whenever possible [3]. Nonetheless, clinicians must often enter manually the 
data used by today’s electronic patient triage systems which is time consuming and not 
possible when the department is overcrowded, and therefore it limits the system’s 
usage and potential impact [4]. To be fully efficient, electronic patient triage systems 
must display reliable information without requiring supplementary data entry. 
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2. Study context 

Following a user-centered design process [5], we developed an electronic patient 
prioritization tool for the pediatric ED as a monitoring screen, namely Optimum. 
Optimum is devoted to non-vital emergencies: vital emergencies are always considered 
with the highest priority. Optimum automatically retrieves data from the patient 
management software (PMS) and calculates in real time the priority level of each 
patient. On the graphical user interface (GUI), a strip represents the patient, his/her 
motive for emergency, age, suggested prioritization, waiting time, and a delay indicator 
[5]. This strip moves through several parts of the GUI representing the main steps of 
the emergency care process following the actual progress of the patient (cf. Figure 1). 
The five main steps of the emergency care process, as highlighted by a work system 
analysis, are: 

� Step 1, triage: a nurse assigns a level of emergency to the patient according to 
the declared motive for emergency, past-medical history and vital constants, 

� Step 2, first medical appointment: a physician examines the patient, makes a 
first diagnosis, and orders thorough examinations, tests, and/or care, 

� Step 3, care/examination: a nurse performs the care ordered and/or the 
patient undergoes examinations, 

� Step 4, next medical appointments: a physician meets the patient again once 
the cares are performed and/or examination results are available (the 
physician may order other cares and/or examinations), 

� Step 5, waiting for discharge: a physician prepares the documents to 
discharge the patient 

 
Figure 1. GUI of Optimum. The 5 steps are represented in 6 parts (step 3 is divided in two parts). 

For the suggested prioritization in the strip to be useful, it must be displayed in the 
part of the GUI that corresponds to the actual position of the patient in the process. If 
not, clinicians may experience difficulties to find the patient on the GUI rendering the 
system useless. Therefore, before Optimum is fully deployed and its impact assessed, it 
is necessary to evaluate whether the patient step assignment by Optimum is an exact 
reflection of the actual process. The paper at hand reports on a preliminary study 
aiming (i) to assess the reliability of Optimum's step assignment and (ii) to understand 
the causes of potential discrepancies. 
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3. Methods 

The study was carried out in the pediatric ED of Lille academic hospital in January 
2017, one month after the pilot deployment of Optimum. Four monitors displayed 
Optimum in 2 physician offices (main office & residents' office) where physicians 
complete the patients’ records, and in 2 nursing rooms where cares are performed. The 
patients cannot see the monitor. The head of the department and all participants gave 
their consent for the study.  

3.1. Data collection 

Two ergonomists shadowed nurses and physicians throughout their shift. For each 
patient care observed, they noted:  

� the step of the process the patient is actually in (triage, first medical 
appointment, care/examination, next medical appointments, waiting for 
discharge): a step starts with the healthcare professional calling the patient and 
ends as soon as the same professional calls another patient. 

� the step of the process in which the patient is assigned on Optimum GUI when 
the professional calls him/her. 

� contextual information: current level of strain in the department, profile of the 
professional, motive of the emergency, interactions between professionals. 

For each patient care that they observed, the ergonomists performed informal-on-
the-fly interviews with the professionals as soon as their workload decreased. These 
interviews allowed to collect data to understand the potential discrepancies between the 
actual step of the patient and its position on Optimum. 

3.2. Data analysis 

In order to identify consistencies and discrepancies between patients' actual step in the 
care process and their assigned step in Optimum, data were computed into a similarity 
matrix. It allowed to compare the step of the process in which the patient was supposed 
to be according to the Optimum when the healthcare professional started to take care of 
him/her with his/her actual step. Cohen's Kappa was calculated to assess the degree of 
consistency between the actual step and the assigned one. 

4. Results 

Observations were carried out over 7 working days for a total of 33h45. Eighty-five 
patient cares were observed corresponding to 62 different patients (some patients were 
seen twice by the same shadowed professional). Table 1 presents the number of patient 
cares observed. Some steps (#1, #3, & #4) were more often observed than other 
because they were more systematic (e.g. #5: some patients leave without waiting for 
the official discharge). 

Overall, the agreement between the step of the patient as displayed in Optimum 
and his/her actual step is quite good (Cohen's κ = 0.65)[6]. Nonetheless a few 
discrepancies were observed (cf. Table 2).  
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Table 1. Number of patient cares observed and of professional observed according to the step of the process. 

Step of the care process Professional Number of patient 
cares observed 

Number of professionals 
observed 

1. Patient triage Registered Nurse 21 4 
2. First medical appointment 
(diagnosis/prescription) 

Physician 23 5 

3. Nursing care / examination Registered Nurse 12 6 
4. Next medical appointments Physician  19 6 
5. Waiting for discharge Physician 10 4 

Most inconsistencies were observed at the first step. The motive for emergency 
must be entered in the PMS so that the patient appears on Optimum. Yet, depending on 
the strain in the department, this data is entered at two different moments. When the 
department is overcrowded, it is more likely entered at patient arrival together with 
administrative data (e.g. ID) by the front desk orientation nurse: in this case, the patient 
is displayed in the "triage step" and therefore the nurse looking at Optimum knows that 
this patient must be seen for triage. On the contrary, when the department is not 
overcrowded, the motive for emergency is entered during the "triage step"; therefore 
the patient is not displayed on Optimum in time when the nurse calls the patient. 
Table 2. Similarity matrix. 
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0. Not yet in the PMS 12 0 0 0 0 12 
1. Patient triage 9 1 0 0 0 9 
2. First medical appointment 0 21 3 0 0 24 
3. Nursing care / examination 0 1 9 3 2 16 
4. Second medical appointment 0 0 0 16 2 18 
5. Waiting for discharge 0 0 0 0 6 6 

Total 21 23 12 19 10 85 

We observed one anticipation: the patient was displayed on Optimum one step in 
advance. The resident entered a care order in the PMS; therefore, the patient moved in 
the "care" part on Optimum. Yet, the resident extended the appointment by asking a 
senior physician for a second opinion causing this slight discrepancy. 

We observed also several types of delays: the patient was displayed on Optimum 
one or two steps late.  

� At the end of the "triage" step, nurses are supposed to enter the patient's 
"triage number" along with values of physiological parameters in the PMS. 
On Optimum, the patient moves then from the "triage" step to the "first 
medical appointment" step. Yet, sometimes nurses examined two or three 
patients in a row before entering their data which was causing a delay in the 
changes on Optimum GUI. 

� Sometimes physicians gave verbally the care orders to the nurses. Therefore, 
nurses started to perform the cares while the orders were not yet entered in the 
PMS. In those cases, the patients were still in the "first medical appointment" 
step on Optimum while actually in the nursing "care / examination" step in the 
department. 
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� When the decision was made that a patient can be discharged, healthcare 
professionals did not enter immediately in the PMS last data about the patient 
(e.g. final diagnosis, results of the examination). They sometimes saw several 
patients in a row before making the inputs. It prevented patients to move in 
time in the last step "waiting for discharge" on Optimum GUI. 

5. Discussion 

This preliminary study aimed (i) to assess the reliability of the care process' step 
assignment by an electronic patient prioritization tool (ii) and to understand the causes 
of potential discrepancies with the actual care process. Overall, results highlight that 
the moves of the patients on Optimum GUI follow quite well their actual move in the 
care process. Nonetheless, a few discrepancies were observed. Observation and 
interview methods showed their added value by uncovering the causes and the 
consequences of those discrepancies. 

Discrepancies highlight limits of Optimum. Optimum is built on the assumption 
that data input in the PMS is the last action of the professionals before seeing another 
patient; however, sometimes, entries are done during the consultation. As a 
consequence, a nurse relying on Optimum to know which patient must be seen next 
will not find immediately the patient since (s)he is still with the physician. A second 
limit is that data are sometimes entered too late in the PMS for Optimum to display an 
exact image of the patients' distribution in the department. However, this gap does not 
negatively impact the care process. Indeed, due to verbal communications that 
anticipate data entry, nurses and physicians manage to coordinate efficiently medical 
and care/examination steps. 

This preliminary study was necessary to assess the reliability of the information 
displayed on the monitoring screen of an electronic patient prioritization tool dedicated 
to pediatric emergencies. Overall, Optimum provides most of the time a quite good 
reflection of the actual care process. The results are sufficiently good to allow this tool 
to undergo an evaluation of its usefulness for healthcare professionals' work and 
organization, and ultimately on the strain in the department and on patients' waiting 
time. 
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Abstract. Anticoagulation therapy with Warfarin is used for specific cardiovascular 
diseases to control the ability of blood clotting. Traditional ways of self-
management therapy are based on paper forms and procedures. This paper presents 
an evaluation of the smartphone application Warfarin Guide, a computer-assisted 
decision-support system used to help patients in their management of 
anticoagulation therapy related to International Normalized Ratio (INR) values. 
The evaluation consisted of a usability test with 4 participants and a field test with 
14 participants who used the application at home during four months. A mixed 
methods research approach included quantitative and qualitative analysis of the 
test results. The results showed that participants evaluated the Warfarin Guide as 
‘useful’ for self-management of anticoagulation therapy, reporting key issues for 
further improvement. 

Keywords. International Normalized Ratio, Computer-Assisted Therapy, Usability 
Evaluation, Medical Informatics 

Introduction 

Patients with specific cardiovascular diseases, e.g., mechanical heart valves, venous 
thromboembolic disorders and selected high risk patients with atrial fibrillation, are 
prescribed life-long anticoagulation therapy with Warfarin to prevent thromboembolic 
complications. The intensity of the anticoagulant therapy is monitored by 
measurements of the International Normalized Ratio (INR) value [1]. A high value of 
INR indicates an increased risk of bleeding and a low value indicates a risk of 
increased blood clotting. The latter can lead to life-threatening conditions such as 
pulmonary embolism or cerebral infarction. Food intake with vitamin K-rich vegetables, 
alcohol consumption, physical exercise, illness and stress may also influence the INR 
values. Patients treated with Warfarin may, in some cases, self-monitor the INR values 
by a portable coagulometer device that samples whole blood obtained by a fingerprick. 
Previous studies reported fluctuations outside therapeutic INR range [2], which brings 
to light challenges, particularly for recently diagnosed patients, regarding regular 
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checks of their INR values and decision-making about dose adjustments based on the 
measured values.  

In this context, the project Smartphone Warfarin Guide aims to develop an easy-
to-use application for computer-assisted anticoagulation therapy, based on an algorithm 
developed from the Norwegian national clinical guidelines for Warfarin therapy [3]. 
The project was divided into three phases: 1) user-centred design process [4], 2) 
usability tests during iterative development and 3) a randomised control trial. This 
work presents the results of the second phase. The research questions (RQs) were:  

RQ1: How can a smartphone application support the self-management of 
anticoagulation therapy with Warfarin?  

RQ2: What are the benefits and constraints of using a smartphone application for 
decision-making in an anticoagulation therapy with Warfarin? 

1. Methodology 

A mixed methods research approach [5][6] was used in the evaluation of the 
smartphone application. The evaluation was conducted in two phases: 1) usability tests 
in a controlled environment (laboratory) and 2) a field test where participants 
continuously used the smartphone application during four months at home. 

In phase 1, the usability evaluation was made in the Usability Laboratory of the 
University of Agder, Norway, with 4 participants using the anticoagulation therapy. 
Two test sessions were undertaken in October and two in November of 2016. In 
between, there was an iteration in the smartphone application development. The test 
participants were recruited from the local hospital, where they had taken a course in 
self-management of INR-measurements and dosage of Warfarin. The recommended 
INR range for all the participants was 2.5 to 3.5 and they used 2 to 4 Warfarin pills 
daily. They were aged from 34 to 63 (with a mean of 53 years) and were three males 
and one female. Participants had used anticoagulation therapy for 1.5 to 6.5 years 
(average of 4.3 years) and measured INR at home 1 to 4 times each month, with the 
average of 2.3 times each month. All were smartphone users: one iPhone user and three 
Android users. Participants had several ways of self-managing INR measurement and 
dosage. One participant had a traditional paper form manually filled-in, another 
participant used a table with data printed out before appointment, another participant 
used the notes function in the smartphone and other did not write or register any data, 
but stated that the last measurements would be visible in the INR measurement device. 

The usability evaluations started with a pre-test interview that had an average 
duration of 9 minutes, to collect demographic information and participants were 
informed about the test procedure. The test sessions were led by the same moderator, 
and had an average duration of 48 minutes. The goal of the test sessions was to solve 
differentiated tasks and explore the user interface of the smartphone application in a 
Samsung smartphone device. A concurrent Think aloud protocol was employed [7][8]. 

The Usability Laboratory consisted of two rooms; one test room and one control- 
and observation room, connected through a one-way mirror with visualisation towards 
the test room, more details were presented previously [9]. Two cameras recorded the 
test sessions, one remotely controlled fixed on the wall and one document camera 
focusing on the smartphone’s user interface on a stand. The research group, with a 
multi-disciplinary background within health informatics, usability engineering and 
medicine, followed the evaluation in real-time through four monitors in the control and 
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observation room and made annotations. In addition, one of the developers was present 
during the usability evaluations to assist in case of technical errors. 

In phase 2, the field test was run with 14 anticoagulation therapy patients recruited 
from a local hospital. Participants used the smartphone application at home during four 
months, starting in February 2017. After month two, they filled in two questionnaires, 
the System Usability Scale (SUS) questionnaire [10] on user experience and another 
questionnaire on design and functionality of the system. After month four, there was a 
user meeting organized at the local hospital, where patients gave feedback about their 
user experience with the smartphone application. The smartphone application was used 
in conjunction with the paper-based clinical guidelines, to identify discrepancies.  

The data collection consisted of audio-visual recordings from usability evaluation 
and interviews in the laboratory, questionnaire data and annotations from the tests and 
feedback sessions. The Norwegian Centre for Research Data approved the study, with 
project number 50277 [11]. The participation in the study was voluntary and the 
informants received written information about the project and signed a consent form. 

2. Results 

2.1. Phase 1: Usability Evaluation 

The participants needed minor assistance to install the application from the file hosting 
service Dropbox to the smartphone. The test started with the input of the result from 
the last INR measurement in a scroll down menu (Fig. 1a). The application provided 
then a recommendation of dosage for the next days and date for a new INR 
measurement (Fig. 1b). Manual changes of dosage were allowed. One of the 
participants expressed that his/her INR routines were stable during normal daily 
conditions, but during travelling or in the case of sickness, there were more irregular 
results of the INR measurements. Consequently, the participant reported the flexibility 
to change the dose and frequency of measurements as desired. The participants 
explored the functions available; settings for reminder of daily dosage and weekly INR 
measurement, historical line diagram (Fig. 1c), circle diagram for time in therapeutic 
range (Fig. 1d) and the Help and information function (Fig 1e). The participants were 
asked to activate an alarm at the same time, daily, for reminder of pills and weekly 
measurement. In the historical diagram (Fig. 1c), the view had limited information 
since the app was just installed, but one participant stated 

a)  b)  c)  d)  e)  
Figure 1. a) Input of INR value, b) Start screen with last INR measurement and recommended dose of 
Warfarin, c) Historic diagram with overview of INR results, d) time in therapeutic range, e) Help and 
Information view. 
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that that was the best part of the application, compared to the paper based registration 
form. The circle diagram for time in therapeutic range (Fig. 1d), shows a historic 
presentation of time below, over and in the therapeutic range visualized by a green, 
yellow or red area, which was evaluated as a useful and clear presentation. The help 
and information function (Fig 1e) had 8 choices for information on how to use the 
application, symptoms and recommendations. The medical information was taken from 
the national clinical guidelines, to which participants were acquainted. One participant 
stated that it would be practical to always have access to the guidelines through the 
mobile device instead on written on papers. In the first two evaluations, participants 
stated that a ‘note’ function would be useful for creating own notes about food, newly 
added medication, etc. The notes function was implemented in an iteration and tested in 
the last two evaluations with positive response, but one of the participants suggested 
that the date should be registered automatically in a note.  

The participants were asked about storage and data privacy. They explained that 
they would rely on the hospital to take care of security in an adequate way and found it 
useful that the hospital could access measurements, but they did not expect direct 
feedback on measurements. They expected the stored results to be used in outpatient 
ward consultations, without the need of bringing paper-based information in the future. 

Overall, the participants found the application useful for self-management of INR 
measurement and calculation of dosage. They agreed to test the application for a longer 
period of time at home. Only one of the participants found the application use complex, 
leading to some extra actions. Another participant stressed the importance of quick and 
easy daily interactions with the application, to strengthen the patient adherence to the 
application. A few errors occurred during the evaluations. There were server 
connectivity problems which were solved with manual work arounds. Participants 
closed several times the application by mistake, looking for a back function. That 
functionality was implemented in the iteration. 

2.2. Phase 2: Field Test 

Two questionnaires were sent by post mail to 14 anticoagulation therapy patients and 
13 responses were received, i.e., 93% response rate. The results of the System Usability 
Scale [10] were calculated and evaluated based on recommendations in Bangor et al. 
[12] where values in the range 70-100 indicates acceptable result (green colour), 50-70 
marginal (yellow) and below 50 is not acceptable (red), see Table 1. The mean of the 
scores is 85.0, which is placed in the middle of the acceptable result range. 
 Table 1. Results of System Usability Scale Questionnaire 

P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 Mean 

100 100 80 97,5 100 57,5 77,5 72,5 100 65 72,5 100 82,5 85,0 

The design suggestions in the other questionnaire referred to adaption for all 
smartphones and a missing function for manual change of a measurement’s day, as by 
default, the day for application installation was chosen. Also, export of data to a 
personal computer was suggested for redundancy, in case of a lost phone. Two 
discrepancies were found in the recommended week dose compared to the paper-based 
clinical guidelines.  
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3. Discussion 

This paper has presented an evaluation of the Smartphone Warfarin Guide application, 
developed with a user-centred design approach. Regarding RQ1, the results showed 
that a smartphone application may support self-management of an anticoagulation 
therapy, even though there was room for improvements. Regarding benefits and 
constraints (RQ2), the application strengthens the patient empowerment by providing 
flexibility and decision-support, but the application needs to be further tested and 
validated according to regulations for medical software. Participants expressed that 
they hoped to able to use the system after the trial.  

This study has some limitations, such as including a reduced number of test 
participants. Nevertheless, the study had participants that were patients using 
anticoagulation therapy and with a background that meaningfully represented the user 
group and other studies have showed that a low number of participant can identify 
major usability issues [13]. Future work would include implementation of Bluetooth 
transmission from the measurements’ device to the smartphone application to reduce 
errors in manual input of INR measurement results. Further, a randomised controlled 
trial (RCT) is proposed, with a comparison of using the smartphone application and the 
standardised paper-based decision support system. 
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Abstract. Systematic evaluation of Health Information Technology (HIT) and 
users’ views leads to the modification and development of these technologies in 
accordance with their needs. The purpose of this study was to investigate the views 
of Health Information Management (HIM) staff on the quality of medical coding 
software. A descriptive cross-sectional study was conducted between May to July 
2016 in 26 hospitals (academic and non-academic) in Mashhad, north-eastern Iran. 
The study population consisted of the chairs of HIM departments and medical 
coders (58 staff). Data were collected through a valid and reliable questionnaire. 
The data were analyzed using the SPSS version 16.0. From the views of staff, the 
advantages of coding software such as reducing coding time had the highest 
average (Mean=3.82) while cost reduction had the lowest average (Mean =3.20), 
respectively. Meanwhile, concern about losing job opportunities was the least 
important disadvantage (15.5%) to the use of coding software. In general, the 
results of this study showed that coding software in some cases have deficiencies. 
Designers and developers of health information coding software should pay more 
attention to technical aspects, in-work reminders, help in deciding on proper codes 
selection by access coding rules, maintenance services, link to other relevant 
databases and the possibility of providing brief and detailed reports in different 
formats. 

Keywords. views, clinical coding software, health information management, 
diagnosis 

1. Introduction 

Coding is one of the basic tasks in the field of health information management (HIM) 
[1, 2]. Coding of diseases is used to translate diagnoses of diseases and other health 
problems from words into an alphanumeric code that includes data to be stored, 
retrieved and analyzed easily [3]. Coded clinical data plays an important role in the 
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health care industry and are used to assess clinical outcomes, monitoring quality of care, 
research, education improvement, resource allocation, health planning and 
benchmarking [4, 5]. The coding process includes examining a person from a clinical 
document for code recognition, when a complex coding scheme is investigated, the 
process may be done with the help of coding books, summary tables, or applications 
that make it easy to seek alphabetically [6]. Today, the volume of health information in 
patients’ medical records is increasing extremely, and on the other hand, the 
complexity of coding systems is constantly added. Therefore, manual coding can be 
included to solve a lot of problems. Coders need tools to increase their ability to use 
coding systems [7]. Computer-Assisted Coding (CAC) helps coders by pointing out 
relevant information, suggesting codes, or in simple cases, automatically assigning 
code without manual checking [8, 9]. In general, the success of implementing each 
coding software requires integration between three main components; individuals, 
defined processes, and technology [10]. Therefore, the systematic evaluation of health 
information technology and users’ views leads to the modification and development of 
these technologies in accordance with their needs [2, 11]. The purpose of this study 
was to investigate the views of HIM employees on the quality of medical coding 
software. 

2. Methods 

A descriptive cross-sectional study was conducted between May to July 2016 in 26 
hospitals (academic and non-academic) in Mashhad, north-eastern Iran. The study 
population consisted of the chairs of HIM departments and medical coders. The criteria 
for selecting participants were their willingness to participate and their availability. 
Data were collected through a paper based questionnaire that was designed based on 
previous studies and published literature [12, 13]. The questionnaire included three 
parts: (a) demographic characteristics; (b) HIM employees’ views about using the 
medical coding software (advantage and disadvantage, usability features) rated on a 
five-point Likert scale (19 questions, 1 = very low to 5 = very high) (c) HIM employees’ 
views about the features of medical coding software(15 questions) including backup 
capability, ability to update, reporting, communicate with clinical and administrative 
wards, guides for coding, online assistance, interoperability, security and quality 
control (yes/no questions). Totally of 65 questionnaires were sent out for all eligible 
respondents, 58 completed copies returned (response rate = %89.2). The questions 
were evaluated by three HIM and two medical informatics specialists for content 
validity. Therefore, vague questions were reviewed and corrected. The reliability was 
assessed using the test–retest method (r = 0.86). The data were analyzed using the 
SPSS version 16.0. 

3. Results 

In this study, majority of the staff were female (86.2%) with bachelor’s degrees 
(75.9%). The average age was 33 years. The job positions of HIM staff were as 
follows: 56.8% "coder", 34.9% the chair of HIM department and 8.6% had both 
positions. From the views of staff, the advantages of coding software such as reducing 
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coding time had the highest average (Mean=3.82±0.99) while cost reduction had the 
lowest average (Mean =3.20±1.01), respectively (Table 1). 

Table 1. Users’ views on the advantages of coding software 

User's perspective Very high 
N (%) 

High 
N (%) 

Somewhat 
N (%) 

Low 
N (%) 

Very low 
N (%) 

Mean ± 
SD 

Reduce coding time 17(30.4) 18(32.1) 15(26.8) 6(10.7) 0 3.82±0.99 
Decrease coding error 15(26.3) 19(33.3) 17(29.8) 5(8.8) 1(1.8) 3.74±1 
Reducing human 
resources 8(14.0) 17(29.8) 17(29.8) 12(21.1) 3(5.3) 3.26±1.11 

Cost reduction 6(10.7) 14(25.0) 24(42.9) 9(16.1) 3(5.4) 3.20±1.01 
Facilitating coding 11(18.6) 21(35.6) 20(33.9) 7(11.9) 0 3.61±.092 
Improving coding quality 9(15.8) 30(52.6) 15(26.3) 2(3.5) 1(1.8) 3.77±0.82 

 
The results showed that lack of familiarity of hospital managers with information 
technology (55.2%) and lack of appropriate coding software infrastructure (46.6%) 
were the most important disadvantages associated with using coding software. 
Meanwhile, concern about losing job opportunities was the least important 
disadvantage (15.5%) to the use of coding software (Table 2).  

Table2. Users' Perspectives on the disadvantages and Challenges of Using Coding Software  

Reasons for not using coding software Yes 
N (%) 

No 
N (%) 

Not user friendly software 17(29.3) 41(70.7) 
The high cost of using the software 16(27.6) 42(72.4) 
Lack of familiarity with computer and informatics 20(34.5) 38(65.5) 
Low efficiency relative to cost 10(17.2) 48(82.8) 
No major difference in the manual system and software 13(22.4) 45(77.6) 
Increasing time vs. manual systems 13(22.4) 45(77.6) 
The probability of a decrease in workforce if the software is deployed 9(15.5) 49(84.5) 
Lack of applying coding software infrastructure (Such as the Internet, 
cultural factors and etc.) 27(46.6) 31(53.4) 

Hospital administrators not familiar with IT 32(55.2) 26(44.8) 

 
Regarding the appearance features of the software, volume of information per screen 
(mean = 3.56±0.93) and screen interface (mean = 3.44±0.95) had the highest average, 
while clarity and meaningfulness of warnings and error messages (mean = 3.13±1.15), 
and access to menus (mean = 3.38±0.95) had the lowest mean, respectively. The most 
important features of coding software for staff include backup capabilities (91.3%), 
statistical reporting during a specific period (84%), reporting of multiple surgical 
procedures for a specific patient (76.2%), and the ability to communicate with clinical 
wards (60%).The lack of guides for coding such as "includes" and "excludes" (85.7%) 
and lack of online assistance (73.9%) were the most important deficiencies in the 
software. 

4. Discussion 

The findings of this study indicated that from the perspective of users, reducing coding 
time and increasing the coding quality were the most important advantages of using the 
coding software while cost and workforce reduction had the lowest score in this regard. 
Pakhomov et al. concluded in their study that more than two-thirds of all diagnoses 
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coded automatically by the coding software had a high accuracy. They revealed that the 
development and validation of these technologies are necessary to maximize their 
effectiveness [10]. On the other hand, Elkins et al. found that computers are not more 
accurate than humans when multiple parameters are involved, however, manual and 
computerized coding have separate errors [14]. The results of Jones et al.’s study 
showed that CAC does not have a great impact on the accuracy of data, but reduces 
22% of the time spent on coding each record [15].  

The results of this study showed that the reduction of workforce in comparison 
with other advantages of coding software had fewer score from users' point of view. 
Also users identified “concern about losing job position” as the least important 
challenge in using coding software. In general, most previous studies indicated that 
coding software cannot replace coders completely and it is not supposed to be so [11, 
16-18]. The codes given by the CACs without checking the coder’s have less accuracy 
than the codes given by combining the manual coding and CAC [19]. Of the 113 
studies examined in the systematic review of automated coding and clinical 
classification, 26 studies show that automated systems were better or similar to humans, 
while four studies stated that humans have a better performance than automatic systems 
[6]. Peterson et al. also emphasized in their study that coders will not lose their jobs 
with the creation of automated coding systems. By changing the paper- based record to 
electronic record and automated coding, coding specialists need to improve their 
qualification. They need a program that can help them and prepare them in a 
competitive environment [17]. When the coding process was performed using CAC, 
the most important tasks of coders were review, validation, and editing the codes 
proposed by the CAC [10, 20, 21]. 

The results showed that hospital managers’ lack of familiarity with IT was the 
most important disadvantage to investment and use of coding software. In addition, the 
results of previous studies indicated that management factors and managers' view about 
health information technologies were the most important factors in the success and 
failure of these technologies [11, 22]. Coded clinical data provides reliable, 
summarized and timely data for managers to make data-driven decision and on the 
other hand, inaccuracy in coding leads to the portrayal of a wrong image of the 
organization's activities, which will result in much financial loss [21]. Therefore, 
holding training programs and familiarizing managers with the benefits and 
improvement of the coding process can enhance their attitude toward investing in the 
use of related technologies. Of course, one of the main reasons for managers giving 
attention to the coding process in developed countries is its relationship with financial 
reimbursement and cost control [1, 7, 23]. However, one of the reasons for managers 
giving little attention to these technologies in Iran can be the non-use of diagnosis-
related group (DRG) system and the lack of relationship between coding processes and 
financial issues. The main purpose of coding in Iran is the use of codes in clinical 
research. 

In general, the results of this study showed that coding software in some cases 
have deficiencies. Designers and developers of health information coding software 
should pay more attention to technical aspects, in-work reminders, help in deciding on 
proper codes selection by access coding rules, maintenance services, link to other 
relevant databases and the possibility of providing brief and detailed reports in different 
formats. 
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Abstract. The use of decision support systems for smart homes can provide 
attractive solutions for challenges that have arisen in the Health Care System due 
to ageing of society. In order to provide an overview of current research projects in 
this field, a systematic literature review was performed according to the PRISMA 
approach. The aims of this work are to provide an overview of current research 
projects and to update a similar study from 2012. The literature search engines 
IEEE Xplore and PubMed were used. 23 papers were included. Most of the 
systems presented are developed for monitoring the patient regardless of their 
illness. For decision support, mainly rule-based approaches are used. 

Keywords. Smart Home, Healthcare, Decision Support Techniques, Computer 
Assisted Decision Making, State of the Art Review 

Introduction 

Challenges for the health care system are arising due to ageing of society and the desire 
of patients to live at home as long as possible. To meet these, one promising approach 
is the use of Smart Homes (SH) which can be equipped with Decision Support (DS) 
components to interpret the collected data. [1] Mielke et al. state in [2] that the 
approach of using the personal living environment as a room for diagnostics and 
therapy “[…] benefits from earlier researches and development in Smart Homes and 
Health enabling and ambient assistive technologies (HEAAT). Haux et al. conclude in 
[1] that ‘HEAAT remain an important field for future health care and for 
interdisciplinary research.’” [2] 

The search for literature reviews dealing with the topic of DS for SH yields only 
the review [3] by Marschollek from the year 2012. Because of the lack of more recent 
reviews, the objective of this work is to offer a current overview of publications dealing 
with this topic and to examine whether the findings of [3] are still up to date. 

1. Methods 

This review was designed according to the PRISMA [4] approach. With the PICO [5] 
strategy, the following search term was created. “(health care OR illness OR disease 
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OR disabled OR elderly OR Home Care OR rehabilitation) AND ((Smart Home OR 
assistive technology OR ambient assisted living OR telemedicine OR e-health OR 
telehealth OR gerontechnology OR telediagnosis) AND Decision Support) AND 
(diagnosis OR monitoring OR support)” 734 publications were found during the search 
in the IEEE Xplore [6] and PubMed/Medline [7] databases. The publications were 
reviewed with regard to their relevance for the objectives of this work. Further 
inclusion criteria included a publishing date within the years of 2007 to 2017 and 
German or English language. The selection process is shown in Figure 1. 

 
# of records identified through 

database searching 
(n =   734) 

# of additional records identified 
through other sources 
(From reviews: n =  32) 

# of records after duplications removed 
(n =  758) 

# of records screened 
(n =   758) 

# of records excluded 
(n = 576) 

Main Reasons:  
No SH sensors used,  
No specific system used 

# of full-text-articles assessed 
for eligibility 

(n = 182) 

# of full-text articles excluded 
(n =  159) 

No access to full text: 3 
Not scientific : 2 
No specific system used: 20 
No SH sensors used: 106 
DS not specified: 27 
Not related to health care: 1 

# of publications included 
(n = 23) 

Identification  

Title & Abstract 
Analysis  

Full Text Analysis  

 # of records excluded 
(n = 576) 

Main reason for exclusion:  
No relation to SH context 

# of full-text articles excluded 
(n = 159) 

No access to full text: 3 
Not scientific: 2 
No specific system used: 20 
No SH sensors used: 106 
DS approach not specified: 27 
Not related to health care: 1  

Figure 1. Flow Chart of the selection process 

2. Results 

23 publications were included in this work. 21 of these describe different systems. The 
other two present studies on one of these systems. Table 1 presents the 21 publications. 

Table 1. Publications included in the review 

Authors Year Title Ref. 
P. Augustyniak 2013 Adaptive Architecture for Assisted Living Systems [8] 
A.S. Billis et al. 2015 A Decision Support Framework for Promoting Independent Living and 

Ageing Well 
[9] 

B. Bouchard et al. 2007 A Keyhole Plan Recognition Model for Alzheimer’s Patients: First Results [10] 
T.-C. Chiang et al. 2015 A Context Aware Interactive Healthcare System Based on Ontology [11] 
M.-A. Fengou et al. 2012 Group Profile Management in Ubiquitous Healthcare Environment [12] 
A. Helal et al. 2009 Smart Home-Based Health Platform for Behavioral Monitoring and 

Alteration of Diabetes Patients 
[13] 

M. Hussain et al. 2015 Recommendations Service for Chronic Disease Patient in Multimodal 
Sensors Home Environment 

[14] 

D. Istrate et al. 2008 Real Time Sound Analysis for Medical Remote Monitoring [15] 
S.-J. Jang et al. 2007 Ubiquitous Home Healthcare Management System with Early Warning 

Reporting 
[16] 

M. Kaczmarek et al. 2012 Multimodal Platform for Continuous Monitoring of Elderly and Disabled [17] 
J.M. Lopez-Guede 2015 Lynx: Automatic Elderly Behavior Prediction in Home Telecare [18] 
M. Marschollek 2008 Home Care Decision Support Using an Arden Engine–Merging Smart Hom

and Vital Signs Data 
[19] 

A. Mihailidis et al. 2008 The COACH Prompting System to Assist Older Adults with Dementia 
through Handwashing: An Efficacy Study 

[20] 

Authors Year Title Ref. 
M. Nick et al. 2007 A Hybrid Approach to Intelligent Living Assistance [21] 
M.J. Rantz et al. 2011 Using Sensor Networks to Detect Urinary Tract Infections in Older Adults [22] 
N.Sahgal 2011 Monitoring and Analysis of Lung Sounds Remotely [23] 
A. Sene et al. 2015 Telemedicine Framework Using Casebased Reasoning with Evidences [24] 
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R. Shojanoori et al. 2013 Semantic Remote Patient Monitoring System [25] 
M. Vacher et al. 2013 The Sweet-Home Project: Audio Processing and Decision Making in Smart

Home to Improve Well-being and Reliance 
[26] 

M.Á. Valero et al. 2014 Integration of Multisensor Hybrid Reasoners to Support Personal Autonomy
in the Smart Home 

[27] 

H. Zheng et al. 2010 Smart Self Management: Assistive Technology to Support People with 
Chronic Disease 

[28] 

The publications deal with different illnesses as shown in Figure 2 and different 
tasks of the health care system as shown in Figure 3. Most publications describe 
systems that are independent of the illness and serve the monitoring of patients. Some 
systems combine several tasks like monitoring and emergency warnings. For DS, three 
main approaches were distinguished as shown in Table 2. Most publications use a rule-
based approach with either a rule or knowledge database. 
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Figure 2.  Number of papers by illness  Figure 3. Number of papers by task 

Table 2. Number of papers using different approaches used for DS 

Approach Explanation No. Ref. 
Static Rule-based approaches with few rules included in the code 6 [12,13,15,16, 20-23,25-28]  
Rule-based Rule-based approaches with rule or knowledge database 13 [8-11,14,17-19] 
Case-based Case-based approaches with case database 2 [21,24] 
 

For the assessment of the systems, four criteria were defined in this work: Correctness, 
stage of development, flexibility and autonomy. Two of these (flexibility and 
autonomy) are based on categories and requirements established by Marschollek in [3]. 
It is significant that none of the publications describes a representative and reproducible 
study for evaluation. Consequently, the comparison of correctness could not be 
performed effectively. Differences in the stage of development exist reaching from 
plain descriptions of ideas [12] to completely implemented and tested systems [15,18]. 
Most systems are implemented, but not yet evaluated [14,16,19]. Additionally, the 
flexibility of the systems depends on the approach used for DS. Knowledge bases of 
rule and case based systems are usually more easily adaptable than rules implemented 
for static approaches. Both case based systems [21,24] have the advantage of being 
self-learning and manually adaptable. The autonomy of the systems depends on their 
tasks. E.g., DS components developed for diagnosis usually consider more parameters 
than those developed for emergency warnings. Five publications present systems that 
are able to autonomously diagnose [9,24], monitor [10,18] or support [20] a patient. 
The remaining publications often conclude that their systems can be advanced to be 
more autonomous in the future. 
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3. Discussion 

This paper presents the state-of-the-art in DS systems for SH in the health care system. 
Additionally, the results are compared to the findings of Marschollek presented in [3]. 
Marschollek describes three characteristic properties for categories of DS for SH in the 
health care sector, namely the location of the DS component, the autonomy and the 
degree of Hospital Information System (HIS) integration [3]. 

Most papers included in the current review did not state the location of the DS 
component. The results of this work indicate that the autonomy of DS systems has 
advanced. While in 2012 none of the publications presented autonomous systems, now 
some DS components work autonomously. The degree of integration into a HIS could 
not be examined, as most publications do not provide any information on this. 
Therefore, it is assumed that no progress in HIS integration was made. 

Since this study was conducted within the framework of a bachelor’s thesis limited 
to three months, the literature search is focused on two databases and does not include 
an analysis of references. A comparison of the presented systems with respect to their 
correctness was impossible, since none of the works uses a representative study for 
evaluation. Despite being proposed in the PRISMA method, the possibility of bias was 
not examined in this review, as it does not include studies but system descriptions. 

In summary, current research dealing with the topic of DS for SH in the health care 
system focuses on using rule-based approaches. DS Systems are mostly independent of 
the illness and serve the monitoring of patients. The publications do not provide 
sufficient evaluation. Regarding the importance of reliability for systems used in health 
care, solid evaluation should be addressed in future works. Concerning the findings 
of [3], it can be concluded that while the autonomy of the DS components has 
advanced within the last five years not much progress has been made in terms of 
achieving flexible systems and a good integration to HIS. Consequently, we still totally 
agree with the conclusion of Marschollek that “further research is necessary with 
regard to the outcome of using decision support components at home […]” [3]. 
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Abstract. Ketogenic Diet (KD) is a high-fat diet used to treat refractory epilepsy in 
patients, also including children. Because of the inherent differences with a balanced 
diet, patients starting KD face an abrupt switch of dietary habits. Moreover, KD is 
associated with several side effects that should be closely monitored.  
In this paper, we propose an mHealth application for training and empowering 
patients in managing KD. The application also acts as a bridge connecting patients 
with the health care staff for coaching and monitoring purposes. 
 
Keywords. mHealth, Remote Monitoring, Patient Empowerment, Ketogenic Diet  
 

1. Introduction 

Epilepsy is a common neurological disease whose incidence ranges 41-187/100,000 
with higher rates in the first year of life [1]. Although a large number of antiepileptic 
drugs became available in the last decades, epilepsy still remains drug-resistant in 
approximately one third of the patients. Ketogenic Diet (KD) was first proposed at the 
beginning of the last century and has been proven to have anticonvulsant effects to the 
point of being recommended in the UK by a clinical guideline issued by the National 
Institute of Health and Care [2]. 

KD is also considered to be the treatment of choice for the Glucose Transporter Type 
1 Deficiency Syndrome (GLUT-1) [3]. This is a recently discovered encephalopathy 
caused by a deficiency in glucose transport across the blood brain barrier that may 
develop either in childhood or in adulthood [4] and whose symptoms include epilepsy 
often accompanied by seizures. In essence, KD is a high-fat diet with a low carbohydrate 
and normal protein profile naturally leading to ketosis. This is a state characterized by 
the body being fueled almost entirely by fat instead of by carbohydrates that closely 
recalls the body state caused by prolonged fasting. 
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In a balanced diet, fats should never exceed 1/3 of the total energy intake, while in 
KD calories are contributed up to 90% by fats. This means that the weight ratio of fats 
over carbohydrates plus proteins may grow as high as 4/1 [5]. This ratio, which is known 
as the Ketogenic Ratio (KR), is chosen by the physician and should be strictly followed 
by the patient at every meal. Since KD subverts the composition of a balanced diet, a 
patient starting it faces an abrupt switch of habits and must be properly trained, to 
promote his adherence to the treatment. It is not uncommon that patients experience 
serious problems in adhering to therapeutic menus that are often repetitive in an effort to 
strictly comply with them; they also complain spending too much time cooking. 
Moreover, KD is also associated with many side effects, such as dehydration, 
hypoglycemia, metabolic problems and gastrointestinal symptoms, requiring a periodic 
reassessment of KR. KD is particularly challenging in children, since, for those patients, 
the management of KR combines with the change in calories intake due to their growth. 
In summary, the patient should be closely monitored by a multidisciplinary team 
including pediatric neurologists, pediatricians, nutritionists and dietitians, for 
maximizing the outcome of the therapy and promptly detecting and managing any 
intervening side effect. Since refractory epilepsy is a rare disease, there are few 
excellence centers in the territory responsible for its management and the need arises to 
ensure proper patient follow-up, independently of the distance. 

An interesting effort to exploit the Information and Communication Technologies 
(ICT) in support of patients undergoing a KD regimen has been undertaken by the 
Charlie Foundation for Ketogenic Therapies, through their KD Calculator 
(https://www.ketodietcalculator.org). Unfortunately, that portal is available only in 
English and its food preferences are tailored to the American habits, so that it cannot be 
used by Italian patients. Thus, we started a joint effort between the Laboratory of 
Biomedical Informatics and the Human Nutrition and Eating Disorders Research Centre 
of the University of Pavia to set up an ICT intervention specifically meant to support 
refractory epilepsy in patients undergoing a KD treatment at the center. The application 
developed is meant to act as a bridge reducing the current gap between those patients and 
the multidisciplinary clinical staff. 

2. Methods 

According to market analysts, in 2016 smartphones and tablets surpassed desktop 
appliances, becoming the preferred device class for accessing internet services by end 
users (http://gs.statcounter.com/press/2016). Presently they are considered the personal 
devices of choice, since they lie within arm's reach of their users for the majority of time. 
Thus they have the potential of being the most promising channel for the delivery of 
individualized health services, fitting the needs of outpatients also concerning nutrition 
and eating habits [6]. On this basis, our decision has been to rely on mobile devices as 
the foundation platform for our intervention on KD patients that has been dubbed Ketty. 

Figure 1 shows the four main actions that are expected to be achieved through the 
use of Ketty. They involve a cyclic process that is repeated several times during the 
treatment, which usually lasts at least 2 years. A suitable KR is chosen at the beginning 
of the therapy, according to its effectiveness on the patient. Then it is progressively 
adjusted over the whole treatment period, while at the same time the caloric intake and 
diet composition change as a result of the patient growth.  
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Figure 1. The main actions supported by Ketty. 

 
In the past few years we designed several mHealth applications with different 

purposes: educating patients when they are first diagnosed and need to be trained on the 
treatment procedures [7]; supporting clinical decision by collecting patient reported 
outcomes [8] or overseeing critical treatments [9]. In identifying the functional model of 
Ketty, which is shown in Figure 2, we started with a requirement analysis that not only 
leveraged our previous experiences, but also involved meetings with the medical staff 
and a KD patient association. The main actors involved are the Patient along with his 
family in the case of children, the Doctors and a trained Dietitian. 

 

Figure 2. The functionality provided by Ketty to its actors. 
 

Ketty is supposed to be handed to the patient during a regular visit by the nutritionist 
(Doctor), who first accesses the system to fill in a Dietary Regimen, choosing the KR, 
the calories and the macronutrients associated to each patient's meal. 

A set of Information Sources is available on the Patient's smartphone, empowering 
him to manage his KD regimen. As soon as he becomes comfortable with using Ketty, 
the patient starts defining food preparations (i.e. Dish Recipes) picking food from a Food 
Database where items are classified not only with macro-nutrients, but also with an 
extensive set of over 70 micro-nutrients. That database is preloaded with over 500 basic 
food items and has been provided to us for research purposes by the European Institute 
of Oncology (http://www.bda-ieo.it). The food database may also be extended with 
additional entries by the patient, provided that they are validated by the dietitian. While 
creating a dish, the patient is assisted by the Calculator & Wizard that helps him in 
complying with the KR established by the nutritionist. Once a suitable set of dish recipes 
is available, the patient starts recording in the Diary which dishes he has for each meal. 
In so doing the calculator still helps, suggesting the proper serving that complies with 
the calories intake prescribed. The diary also records some anthropometric measures (e.g., 
weight and height) that are used to monitor the patient growth over time, possibly 
suggesting updating the diet. It also records additional parameters, such as ketones, 
glycemia and epilepsy crises, that may be used in adjusting the KR. 

Throughout this process, the Dietitian oversees the patient and acts as a coach, 
validating and correcting the meals or proposing new ones. Eventually both the dietitian 
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and all the Doctors involved in the care process may use a web application to browse the 
data that are regularly synchronized by the patient, to oversee his status and perform a 
Trend Analysis. Using all the information entered by the patient, Ketty is able to prepare 
detailed weekly reports with information about the total calories intake, the KR for each 
meal, and the balance involving all micronutrients, so that corrective actions may be 
promptly undertaken whenever required. 

3. Results 

The prototype has been conceived and designed to run on smartphones and tablets, 
in order to ensure its handiness whenever required. Nevertheless, in order to speed up its 
prototypical implementation, we started its development as a web application, adopting 
the responsive web design guidelines [10]. When its first assessment will be completed, 
the views on the patient's side will be translated into a hybrid application directly running 
on mobile devices. Since both the responsive web design and hybrid applications make 
use of the same core technologies, such as HTML5, Angular, Bootstrap, JQuery and 
Javascript, we believe that the accomplishment of this step will be straightforward from 
a technical viewpoint. 

In Figure 3 we provide some screenshots of Ketty. Figure 3(A) shows the dietary 
regimen assigned to the patient, 3(B) illustrates the definition of a new recipe, while 3(C) 
shows the patient's anthropometric summary and evolution.  

 

 
Figure 3. Some screenshots of Ketty. 

4. Discussion and Conclusions 

This paper illustrates an ongoing effort exploiting mHealth for training and remotely 
monitoring patients affected by refractory epilepsy that are undergoing a KD dietary 
regimen. Our effort was motivated by the lack of interventions in the literature targeting 
those patients outside the United States. An interesting attempt to provide a 
comprehensive service supporting the metabolic diet in different diseases is given by 
[11]. Unfortunately, the authors of that paper write in the discussion that their effort still 
does not address KD. The only attempt we found at using ICT to support KD is a 
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smartphone calculator that does not provide remote monitoring [12]. A current limitation 
of all the commercial mHealth dietary applications available on the market is that they 
generically address only weight loss without targeting any specific disease that would 
require the active involvement of the health care staff [13]. We also noticed that most of 
the apps available on the Google Play Store concerning KD do not provide remote 
monitoring. KD is only meant as a means for losing weight instead of treating epilepsy, 
and those apps only introduce the regimen, providing a set of recipes. 

In the first half of 2018, we plan to start a preliminary assessment of the current 
version of Ketty that only includes the basic features discussed in the paper. Then, we 
will improve that functionality considering the feedback collected from its users. Among 
the possible extensions, we envision: a decision support system properly matching food 
items for helping with recipes complying with the KR; configurable alarms and monitors 
for the doctors and the dietitian; a graphical meal atlas for quickly assessing the size of 
servings. 
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Abstract. This paper presents a prototype of a mobile application for patient self-

management within the field of Multiple Sclerosis (MS). Five study subjects 

provided information needs by suggesting functionalities and evaluating three 

existing MS applications. Prominent functionalities were to collect data about 

symptoms, physical activities, mood and goals in a form of a mobile diary. Collected 

data would be visually presented in a graph to support self-management and 

motivation. A low-fidelity prototype relies in first hand on four selected modules, 

two Diary modules, one Visualisation module and a Physical activity module. A 

high-fidelity prototype is being implemented and will be further evaluated by the 

experts. 

Keywords. Application, Multiple Sclerosis, Information needs, Low-fidelity 

prototype, mHealth, Digital and Connected Health 

1. Introduction 

MS is a chronic inflammation in the central nervous system, and there are three types: 

relapsing-remitting, secondary progressive, and primary progressive MS [1]. Patient 

management of the disease has greatly improved symptoms. The quality of life could 

additionally be improved by patient self-management, and in later years with employing 

IT technology.  

IT technology provides several possibilities to support patients with rehabilitation, 

such as telerehabilitation through a web application [2]. The technology was also used 

to improve by helping users set rules for defining short-term activity goals [3]. 

Furthermore, a visualisation framework was developed to monitor health indicators to 

facilitate users in understanding and exploring personal health data [4]. 

The main motivation to make an MS application is to meet user specific needs for 

persons living in Norway. We will contribute with a platform to collect data about the 

disease based on user input via a mobile diary. The application will use the collected data 

to suggest how the user should plan their day based on their personal historic data. Our 

goal is to provide self-management through functionalities, such as reporting symptoms, 

physical activity, as well as their mindset and mood. 

The paper focuses on assessing information needs as a part of designing a prototype  

of a personal MS application. 
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Figure 1. Publically available MS applications: A) SymTrac, B) MS Self, C) My MS Manager. 

2. Method 

Five study subjects were interviewed in a natural setting to collect initial requirements 

for a new mobile application. The semi-structured interview consisted of two parts; one 

part with questions, and the second part with evaluation of the publically available MS 

applications (Figure 1). These are SymTrac, MS Self and My MS Manager, all available 

through the iOS app store via free download.  

The study subjects was selected through a Facebook group dedicated to MS during 

summer of 2017, and were interviewed at the University of Bergen, Norway. The group 

consisted of both persons with the disease and close family members. The range of the 

disease onset was from short to long term experience living with MS. The age was in 

range of 28 and 60 years; there were two males and three females. 

The disease onset and disease type differed. The group had different experiences 

living with the disease, disease variation and use of IT technology. 

The first part of the qualitative interview aimed to collect information about the 

subjects' experience and habits. For example, how to plan a day if the symptoms are 

present, what coping strategies they had and what IT habits they had.  

The second part consisted of an evaluation of three selected applications for persons 

with MS. We conducted a case study with a person who had 12 years experience living 

with the disease. The purpose was to evaluate the three applications (Figure 1) which 

could be used as most representative of their type, and for which a qualitative interview 

could be carried out. These were selected due to the diversity of functionalities. To 

evaluate them, a Likert Scale [5] was used for the evaluation. There was enough of 

functionality variation to give the sense of what these applications offer. 

3. Results 

Results from the first part of the qualitative interview gave insights into the study group's 

use of technology to support, monitor and log disease-related events.  
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Three study subjects classified their IT habits as an average user. They said that an 

average user is a person who uses applications on their mobile device on a daily basis. 

Furthermore, two study subjects classified their IT habits as relatively experienced, and 

as advanced due to their education and current profession.  

Persons with MS experience symptoms differently, both due to the way of coping 

and the intensity of symptoms. The study group reported non-motoric symptoms as most 

challenging symptoms. The group specifically mentioned fatigue, memory difficulties, 

and headache. One study subject reported motoric symptoms, especially spasms as a 

noticeable disease effect.  

To manage motoric and non-motoric symptoms the study group reported everyday 

activities, outdoor activities and physical exercise. Additional coping activities included 

baking a bread, fishing and practical work around the house that were proven remedies 

for symptoms. Hiking outside was also mentioned. Two study subjects reported that even 

simple exercise was good enough to curb symptoms. In contrast, three other study 

subjects found such activities as too exhausting and could not experience them as 

beneficial.  

The study group reported the need to have an application as means of 

communication with the environment, such as friends, family and colleagues. Moreover, 

the study group pointed out that there was also a need to communicate about social 

activities with other persons with the disease. Such activities could be sharing experience 

of the disease while hiking. Finally, the study group has not relied on IT based self-

management in their everyday life. 

The study group was also asked to identify the uppermost functionalities to include 

generally in an MS application. One study subject identified a list containing five most 

important activities to accomplish during one day. Three study subjects reported a 

function to track and register symptoms in the diary, and be presented a simple graph 

based on data entries as the most important feature. One mentioned the importance of 

being aware of changes in symptoms that could lead to a possible MS attack. However, 

one study subject said that the focus should not be on a diary, but getting through the 

day. Furthermore, the study subject noted the importance of removing stress, not adding 

it. Consequently, the subject would avoid additional stress related to data input.  

The second part of the qualitative interview consisted of an evaluation of three 

selected applications, shown in the Figure 1. Feedback from users showed that SymTrac 

was reported as the application which was the most straightforward and easiest to use. 

That was followed by MS Self and My MS Manager. Furthermore, all applications offered 

a diary module where the user could add symptoms, mood, activity and general notes. 

Four study subjects rated MS Self as having the best diary module.  

Based on user feedback, an initial low-fidelity prototype was developed. Figure 2 

represents a selection of four wireframes of the low-fidelity prototype. 

3.1.  Low-fidelity prototype 

The initial low-fidelity prototype had four modules. Diary module 1 and Diary module 

2 in the Figure 2 represent an effortless registration process. Diary module 1 prompts the 

user with How are you feeling? and records user input from gestures in form of a swipe 

on a colourful screen. Diary module 2 shows a selection of motoric and non-motoric 

symptoms. Data stored from the diary module is then visualised in the Visualisation 

module presenting a simple graph to the user. Lastly, the Physical activity module is 

based on simple instructions to suggest exercise to the user.  
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Figure 2. A low-fidelity prototype based on feedback from the study group. 

4. Discussion 

The study subject reported different IT skills and experiences. The three could be seen 

as average users, and two of them as experienced users that utilized mobile applications 

daily. Surprisingly, none reported using MS applications as a part of their daily routine. 

The selected applications are representative of a wider group, offering different IT-

support to potential users. The SymTrac application seemed to appeal most to the group 

which might be also explained by the usage of Norwegian language. Results indicated a 

need for an application to support their daily routines. For example, providing of 

registration of symptoms and presenting them in a simple graph to support the self-

management. However, this was not fully utilized by the group.  

One study subject raised the question Why should I use my time to write a diary on 

my mobile device?. The subject argued that the focus should be on removing stress rather 

than adding it by writing a diary. However, this was surprising as the same subject was 

aware of monitoring the condition and appearance of new symptoms, which is important 

to treat and prevent a possible MS attack. The rest of the group was positive towards an 

IT solution for the same reason, i.e. to control the symptoms and prevent attacks. 

Therefore, in the case of MS attack, the hospital must be alerted, which could be done 

using an application. Our focus is to design an efficient and uncomplicated mobile 

application that will support such functions and others in accordance with information 

needs. The modular build of the application should allow users to use and prioritise 

functionalities they find most useful. 

Developing a mobile diary to register symptoms was perceived as useful by the 

majority of the study group. For other reasons, the mobile diary can also be used in 

interaction with medical personnel. For instance, if the doctor asks, How have you been 

since last visit?, then the patient can show the mobile diary containing symptoms, graphs, 

and other relevant information.  

The initial low-fidelity prototype (Figure 2) has been used as a basis in the process 

of developing a high-fidelity prototype, which will be an interactive version allowing 

users to experience basic functionalities. The interactive version is helpful to identify 
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important issues, such as time to finish a task, user experience with functionalities as 

they will be running for real.  

We facilitated the qualitative interviews to reduce bias by dividing the interview in 

two parts. This way we wanted to prevent the study subjects to use the three presented 

applications as reference points, but we rather gave them a chance to communicate their 

own needs.   

5. Conclusions 

Results from qualitative interviews led to the low-fidelity prototype of a self-

management application for persons with MS. Two Diary modules, one Visualisation 

module, and Physical activity module (Figure 2) seem to address most of the information 

needs. A high-fidelity prototype is being developed to enable a full user experience. The 

future development will include implementation of the application and a comprehensive 

evaluation with clinical and IT experts. 
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Abstract. This article presents preliminary findings on how the introduction of 
patient-generated health data (PGHD) triggers changes during patient-nurse 
consultations. This article builds on a two-year case study, examining the work 
practice at a cancer rehabilitation clinic at a Swedish Hospital using PGHD. The 
study focuses on how nurses’ use data, gathered by patients with a mobile phone 
app, during consultations. The use of PGHD introduce a change in the translation 
work, the work of turning rich patient descriptions and transform them into data, 
during the consultation for documentation and clinical decision-making.  
This change affects precision, questions asked and the use of visualizations as well 
as the patient-nurse decision making. 
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Introduction 

This article presents a few initial findings on how PGHD is used in clinical decision-
making as part of consultations, i.e. face-to-face meetings between a patient and 
clinical staff. More specifically, what is demanded from nurses and patients to make 
use of the PGHD during consultations. 

The documentation and compilation of information and data from different sources 
in clinical decision-making is central to the study of Health Informatics [1-4]. Making 
use of this data in practical work can be understood as translation work, where 
interpretation and reformulation of data into relevant and communicable information is 
critical [1]. Translation demands particular skills and effort from the participants. This 
work is at the core of our analysis. The translation process is both about reducing and 
re-contextualizing the information [2]. It is a process where rich patient descriptions are 
transformed into data, for documentation in ERPs, into repositories supporting 
collaboration between nurses, but also patients, as well as for secondary use, outside of 
the clinic. Additional, contextualizing information is added for clarity and 
interpretability in new context of use [3].  
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The study was conducted at a cancer rehabilitation clinic, with a focus on the work 
of specialized oncology nurses and patients who suffer from treatment-induced 
survivorship diseases caused by chemotherapy, surgery, and radiotherapy. The 
patients’ symptoms are defecation and urination urgency, fecal leakage, excessive 
discharge of gas or mucus. At the clinic, the patient is part of a rehabilitation process 
that includes a mobile app to collect PGHD, subsequent consultations with a nurse, and 
follow-up telephone calls.  

This study shows that when the clinical data gathering become distributed, 
switching from primarily talk and patient narratives during consultations to also include 
patient generated data via mobile apps, the context of data production is altered. From 
the question-answer procedure within the consultation room into the patient’s everyday 
life.  Previous literature has not addressed this increasingly pressing issue since PGHD 
is a more recent phenomenon [5-7]. Consequently, the research question is: How is 
patient-generated data affecting data production and the patient-nurse consultation? 
The empirical setting examined is a cancer rehabilitation clinic in West Sweden, with 
the focus on the nurses’ data work during consultations. 

1. Method 

The approach for this research is a case study that includes different supplementary 
forms of data, as suggested by Yin [8]. Over a two-year period we engaged with the 
clinical practice on a bi-weekly basis, and the use of data in the treatment process was 
studied using observations, interviews, and analysis of documentation. From this larger 
body of data we in this analysis investigate 20 full days of overt non-participant 
observation. We observed ten consultations. Additionally, we observed five telephone 
consultations. Four semi-structured interviews were conducted with the clinic’s nurses, 
and seven interviews with patients. Two workshops were held with nurses and patients, 
where the focus was on data visualization in consultations. 

2. Results 

2.1. The Consultation 

Two different types of consultations have been observed: face-to-face and follow-up 
telephone calls. The consultation starts with the question: “How is your situation at the 
moment?” Without the app, the consultation is a situation where the nurse asks 
questions, and the patient answers based on her memory recollection. To get the 
necessary information from the patient, the nurse asks a range of questions while also 
explaining what type of information is needed. Patients must in situ interpret the 
questions and provide answers based on their recollections days and weeks after the 
actual activity they are talking about. In most cases, there are memory biases in the 
patients’ answers observable through hesitation and explicitly stating that they are not 
sure. These answers are extended and many minutes long, consisting of emotions, 
stories about everyday life with a mixed temporal structure, memories and recollections 
from the day before are intermingled with last weeks impressions. During 
consultations, important topics are defecation, urination frequency and urgency. 
Defecation consistency is relevant to both the diagnosis and treatment plan. To identify 
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consistency, the nurse shows the patient the Bristol Stool Scale (i.e., a scale used within 
healthcare to measure defecation consistency), and discusses the consistency in relation 
to the scale. The nurse asks additional questions concerning the average number of 
defecations during the last few days and asks about specifics of the feces, such as 
smell, oiliness, and mucus. Thus, the nurse asks about quantity and complex quality of 
defecations several days after the actual experience. Thus, the patient need to assess 
qualities they might never thought of, days after the specific experience.  

 
Figure 1. From the app 

The patients are informed about the app and can install it on their own device 
(iPhone/Android). Both the patient and the nurse have access to the patient’s data.  

Patients who use the app report each time they visit the toilet, when they have pain, 
or when they take their medication. Thus, when app-data is part of the consultation, the 
data they use is typically gathered during a two-week period before the consultation. 
The data is then gathered in connection to the activity it is recording, making it possible 
for nurses and patients to recreate a more detailed trail of past activities regarding toilet 
visits. With app-data present it takes different work to elicit or extract information, for 
instance, about defecations. The data is presented in diagrams, depending on the type 
of data. A patient expressed how she used the visualizations to check her data to 
understand how the last couple of days had been. While looking at the visualizations 
she realized it had really been a hard period, with a lot of defecations. Something she 
had not reflected upon, prior to looking at the data. She didn’t see the big picture while 
running back and forth to the toilet all the time (Based on patient interview). With 
PGHD present, the nurse’s question tactics move from open questions based on the 
patient’s recollections to more precise questions with a focus on validating data. The 
first question is usually: “Can you describe how your week has been?” While the data 
visualizations provide a foundation, the nurse must still lead the consultation and re-
contextualize parts of the data. During interviews the nurse state that they have to ask 
fewer questions and listen more to the patient’s re-contextualization of the data. Thus, 
the data is a way for both parties to participate in the analysis; they focus the discussion 
on descriptions of the visualized data with the purpose of adding enough information so 
the nurse can validate premade classifications made by the patient in the app. With 
PGHD, the patient narrative is based on data, not only memory recollection. It is no 
longer the nurse who extracts data from the patient narrative. Instead, it is the patient 
who re-contextualizes the data in order for the nurse to validate it. 
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3. Discussion: Data re-contextualization 

By introducing a new data gathering tool, as well as new visualizations, the data work 
becomes distributed from the clinic and into the patient’s everyday life [9]. This 
transition affects precision, questions and visualizations as well as the translation 
process between the patient and the nurse.  

With PGHD, part of the translation process is delegated to the patient and the app. 
The app structures the data collection and de-contextualizes the information. During the 
consultation, the patient again re-contextualizes the data in order to make it work in the 
clinical decision-making and the nurse, again re-contextualize it into notes that fit the 
format of the electronic patient record. In the following text, we will elaborate on this 
process [1, 10].  

3.1. Precision, Questions and Visualizations  

When working without app data in the consultation, nurses must extract the relevant 
data from the patients’ narratives. However, with the app, data is collected closer to the 
actual activity (e.g., defecation or urination), resulting in more reliable data, which is 
requiring fewer questions from the nurse to interpret. This has three implications.  

The consultation has the potential to become more targeted on the actual problem. 
The patients’ symptoms are no longer only represented by patient narratives; instead, 
the patient takes an active role [9] by repeatedly answering the questions in the app, 
and is thus educated regarding which information is important during the consultations. 
The patients’ answers about their activities are reported, reduced, and de-contextualized 
when using the data. Previously, the nurse performed the reduction, from narrative to 
numbers, while taking notes during and after the consultation.  

Questions are about validation rather than information. Visualized patient-
generated health data augments the information. The nurses questions based on the app 
visualization serve to validate the data. This validation is done together in the 
consultation. The conversation revolves around the nurse asking about the reported 
data, both as a way of confirming the data and as a way of connecting with the patient. 
When using the mobile app as part of the consultation, there is a move in precision and 
focus. For the nurse, the patient’s narrative becomes more reliable when it rests on 
relevant, precise data. They no longer need to make the patient talk about last week 
and the related toilet habits and from that narrative sherry pic relevant data points. With 
the app data, the nurse’s question tactics change from extracting information to re-
contextualization and validation of the visualized data [1, 11, 12].  

Visualizations are not neutral. Data have always been important in consultations 
but while narratives used to be the carrier of the patient conditions, digital 
representations in the form of visualizations are becoming more common. Data, or 
rather visualizations are becoming the patient proxy. It is central to have awareness of 
the following: Behind each visualization are questions, answers in the form of data and 
algorithms and graphics performing the visualization. Visualizations are not neutral, 
each step in the sequence requires careful considering regarding the potential of new 
biases.  By using the app, the patient assesses the activity (toilet visit), enters the data 
and makes judgement based on the data. Thus, the patient makes assessments as well as 
judgements without involving the nurse at the time of registration. While this move 
responsibility from the nurse to the patient, the patient narrative might become limited 
and only based on the questions in the app. Questions formulated by healthcare rather 
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than the patient herself. Hence, while the work to gather data and make judgement is 
moved from the nurse to the patient, it is still, or maybe even more so, the healthcare 
who defines what data should be collected. While we see that translation work is 
delegated to the patient and technology and become more collaborative, it is not clear if 
it empowers the patient or just burdens them with more work. 
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Abstract. This paper describes the design of MOVE, a mobile app to support 
people in forming social relations around exercise in residential areas. MOVE was 
developed in collaboration with residents and health professionals in a 
neighbourhood identified as a high-risk health area. The app is targeted to those 
who are motivated but challenged to do exercise and based on a conceptual model 
to provide users a social horizon of exercise activities in their residential area. We 
present the design and first evaluation of MOVE, including usability evaluations in 
controlled and natural settings. Results from these evaluations indicate that MOVE 
is a promising platform to support local social health relations once the identified 
usability problems are resolved.  

Keywords. Health promotion, physical activity, mobile health, usability. 

1. Introduction 

Physical inactivity is identified as the fourth leading risk factor of mortality worldwide 
[1]. The World Health Organization (WHO) recommends that adults aged 18–64 years 
do at least 150 minutes of moderate-intensive aerobic physical activity throughout the 
week or an equivalent combination of moderate activity [2]. These guidelines are 
difficult to meet for people with health and life challenges and have resulted in a 
significant interest and investment in health promotion programs. At the same time, the 
market for consumer technology designed to support physical activity is expanding 
with the rapid growth of mobile health (mHealth) and wearables [3]. The number of 
smartphone users worldwide is estimated to reach 2.53 billion in 2018 [4], and a review 
from 2015 of 165,000 consumer health applications (apps) available via the Apple App 
Store or Google Play Store shows that two-thirds of mHealth apps focus on everyday 
health promotion including physical activity, diet, stress and lifestyle [5]. However, 
research and development of these apps is predominantly centred on people with a high 
health literacy, and therefore already engaged in exercise activities, while those who 
are inactive and/or health challenged receive little attention and have a limited voice in 
technology design [6]. Also, it is remarkable how most fitness apps are designed for 
individual use and performance monitoring (self-tracking), while research on people’s 
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physical activity has identified social support as a key factor for physical activity; 
people with low social support from family, friends, school, workplace and so forth are 
more than twice as likely to be inactive compared to people with high social support [7]. 
Thus, research on how social relations can be enhanced and supported by mobile apps 
to reach inactive and vulnerable users is relevant for the design of future health-
promoting technology.  

This paper describes the design of MOVE, a mobile app to support people in 
forming social relations around exercise in residential areas. The goal is to facilitate 
capacity building on health in local communities. MOVE was developed by the first 
two authors through an iterative process of participatory design with residents and 
healthcare professionals living and working in a neighbourhood identified as a high-
risk health zone by the Danish Health Authorities (i.e., the percentage of citizens who 
are obese, inactive, smoke and suffer from mental and chronic illness is high compared 
to the national level) [6; 8]. The remaining parts of this paper present the concept, 
functionality and main user interfaces of the MOVE app and results from usability 
evaluations of the first beta version of MOVE conducted by all authors.  

2. MOVE – the conceptual model, beta functionality and user interface 

The MOVE app is based on a conceptual model to provide users a social horizon of 
exercise activities in their residential areas. Users create a profile in the app and enter 
their name, e-mail, password and the postal code of their preferred residential area(s) 
(i.e., the area(s) where they wish to follow and participate in exercise activities). Since 
some users prefer to follow and participate in activities in more than one area, it is 
possible to add several postal codes. Additionally, filtering allows users to narrow 
down the exercise activities that they are interested in following (e.g., dance, ball 
games, fitness, biking, yoga). Also, the profile has a voluntary opportunity to add a date 
of birth. When a profile is created, the app’s entry screen shows a list of activities based 
on the user’s chosen residential area(s) and exercise interests; Figure 1 left shows a list 
with two activities. At the top of the screen, users can navigate between all activities in 
the area(s) and the personal list of activities that the user has signed up for (Figure 1a). 
Users browse the list of activities (i.e., the social horizon of exercise activities in the 
neighbourhood(s)), by scrolling up and down. For each activity, the user can choose to 
sign up for, show interest in or like an activity (Figure 1b). When a user wants to 
participate in an activity, (s)he taps the ‘participate’ button. Then this user’s profile 
photo is added to the activity, making it visible to others, and the screen shows the total 
number of participants in the activity. If the user taps the participants’ photos, a new 
screen opens with a detailed list of participants’ profile photos and names.  

At the bottom of the app screen, the user can navigate between core functionalities 
such as ‘activities’, ‘groups’, ‘notifications’ and ‘profile’ (Figure 1c). ‘Groups’ takes 
the user to a list of ‘my groups’ (Figure 1d) and a list of public groups in the user’s 
residential area and within the user’s chosen exercise categories (Figure 1e). Users can 
register for membership in existing groups and create their own groups and invite and 
manage members. Groups can be either public or private. When the user presses the 
notification (bell) icon, s(he) sees a list of received notifications. When the user presses 
the profile icon, s(he) can see and edit profile settings.    

In the upper right corner of the entry screen, the user can press a plus symbol to 
create an activity (Figure 1f). Activities are created within chosen types of exercise 
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(Figure 1g) and within a specific residential area (Figure 1h). Users create a name for 
the activity (Figure 1i), type in the meeting location (Figure 1j), select a starting time 
and expected duration (e.g., two hours) and identify if the activity is public or by 
invitation only (Figure 1k). Users also may choose to enter a description for the activity.  

When users have signed up for activities, they receive notifications 30 minutes 
before the activities begin and if the activities are cancelled or changed. Figure 1l 
shows an example of a notification saying, ‘walk the dog – the activity “walk the dog” 
starts in 30 minutes’.  

    
Figure 1. The MOVE app’s main functionality and user interfaces. From left: (1) users can browse and join 
exercise activities in their chosen residential area(s), (2) users can create and join public and private exercise 
groups, (3) users can create public and private exercise activities and invite other users to these activities, (4) 

users receive notifications before planned activities and in cases of activity cancellations or changes. 

In addition to the main functionality and user interfaces presented above, the app 
has a series of screens in a deeper hierarchy where users can find details about 
activities, groups and other users of the app. A series of pop-ups are designed for 
feedback and for managing groups and activities, inviting participants, filtering and 
more. MOVE is available for iOS and Android. 

3. Usability evaluation 

3.1. Methods and participants 

The evaluation of the beta version of MOVE included usability tests in controlled lab 
settings and in natural environments [9]. A total of 117 users participated in the 
usability tests. Table 1 summarizes the types of tests and number of participants. 
Participants were recruited to represent a broad sample of the general adult population 
and included men and women in ages 21–60. Participants were university students, 
adults in various types of employment, unemployed and retired citizens. The 
participants also represented various physical activity levels, varying from self-reported 
0–6 hours of exercise per week. All participants had smartphones and installed the beta 
version of the MOVE app from the App Store or Google Play Store on their own 
mobile phones as part of the test. All participants were asked about their experience 
with exercise and mHealth. Some of the participants were familiar with mobile health 
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apps, while others were novices and had only general knowledge of apps. None of the 
participants had prior experience with MOVE before participating in the test.  
Table 1. Methods and participants in the usability evaluation of the MOVE app.  

Test type Number of participants Age 
Usability test in a controlled setting 95 21-60 
Usability test in natural settings 22 35-58 years 

The controlled usability tests were carried out with individual users at Aalborg 
University or in the user’s private home, depending on their preferences. These tests 
followed a standard procedure for usability testing including a 30-minute task-based 
think-aloud test and a questionnaire focused on the user experience [9; 10]. The field 
test aimed to provide insight into the use of MOVE in the users’ natural settings. This 
test was set up as (a) a four-week field test with a football team consisting of 20 male 
participants in the neighbourhood where the app was developed and (b) a six-week 
field test with two men referring to themselves as fitness buddies who lived in another 
neighbourhood (a non-high-risk health zone). Each field test was concluded with 
interviews based on the same manual as the one used in the lab test but expanded with 
questions about long-term engagement from using the app.   

3.2. Results 

Overall, the participants described the beta version of the MOVE app as easy to 
navigate. The football team especially considered the app to be useful for coordinating 
activities and continued using the beta version after the field test had ended. Positive 
findings rated with high value from the usability evaluations consisted of the easy 
navigation and transparency provided by the app. When developing the app, we were 
unsure about the need for filtering since it places demands on users in the form of extra 
clicks when creating an activity. The evaluations showed positive ratings for the 
filtering. Several users stated that filtering makes the app a valuable alternative to 
social media, like Facebook, where they experienced a tendency to ‘get lost in 
information’. Also, notifications were rated with a high value. However, the usability 
evaluation also identified some problems. Table 2 presents a summary of identified 
usability issues that users experienced as difficult in the interaction with the app.     
Table 2. Identified usability problems  

Problem type  Description 
Labels Novice users struggled to understand several of the labels for example the difference 

between ‘activities’, ‘interests’ and ‘categories’. Field testers were confused about the 
button for liking an activity (Figure 1b) and searched for a way to send cancellations 
to activities. All participants were able to finish tasks but called for clearer language 
about the app’s functionality.  

Local 
navigation 

Several users in the usability tests missed buttons for signing up for groups, accepting 
invitations and editing their profiles. These buttons are placed in the upper right corner 
of the screen and, especially in the Android app, the text is very small. Half of the 
users were confused about why they needed to navigate to their profile to filter their 
interests and log out of the app. In general, the division between the main window and 
detailed windows was unclear to novice users who went back and forth to create new 
profiles and activities and to get notifications. Novice users called for more feedback, 
while experienced users deemed most pop-ups unnecessary.  

Layout The ‘create user’ button that users must press to enter the profile settings the first time 
they sign up for the app was missed by almost all users. The icon for selecting postal 
codes (a red cross) confused half of the test users, who suggested a check mark. 

Search No users had success with the search function; they requested a letter-sensitive search. 
As the number of user profiles in the app increased with the number of usability tests, 
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it became clear that the search and filtering functions are important. 
Errors Several technical errors were identified during the tests. Lists of ‘other groups’ are not 

filtered by postal code. Some users received notification warnings but were not able to 
read the notifications.  

Additional 
functionalities 

Field testers called for automatic invite and notification each time there was a new 
activity in the group. Also, the usability field tests showed that activities in groups are 
often repeated, and for this reason, these test users called for a default postal code and 
the capability to create a sequence of activities for groups.  

In summary, the positive test results (especially the continued use of the app by the 
field testers) indicate that MOVE provides a promising platform for mediating social 
relations around exercise. However, since the app is targeted to a broad user group, the 
identified usability problems will be addressed before releasing the app for free 
download. Users who experienced difficulties used twice as many clicks to finish tasks 
in the tests compared to users who could easily decode the interaction (101 clicks vs. 
52 clicks). Novice users especially struggled with understanding the basic concepts and 
functionality. In these tests, it was clear that MOVE represents a new domain for 
mobile health promotion without established concepts for users to draw on. 
Consequently, a user guideline needs to be developed to communicate the conceptual 
model to new users of the app in parallel with an implementation strategy for how to 
mobilise people to form social relations around exercise in their residential areas. The 
next step in this research on technology-supported capacity building on health is a 
large-scale implementation and evaluation of the revised MOVE app in a series of 
health interventions in selected residential areas in Denmark.  
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Abstract. Teleconsultation can be used for tuberculosis patients, especially in 

deprived area. We surveyed all of 60 employees in health centers and tuberculosis 

center in such area in Iran about feasibility (organizational, technical, human and 

environmental readiness) of implementing teleconsultation and its barriers. We 

found that human readiness was moderate and other aspects were weak. 

Furthermore, the main obstacles were the shortage of computer equipment (40%), 

technical infrastructure (35%), lack of funds (33.3%), lack of awareness (33.3%), 

and employee resistance (33.3%). Implementing teleconsultation for tuberculosis 

patients is not completely feasible in this area and requires improvement in 

organizational, technical and environmental factors.  

Keywords: Assessment, Attitude, Barrier, Readiness, Telemedicine, 

Teleconsultation, Tuberculosis 

1. Introduction 

The immediate access of patients to health care and the need for the physical presence of 

the care provider and recipient in a place is one of the health challenges. With advances 

in information technology, telemedicine has been introduced as a new solution to 

healthcare challenges [1]. A recent systematic review indicated that telemedicine may 

address many of the challenges to providing health care service to rural and remote areas 

[2]. Telemedicine involves the use of medical information exchanged from one site to 

another via electronic means to improve health [3]. One of these methods is video 

conferencing.�Teleconsultation is usually carried out between two or more doctors or 

between the patient and the doctor. Eliminating geographical distance, improving service 

in urban and rural hospitals, reducing the need for patients to travel, reducing the need 

������������������������������������������������������������

1

 Cooresponding author: Address: School of Allied Medical Sciences, Zabol University of Medical Sciences, 

Zabol, Iran. Tel:(+98) 54-32232166     Email: s.saravani.aval@gmail.com 

Building Continents of Knowledge in Oceans of Data: The Future of Co-Created eHealth
A. Ugon et al. (Eds.)
© 2018 European Federation for Medical Informatics (EFMI) and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/978-1-61499-852-5-501

501



for physical presence of specialists in deprived and remote areas, using knowledge and 

services of specialists in these areas, reducing the need to establish new health centers, 

saving financial and human resources are among the benefits of this method [4]. 

Tuberculosis is one of the diseases that can be dealt with by teleconsultation. 

Tuberculosis is a chronic and contagious infectious disease characterized by gradual and 

various manifestations [5] which causes the involvement of various organs of the body 

[6].�According to the WHO estimation, 1 of 3 persons is infected with tuberculosis 

bacterium in the world [7]. Because of the geographical location of Iran and its 

neighborhood with Pakistan and Afghanistan, which are of the most contagious regions 

in the world, the risk of this disease is high in Iran [8]. The incidence of this disease 

varies and has the highest rate in the Sistan and Baluchestan province (a deprived area 

of the country). The incidence rate in Zabol (from the cities of Sistan) is higher than other 

cities in this province [7, 9]. Incidence rate of this disease in Zabol is 109.7 per 100000 

populations and is increasing [7]. 

Teleconsultation can be used effectively in developing countries [10]. Services for 

tuberculosis patients in Zabol are carried out in the center of Tuberculosis and 9 health 

centers. This feasibility study was conducted with the purpose of readiness assessment 

of implementing teleconsultation for TB patients in Zabol. 

2. Method 

This study was conducted in Zabol, Iran, in 2017. Zabol is one of the southeastern cities 

of Iran (in the neighborhoods of Afghanistan and Pakistan). The study population 

included all 60 staff of Zabol Tuberculosis Center and Health Centers who were included 

in the study through census. We used a questionnaire. The first part included 

demographic data of the participants and the second part included 20 questions about 

knowledge and attitude (human readiness) of the staff, 12 questions about the 

organizational infrastructure and factors (organizational readiness), 16 questions about 

the facilities and equipment required (technical readiness) and 2 questions related to the 

environmental changes needed. The third section included 11 questions about the barriers 

of using teleconsultation. Scoring for human readiness questions was based on the five-

point Likert scale (1 to 5 scores). Options to answer to other questions were No, 

somewhat and Yes (score 0-2). In reverse questions, the scoring was reversed.� To 

determine the validity, the questionnaire was examined by faculty members and, 

according to them, changes were made. The questionnaires were randomly distributed to 

15 people and then, using Cronbach's alpha coefficient, its internal reliability (90%) was 

confirmed. After collecting data, descriptive statistics was used with SPSS 20. The score 

obtained for each axis was classified as weak (0-33%), moderate (33-66%) and good (66-

100%) for each person. Ethics approval was obtained from Zabol University of Medical 

Sciences. 

3. Results 

35 people (58.3%) were female. The majority had a bachelor's (53.3%) or a master’s 

degree (31.7%). The education of people was in different fields including family health 

(18.3%), environmental health (13.3%), public health (15%), mental health (16.7%), 

medicine (6.6%), etc. Most of the subjects were above 35 years (38.4%), 30-35 years old 

(33.3%). 49 people were occupied at the health center and 11 people at the TB center, 

mostly with work experience between 5 and 10 years (33.3%). 
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The mean score of human (58.08 ± 9.24), organizational (13.05 ± 5.47), 

environmental (1.46 ± 1.18) and technical (15.13 ± 6.07) aspects showed that the human 

readiness was moderate and other aspects were weak. Most people perceived human 

(61.7%), technical (76.7%), organizational (73.4%) and environmental (86.7%) 

readiness as moderate (Table 1). Regarding the attitude, improvement in continuity of 

care (71.6% agreed and fully agreed) and the possibility of rapid identification of patients 

through teleconsultation (40% disagreed and completely disagreed) were the most 

positive and negative answers (Table 2). As for organizational readiness, issues such as 

organizational culture, the establishment of a feasibility study committee, the managers’ 

support, and the allocation of budget were in moderate level. The main obstacles were 

respectively the shortage of computer equipment (40%), technical infrastructure (35%), 

lack of funds (33.3%), lack of awareness (33.3%), and employee resistance (33.3%) 

(Table 3). 

 

Table 1. Frequency and scores of different aspects of readiness  

Readiness aspects Total Mean ± SD Frequency (percent) 

Weak Average Good 

Human readiness 58.08 ± 9.24 12(20) 37(61.7) 11(18.3) 

Organizational readiness 13.05 ± 5.47 8(13.3) 44(73.4) 8(13.3) 

Environmental readiness 1.46 ± 1.18 3(5) 52(86.7) 5(8.3) 

Technical readiness 15.13 ± 6.07 8(13.3) 46(76.7) 6(10) 

 

 

Table 2: Frequency of participants’ attitude regarding teleconsultation for tuberculosis 

Questions   Frequency (percent) 

Fully agreed agreed So-So Disagreed Fully disagreed 

Quality improvement 5 (8.3) 35 (58.3) 11 (18.3) 6 (10) 3 (5) 

Continuity of care 2 (3.3) 41 (68.3) 8 (13.3) 8 (13.3) 0 

Encourage staff 3 (5) 23 (38.3) 11 (18.3) 11 (18.3) 1 (1.7) 

Quick access 10 (16.7) 32 (53.3) 2 (3.3) 2 (3.3) 1 (1.7) 

Reduced costs 14 (23.3) 26 (43.3) 8 (13.3) 8 (13.3) 1 (1.7) 

Reduced errors 5 (8.3) 28 (46.7) 10 (16.7) 10 (16.7) 3 (5) 

Reduced workload 5 (8.3) 30 (50) 5 (8.3) 5 (8.3) 0 

Increased patient satisfaction 2 (3.3) 19 (31.7) 12 (20) 12 (20) 2 (3.3) 

Patient benefit 5 (8.3) 24 (40) 11 (18.3) 11 (18.3) 2 (3.3) 

Quick identification of the patient 3 (5) 19 (31.7) 18 (30) 18 (30) 6 (10) 

Increased service 1 (1.7) 21 (35) 8 (13.3) 8 (13.3) 1 (1.7) 

Employee satisfaction 3 (5) 22 (36.7) 8 (13.3) 8 (13.3) 3 (5) 

�

4. Discussion 

We found that expect than human readiness, other aspects of readiness for implementing 

teleconsultation was weak. Regarding environmental readiness, “application of 

environmental needed changes for the implementation of teleconsultation” was mostly 

in low (38.3%) levels, which indicates that application of environmental changes is 

necessary for telemedicine consultation in these centers. 

The results of the technical readiness showed that the centers under study had the 

most equipment in the field of telephone lines and scanners (60%), and were also in an 

acceptable level for printer and Internet, but they are weak in relation to the robust and 

reliable computer network. Therefore, it is recommended to create a robust and reliable 

network, which is of the most important resource for the implementation of telemedicine 
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consultation, so that communication between the centers under the study can be 

established. Porazin has identified technology sources such as telecommunications, 

wireless, and the Internet as of the most important sources of teleconsultation, which is 

in agreement with the present study [11]. Another study showed that operational and 

technical factors are important [12]. Ghasemi's study on the access of Iranian hospital 

staff to the technical infrastructure of telemedicine technology showed that all of the 

centers had access to the Internet and this access was available for all wards. There was 

also the possibility of communication between the systems of different parts of the 

hospital [13]. These results do not agree with the present study, which indicates that 

health centers other than hospitals in Iran may be weaker in terms of technical 

infrastructure needed for telemedicine.   

 

Table 3: Frequency of responses about the barriers of implementation of teleconsultation for tuberculosis 

List of barriers  

Frequency (percent) 

Yes Somewhat No 

Shortage  of computer equipment 24 (40) 31 (51.7) 5 (8.3) 

Technical infrastructure for implementation 21 (35) 33 (55) 6 (10) 

Lack of funds 20 (33.3) 30 (50) 10 (16.7) 

Lack of technical staff 15 (25) 37 (61.7) 8 (13.3) 

Education 15 (25) 32 (53.3) 13 (21.7) 

Staff awareness 20 (33.3) 30 (50) 10 (16.7) 

Staff resistance 20 (33.3) 28 (46.7) 12 (20) 

Efficient planning 14 (23.3) 28 (46.7) 18 (30) 

Health services processes 14 (23.3) 35 (58.3) 11 (18.3) 

Increased workload 17 (28.3) 24 (40) 19 (31.7) 

Security and privacy of information 14 (23.3) 30 (50) 16 (26.7) 

 

Soltanzadeh et al. in their study [14] in Iran pointed out that sufficient awareness and 

a positive attitude to telemedicine technology would enhance this technology. Another 

Iranian study showed that low awareness but strong attitude about telemedicine among 

clinical staff [15]. In the present study, most staff had a positive attitude toward this 

technology, which could be an important factor for the advancement of this technology. 

Esmaili Zadeh et al. [16] stated that personnel awareness has a significant impact on the 

acceptance of telemedicine technology, and an increase in the level of awareness through 

educational courses can reduce their resilience. Similarly, we found that staff attitude 

was good however; staff awareness and resistance are two important barriers that may 

be controlled through training as suggested by other researchers.  

Judi [12] introduces factors including strong knowledge and infrastructure, planning 

and management of technology and fulfillment of legal and ethical issues as important 

factors for success of telemedicine. We similarly found that our centers face with barriers 

such as insufficient knowledge, infrastructure and low organizational readiness that can 

result in failure in teleconsultation. Another Iranian study showed that lack of technical 

personnel and initial costs as the biggest challenges for implementation of telemedicine 

in hospitals [17], we also found similar barriers. Similar to our results, an Australian 

study about rural centers found that high resistance of local health care providers, and 

high costs are the most important barriers [18]. In addition, Merchant [19] showed that 

organizational culture is a prerequisite of telemedicine success; however this factor was 

also not good in our study.  

In summary, we concluded that our health and tuberculosis centers are not ready for 

teleconsultation and they should mostly be improved in terms of the technical 

infrastructure and organizational factors.   
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Abstract. Supporting caregivers’ workflow with mobile applications (apps) is a 
growing trend. At the bedside, apps can provide new ways to support the 
documentation process rather than using a desktop computer in a nursing office. 
Although these applications show potential, few existing reports have studied the 
real impact of such solutions. At the University Hospitals of Geneva, we developed 
BEDside Mobility, a mobile application supporting nurses’ daily workflow. In a 
pilot study, the app was trialed in two wards for a period of one month. We collected 
data of the actual usage of the app and asked the users to complete a tailored 
technology acceptance model questionnaire at the end of the study period. Results 
show that participation remain stable with time with participants using in average 
the tool for almost 29 minutes per day. The technology acceptance questionnaires 
revealed a high usability of the app and good promotion from the institution 
although users did not perceive any increase in productivity. Overall, intent of use 
was divergent between promoters and antagonist. Furthermore, some participants 
considered the tool as an addition to their workload. This evaluation underlines the 
importance of helping all end users perceive the benefits of a new intervention since 
coworkers strong influence each other.  

Keywords. mHealth, nursing, technology acceptance 

1. Introduction 

The evolution of medicine and of clinical practice, associated to the increase use of 
computers in healthcare institutions has led to an increase amount of documentation. As 
a consequence, studies report that up to 30% of a caregivers’ time is dedicated to 
documentation [1]. Although this increased documentation has benefits for the quality 
of care and patient safety [2], this task is often completed in a nursing office away from 
the patient. Besides reducing the time spent with the patient [3], performing this 
documentation away from the patient can generate problems such as delays and 
transcription errors [4]. Solutions such as computers on wheel have been developed to 
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provide access to electronic health record at the patient’s bedside but are not always 
adapted to every environment. 

Mobile devices have the potential to offer ubiquitous access to patient information 
and to facilitate clinical documentation at the bedside. However, the development of a 
mobile app adapted to the high complexity environment of healthcare is a challenge [5]. 
The small device size and the tactile interaction paradigm require one to reconsider the 
best way to provide information. More importantly, introducing a new device at the point 
of care requires adapting the existing workflow to optimize the new possibilities offered. 

We developed the BEDside mobility app to support documentation of nurses at 
bedside using a user-centered approach. The app provides an integrated view of all the 
daily tasks that need to be performed by nurses during their shifts. The app offers an easy 
access to record vital signs and hydration balance and to assess clinical scales. The app 
is connected to the hospital’s clinical information system and automatically syncs all the 
information entered via the app with the patients’ medical files in real time. 

 

 
Figure 1 Main screen of the BEDside Mobility app 

Independently of its quality, the success of the system is strongly linked to its 
acceptance in real life practice [6].  In this paper, we report the evaluation of the bedside 
mobility app based on its usage and acceptance during a one-month pilot study in two 
wards. 

2. Method 

The study took place in a surgical ward and a medical ward at the University Hospitals 
of Geneva. Each ward had about 18 beds.  

The app was provided to the participants on institutional smartphones that were an 
additional to the unit’s usual cell phone(s). The app usage was restricted to weekdays 
from 7 a.m. to 18 p.m. in order to ensure technical support in case of problems.  

Participation in the study was on a voluntary basis. Most ward nurses and nursing 
assistants received a short training about the functionalities of the tool during the week 
prior to the beginning of the study. The participants were informed that the use of the 
app was encouraged, but not compulsory during the study. During the whole study, the 
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investigators conducted frequent visits to the wards to collect feedback from the users, 
in particular for bugs and suggestions for improvement. These findings were forwarded 
to the IT team, who corrected the bugs and added minor improvements when possible.  

In order to evaluate the usage of the tool by the participants, all actions of the 
participants in the app were automatically logged by the device for analysis. Moreover, 
participants were asked to fill in a tailored technology acceptance questionnaire at the 
end of the study. Neither the participation in the study nor the completion of the 
questionnaire were compulsory. Our questionnaire was derived from the unified theory 
of acceptance and use of technology (UTAUT) [7] and was modified to fit in our 
particular setting. It contained 21 questions with a 7-point Likert scale, which were 
divided into 5 dimensions: performance (efficiency) (4 questions), effort expectancy (4 
questions), social influence (4 questions), facilitating conditions (4 questions) and 
behavioral intention to use the system in the future (3 questions). Perceived usage during 
the study and open remarks were also recorded.  

3. Results 

3.1. Usage  

The study in the surgical unit took place from July 3 to July 31, 2017 in the surgical ward 
and from the August 14 to the September 8, 2017 in the medical ward. During the study 
period, 27 nurses and nursing assistants used the app 427 times in the surgical ward and 
23 participants used the app 239 times in the medical ward.  
 

 
Figure 2. Daily usage of the app in the two wards during the study period 

Figure 2 shows the daily duration of app usage in the two wards. We observe in the 
histogram that the app is not used during the weekend. The graphs also shows a lower 
utilization during the third week in the medical ward. Overall, the tendency of app use 
in the surgical ward is stable whereas it decreases in the medical ward. 
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Figure 3. Boxplot of daily usage duration (in minutes) of the BEDside mobility app in the two wards 

Regarding the average daily duration of the app use in the ward, the average use 
duration is higher in the surgical ward although the third quartile were similar in both 
wards. 

3.2. Technology Acceptance  

Our tailored UTAUT questionnaires were completed on a voluntary basis. In total, in the 
two wards 16 care-providers (8 in each ward) responded to the questionnaire. Responders 
were between 25 and 58 years old (mean of 37 yo.) 

 
Table 1. Mean and standard deviation in the 5 dimension of our tailored UTAUT questionnaire (7-point likert 
scale) 

  Performance Effort Influence Condition Intention 

MEAN 3.7 5.6 5.4 4.7 4.3 

SDT 1.8 1.4 1.3 1.7 2.3 

 
The questionnaire results revealed that the application has been considered easy to 

use with a mean score of 5.6 for the effort dimension. Regarding the promotion of the 
app usage, the one done by the institution has been judged satisfactory with a mean of 
5.4. Although the influence of the hierarchy was recognized, the influence of coworkers 
was evaluated as weaker (3.9 vs 5.9) 

The conditions facilitating the usage have also been considered adequate with an 
average score of 4.7. The weakest score is related to the performance dimension with a 
mean score of 3.7. The question “Do you think the BEDside app increased your 
productivity?” got the lowest score with an average of 3. Intention to use the app in the 
future obtained an average score of 4.5.   

3.3. Other observations 

Reported problems during and at the end of the study concerned mostly four topics: 
connectivity problems, customization, missing functionalities and difficulty to integrate 
the app into the existing workflow.  
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4. Discussion 

The analysis of the Technology acceptance results suggests that good usability and active 
institutional promotion of an app are not sufficient to enforce its acceptance.  

In the social influence dimension, it is interesting that despite recognizing the active 
promotion of the app by the institution, care-providers weren’t positively influenced by 
their co-workers. The low final intent to use the app suggests that co-workers may be the 
real influencers for use. Considering the diffusion of innovations theory, these findings 
suggest that those who resist change (i.e. late majority or laggards) could potentially 
negatively affect early adopters. Therefore resistant co-workers should perhaps not be 
neglected when trying to implement new processes. 

Finally our results suggest that perceiving an increase of productivity is a critical 
point in fostering the adoption of a new tool. This is not a simple issue for complex tools 
with a long learning curve that only reveal their full potential when fully integrated into 
the workflow. Users were asked to verify the accuracy of data entry in the EHR as safety 
measure with this new tool, which probably contributed to the productivity score.  

The participants’ additional observations highlight some of the challenges of 
integrating mobile tools to support nursing practices. Care providers already have a very 
busy schedule and introducing a new tool can potentially increase their workload, even 
if only temporarily. Connectivity problems should be also handled with care. In our case, 
most of them were linked to the suboptimal coverage of the existing Wi-Fi. 
Customization within the app was also a common request. For example, the variability 
of the amount and type of collected patient information adds a challenge to the design of 
the entry interface, which needs to be adapted to each context and each patient.  

5. Conclusion 

We recommend providing a highly responsive support team when you release a new tool 
in a hospital ward. Requests and concerns must be answered clearly to avoid developing 
negative feelings. And the strong influence of coworkers in the adoption of new tools 
underline the importance of not leaving the resisting individuals aside in the process. 
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Abstract. Many newborns at the neonatal intensive care unit are unable to feed 
themselves, and receive human milk through enteric nutrition devices such as 
orogastric or nasogastric probes. The mothers extract their milk, and the nursing 
staff is responsible for the fractionation, storage and administration when prescribed 
by physicians. It is very important to remind that it is a bodily fluid that carries the 
risk of disease transmission if misused. Health information technologies can 
enhance patient safety by avoiding preventable adverse events. Barcoding 
technology could track every step of the milk manipulation. Many processes must 
be addressed to implement it. Our goal is to explain our planning and 
implementation process in an academic tertiary hospital. 

Keywords. Breast feeding, barcoding, patient safety  

1. Introduction 

After heart diseases and cancer, medical errors are the third leading cause of death in the 
United States. Adverse events related to inpatient medication errors have an incidence of 
6.5% [1]. One third of them take place during prescription and another third occur during 
medication administration [2]. 

Joint Commission International (JCI) accreditation may help health systems enhance 
the ability to prevent medication adverse events and achieve successful quality 
improvements [3]. Furthermore, health information technology (HIT) can be a useful 
tool to improve patient safety, collaborating with medication processes and care 
coordination. Some studies suggest that the use of bar coded medication administration 
(BCMA) technology diminish errors, and prove to be cost effective [4]. 

It is very important to promote breast milk manual or mechanical extraction for baby 
feeding newborns are premature, ill or away from their mother for any reason [5]. The 
nursing staff is responsible for the fractionation, conservation and administration of the 
human milk in the Neonatal Intensive Care Unit (NICU). The “5 rights” rule recalls each 
element that should be verified before administration: the right patient, the right medicine, 
the right dose, the right path, at the right time, but we must help practitioners achieve 
these goals by establishing strong support systems that encourage safe practices [6]. 
Barcode is a simple but very useful technology inherited from commercial industry that 
is used in healthcare to check meaningful information required in diagnostic tests or 
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during treatment administrations. Centralized breast milk handling and barcode scanning 
has proved to improve safety and reduce administration errors[7]. Nevertheless, as any 
other introduction of HIT into clinical settings, it can be associated with unintended 
negative consequences. Therefore, we should develop robust systems to detect and 
manage these issues [1]. The objective of the present paper is to describe the former 
process of the breast milk circuit in our hospital, and the subsequent steps taken to design 
and implement the barcode verification technology. 

2. Materials and Methods 

The Hospital Italiano de Buenos Aires (HIBA) is a non-profit health care academic center 
founded in 1853, has a network of two hospitals with 750 beds (200 for intensive care), 
41 operating rooms, 800 homecare beds, 25 outpatient clinics and 150 associated private 
practices located in Buenos Aires city and its suburban area. Since 1998, the HIBA runs 
an in-house developed health information system, which includes clinical and 
administrative data [8]. The HIBA achieved Joint Commission International safety and 
quality certification in 2015 [9]. One major addressed issue was the right identification 
of patients, using bracelets with bar-coding technology.  

The neonatal intensive care unit (NICU) is divided into three different areas: the 
Intensive Care Unit (22 beds), the Hospitalization Unit and the Follow-up Clinic for 
premature and high-risk newborns (25 beds). Direct mother breastfeeding does not need 
patient-substance verification, but alternative routes for enteric nutrition requires special 
assistance from nurses [5]. Our team was in charge of the breast milk BCMA circuit in 
these areas. 

We analyzed and modeled the processes and workflows involved in the prescription, 
extraction, fractionation, and administration of the breast milk in our institution. We 
collected the data following a three stage methodology proposed by Granja et al [10]: 
Initially, we performed database queries to collect quantitative and qualitative historical 
data of breast milk prescriptions from the last 6 months, supported by bibliographical 
evidence. We subsequently carried out field observations in the different areas involved 
in the processes, including unstructured interviews. We evaluated the lactorium 
(lactation room), the milk fractionation room and the neonatal intensive care unit (NICU) 
by reviewing the whole circuit. We lastly conducted in-depth interviews with key 
stakeholders (physicians, nurses and mothers). 

This work was guided with project management methodology [11]. Each process 
was plotted with flowcharts. The collected information was used to define new processes, 
including barcoding technology. We designed and developed new software interfaces 
applying user centered design methodologies. We used a big bang approach to 
implement the new systems. We previously have trained the mothers, and nursing and 
medical staff involved.  

After 3 months, as a preliminary analysis, we measured the number of human milk 
prescriptions and compared it to the number of labels printed by the mothers during 
extraction. 
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3. Results 

The former circuit started with the feeding prescription by pediatricians using a 
computerized provider order entry (CPOE) but in plain text (unstructured posology data). 
Nurses read the instructions and labeled the milk manually. 

In order to adapt CPOE for structured breast milk feeding prescription, we searched 
the data warehouse for general orders containing milk prescriptions from the last 6 
months, looking for examples and patterns. We defined the basic dataset for the 
posology: type of milk (human), dose, route, infusion method, infusion speed and 
frequency. Using this information, we sketched initial pen and paper prototypes and 
validated them with end-users. Afterwards we made high fidelity prototypes emulating 
the interface for medication prescription, which were finally developed by our technical 
staff.  

Regarding the milk process, we plotted the results of field observations and 
interviews in a flowchart using all the information collected during the study. Afterwards, 
we draw a journey map highlighting risk and opportunities (Figure 1). 

 
Figure 1. Breast milk process journey map. 

 

The lactorium is a specially equipped room for the extraction and storage of human 
milk, where a breastfeeding woman can use a breast pump in private. It is supervised by 
specialized staffs. Previous to our implementation, the mothers put their milk in labeled 
sterile flasks, and then handwrite date and time for cold storage. 

Now we used barcoding to corroborate the mother´s identity. We placed a PC with 
a label printer and a barcode scanner in the lactorium, and developed a new software 
interface for their access. They must carry an identification bracelet with their personal 
information and code. If the bracelet code matches with the newborn inpatient data, a 
label is printed. It includes the baby's basic hospitalization data, a timestamp and an 
estimated expiration date according to storage temperature [7]. In this way, the container 
for the extracted milk is identified synchronously. 

The nursing staff is responsible for the storage and fractionation of the milk. With 
the new system, the nurse check that the milk belongs to the correct patient by reading 
the container label previous to fractionation. Therefore, the system prints a new label 
containing a detailed description (patient name and ID, type and amount of milk, route 
and frequency) with a data matrix code for each syringe.  
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Afterwards, the nurses pick the milk syringe from the refrigerator and go to the 
patient bedside. After checking the “five rights” visually, a third barcoding verification 
was implemented to check the right patient identity and prescription (milk sample, dose, 
route, time). Finally, the administration is recorded in the EHR. 

As an initial approach, after 3 months we measured the number of human milk 
prescriptions: first month we counted 1,228 prescriptions; second month 1,874 
prescriptions; third month 1,178 prescriptions. We also measured the number of labels 
printed by the mothers after bracelet verification, for each month: first 1,321; second 
1,333; third 1,606 (Figure 2). 

 
Figure 2. Number of human milk prescriptions and labels. 

4. Discussion 

We reviewed, designed and implemented a reliable system for closed loop breast milk 
feeding. Barcoding technology can enhance patient safety by verifying the identification 
at the time of the extraction, storage, fractionation and administration of human milk, 
and establishing a physical barrier that can decrease the errors due to human factors in 
every stage of the circuit [7,12]. 

The barcoding of breast milk provides a simple technological solution to improve 
safety in the preparation and management of the product because it acts as a barrier that 
can prevent adverse events. As HIT adoption is a sociotechnical issue, it is necessary to 
create change management approach strategies to encourage end-user participation and 
leadership. The successful implementation of the barcode in the human milk is affected 
by the improvement of the process before they start the automation, overcoming the 
barriers such as the time and expense of training, the costs of software and hardware, the 
workflow and avoid temporary solutions that can weaken the security of the processes 
[13]. 

Computer systems, while having the potential to improve security, can create new 
types of errors if not accompanied by properly designed and implemented verification 
processes. The safety culture must be reinforced so that human vigilance is not lost when 
implementing these technologies [14]. Health professionals often blame newly 
introduced technologies for undesirable consequences and failures in implementation. 
Although technical defects often cause problems, many detrimental or undesirable 
results from the implementation of a Health Information System arise from socio-
technical interactions (the interaction between new information technology and existing 
social and technical systems in the provider organization), workflows, culture, social 
interactions and technologies, and should be taken into account [15]. 

Even though we only have preliminary data after the first implementation period, 
we can see an upward trend in CPOE use for breast milk. The fast increase in mother’s 
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bracelet identification (almost equal to the number of prescriptions during the third 
month) can be associated with their strong engagement with their children safety. We are 
currently analyzing barcoding match and mismatch rates for implementation evaluation 
and future research. 

5. Conclusions 

In this article we described the former process, the planning and implementation of 
barcoding in the circuit of extraction, fractionation and administration of human milk, 
adapted to our local workflow. This allows the traceability of the milk from the time of 
removal until the administration. Further research is needed to address compliance with 
the new system. A culture of safety involves users, structural elements, processes, 
instruments and methodologies based on evidence that minimize the risk of adverse 
events. 
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Abstract. Professional collaboration among health and social care providers is 
considered an essential pattern to improve the integration of care. This is particularly 
important considering the planning activities for children with complex conditions. 
In this paper the level of collaboration among professionals in the development and 
implementation of the personalized plan in the mental health domain is analysed 
across 30 EU/EEA countries within the MOCHA project.  

Keywords. Business process modelling, UML, children, professional collaboration, 
mental health, ASD, ADHD  

1. Introduction 

Integrated care is increasingly being promoted as a means for improving accessibility, 
affordability and the quality of health care [1]. It is often related to the high degree of 
collaboration between care settings that can improve communication among 
professionals as well as the efficiency and the continuity of care especially when treating 
children with complex needs [2]. Moreover, the interaction of services leads to higher 
quality of care at a lower cost and improves patients’ health and satisfaction [3]. Different 
approaches can facilitate collaborative care: improve communication between services, 
introduce “shifted outpatient” models involving psychiatrists and multidisciplinary 
teams (MDTs) in consultation-liaison models [4].  

In this study, the level of collaboration among primary, secondary and social care 
professionals has been analysed considering the care coordination activities of 
developing and implementing the personalized plan for children with ASD (Autistic 
Spectrum Disorder) and ADHD (Attention-Deficit/Hyperactivity Disorder). It is part of 
the MOCHA (Models of Child Health Appraised) project2 that aims to appraise the 
existing primary child health care system models in 30 EU/EEA countries. The paper is 
structured as follows: the methodology to describe the level of collaboration among 
professionals is reported in the next section based on the UML use case diagram as part 
of the framework proposed in [5]. Section 3 reports the application of the methodology 
on the ASD and ADHD conditions identifying the patterns of collaboration among the 
MOCHA countries. Finally, conclusions and discussion are presented.  
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2. Methods  

The level of collaboration among professionals is captured analysing the answers of 
questions provided by local experts in child health services (i.e. Country Agents (CAs)) 
through two ad-hoc questionnaires [6]. In particular, 20 and 19 CAs have provided 
answers to the questions related to the management of the plan, respectively for ASD 
and ADHD. In this paper the analysis is focused on questions that report the type of 
professionals involved in the development and implementation of the personalized 
written plan, highlighting whether they work as a team or as individuals, each one 
carrying out specific professional-related activities.  

Moreover, given that these activities represent a crucial point in care coordination, 
we further specialized the MDT to capture the different skill mix composition 
considering professional care specialization. The composition of the teams provides 
indications on the interface between primary, secondary and social care, also comprising 
the school care professionals. Therefore, the different levels of collaboration have been 
identified and classified as follows: 

1) Professional collaboration, that is a MDT composed by mental, primary and 
social care professionals that may also comprise school care professionals;  

2) Mixed team that is composed as follows: a) mental health professionals and 
social professionals (e.g. social worker, counselling centre) or b) primary care 
physicians and social professionals;  

3) Secondary and primary care team composed by specialists in mental health (e.g. 
psychiatrist) and primary care physicians (e.g. paediatrician);  

4) Care team that is composed by professionals belonging to the same setting: a) 
mental health or b) primary care or c) social care professionals;  

5) Individual professionals that identify either health or social care providers not 
working in a team;  

Starting from these categories, a pictorial representation of the results has been 
adopted using the UML use case diagram that provides a static description of the 
activities related to the development and the implementation of the personalized plan for 
both conditions. The diagram also provides notes that report for each country the types 
of actors involved in the related activity as highlighted by the dotted lines.  

Finally, an overall analysis of the mental health conditions has been performed by 
grouping countries according to the relevant levels of collaboration to capture pattern 
differences in the treatment of ASD and ADHD.  

3. Results  

3.1. UML use case diagram  

The UML use case diagram depicted in Figure 1 provides a static description of the 
activities related to the development and implementation of the personalized plan for 
both conditions. Considering team composition the following levels of collaboration 
have been identified:  

1) A professional collaboration among primary, secondary and social 
professionals composing a MDT for the treatment of ASD and ADHD. In some 
countries, such as Denmark and the UK the collaboration also comprises school 
professionals; 
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2) Mixed teams composed by mental health and social care professionals for ASD 
(Belgium, Estonia, France and Greece) and ADHD (Estonia and Greece). In 
both conditions in Estonia the team also comprises the school social teacher;  

3) A secondary and primary care team for ASD (Czech R. and Poland) and ADHD 
(Poland)  

4) Care teams who composition generally includes mental specialists (e.g. 
neurologists, psychiatrists, speech and occupational therapists) in ASD 
(Bulgaria and Germany) and ADHD (Germany).  

Other actors are involved in these activities as individual professionals but not 
working in a team. These actors generally belong to specialized mental health settings, 
except for Lithuania where the primary care is responsible for both activities.  

 
Figure 1. UML use case diagram summarizing the level of collaboration of each MOCHA country for the 

development and implementation of the personalized plan considering both ASD and ADHD. PC = Primary 
Care; SC = Secondary Care; SoC = Social Care; ShC = School Care  

3.2. Analysis of the level of collaboration  

In this paragraph the analysis of the level of collaboration in the MOCHA countries is 
reported for the two mental health conditions investigated. To represent this information 
a bubble chart (Figures 2) is developed for each complex condition highlighting both the 
development (horizontal axis) and the implementation (vertical axis) of the personalized 
plan. The criteria to determine the scale of values reported in the chart are based on the 
assumption that: the lowest level of collaboration occurs when the activity is performed 
by individual professionals coming from the same setting (for instance, secondary care 
physicians), while the highest level takes place when the activity is performed by a 
professional collaboration among providers coming from mental, primary as well as 
social care settings. In particular, the scale of values used to develop the bubble charts 
are: Professional collaboration = 5; Mixed team = 4; Secondary and primary care team 
= 3; Care team = 2; Individual professionals = 1. The size of each bubble is proportional 
to the number of countries classified in the specific level of collaboration. Moreover, two 
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dotted red lines have been added to the figure to specify the coordinates of the barycentre 
that highlights the average level of collaboration in a specific complex condition. The 
barycentre has been calculated using the weighted arithmetic mean where the weights 
are the number of countries detected for a specific level of collaboration. As highlighted 
in the charts, in a significant proportion of countries both activities are performed by 
individual professionals mainly with skills of mental health not working in a team. 
However, when a collaboration is in place, the social component in team composition is 
represented either in mixed teams together with mental health professionals or in 
professional collaboration where the teams also comprise primary care physicians. If we 
consider the activities related to the plan, generally the professionals who plan the 
personalized care path are the same who perform it.  

Starting from these results an additional bubble chart has been developed putting 
together the barycentre values of the two complex conditions, as shown in Figure 3. Also 
in this case two dotted red lines have been added to specify the coordinates of the 
barycentre that highlight the average level of collaboration of the whole mental health in 
the MOCHA countries. As underlined in the chart, a higher level of collaboration is 
present for ASD in comparison with ADHD. This may be related to the fact that ASD is 
a more established diagnosis, while there is still controversy over the legitimacy of 
ADHD as a neurodevelopmental condition, with some physicians sceptical of its 
biological characteristics. Consider also that ASD generally is classified as a disability 
whose level has to be assessed both by social and mental health professionals to figure 
out the type of services and support for the child.  

 
Figure 2. Level of collaboration for each complex condition  

 
Figure 3. Overall level of collaboration for both complex conditions  

D. Luzi et al. / Modelling Levels of Collaboration Among Health and Social Care Professionals 519



 

4. Conclusions and discussion  

The paper describes the level of collaboration among primary, secondary and social 
professionals in the care coordination activities for children with enduring mental health 
conditions in place in the MOCHA countries. A low level of collaboration is traced in 
the development and implementation of the personalized written plan in the half of the 
countries analyses. A slightly higher level of collaboration has been found for the ASD 
considering both the implementation and the development of the plan. In five countries 
this is carried out by a professional collaboration, in same cases based on the 
development of an ad-hoc service provided by a co-located team. This is the case of the 
municipality-centred service provision typical of the Scandinavian countries. Countries 
such as Ireland and UK have developed disability networks to provide integrated care 
based on child’s needs where it is crucial to have a team leader or key worker who 
coordinates the team activities. Of course a key component of collaboration is 
represented by a shared electronic record that can help professionals being updated on 
the execution of the child’s pathway as stated by the Estonian CA. This aspect is 
addressed by the MOCHA project in ad-hoc analysis [7]. Considering the social aspects 
of the child’s care, the best pattern of collaboration includes social workers and school 
care professionals, but this is implemented only in a minority of countries.  
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Abstract. eHealth can improve healthcare worldwide, and scientific research should 
provide evidence on the efficacy, safety and added value of such interventions.  For 
successful implementation of eHealth interventions into clinical practice, barriers 
need to be anticipated. We identified seven barriers by interviewing health 
professionals in the Dutch healthcare system. These barriers covered three topics: 
financing, human factors and organizational factors. This paper discusses their 
potential impact on eHealth uptake. Bridging the gap between studies to assess 
effective eHealth interventions and their value-based implementation in healthcare 
is much needed. 

Keywords. eHealth, implementation, evaluation, NPT, value-based healthcare 

1. Introduction 

eHealth is used to improve healthcare worldwide, and expectations of eHealth are high 
[1]. Evaluation studies on eHealth interventions are needed to prove that it can provide 
the promised benefits [2], such as the optimization of patient care [3], improved quality 
of life [4,5,6] and reduction of costs [5,7,8]. However, developed interventions ‘are 
rarely integrated into healthcare practice’ [9], regardless proven efficacy. Apparently, 
organisational, financial or other barriers exist that hamper implementation and uptake 
of eHealth. Thus, proven efficacy is not enough for clinical practice to adopt innovative 
eHealth interventions. 

Ideally, clinical evaluation studies (most frequently externally funded randomized 
controlled trials, RCTs) are conducted to provide evidence for the benefits of eHealth 
interventions, before they are implemented into clinical practice [10, 11]. Yet, it is 
unclear whether the complexities of the healthcare system in which the researched 
intervention will be implemented are addressed during the development phase. These 
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complexities might pose barriers that need further investigation and involvement of the 
many stakeholders in the healthcare system in order to prepare the intervention for 
successful evaluation, implementation and uptake [12]. 
A validated instrument, NoMAD, can be used to gain insight into barriers that impede 
the uptake of eHealth into practice and study the potential impact on the adoption of 
eHealth after release [13]. The underlying Normalisation Process Theory (NPT) 
emphasises that interventions can only have serious impact if they are “(1) shown to be 
effective when tested, (2) capable of being widely implemented and (3) can be 
normalized into routine practice” [14]. According to NPT, stakeholders (individually or 
on a group level) can enable or disable the embedding of an intervention into the health 
practice. Stakeholders need to invest continuously in four areas of work. These include 
making sense of the intervention, engagement, action and monitoring [15]. 

In this paper, we aimed to identify and report barriers to the uptake of a self-
management eHealth intervention currently being developed and evaluated. Results will 
be presented to create awareness of barriers we uncovered, and will be discussed in 
relation to their potential impact to the uptake of eHealth systems in general.   

2. Methods and materials  

This study was performed for an international research consortium aiming to assess the 
effectiveness of a patient self-management system currently under development in a trial 
study. Interviews were performed to identify potential barriers to successful 
implementation of the system in practice. Interview questions were based on the 
NoMAD questionnaire [13,16]. This validated questionnaire consists of 20 Likert scale 
questions originating from NPT. Since the goal of the study was receiving in-depth 
insights, 10 questions were selected and evaluated to be relevant by the head responsible 
for the research consortium in the Netherlands, and modified into open-ended questions. 
The interview questions are available on demand.  

Potential end-users of the system (healthcare providers) were asked to participate in 
the study by email. Interviews took place in their working environment after a usability 
study with the system was performed (results will not be described in this paper). 
Therefore, when interviews took place, participants were knowledgeable of the system’s 
functionalities.  

After analyses of the interview transcriptions, the findings were presented to the 
three Dutch representatives of the research consortium, who reflected on the potential 
impact of the barriers to the uptake of the system. Their comments and the subsequent 
discussion were noted. The results of the interviews with healthcare providers are 
summarised below, and the reflections provided by the researchers were used as guidance 
for interpretation and commenting in the discussion sections. 

3. Results 

All quotes are translated to English and adapted for readability. 
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3.1. Current reimbursement of healthcare professional 

In the Dutch healthcare system, healthcare professionals are paid per consult or per 
‘diagnosis-treatment plan combination’. As a consequence, a reduction in the number of 
consults due to eHealth and self-management leads to a reduced income for the 
healthcare provider. A quote illustrates this barrier: “I could check this system daily, (…), 
and I’ll do all of that in my own time. I do not get paid for this.”  

3.2. High fees for interventions 

Healthcare professionals expect an affordable intervention, regardless the complexity of 
the functionalities it provides. One participant said: “If something like this would get to 
the market and it is affordable (…), such as a yearly subscription, then I would definitely 
try to purchase it (…). Even if I am the only one using it.”  

3.3. Limited applicability of the intervention 

The intervention is intended to be valuable and motivational for a large group of patients, 
but providers expressed doubts: it would only be beneficial for subgroups of patients or 
only for patients willing to use the self-management system (probably only the younger 
generation of patients). Views on eligible end-users (patients) thus differed.  

3.4. Insufficient resources for end-user involvement 

The engineers of the system must be aware of the human factors. End-user involvement 
during the development process is essential to develop usable systems. Insufficient 
resources and/or support within the research project to perform these activities during 
the development process of the eHealth intervention pose barriers to its uptake. The 
design of the intervention must be flexible and customizable to satisfy different providers 
and patients.  

Provider’s fear of lack of autonomy 

The providers want to stay in control and be responsible for the process of treatment. The 
providers wanted to decide for themselves when to start using the intervention during the 
care process, and not necessarily after the first patient-provider contact, as was the 
intention of the researchers.  

3.5. Mismatch researcher-provider view on the intervention’s purpose 

Although the intervention is aimed at a specific care problem, participants identified 
additional potential in the use of the intervention’s patient data. The data that the system 
collects can also be used to gain insight or provide better arguments on treatment choice 
or patient management. When discussing the suggested additional purposes with the 
researchers of the intervention, they mentioned that this would not be possible due to 
privacy and security issues. This limits the benefits of the system to a specific care 
problem, rather than using the system to improve the healthcare process on multiple 
aspects.  
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3.6. Provider’s resistance to new technology 

Not all healthcare professionals were enthusiastic about new interventions, but they 
support the idea that innovation in general offers important healthcare benefits. 
Participants were asked if they would support the new intervention, and one participant 
answered: “I am not sure (if I would support the system). I won’t say no right away. I 
think that one should accept innovation.”  

4. Discussion 

The aim of this study was to identify the barriers hampering the uptake of eHealth 
interventions from a perspective of eHealth clinical trials. We identified seven barriers, 
covering organisational and financial domains. Even though this list is not exhaustive, 
we found notable evidence on the impact of these factors in existing literature, such as 
healthcare providers’ resistance to new technology [8, 17]. Moreover, the need for 
provider autonomy in the patient-provider interaction is an essential barrier in successful 
implementation of decision support systems [18]. Yet, newly identified barriers concern 
the high fee for an intervention, the organisational financial reimbursement, and limited 
customizability of a complex eHealth intervention. This study illustrates the importance 
of addressing implementation issues before and during the clinical trials. Researchers 
and clinical practitioners can respond to these barriers and produce an eHealth innovation 
that has a better chance of quick normalisation. The Normalization Process Theory is 
suggested by other researchers as a theory to understand “the problematic gap between 
pilot schemes and daily practice” [8]. Instruments such as the NoMAD questionnaire or 
eHealth Implementation Toolkit (E-HIT) provide tools to bridge this gap.  

Research and clinical practice should take into account implementation barriers 
from the perspective of value-based healthcare. “Health outcomes per dollar spent” are 
of primary concern to value-based healthcare [19]. However, healthcare providers are 
struggling with eHealth innovation and how they will be rewarded and reimbursed. 
Improved (cost-) effectiveness or improved health outcomes per dollar spent can only be 
achieved when these barriers are considered. This is in need of further research.  

5. Conclusion 

Implementation of eHealth innovations faces barriers and the gap between research and 
implementation has to be overcome. This study has identified seven barriers related to 
human factors, organizational factors, and technological factors. They are not exhaustive 
but provide a starting point to create awareness of the importance of addressing the 
complexity of healthcare before clinical investigation. Both researchers and clinical 
practice should be aware of this. The NoMAD questionnaire or eHealth Implementation 
Toolkit (E-HIT) may provide the tools to address these barriers during the evaluation 
study in order to make interventions suitable for the complexity of the healthcare system 
and to truly make it a value-based intervention.  
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Abstract. In this study we aimed to assess the perceived effectiveness of clinical 
pathway management software for healthcare professionals. A case study on the 
clinical pathway management software program Check-It was performed in three 
departments at an academic medical center. Four months after the implementation 
of the software, interviews were held with healthcare professionals who work with 
the system. The interview questions were posed in a semi-structured interview 
format and the participant were asked about the perceived positive or negative 
effects of Check-It, and whether they thought the software is effective for them. The 
interviews were recorded and transcribed based on grounded theory, using different 
coding techniques. Our results showed fewer overlooked tasks, pre-filled orders and 
letters, better overview, and increased protocol insight as positive aspects of using 
the software. Being not flexible enough was experienced as a negative aspect. 

Keywords. clinical pathway, critical pathway, integrated care pathway, Hospital 
Information System, clinical pathway software. 

1. Introduction 

Many initiatives have been introduced in the past decades to improve the clinical 

effectiveness of care processes, and clinical pathways is one of them [1,2]. A clinical 

pathway — also known as an integrated care pathway, care map or a variety of other 

different terms — is a methodology for the mutual decision making and organization of 

care for a well-defined group of patients, during a well-defined period. They detail 

essential steps in the care of patients with a specific clinical problem and describe the 

patient’s expected clinical course [3]. This methodology represents a path that a patient 

can undertake if his/her conditions are associated with a routinely series of interventions. 

At each step of the path, healthcare professionals can decide whether the patient must 

keep following the initial pathway, exit it, or begin a new one.  

Clinical pathway management increases in popularity and is known to lead to 

several benefits in the hospital environment, including the improvement of clinical 

effectiveness, patient care, and a decreased financial pressure [4-9]. These clinical 

pathways can be either paper-based or software-based. 

Hospitals often still choose to work with paper-based clinical pathways due to the 

entailed high investments costs of the software [10-13]. Nevertheless, previous studies 

have shown that for hospitals which do use clinical pathway management (CPM) 

software they can lead to economic benefits and increased patient satisfaction [13,16]. 
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In spite of efforts toward the measurements of the benefits of the CPM, no attempts 

have been made to study the effectiveness of CPM software from the point of view of 

healthcare professionals. The objective of our study was therefore to investigate the pros 

and cons of CPM from the health care professional perspective. 

2. Method 

2.1. Setting and Data Collection 

We performed a qualitative study to determine the perceived effectiveness of the CPM 

in a large academic hospital in Utrecht, the Netherlands. Since 2011 the hospital has been 

using a commercial Hospital Information System (HIS) (EZIS, ChipSoft, Amsterdam, 

the Netherlands). This HIS runs on the Microsoft Windows platform and includes a 

home-grown order management system called Check-It. The objectives of Check-It were 

defined by the hospital as follows:  

1) To improve protocol-based working. 

2) To improve the monitoring of this protocol-based working. 

3) To ease administrative workload. 

4) To reach a more efficient workflow, among others by reducing consultation 

preparation time. 

All orders are entered directly into the computer by physicians or nurses this system 

was piloted in six departments, of which three departments have participated in our study 

(Table 1).  

The healthcare professionals participating in this study have different functions 

throughout the hospital. The three distinct groups are: physicians & medical specialists; 

nurses & paramedics; and (medical) support personnel (such as administrative personnel).  

Interviews were held with all healthcare professionals who work with Check-It. The 

interview questions were posed in a semi-structured interview format and the participants 

were asked about the positive or negative effects of Check-It four months after 

experiencing the software. The interviews were audio recorded. 

2.2.  Analyses 

Demographic data was calculated using percentages. The interviews were transcribed 

based on grounded theory principals and steps. Open coding was used to identify names 

and categorize phenomena in the text. After labeling all the relevant chunks of data, we 

used axial coding to relate the codes, and the labeled categories to each other. In the final 

phase, all created categories were reviewed to choose an adequate wording.  

3. Results 

3.1. Characteristics of Respondents 

In total 30 (96.77%) healthcare professionals participated in de study out of 31 

participants who used Check-IT. From the 30 participants in the three departments, 45% 
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were male. 37% (11/30) were physicians and 30% (9/30) were nurses and paramedics. 

33% (10/30) were medical support staff.  
 

Table 1. Overview participating departments 

Department Focus clinical 

pathway 

# of 

participants 

per 

department 

# of healthcare 

professionals 

who used 

Check-IT per 

department 

Percentage of 

participants in 

the ‘physicians 

and medical 

specialists’ group 

per department 

Pediatric 
pulmonology 

Children with 
Cystic fibrosis

6 6 83% 

Dermatology and 
allergy 

Atopic 
dermatitis 

9 9 33% 

Ophthalmology Uveitis 15 16 20% 

 

3.2. Pros and Cons of CPM Software  

Table 2 shows the combined result of the positive and negative statements the healthcare 

professionals mentioned in the interviews. The percentages in the columns indicate how 

many healthcare professionals of the total amount of healthcare professionals (for that 

department) have mentioned a particular statement. The statements that were mentioned 

by two or more participants are listed in the table.  
 

Table 2. Interview results per department and in total 

Positive/ 

Negative? 

Statement PP  

(%) 

D&A  

(%) 

O 

 (%) 

Total  

(%) 

+ Less forgotten tasks 16.7(1/6) 33.3(3/9) 33.3(5/15) 30.0(9/30) 

+ Pre filled orders and letters 50.0(3/6) 33.3(3/9) 13.3(2/15) 26.7(8/30) 

+ Better overview - - 40.0(6/15) 20.0(6/30) 

+ Increased protocol insight 16.7(1/6) 11.1(1/9) 20.0(3/15) 16.7(5/30) 

+ Increased efficiency  66.7(4/6) - - 13.3(4/30) 

+ Improved protocol-based working 66.7(4/6) - - 13.3(4/30) 

+ Decreased cognitive workload 33.3(2/6) - - 6.7(2/30) 

- Not flexible enough 16.7(1/6) 44.4(4/9) 6.7(1/15) 20.0 (6/30) 

- Difficult when not following the 
protocol 

16.7(1/6) - 20.0(3/15) 13.3(4/30) 

- Lack of use - 44.4(4/9) - 13.3(4/30) 

- Inadequate clinical pathway - - 26.7(4/15) 13.3(4/30) 

- High learning curve 50.0(3/6) - - 10.0 (3/6) 

- More work - - 20.0(3/15) 10.0(3/30) 

- Lots of clicks - - 13.3(2/15) 6.7(2/30) 

PP = Pediatric pulmonology, D&A = Dermatology and allergy, O = Ophthalmology 

 

The departments of ophthalmology and pediatric pulmonology mention more positive 

statements than negative ones (respectively a positive/negative ratio of 16/13 and 17/7). 

For dermatology and allergy this is the other way around (8/10).  

In addition to what is reported in table 2, other aspects such as “Not aligned with 

other programs”, “Lack of usability” are also mentioned as negative aspects of CPM 

software, together with “Decreased orientation time”, “More accurate administration”, 

and “Increased patient care” as pros of CMS. 
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4. Discussion 

In this study we investigated the perceived effectiveness of Clinical pathway 

management (CPM) software. Our findings show that CPM software has the opportunity 

to be effective for healthcare professionals working with such a system by reducing the 

amount of forgotten tasks, contribute to a more efficient workflow due to pre filled orders 

and letters, and creating a better overview of tasks for the entire department which 

increases the understanding between healthcare professional functions. However, for 

some respondents the software was not flexible enough. A distinctive difference between 

dermatology and allergy and the other two departments was the number of mentions of 

the ‘lack of use’ and the ‘inflexibility of the program’. In the interviews it became clear 

that the healthcare professionals of dermatology and allergy perceived using Check-It as 

not flexible enough due to the nature of their clinical pathway. As one of the participants 

stated: “The clinical pathway is based on an average patient, only the average patient 

doesn’t exist in our department”. 

Based on the results of our study, the first two objectives of Check-it that were 

defined by the hospital were reached. However, there is room to improve the usability of 

the software, for a more efficient workflow and a decreased administrative workload. 

Several studies prove that there are reasons why healthcare organizations could 

better move away from paper-based clinical pathways. Li et al. [11] proved that paper-

based clinical pathways are challenging for knowledge sharing, and bring burdensome 

paper work which causes inefficiency and a lack of accuracy in care processes. In 

addition Du, Jiang, Diao, Ye, and Yao [14] state that paper-based clinical pathways have 

a limited capacity of data recording and collection, and lack support for monitoring and 

handling variations. Our results showed that clinical pathway management software has 

the opportunity to deliver better information, and it made the information available for 

the different healthcare professionals as it was also the case in the study by Sermeus et 

al. [15].  

To the best of our knowledge, this is the first study in the Netherlands that evaluates 

the perceived effectiveness, and the pros and cons of CPM software. This case study is 

conducted in one academic hospital, evaluating one particular software program; 

therefore the generalizability of the results is limited. Investigating the pros and cons in 

other hospitals with other CPM systems would strengthen the value of these results. In 

addition, the repartition in health care professionals participating in our study was uneven, 

which could have influenced our results. Future studies are needed to investigate whether 

there is a difference between the effectiveness of the CPM systems among different 

groups of healthcare professionals.  

Factors such as national culture, type of hospital, the composition of CPM system 

components, the amount of healthcare professionals using the system, and the length of 

use can have an influence on the perceived effectiveness of it. Future studies are needed 

to examine the effect of the mentioned factors. 
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Abstract. We present a knowledge-base to represent collated infectious disease risk 
(IDR) knowledge. The knowledge is about personal and contextual risk of 
contracting an infectious disease obtained from declarative sources (e.g. Atlas of 
Human Infectious Diseases). Automated prediction requires encoding this 
knowledge in a form that can produce risk probabilities (e.g. Bayesian Network – 
BN). The knowledge-base presented in this paper feeds an algorithm that can auto-
generate the BN. The knowledge from 234 infectious diseases was compiled. From 
this compilation, we designed an ontology and five rule types for modelling IDR 
knowledge in general. The evaluation aims to assess whether the knowledge-base 
structure, and its application to three disease-country contexts, meets the needs of 
personalized IDR prediction system. From the evaluation results, the knowledge-
base conforms to the system’s purpose: personalization of infectious disease risk. 

Keywords. knowledge-base, rules, ontology, infectious disease, risk. 

1. Introduction 

We envisage a service which predicts a person’s risk of contracting an infectious disease 
(ID) based on their personal attributes (age, diet) and their location (weather, 
geographical features). This service will supply risk predictions to advisor applications 
designed to help users take risk-reducing actions (e.g. wear a mask to avoid influenza 
during a windy week in autumn). 

Knowledge about personal and contextual risk of contracting an ID is largely 
communicated in declarative form; general, stable knowledge is documented in the Atlas 
of Human Infectious Diseases (AHID) and similar books [1-3]; more specific and up to 
date knowledge is conveyed in epidemiology journals. Automated prediction requires 
encoding this knowledge in a form that can produce risk probabilities, such as in a 
Bayesian Network (BN). In previous work [4] we showed that we can yield accurate 
predictions by manually encoding the IDR knowledge in a BN. But this approach is not 
scalable to all IDs, regions and risk factors, nor maintainable to model new knowledge. 

Rather than hardcoding current general knowledge for all IDs as a BN, we seek to 
facilitate the ongoing encoding by epidemiologists of up to date and region-specific ID 
risk. The knowledge is manually represented by experts as ID risk rules (e.g. a rule that 
says smoking can double Tuberculosis (TB) risk) defined over a special purpose 
ontology of ID risk. The knowledge-base (an ontology and collection of ID risk rules) is 
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then automatically converted to a BN, using the BN builder algorithm described in [5]. 
This paper describes the design and evaluation of the knowledge-base. 

2. Knowledge-base Design 

This section describes the methodology used to design the knowledge-base. First, the ID 
literature was summarized to identify risk elements and quantitative forms of risk. From 
this summary, the ‘backbone’ of the IDR ontology: person, infectious disease and 
environment was created. Then, five IDR rule types were designed for representing 
quantitative forms of how risk factors affect an ID risk, defined over the ontology. 

The role of the infectious disease risk (IDR) ontology is to capture and organize 
general IDR knowledge, for both the experts and the BN builder algorithm. An infectious 
disease is an illness caused by a specific pathogen that results from transmission from 
infected person, animal or its reservoir to a susceptible human host [9]. From this 
definition, three entities are involved: (1) pathogen’s availability [10-14], (2) 
transmission method, and (3) susceptible host [15-17]. The compiled summary2 consists 
of 234 unique IDs listed in these declarative sources [1-3]; it was clear that demography, 
behavior and environment are risk elements. Only a few IDs have a genetic risk element. 

Three main ontology classes were created to the represent IDR ‘backbone’ 
specified in this collation: Infectious disease class represents an infectious disease name 
whose risk is being predicted. The person class accommodates the personal risk groups 
for the disease named in the infectious disease class. Risk groups describe susceptibility 
level of host by defining their demographic and behavioral risk elements. The 
environment class explains the transmission method, pathogen reservoir and availability 
of the specified disease. This structure (Fig.1) represents a basic semantic structure for 
general IDs. By default, the ontology instantiated for each ID will contain this structure. 

Knowledge about how these risk factors impact risk of a person contracting an ID 
is encoded as IDR rules over the IDR ontology. The IDR rules are designed to be easy 
for domain experts to use, while allowing automatic population to a BN’s base reasoning. 
The ID risk knowledge is divided into: (1) risk ratios for each risk factor, (2) prevalence 
values for specified regions, (3) pathogen activity information during particular climate 
or location features (e.g. Aedes Aeqypti mosquitoes live at altitudes below 1000m). The 
IDR rules allow three quantitative forms of knowledge: risk ratios as numerical values, 
risk tendency as ordinal values, and risk addition or reduction as percentages. The IDR 
rule types to represent these forms are shown in Table 1, with some declarative examples. 

 
Person Infectious

Diseases

Location Climate

risk of

pathogen
activityprevalence

Environment

Age

Gender Disease
Name

Season

Weather

Features

Country

Occupation

Geocodes

 
Figure 1. The IDR ontology basic structure with some samples of sub-classes (ellipses) 
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Table 1. The IDR rule types that encode quantitative knowledge forms over the IDR ontology, with examples. 

Rule Types Ontology class to encode Value in data forms Examples of declarative 
knowledge to encode 

Real Direct 
Risk Ratios 

{risk factors} in person or 
environment 

Risk ratio in 
0 <  <  

Males have 2.37 times more TB 
risk than females [19] 

Rule: Person(?all) ^ hasGender(?all, Male) -> alterRisk(TB, 2.37) 
Real 

Indirect 
Risk Ratios 

{risk factors} in person or 
environment Risk ratio in % 

Fish intake can reduce the TB risk 
by 50% [20] 

Rule: Person(?all) ^ hasEatingHabits(?all, fish) -> reduceRisk(TB, 50%) 
Vague 

Pathogen 
Status 

{location features and 
climate} in environment 

Pathogen Activity in 
Inactive, LessActive, 

MoreActive 

Mycobacterium tuberculosis is 
more active during humid 
condition [20] 

Rule: Environment(?all) ^ during(?all, humid) -> setPathogen(TB, MoreActive) 
Vague Risk 

Ratios 
{risk factors} in person or 

environment 
Risk ratio in High, 

Low, Medium, n-fold 
People who have low body mass 
index are at a high risk [20] 

Rule: Person(?all) ^ hasBMI(?all, low) -> estimateRisk(TB, high) 
Real 

Prevalence 
{location and specific 

features} in environment 
Prevalence rate in 

%K or % 
TB prevalence in Africa is 395 per 
100,000 population. 

Rule: Environment(?all) ^ hasCountryName(?all, Indonesia) -> setRisk(TB, 0.395) 

3. Evaluation 

Evaluation of the knowledge-base aims to assess whether the ontology and rules meet 
the requirement of the personalization system. Current approaches are evolution-based, 
logical-based, and metric-based [21]. This evaluation was based on the ontology and rule 
types described above being instantiated for three disease-country contexts: TB-Africa 
(34 rules), Dengue-Indonesia (23 rules) and Cholera-India (18 rules) representing air-
borne, vector-borne and food/water-borne ID, respectively [18, 26, 27].  

An evolution-based approach evaluates the ontology based on the changes that may 
happen. A good ontology is able to accommodate changes without reconstructing the 
basic ontology structure [21, 22]. In the IDR ontology, changes in domain happen when 
new risk factors are found which the knowledge engineer needs to represent in the 
ontology. Changes in conceptualization happen as result of different perspectives 
between experts. Informally, a GP and an epidemiologist were asked to advise on the 
IDR ontology: the changes were specific to risk details. Both kinds of changes occurred, 
but the ontology basic structure remains the same. Changes in the explicit specification 
occur when an ontology is translated from other knowledge representation forms. Since 
the IDR ontology was built from ID literature, these changes do not occur. 

The logical-based approach evaluates IDR rules based on rule anomalies that 
usually occur in rule-bases. We used anomalies defined by COVER [23, 24]: unused 
inputs, unsatisfiable condition, unusable consequent, duplicate, circular and 
contradictory rules. All subclasses are created for the purpose of describing ID risk; 
therefore, the unused inputs anomaly cannot happen. All antecedents and consequents of 
IDR rules refer to different classes, thus, there are no circular rules. For the three disease-
country contexts implemented, there are no unsatisfiable condition and unusable 
consequent anomalies. However, these may happen when the knowledge-base 
management system has no integrity checking (e.g. renaming the instances after defining 
rules). Contradictory rules happen when using more than one source to describe the IDR 
knowledge (e.g. one source says, males have higher TB risk than females, another says 
males have lower risk). In this case, the epidemiologist is asked to specify a priority [0-

R. Vinarti and L. Hederman / A Knowledge-Base for a Personalized IDR Prediction System 533



1]; the rules with the highest priority are used for BN building. Duplicate rules happen 
when the same risk ratio is expressed using different rule types (e.g. increase risk by 
285% using Real Indirect Risk Ratios, and risk ratio 2.85 using Real Direct Risk Ratios 
type). A user interface with grouping feature will be designed to inform experts about 
similar pre-defined rules at the same disease-country context in the IDR knowledge-base; 
this should eliminate entry of duplicate rules. 

The metric-based approach evaluates the ontology using OntoQA metrics [25]: 
class richness, class importance and relationship richness. The metrics evaluate the 
placement of instances within the ontology and the knowledge-base effectiveness. The 
class richness shows the percentage of unused sub-classes; the lower the percentage, the 
more effective the class. The class importance infers the importance based on the 
dispersion of number of instances. The relationship richness shows: (1) for the infectious 
disease class, how many rule types are utilized; (2) for the person and environment class, 
how many relations are used. Looking at class richness in Table 2, TB is affected by 
personal (no subclasses unused), rather than environmental risk factors (50% unused). 
The class importance confirms this finding as person class for TB is the highest (81.8%); 
and environment class for Cholera has the highest value (54.84%). With regard to 
relationship richness, the person and infectious disease class have higher percentage 
(66.67% and 80%) than environment class. This shows that the IDR is capable of 
personalized decisions; and four of five rule types are used to express IDR knowledge. 
Table 2. Results of each OntoQA metric for each main class of the IDR3 

Metrics Class Results (in %) 
Tuberculosis Dengue Cholera 

Class Richness  Person 0/7 = 0 0/9 = 0 0/4 = 0 
Environment 2/4 = 50 0/8 = 0 0/7 = 0 
Infectious Disease 0/1 = 0 0/1 = 0 0/1 = 0 

Class Importance  Person 27/33 = 81.8 24/46 = 52.17 13/31 = 41.93  
Environment 5/33 = 12.15 21/46 = 45.65 17/31 = 54.84 
Infectious Disease 1/33 = 3.03 1/46 = 2.17 1/31 = 3.22 

Relationship 
Richness 

Person 6/9 = 66.67 9/17 = 52.9 5/11 = 45.45 
Environment 3/9 = 33.33 8/17 = 47.06 6/11 = 54.54 
Infectious Disease 2/5 = 40 4/5 = 80 4/5 = 80 

4. Conclusion and Further Works 

This paper has presented a knowledge-base for encoding infectious disease risk 
knowledge which is used in a personalized IDR prediction system. The basic structure 
of the knowledge-base consists of an ontology and five rule types that represent IDR 
knowledge for all IDs. Three approaches to knowledge-base evaluation have been 
applied. Changes are unavoidable in the ontology evolution; however, none of the 
changes have impact on the ontology basic structure. Four out of six anomaly types are 
possible in the IDR knowledge-base, however, only one of them is caused by overuse of 
IDR rule types. Based on three tested cases, the metric-based approach shows that (1) 
most classes are effective, (2) the ontology is centralized at person and environment 
classes; both are equally important for modelling IDR knowledge, (3) high utilization in 
person and infectious disease classes confirm the system’s purpose: personalization of 
ID risk prediction. 

                                                           
3   Details of the TB-IDR, Dengue-IDR and Cholera-IDR can be found in https://is.gd/IDRforMIE 
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Abstract. Lack of up-to-date information of hospitals beds, specifically in emergen-

cies� is a significant problem in many large countries; The Ministry of 

Health and Medical Education of Iran (MOHME) designed and imple-

mented a dynamic system that reports the status of beds in 2012. This sys-

tem created great opportunities for national bed management, including 

real-time hospital admission monitoring, especially for emergency depart-

ments, ICUs and CCUs. Therefore, an additional online system was 

planned to be implemented for monitoring hospital admissions, including 

a national alert system. Prior to the design of this system, a study was done 

using literature study and expert opinion to investigate the advantages and 

features that this monitoring system was required to have. We used the 

MoSCoW method to prioritize the requirements of the system. This system 

was designed to have the following advantages, among other things: the 

hospitals as well as government should be able to track the patients, man-

age patient distribution in healthcare centers, and make policy for supply-

ing extra beds. It should also be possible for the hospitals executive board, 

as well as the government, to monitor the performance of the hospitals re-

garding patient admissions (i.e., the rate of rejection of patients with severe 

conditions).  

Keywords: Bed management, Hospital patient management, Real-time hospital ad-

mission system. Bed management dashboard. 

1. Introduction 

Hospital beds are a scares resource, specifically in wards such as intensive care units 

(ICUs), coronary care units (CCUs) or emergency departments. Managing the distribu-

tion of patients over unoccupied hospital beds is an important task of hospitals; In addi-

tion, one of the critical determinants of the work undertaken by hospitals is the bed oc-

cupancy rate [1]. The average bed occupancy, Inpatient Bed Occupancy Rate (IBOR), 

has been the primary measure that has guided hospital bed capacity decisions at both 

policy and managerial levels. However, hospitals need to plan capacity based on stand-

ards that reflect the ability to place patients in appropriate beds timely rather than on 
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target occupancy levels. Doing so will require the collection and analysis of operational 

data—such as demands for and use of beds, as well as patient delays—which generally 

are not available [2]. There is no doubt that lack of beds leads to premature discharge 

from hospital. Premature discharges have a significant impact on the mortality rate [3]. 

Previous studies showed that each hour of waiting is independently associated with 1.5% 

increased risk of ICU death [4]. There is a significant association between time to admis-

sion and survival rates. Early admission to the ICU is more likely to produce positive 

outcomes. 

Therefore, it is important to improve bed management and admission monitoring, which 

not only leads to faster service delivery but also enhances the quality of care [5]. 

Previous studies introduced solutions for bed control. For example, SAGEC 67 is a vir-

tual system that is applied in France, Germany, and Switzerland that helps care givers in 

case of mass casualty disaster to cope with lack of beds [6].  

 

In 2012, the Iranian Ministry of Health and Medical Education (MOHME) designed a 

national-wide bed management system for managing cross-hospital patient referral in 

hospitals. This system was also intended to serve for accommodating victims in mass-

casualty incidents [7]. It was not patient centered and only reported the status of beds 

(i.e., “ready to accept patient”, “out of service”, “reserved”, “patient in transition”, “pa-

tient in discharge”, “free”, or “occupied”). No information was available about occupied 

beds. 

Following the development of a "Cross Hospital Bed Management System" by the IT 

department of MOHME (2014) [7], there has been an increased interest in developing a 

live system for national hospital bed and admission management in Iranian hospitals for 

fast communication and watch-out of inpatient admission, especially for emergency de-

partments, ICUs and CCU beds. While little research has been done regarding online 

solutions for managing multiple hospitals in terms of admission and discharge turnover, 

MOHME planned to design a web-based monitoring system that reports all new patients 

admitted to SEPAS (National Infrastructure of Iranian Electronic Health Record, locally 

called SEPAS). 

Prior to the development of this system, we studied the advantages and desired features 

of this online monitoring bed management. This paper demonstrates the results of this 

study. 

2. Methods 

We performed a literature study to gain knowledge about monitoring bed management 

systems. This study served as a foundation for our interviews with experts for defining 

the desired functionalities of the system. Based on expert opinion (ten experts from Iran 

and The Netherlands: four medical informaticians, four computer scientists and two 

medical doctors), we first investigated the advantages that the system should offer. Next, 

the initial functionalities and features were defined which were validated by discussing 

them with the key-stakeholders in and organizes congress. In this process, we leaned on 

the concept of co-creation for innovation. The final sets of functionalities were then 

created using the MoSCoW method. The next section reveals the findings of this study. 
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3.  Results 

3.1 Advantages of the availability of the online monitoring bed management 

system 

A web-based system was proposed for the hospital bed management system, that 

should be able to report any type of bed status data and admission data to SEPAS. More-

over, the system should be patient-centered and only associated with the occupied bed, 

and should help the Iranian government in different ways. With these functionalities, 

when lack of beds is often reported for certain public hospitals, the government will have 

the opportunity to equip those hospitals with extra beds.  

Due to the severity of accident casualties’ conditions, hospital staff is often reluctant 

to accept these patients. They also require intensive care beds, which are scarce. There-

fore, the online system should also report to health care executives, so that they can help 

solving this problem. In the proposed system, it should be possible for the government 

to monitor turnover rates of admissions and easily search for missing persons in the hos-

pitals. It should also be easy for the Iranian government to monitor the annual planning 

for hospital bed management. Moreover, the government should be able to monitor the 

transmission of patients between wards within hospitals, so that the need for different 

bed types can be analyzed.  

In addition, the system should help the “guidance staff”, who work in the emergency 

departments of every medical science university and are responsible for transferring pa-

tient between hospitals in the public/governmental sector. Ambulance personnel should 

be able to quickly identify the closest hospital with empty and suitable beds, which would 

be useful especially in rural areas. 

The benefits of the system are described in table 1. 

 

Table 1. The benefits of the real-time bed management and admission system. 

Advantages/benefits  Stakeholder who can benefit  

from the system 

• Monitoring the performance of hospitals regarding bed management. 

• Tracking a hospital’s admitted patients. 

• Searching for missing persons and persons who are injured due to accidents. 

• Monitoring patient admission turnovers and referrals to other healthcare centers. 

• Managing patient distribution in healthcare centers. 

• Improving the speed of patient admissions in hospitals and creating transparency 

in the process of pre-patient emergency admissions. 

• Policy making for supplying suitable beds. 

Ministry Of Health and 

Medical Education 

• Managing patient distribution in healthcare centers. 

• Monitoring on human resource performance at the hospitals. 

• Observing patient admissions turnovers. 

• Searching for missing persons and persons who are injured due to accidents. 

Medical Science  

University (managerial 

staff in hospitals)  

• Monitoring patient distribution in healthcare centers. 

• Searching for suitable empty beds for patient transfers for pre-hospital emergency. 

Staff (e.g. guidance of the 

ambulances to hospitals) 

3.2 Functionality and features 

Table 2 demonstrates the main desired functionalities of the web-based admission 

system. These requirements were defined based on the initial study with the experts. In 
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general, if the government wants to monitor the turnover of patient admissions to hospi-

tals or needs to search a person who is missing or for policy making regarding bed sup-

plements, this system should be able to provide the needed information.  

The system should work using trigger activation (i.e., without user intervention). The 

local HIS should call the web-based bed management and admission system to transfer 

data to SEPAS. The status of the bed should be changed when a patient is admitted in 

HIS, and the web services should be triggered. Furthermore, in addition to these func-

tionalities, it was recommended that a guideline should be developed for the local HIS 

developers how to update their software to connect to the system.  

 

Table 2. Requirements of the online bed management and admission system. 

 

MoSCoW Requirements

Must-haves • The system must provide a web-based monitoring system (as an online system). 

• The system must work with trigger activation (i.e., without user intervention). 

• Web services must be triggered when a change in status of beds happens, or a patient 

is admitted in HIS. 

• Web services must be deployed simultaneously in all local HISs. 

• Local coding in HIS must be mapped with national coding (e.g. Ward Type, Bed 

Type, Insurer, Admission Type and Nationality). 

Should-haves • The system should have a Data Mart to store transaction logs. 

• The system should work reliably, according to the predefined quality indicators (e.g. 

percentage of correct beds flow process or average delay in sending information to 

SEPAS). 

Could-haves • Develop a monitoring dashboard for stakeholders. 

• Design a warning system to report the free ICU and CCU beds. 

 

4. Discussion 

 

In this paper, we investigated the advantages and the possible functionalities of a national 

real-time bed and admission-management system in Iran, meant to be managed by the 

government of Iran and designed for  monitoring patient referrals to public/governmental 

hospitals. Important features that were proposed were to providing a web-based real-time 

monitoring system, which works with trigger activation (i.e., without user intervention) 

to manage all hospitals in terms of admission and discharge turnover. When the status of 

a bed changes in the local HIS or when a patient is admitted, the local HIS should trigger 

the web-service. 

The advantages mentioned by our experts were to provide real-time hospital infor-

mation so that bed status and admitted patients are easily traceable by ministry of health. 

The system should be able to facilitate decision making for management of patient’s 

referrals, especially those who need CCU and ICU admission as well as policy making 

for supplying these beds. Moreover, monitoring the performance of hospital regarding 

bed management, the ability to search for missing persons and persons injured due to an 

accident, the possibility to monitor patient admission turnovers to monitor the statistics 

of referrals to healthcare centers.��

To the best of our knowledge, this is the first study that investigate the advantages of a 

nation-wide online monitoring bed management system for real-time patient referrals. 

The hospitals as well as the government might be able to track the patients, manage 
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patient distribution in healthcare centers and make policy for supplying extra beds. It 

should also be possible for the government and hospital executive boards to monitor the 

performance of the hospitals in admission of patients. Although the system design is 

unique in its sort, its reliability of the system is not tested yet. Future studies are needed 

to test the reliability of such system. 
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Abstract. The integration of clinical information models and termino-ontological 
models into a unique ontological framework is highly desirable for it facilitates 
data integration and management using the same formal mechanisms for both data 
concepts and information model components. This is particularly true for 
knowledge-based decision support tools that aim to take advantage of all facets of 
semantic web technologies in merging ontological reasoning, concept 
classification, and rule-based inferences. We present an ontology template that 
combines generic data model components with (parts of) existing termino-
ontological resources. The approach is developed for the guideline-based decision 
support module on breast cancer management within the DESIREE European 
project. The approach is based on the entity attribute value model and could be 
extended to other domains. 

Keywords. Clinical Data Model, Ontology, Semantic Interoperability, Decision 
Support Systems, Breast Cancer 

Introduction 

In today’s digital era, biomedical and healthcare data originating from different sources 
have to be shared to perform many tasks from information exchange to patient-centred 
decision support, from data analytics to secondary use of data for clinical research. To 
achieve this aim, software components and systems must be interoperable; they must 
share a common formal abstract point of view or model of information. Classically, as 
noted in [1], a distinction is made between structural, or syntactic, interoperability that 
deals with the organization of data, and terminological, or semantic, interoperability 
that deals with “vocabularies” used to characterize and encode basic information 
elements. The former relies on reference information and/or data models, some being 
dedicated to the healthcare domain, e.g. the HL7 RIM or OpenEHR. The later relies on 
structured, mostly hierarchical, terminologies and/or ontologies, e.g. the NCI 

                                                           
1 Corresponding Author: Jacques Bouaud, LIMICS U1142, 15 rue de l’école de médecine, 75006 Paris, 

France; E-mail: jacques.bouaud@aphp.fr. 

Building Continents of Knowledge in Oceans of Data: The Future of Co-Created eHealth
A. Ugon et al. (Eds.)
© 2018 European Federation for Medical Informatics (EFMI) and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/978-1-61499-852-5-541

541



Thesaurus, SNOMED CT, LOINC, ICD-10, and many biomedical ontologies. As the 
production of biomedical information is continuously expanding, harmonization of 
both structure and terminology has become a major issue [2,3].  

Ontologies are a powerful formalism, part of semantic web technologies, used to 
represent conceptual and terminological knowledge and to implement logical reasoning, 
whereas information models pertain to software engineering and database design to 
build information systems. Research is being conducted to take clinical information 
models into account within domain ontologies. For instance, database schema 
specifications are analysed and integrated into an ontology [4]; an OWL ontology is 
derived from a UML specification as it is proposed in the BRIDG model [3]; formal 
ontologies are used to validate clinical models [5]; Electronic Health Record (EHR) 
archetypes are represented in OWL to enable EHR data integration [6]; an extensible 
common data integration model has been proposed by [1] as a unified ontology; FHIR 
resources models were encoded in OWL [7,8], among others research works. 

Such an ontological integration is highly desirable since it facilitates real data 
integration in a unique framework and allows the use of the same formal mechanisms 
for both data concepts (codes) and information model components. This is especially 
true for decision support tools that benefit from semantic web technologies, i.e. 
ontological reasoning, classification, or rule-based inference. 

In this paper, we present a common ontology that combines generic data model 
components with (parts of) existing termino-ontological resources. The goal is to have 
an ontology with all knowledge and data model specifications for a given application 
domain to enable the integration of patient data, the representation of rules, and their 
execution. The approach is applied to the development of the decision support system 
(DSS) for breast cancer (BC) management within the DESIREE European project2 [9]. 

1. Methods 

Dedicated biomedical information models propose referenced objects or resources that 
commonly constitute the foundations of EHRs or Hospital Information Systems (HISs). 
On the opposite, the Entity-Attribute-Value (EAV) model [10] is generic in the sense 
that it is not dedicated to a specific domain. The model is considered flexible enough to 
represent clinical data [11,12]. From a logical point of view, conventional specific 
relational or object models can be easily translated into the EAV model. 

The principle we adopted was to structure the ontology through the prism of the 
EAV model. Three main classes were defined for Entities, Attributes, and Values.  

� Entity classes define the components of the model. In the BC domain, the 
main entities that bear decisional criteria are the Patient, the Breast Side, and 
the Lesion, as illustrated by the class diagram in Figure 1. Attribute classes 
define the attributes of entities, like the age for the Patient, the palpable state 
of lymph nodes for the Breast Side, or the histologic type of a Lesion.  

� Each attribute class is declared with the entity it qualifies using the 
'isAttributeOf' object property and with the range or type of its possible values 
using the 'hasRange' object property.  
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� Value classes then specify the range of attributes. They are typically split into 
standard primitive value classes for integer, Boolean, float, or string value, 
and into hierarchical value classes. Within an ontology, this later class allows 
to implicitly specify subsumption hierarchies of subclasses. This sub-
hierarchy corresponds to a value set with a partial order relationship. For 
instance, the value class of the histologic type attribute can be made of the 
hierarchical classification of the different BC histologic categories, or breast 
carcinomas, like invasive BC, ductal carcinoma in situ (DCIS), lobular 
carcinoma in situ (LCIS), Paget’s disease, etc. The benefit of using such value 
sets structured by a subsumption relationship is the possibility to specify 
information at various levels of abstraction and to reason at different levels. 

 
Figure 1. A simplified class diagram representing the three main clinical entities to describe a BC case. 

The three main EAV classes in the ontology account for the EAV data model. 
Domain concepts from reference ontologies can be imported when available in OWL in 
this ontological framework, either individually or with their sub-hierarchies. Such 
imports may occur for domain entities, attributes, or values like in the example of the 
histologic categories of BC.  

The resulting class definitions in the ontology represent the full domain model 
specification. From the OWL specification, a high level view of the domain data model 
can be generated as a XSD specification, which corresponds to a kind of business 
model like the one displayed in Figure 1. This model acts as a constraint for data 
integration, which is implemented by creating the OWL instances of these classes in an 
execution framework. This data model specification can also be used to write 
production rules related to domain entities. As in [13], we used the Natural Rule 
Language (NRL) syntax to express BC guideline knowledge in our DSS. 

2. Results 

A first version of the ontology was elaborated based on the principles explained in the 
previous section. The top core representation of the EAV model was first implemented 
with Protégé. As for the BC domain, the main BC entities were the patient, the breast 
side and the lesion (Figure 1). Attribute and value classes required to describe BC 
patient cases were taken from the NCI thesaurus3 when available or built manually. 
Annotations were used to keep track of imports or to document the concepts. Figure 2 
shows with the Protégé editor4 the overall structuration of this ontology with some BC 
entities, some of their attributes, and some hierarchical value classes. In its current state, 
the ontology contains 554 classes.  
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J. Bouaud et al. / Combining the Generic Entity-Attribute-Value Model and Terminological Models 543



 
Figure 2. The top of the EAV model ontology partly populated with breast cancer concepts. 

The implemented reasoning process for rule execution is based on the Euler/EYE 
reasoner [14]. The DSS can take advantage of both the inference rules mechanism 
expressed with respect to the EAV model and the classification capabilities of OWL to 
produce its results in a unified conceptualization that combines the information model 
and the termino-ontological model. The rule excerpt in Figure 3 using the NRL syntax 
exemplifies the kind of expressivity and readability that could be achieved in using 
such a model combination. 

 
IF    "theLesion" is a LesionEntity 
 AND  theLesion.HistologicType is a kind of InvasiveBreastCarcinoma 

 AND "theBreastSide" represents theLesion.hasSide 
 AND  theBreastSide.ClinicalLympNodes = false 
THEN  ... 

Figure 3. Excerpt of a production rule matching the BC domain model written in NRL. 
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3. Discussion and Conclusion 

We have proposed a common ontology that combines first a data model, relying on the 
generic EAV model, and second, existing termino-ontological resources, by importing 
parts of their OWL representation. It must be noticed that, despite the fact that BC is a 
common cancer, some attributes required by the application were not found in the 
available version of the NCI thesaurus. It was the same for some value ranges of some 
attributes.  This ontology constitutes the foundation of the breast cancer knowledge 
model used for the guideline-based DSS of the DESIREE project [9]. 

This unifying approach is similar to the one of Ethier et al. [1], but seems more 
information-model agnostic in the sense that the EAV model does not bring any re-
defined particular entities. The overall framework is stable, but the domain modelling 
work is still in progress. 

Last, it is worth to note that this kind of approach in ontological modelling should 
be easily transposable to another EAV model using a different domain ontology and 
values sets in another medical context.  
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Abstract. Families of children with Juvenile Idiopathic Arthritis need a way to 
interact with Patient Education Materials (PEM) so that learning occurs at their own 
pace, on topics that are relevant to them. This paper proposes a novel, dialogue-
based approach to address these needs. Using an extended version of Toulmin’s 
model of argument as a theory-based classification method, we digitized paper-
based PEM to render an interactive dialogue. The dialogue allows the user to explore 
a topic with respect to their interests and apprehensions as opposed to providing a 
static, generic document. 

Keywords. Argument Theory, Patient Education, Juvenile Idiopathic Arthritis 

1. Introduction 

Juvenile Idiopathic Arthritis (JIA) affects approximately one in every 1000 children and 
adolescents in Canada [1]. JIA is a life-long disease with outcomes that can include pain, 
prolonged use of medications, and disability [2]. In addition to the physical burden of the 
disease, families often feel overwhelmed by the volume of information [3]. These issues 
are compounded by the scarcity of accurate online information about JIA [4].  

Families need a way to interact with Patient Education Materials (PEM) so that 
learning occurs at their own pace, on topics that are relevant to them, and in a format that 
they can understand. This requires organizing and selecting the information from PEM 
so that patients can interact with the relevant PEM information. We believe that the 
family can better understand the condition, therapy options, risk, and recovery 
trajectories if they can have an interactive and intelligent dialogue/conversation with 
content delivery system to find the information they really need, as opposed to simply 
receiving a static PEM. In this paper, we present a novel, dialogue-based patient 
education approach, implemented as the Juvenile idiopathic Arthritis Dialogue-based 
patient Education (JADE) system. JADE uses an artificial intelligence based argument 
model to establish an interactive dialogue with the user, where, in an interactive manner, 
the user can ask questions, seek clarifications about responses/findings, learn about the 
evidence supporting the response and seek alternative findings. In our work, we extended 
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the Toulmin model of argument [5] by including a knowledge model to formally digitize 
PEM given to patients with JIA and their families at the Rheumatology Clinic at the IWK 
Health Centre (IWK). By reasoning over the argument model, JADE can select and 
deliver information to the user as per the discourse of their educational dialogue. JADE 
is being evaluated, as a prototype, at the IWK to test its capabilities.  

2. Representing JIA Education Material Using an Argument Model  

To develop a patient education system that includes an interactive dialogue to respond 
to queries posed by the patient/family, we have extended and implemented Toulmin’s 
model of argument [5] that represents the different educational aspects of PEM. This 
flexible model [5] provides six elements to describe an argument: Claim, Data, Warrant, 
Backing, Qualifier, and Rebuttal [6]. The main assertion of the argument is the Claim, 
this is the statement that the argument is trying to support [7]. Data represents the 
supporting information that defends the Claim [6]. The Warrant represents how the Data 
logically leads to proving the Claim [6]. The Backing represents the objective support 
for the Warrant in the form of statistics or publications [6]. Qualifiers are words or 
phrases that limit the effectiveness of the Claim, such as perhaps or possibly [7]. Finally, 
the Rebuttal represents a situation which either refutes the claim or offers an exception 
to it [6]. When digitizing PEM, all the argument’s elements need not be used since the 
corresponding information may not be available.  

Toulmin’s model has been used in the field of patient education before, mainly as 
an assessment framework. For instance, Wolfe et al. used Toulmin’s model to score the 
responses of users of their tutoring system as part of their study to determine which 
features of the system best facilitated learning [8]. As a knowledge management tool the 
model has been used to give context to breast cancer risk assessments, by displaying how 
the user’s profile (Data), medical literature (Warrant), and missing data (Rebuttal) affect 
their risk (Claim) [9], and deliver coping strategies in genetic counselling letters, by 
identifying the Warrants that link the user’s profile (Data) to coping strategies (Claim), 
that can then be included in counselling letters generated by their system [10].  

To better capture the information contained in the PEM, we extended Toulmin’s 
argument model to better express arguments pertaining to health education. With this 
extended model we are now able to model (i) multiple warrants in a single argument 
[11]—an example case with multiple warrants is: if a child is taking prednisone (Data) 
they should have their eyes checked regularly (Claim) because prednisone’s side effects 
include glaucoma (Warrant 1) and cataracts (Warrant 2), (ii) Elaborations that add 
details to other elements [12]—an example case requiring elaboration is: patients taking 
Ustekinumab (Data) very rarely (Qualifier) develop a rare brain problem called RPLS 
(Claim) whose symptoms may include: headache, seizures, confusion, and vision trouble 
(Elaboration), and (iii) chain arguments together as the claim of one argument can be an 
element in another argument [11]. We have also renamed Rebuttal as Exception because, 
as PEM are trying to communicate the consensus of evidence-based medical findings, 
rebuttals exist not to attack but to exclude scenarios from the argument. 
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3. Methodology: Modelling Educational Arguments from JIA PEM 

Paper-based PEM, distributed by the IWK Rheumatology Clinic, are given to families in 
packages on topics such as general JIA information, self-management, and specific 
medications. There were 100 PEM ranging from 40-page brochures to 1-page leaflets. 
We outline our methodology to model the available PEM, beginning with PEM selection. 

3.1. PEM Selection 

Of the 100 PEM, 52 were excluded as they were forms, which did not aim to educate 
families. 7 PEM were removed for being duplicates. 9 PEM were deemed too general, 
such as Canada’s Food Guide, which did not contain any information that could be 
tailored to a specific subset of users. Thus, we selected 32 PEM for our study. 

3.2. Argument Extraction and Standardization 

Once identified, PEM were coded into the elements of the proposed model according to 
the following procedure: 1) read PEM for understanding; e.g. a reference guide for a 
specific medication, 2) divide the PEM into sections relating to a single topic, i.e. taking 
the drug, side effects, when to call your doctor, 3) further divide into individual 
arguments, 4) identify argument elements in the following order: claim, data, qualifier, 
exception, backing, warrant, elaboration, 5) re-read the arguments checking for accuracy 
[12]. Arguments derived from the 32 PEM were standardized into a total of 931 
arguments, which allowed us to aggregate the arguments from different sources. 

3.3. Argument Aggregation 

Argument aggregation was based on combining arguments with the same claims 
stemming from different sets of data and arguments with different claims that stemmed 
from the same data. This allowed the removal of 4 duplicate arguments, the aggregation 
of 95 arguments with the same claim, and 179 with the same data. The argument 
aggregation step resulted in a total of 653 arguments. 

3.4. Thematic Coding of Arguments 

To further subclassify the content of the arguments in terms of salient educational topics, 
we performed thematic analysis using grounded theory. Based on the data and claims in 
the arguments, a code book of topics was developed, e.g. Table 1. These codes classify 
arguments, thus adding another layer of knowledge on top of that provided by the 
argument model. Thematically coded arguments will allow for the chaining of arguments, 
to enact a responsive dialogue with the users’ questions. 

3.5. Ontological modelling of arguments 

We developed a high-level argument ontology using OWL with the proposed argument 
model and subsequently the thematically coded arguments were included as instances to 
the argument ontology [13]. Using semantic reasoning [14] over the argument ontology, 
we chain the relevant arguments to realize an interactive dialogue with the user [15]. 
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Table 1. A selection from the thematic codebook 

Code Description Examples 
Event A time point in the disease or treatment 

course 
At diagnosis, after injuries 

Test A medical investigation used to inform 
decisions and classifications 

Chest x-ray, blood work 

State Defines the acuity of a condition, 
symptom or side effect 

Chronic, well controlled 

Outcome A patient's health status relating to the 
disease process in question 

Slow down overall growth, 
permanent damage 

4. Functional View of JADE 

Users will interact with JADE through a synchronous text-based dialogue interface. 
JADE will leverage the argument ontology, through reasoning, to select and deliver 
relevant responses to further the dialogue. Forward chaining is used to lead from data 
relating to the user’s query to their respective claim(s). Backwards chaining is also 
employed to get other argument elements from the claim in question. To demonstrate 
JADE’s functionalities we will use two arguments as examples, they are 1) use heat for 
15-20 minutes at a time (Claim) if your child is experiencing morning stiffness and pain 
or on days when your child is less active due to pain (Data) unless your child is sleeping, 
feels pain, or skin becomes bright red (Exception) and 2) you may (Qualifier) get better 
symptom control by taking a warm shower or bath (Claim) if an electric heating pad 
doesn't work (Data) because moist types of heat tend to be felt more deeply (Warrant). 
The example below illustrates a user’s dialogue, asking for treatment suggestions. 

User: My child’s knee is very stiff and sore in the morning, what can I do to help? 
JADE: Use heat for 15-20 minutes at a time, unless your child is sleeping, feels pain, 

or their skin becomes bright red. Examples of heat sources: reheatable pack, 
hot water bottle, electric heating pad, wax bath, shower or bath. 

User: The electric heating pad didn’t work when we tried it. 
JADE: You may get better symptom control by taking a warm shower or bath. 

The user’s queries are used to search for arguments with matching data, and an argument 
relating to treatment with data including morning stiffness and pain is found. JADE then 
uses forward chaining to present the relevant argument elements. 

User: Why is that? 
JADE: Because moist types of heat tend to be felt more deeply. 

In response to the user’s ‘why’ query, JADE uses backward chaining to arrive at the 
argument’s warrant and then displays it. 

User: Where are you getting this information? 
JADE: This is from “Using Ice and Heat at Home”, a pamphlet created by the IWK 

Health Centre. Click here to view the information pamphlet. 

5. Evaluation Framework 

To evaluate the ability of JADE to deliver appropriate information based on the user’s 
queries we will use the parameters identified by O’Grady et al. for evaluating the content 
of interactive web-based applications [16]. A sample of 5-8 healthcare providers from 
the IWK, with JIA domain expertise and familiarity with the PEM used in the JADE 
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system, will participate in a Cognitive Walkthrough guided tasks as per a patient 
education scenario. The participants will evaluate the relevance, completeness, and 
accuracy of the information provided by JADE. A combined inductive and deductive 
analysis will be performed (results to be published separately). Deductively, we will use 
Directed Content Analysis, using the parameters from the O’Grady framework, as 
predetermined codes [17]. Sub-themes within those categories will be coded using 
inductively generated themes. The experts’ feedback will be used to improve the 
knowledge structure of JADE. We will also be performing a usability analysis of JADE. 

6. Conclusion 

JADE demonstrates a novel use of argument theory for digitizing paper-based PEM to 
render an interactive dialogue for users, which we believe will improve the value 
proposition for users of PEM. The interactive dialogue allows the user, at the time and 
place of their choosing, to explore a topic with respect to their own interests and 
apprehensions as opposed to being provided with a static, generic document. Our 
approach is generic and can be applied to PEM from other clinical settings. 
Acknowledgement. Thanks to Dr. Kelly Eggink for assisting in defining the codebook descriptions. 
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Abstract. In a series of recent publications, orofacial researchers have debated the 
question of how ‘bruxism’ should be defined for the purposes of accurate 
diagnosis and reliable clinical research. Following the principles of realism-based 
ontology, we performed an analysis of the arguments involved. This revealed that 
the disagreements rested primarily on inconsistent use of terms, so that issues of 
ontology were thus obfuscated by shortfalls in terminology. In this paper, we 
demonstrate how bruxism terminology can be improved by paying attention to the 
relationships between (1) particulars and types, and (2) continuants and occurrents. 

Keywords. Bruxism, Ontology, Terminology 

1. Introduction 

The exponential increase in the number of PubMed indexed papers that have ‘bruxism’ 
in their title suggest that it is not only patients who are being kept awake at night by the 
phenomenon of bruxism. But what is bruxism exactly? A consensus proposal was 
issued in 2013 by experts in the field to set matters straight [1]. In 2016, however, the 
lead author, after deliberation with other researchers, partly retracted the initial 
proposal [2], and this then led to a heated discussion with the other experts involved [3, 
4].  

The proposed consensus definition sees bruxism as ‘a repetitive jaw-muscle 
activity characterized by clenching or grinding of the teeth and/or by bracing or 
thrusting of the mandible’ [1, p2]. This definition was supplemented by a comment to 
the effect that: ‘Bruxism has two distinct circadian manifestations: it can occur during 
sleep (sleep bruxism) or during wakefulness (awake bruxism)’ [1, p2]. The definition 
was supplemented further by a ‘diagnostic grading system’, distinguishing ‘“possible”, 
“probable” and “definite” sleep or awake bruxism’ [1, p2]. It was this grading system 
which led to the retraction in [2]. This is because it was taken to imply that bruxism is a 
disorder rather than an activity (a type of behavior), the reason being that ‘Behavior 
alone is not diagnosed; disorders are’ [2, p791].  

The proposed consensus definition of bruxism as an activity had been advanced 
precisely in order to ‘move away from the concept of bruxism as an abnormality, as 
even a statistical abnormality is not a clinical abnormality unless it is clearly 
associated with a negative health outcome’ [2, p792]. Unfortunately, this was then in 
turn interpreted by the authors of [3] as a reason for contesting the retraction because, 
they held, it might be taken to imply a viewpoint ‘too strongly oriented towards the 

                                                           
1 Corresponding Author: Werner CEUSTERS, Department of Biomedical Informatics, 77 Goodell 

street, Buffalo NY, 14203, USA; E-mail: wceusters@gmail.com. 

Building Continents of Knowledge in Oceans of Data: The Future of Co-Created eHealth
A. Ugon et al. (Eds.)
© 2018 European Federation for Medical Informatics (EFMI) and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/978-1-61499-852-5-551

551



definition of bruxism as a “behavior”’. The contestants’ held that ‘bruxism should not 
be categorically classified into either a disorder or a behavior or whatever else’ [3, 
p799]. Rather: ‘bruxism should be viewed as a “disorder”, viz. a condition that 
requires to be managed or prevented, only when it has consequences’ [3, p800]. This 
led the authors of [2] to believe that the primary issue raised against their views in [3] 
rested on ‘a semantic misunderstanding’ for which they then offered in [4, p. 802] this 
clarification: ‘Stating that (sleep) bruxism is a ‘“behavior” in no way precludes the 
possibility (at some to-be-specified and validated cut point) of it being more than a 
behavior, either a risk factor or disorder’ [4, p802].  

These discussions as to the nature of bruxism parallel similar debates pertaining to 
the nature of mental disorders. We thus hypothesize that a framework similar to the one 
developed for the latter in [5, 6] would allow the identification of confusions and 
conflations in the terminology of bruxism and provide a means to clearly identify the 
entities on the side of the patient that need to be addressed if confusions of the sorts 
illustrated in the above cited passages are to be prevented. 

2. Methodology 

We performed a discourse analysis of [1-4] in order to identify which later statements 
were made in response to which statements made in earlier papers. As a first step we 
attempted to identify where the terminology and phrasing used in statements combined 
in arguments within a single paper, or in chains of assertion and response across 
multiple papers, were suggestive of intrinsic ambiguities or non-intended 
interpretations. We then attempted to use the categories of entities defined in the Basic 
Formal Ontology (BFO) [7] and in the Ontology for General Medical Science (OGMS) 
[8] to identify the possible resolutions of these ambiguities and non-intended 
interpretations within a single carefully defined and logically consistent framework. 
Lastly, we tried to formulate what the experts had in mind in a way that follows closely 
the ontological and terminological principles set forth in [7, 8]. 

Consider, for example, the statement that ‘all bruxism forms may potentially be a 
phenomenon without any clinical consequences or a treatment/prevention-demanding 
disorder’ [3, p800]. This statement can be interpreted as reflecting the belief on the part 
of its authors that (a) bruxism is a subtype of phenomenon and (b) has at least two 
subtypes, namely (b1) bruxism without any clinical consequences and (b2) 
treatment/prevention-demanding bruxism, where (c) b1 is also a subtype of 
phenomenon without any clinical consequences, (d) b2 is a subtype of disorder, and (e) 
the subtypes (b1 and b2) distinguished in (c) and (d) are disjoint. The first problem here 
is that (a), (b), (d) and (e) are logically inconsistent (since no disorder is a 
phenomenon). A second problem is that expressions of the form ‘X without Y’ should 
only be construed as representing subtypes of X if the absence of Y implies a change in 
the pertinent X (‘smoking without tinnitus’ is not a special type of smoking) [9].  

3. Results 

Our analysis revealed that the authors of [4] are correct in arguing that the main cause 
of the objections raised in [3] is indeed ‘semantic misunderstanding’. But it revealed 
also that the main cause of the latter is the use of a jargon replete with terms not 
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precisely defined and often denoting constructs far removed from the reality that they 
are intended to describe. Thus we found that collections of unrelated entities are 
erroneously perceived as one single entity; that relationships are mistaken for entities in 
their own right; and that the verb ‘to be’ is used in ways that run together ontological 
relations expressed in natural language by means of constructions such as ‘X is a B’ or 
‘Xs are Bs’, which should more properly be seen as distinct. What most of the 
problems have in common is that the distinctions between particulars and types on the 
one hand, and continuants and occurrents on the other hand, are ignored. 

4. Discussion 

4.1. Ignoring the particular / type distinction in assertions 

A first problem is that the viewpoints expressed in [1-4] are all phrased as being about 
generic entities. Consider the assertions ‘Bruxism is a continuously distributed 
behavior’ [4, p802] and ‘Sleep Bruxism is best viewed as quantifiable activity 
occurring on a continuum’ [2, p795]. Here ‘bruxism’ is clearly used in the generic 
sense – thus the assertions are not about some specific patient’s bruxism. When the 
particular/type distinction is deployed along the lines formalized in BFO, then we can 
replace ‘is a’ with ‘subtype of ’ where it expresses a relation between types, and by 
‘instance of ’ where it expresses a relation between an instance and a type. We can then 
formulate statements such as: ‘John Doe’s repetitive jaw-muscle activity of last night 
instance of bruxism’, and this would allow us to infer from ‘bruxism subtype of 
behavior’ that John Doe’s repetitive jaw-muscle activity of last night is an instance of 
behavior. 

Although in [1-4] this distinction is not explicitly expressed, we are nonetheless 
confident that the authors are aware of the distinction and indeed that they strive to use 
expressions at the level of types to make assertions only concerning what must be true 
for all instances of those types. But then a difficulty arises with the assertion ‘Bruxism 
is a continuously distributed behavior [4, p802]. It is indeed hard to imagine that 
‘continuously distributed behavior’ would denote a type in the ontological sense, since 
it would entail that John Doe’s repetitive jaw-muscle activity of last night is an instance 
of Continuously Distributed Behavior. What could it mean for an individual behavior – 
thus one single entity – to be continuously distributed? The problem arises because the 
authors attempt at one and the same to classify particulars into types, and to classify 
types into supertypes, where the latter are special sorts of constructs references to 
which are used to assert how the instances of the relevant type are distributed (for 
example along a continuum). Unfortunately, they thereby, unwittingly, run together 
forms of speech governed by different logical rules. The resultant problems are familiar 
in the literature on the so-called ‘dimensionalist’ approach in psychiatry, where they 
have led advocates of this approach to argue that there is in fact only one type of 
mental disorder and that all particular mental disorders – such as John’s depression or 
Mary’s dementia – are merely instances of that one single type [6].  

What the experts seek to express is that Bruxism instances exhibit features which 
allow them to be ranked in a way reminiscent of how temperatures or heart rates of 
different people can be ranked, for example yesterday at 5pm John’s body temperature 
was 37.1°C, Mary’s was 37.6°C, Pete’s was 38.1°C, and so on. Observing the way in 
which temperature instances are distributed across sick and healthy people allows us to 
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set cut-off points for pathologically low, normal and high temperatures. A similar 
distinction can be made to group bruxism instances into subtypes, as in Figure 1. 

 

Pathological behavior

Bruxism

Bruxism without 
clinical consequences

Treatment/prevention
demanding bruxism

Behaviour

Normal behavior

Body temperature

Pathologically low
body temperature

Normal
body temperature

Pathologically high
body temperature

35.2°C BT 35.8°C BT 36.9°C BT… 37.2°C BT… … 38.9°C BT 40.2°C BT… …  
Figure 1. Types instantiated by particulars over which a partial ordering can be defined.  

4.2. Ignoring the distinction between continuants and occurrents 

Clearly, John’s body temperature can instantiate the types Normal and Pathologically 
Low/High Body Temperature at different times. Are Bruxism particulars such that they, 
similarly, can instantiate Bruxism Without Clinical Consequences at one time, and 
Treatment/Prevention Demanding Bruxism at another time? An analogue would be the 
case of a bent spine: John’s spine was fine until at some point in time it started to bend. 
From that point onwards, the spine became an instance not only of Spine but also of 
Bent Spine, and thus also of Disorder (in the OGMS sense). Can we, in a similar way, 
interpret ‘that (sleep) bruxism is a “behavior” in no way precludes the possibility of it 
being more than a behavior, either a risk factor or disorder’ [4, p802] as an assertion 
that a particular that is an instance of Behavior at one time can become an instance of 
Disorder at a later time, while still remaining an instance of Behavior? To see why this 
will not work, we need to pay attention to the continuant/occurrent distinction. 
Behavior instances are process occurrents: at every moment that they exist, they exist 
only partially as they unfold themselves in phases. An instance of Teeth Grinding has 
temporal parts which are movements of the jaw, now in one, now in another direction. 
These parts have further parts: smaller movements in a specific direction. All these 
parts are themselves process occurrents. Occurrents now cannot change because they 
are changes [10]. A process which is an instance of some process type cannot become 
an instance of another process type later on. Only continuants – e.g. material objects 
such as spines, and also enduring qualities such as temperature or height – can do so, as 
when an instance of Human Being changes from being an instance of Child to being an 
instance of Adult, while remaining an instance of Human Being.  
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Behavior
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bruxism

Typessubtype ofParticulars Instance of

part of

Time line
t1 t2

 
Figure 2: Bruxism with a physiological and pathophysiological phase.  
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Figure 2 illustrates a better way to understand what is involved when an instance 
of bruxism changes from being harmless into being such as to require treatment or 
prevention. It does this by recognizing bruxism as a process composed out of other, 
smaller processes of different but related types. Of course, whether one would use 
‘bruxism’ to refer only to the whole larger process or also to the smaller pathological 
phase of that larger process, is something that bruxism experts need to agree upon. But 
this is a terminological choice; it does not impact the ontology as outlined here. 

5. Conclusion: getting our teeth into the heart of the bruxism matter 

There are two reasons why experts in a given scientific discipline can disagree about 
what to conclude from observations they all consider accurate: (1) the science in that 
domain is not yet sufficiently well developed, or (2) the associated terminology is ill-
defined or not consistently adhered to, so that what appear to be disagreements are in 
fact just beliefs about different portions of reality which are erroneously assumed to be 
the same. Although the bruxism experts themselves contend that (1) is the main source 
of problems, we believe that the fault lies primarily under (2). The next step is to 
reformulate all the assertions in [1-4] in a BFO-OGMS formalism that allows us to 
mimic the structure of reality in the bruxism domain along the lines outlined in [7, 8]. 
This would allow the experts to identify which views they hold within a framework 
which provides less room for ‘semantic misunderstanding’.  
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Abstract. The German Center for Lung Research (DZL) is a research network with 
the aim of researching respiratory diseases. The participating study sites’ register 
data differs in terms of software and coding system as well as data field coverage. 
To perform meaningful consortium-wide queries through one single interface, a 
uniform conceptual structure is required covering the DZL common data elements. 
No single existing terminology includes all our concepts. Potential candidates such 
as LOINC and SNOMED only cover specific subject areas or are not granular 
enough for our needs. To achieve a broadly accepted and complete ontology, we 
developed a platform for collaborative metadata management. The DZL data 
management group formulated detailed requirements regarding the metadata 
repository and the user interfaces for metadata editing. Our solution builds upon 
existing standard technologies allowing us to meet those requirements. Its key parts 
are RDF and the distributed version control system Git. We developed a software 
system to publish updated metadata automatically and immediately after performing 
validation tests for completeness and consistency. 

Keywords. Biological ontologies, metadata, common data elements, data pooling, 
organization and administration 

1. Introduction 

The DZL is a consortium of multiple lung research institutions. We pursue the goal to 
find ways of preventing and curing respiratory diseases. The DZL divides into several 
disease areas and registers collecting differing data depending on their studies' focus. 
From a technical point of view, we are confronted with a variety of historical grown, 
site-specific software systems like Excel, Access, CentraXX, Filemaker, SecuTrial, etc. 
This circumstance hinders researchers from performing consortium-wide queries. That 
is why we use a central data warehouse (i2b2) to collect data from all local databases and 
information systems, offering one single interface to query all data. In the first stage, we 
focus on the DZL's data elements that are common to multiple data sets across different 
studies, so-called common data elements (CDE) [1]. An example would be the CDE 
"body height", represented in many registries, varying in unit (cm/m/ft/..), value type 
(float/integer) and description ('height'/ 'size'/..). Collecting these CDE will allow us to 
do retrospective research on big data pools. Beforehand, we need to understand and 
interpret received data in order to convert matching CDE's representations into one 
harmonized representation. To define such collection of harmonized data representations, 
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we depend on metadata: data describing data elements in their specific context [2]. Hence, 
for semantic integration, we require a lung research metadata collection. Existing 
terminologies like Logical Observation Identifiers Names and Codes (LOINC) [3] and 
Systematized Nomenclature of Medicine Clinical Terms (SNOMED-CT) [4] do not 
provide sufficient granularity and lack coverage of many lung research specific concepts. 
To develop lung research specific metadata, we need a central metadata repository / 
metadata registry (MDR): a storage of metadata allowing editors to add and modify 
concepts [2,5]. Research has shown the importance of teamwork in the process of 
creating metadata repositories [6] - not only for growing expertise but also in terms of 
willingness to participate in future steps of data integration. This paper is about 
developing a repository allowing members to create the DZL metadata collaboratively. 
Existing metadata management software systems show the feasibility of this approach 
[5, Löbe], e.g. caDSR (Cancer Data Standards Repository) [7], the UK CancerGrid [8], 
Ontobrowser [9], Webprotégé [10] and the Samply MDR [11]. 

2. Methods 

2.1.  Requirements 

For defining our metadata repository's requirements, we involved 18 data managers from 
all DZL participating sites. After several conferences, we concluded the following needs: 

The key part of a metadata repository is the representation (i) of metadata. We need 
to depict a concept's labeling and hierarchical classification, e.g. tumor stage T1a is a 
subclass among others within the tumor stage T1. Usability for editors (ii) is required 
to minimize the effort of adding and modifying metadata. Since our approach is to 
develop an ontology that fulfills needs of all participating study sites, simultaneous 
editing and committing is required – resulting in the need for editing conflict 
management (iii). For tracking changes and always being able to provide a consistent 
state, we require version control (iv). Changes committed to the metadata should be 
automatically checked for correctness through content verification (v), e.g. detection of 
missing labels or contradictions. We need system simplicity (vi) to minimize the effort 
to maintain and understand the repository's software solution. To guarantee project 
continuity after and between funding periods, we require low costs (vii). Standard 
conformity (viii) provides compatibility to other systems building on same standards 
and also allows the research community to benefit from our developments. To cope with 
future developments and changing research demands, we require extensibility (ix). 
Finally yet importantly, access control routines (x) must be implemented.  

2.2.  Satisfying software/standards 

We evaluated the previously mentioned existing software systems. They did not meet 
our requirements, mostly because of low usability, complicated software installation and 
insufficient metadata representation capabilities.  Nevertheless, by considering their 
methods and evaluating established technologies, we found a suitable solution: 

The Resource Description Framework (RDF) [12] is a formal language for 
representation of ontologies (i). It is a cross-domain standard providing flexibility in 
terms of notation and extension (ix). If notated in Turtle syntax [13], it consists of short 
human-readable paragraphs (ii). This allows extension by simply appending triples to 
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existing statements. Git [14] is an open source distributed version control system. By 
itself it provides conflict management (iii), version control (iv), parallel offline content 
editing and even a graphical user interface (ii). Apache Jena Fuseki [15] is an open 
source RDF framework for semantic networks. Fuseki provides a SPARQL Protocol And 
RDF Query Language (SPARQL) [16] interface, which makes all data stored in the Jena 
server accessible via queries. By that, it allows us to perform extensive testing (v) on the 
present metadata. Apache Web Server provides access control (x) to Git repositories 
over the http-protocol. All mentioned software solutions are open source (xii) and 
common standard (xiii). By connecting them, we gain a transparent system (vi). 

3. Results  

Our Metadata Repository consists of three main applications hosted on a Debian 8 Linux 
server (figure 1). The Apache Webserver provides external access and access control. 
RDF data is sent by Git clients via https protocol and forwarded to a Git repository. The 
Git repository serves as a persistent data storage including versioning. Data loaded into 
Jena Fuseki server always mirrors the data from Git repository with hierarchical 
inference rules applied (e.g. broader vs. narrower, topConceptOf vs. hasTopConcept).  

 
Figure 1. Metadata repository's technical infrastructure 

Git allows every editor to keep a local copy of all files in the repository. The DZL 
ontology is stored as plain text in Turtle syntax. Every concept is described in its own 
paragraph consisting of several statements (figure 2). A statement consists of three parts: 
subject, predicate and object. The predicate stands for a relation between subject and 
object, where object can be a literal or another concept. One may shorten consecutive 
statements referring to the same subject by using a semicolon. For assigning attributes 
and relations, we use the Simple Knowledge Organization System (SKOS) [17]. One 
may assign labels in any language as well as hierarchical relations to other concepts, e.g. 
"BloodDeriv" is sub-concept of "Specimen", indicated by the relation "broader". We also 
implemented the attribute "skos:notation", which lets us annotate codes from coding 
systems like LOINC and SNOMED-CT. The attribute "skos:topConceptOf" marks the 
root of a concept tree. After editing, a user can commit changes as follows: (1) Mark 
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changes that should be committed. (2) Merge own changes with changes from other 
editors. (3) Describe changes with a commit message. (4) Push data to the server. 

 
Figure 2. Excerpt of an RDF file written in Turtle syntax 

Git allows us to execute scripts ("hooks") like the update-hook, which takes effect after 
receiving the data and just before storing it in the repository. By then, our software is 
executed doing the following: (1) Check whether the new data can be successfully loaded 
into a temporary Jena Fuseki instance. If so, the RDF statements were syntactically 
correct. (2) Insertion of inference rules like "A broader B => B narrower A". (3) Perform 
consistency checks on the data. We require all concepts to have exactly one preferred 
English label and that assigned codes are unique. We also verify that all concepts have a 
hierarchical path to a root concept. (4) In the last step, the verified data is exported from 
the temporary Jena Fuseki server and loaded into our Jena Fuseki live server. Since we 
perform all verifications on a temporary instance before publishing, the accessible data 
is always in a consistent state. Nevertheless, our system immediately publishes the 
updated metadata after an editor's data submission. 

Our ontology consists of 692 items, notated in 40 Turtle-files. 178 items are 
annotated with codes from other ontologies (135 SNOMED-codes, 33 LOINC-codes, 10 
SPREC 2.0-codes, 54 ICD-O-codes). In total, four people (three data managers and one 
clinical documentalist) contributed to these files by following the mentioned steps.  

4. Discussion 

Our solution of a metadata repository is composed of standard technologies. It is 
built modularly to allow easy adaption to custom environments. For instance, the Apache 
Web Server as authentication layer may be left out or replaced with other authentication 
services like htaccess, OAuth or LDAP/Active directory. Currently, the metadata is 
edited in a simple text editor. This may lead to difficulties for technically less versed 
users, because such editors do not prevent potential syntax errors and lack visual clarity. 
The editing process could be improved through graphical enhanced RDF editing 
software (e.g. Protégé by Stanford University). Instead of applying inference rules, one 
may integrate a reasoner into the triple store, which was not necessary for our needs. The 
standard SPARQL interface provides connectivity for additional software applications 
like third-party visualization and reasoning tools. For example, we developed an RDF 
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ontology visualization tool for displaying and browsing the concept tree. It is also 
planned to include a discussion board to support communication for editors and 
reviewers on concept level. Both, the metadata repository and the concept tree browser 
are part of the Collaborative Metadata Repository (CoMetaR) project. It is open source 
and hosted on GitHub (https://github.com/dzl-dm/cometar). 

5. Conclusion 

We successfully developed a metadata repository serving our requirements. It follows 
our collaborative approach, builds on standard technology, is easy to use, flexible and 
maintainable. The setup allows all DZL members to contribute to the developing process 
of our DZL central data warehouse metadata. Future work includes further mapping to 
common ontologies, user evaluation and enabling concept-related discussion. 
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Abstract. Biomedical data integration and processing is a very sensitive issue and 
a main barrier for research, since it normally implies dealing with private clinical 
information. To overcome this problem, we propose a solution based on multiple 
levels of data visibility, combined with a fine-grained access control over the shared 
data. Through our proposal, on one hand, data custodians can decide the level of 
detail at which they want to share data, in a flexible manner that can be adjusted 
along the time. On the other hand, adequate permissions are provided to the users 
that want to access the data, according to their role and research plan. 

Keywords. biomedical data exposure, data privacy, access control, data sharing 

1. Introduction 

In recent years, several solutions for biomedical data integrations were proposed [1–3]. 
One of such initiatives is the European Medical Information Framework2 (EMIF), which 
aims at leveraging the access to patient data, by aggregating biomedical data sources 
otherwise found in disparate locations and systems. The main goal of these initiatives is 
to encourage collaborative research and clinical data reuse. Clinical studies are often a 
burden for researchers, who first need to identify data sources, request access to the data, 
access each data source, many times in an isolated way, and then conduct the study. 
Despite enabling collaborative research and clinical data reuse, data integration has to 
take into account privacy and confidentiality issues and ensure that no private data are 
revealed. We propose a solution for the exposure of private biomedical data in a safe 
way, in which the data custodian controls, at the core of the system, to whom and how 
much of data can be shared. 

 

2. Background 

Health information is regarded by many as the most confidential of all types of personal 
information [4]. Protecting these data is crucial and it is part of one of the three security 
goals that have to be met when exposing it: confidentiality, integrity and availability [5]. 
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To facilitate healthcare evolution, patient data usually need to be widely disseminated 
[6]. This, however, cannot imply the disclosure of private and sensitive information. 

Along with the proliferation of digital biomedical data, the concern of maintaining 
data privacy, while still making use of the benefits of data exposure and integration, has 
arose [7]. Most often, researchers rely on data anonymization or de-identification in or- 
der to protect biomedical data privacy [8]. However, the detail and diversity of 
information collected in the context of healthcare and biomedical research is increasing 
at an unprecedented rate and the ready availability of such large volumes of detailed data 
has also been accompanied by privacy concerns [9]. 

Several projects have been developed for exposing and discovering de-identified 
health data in efficient ways [10–12]. Most of these solutions represent isolated software 
tools or projects designed to support specific research, with a clear purpose, but new 
solutions for redefining the way data privacy is handled need to be addressed. In this 
paper we provide a different perspective on how data privacy can be maintained when 
biomedical data is exposed. 
  

3. Method 

The main purpose of our work was to facilitate biomedical data exposure and sharing, 
but at the same time, to ensure fine-grained access control to these biomedical data. For 
that, we developed a methodology that tackle data privacy from a different perspective, 
in which real data sources are characterized based on a schema that can be easily de- 
fined by any data custodian. The data custodian controls right upfront how into detail 
s/he wants to expose a data source. Several levels of information can be exposed, from 
summarized views to raw data, accessible in a controlled and possibly remote 
environment. Moreover, a role-based access control (RBAC) assures that an access 
policy can be tailored to combine the access constrains with the needs of biomedical 
researchers. By conjugating these two orthogonal perspectives, we designed an approach 
for exposing biomedical data sources, at different levels of details, while preserving data 
privacy. 

3.1.  Data exposure 

Data exposure is provided from a drill-down perspective, where at least three different 
views can be explored: a general one, over metadata extracted through the 
characterization schema, a summarized view of aggregated information and a deep view, 
that can extend up to the exposure of raw data, under controlled conditions (Figure 1). 
Through a dynamic characterization schema, data custodians are given the opportunity 
to ex- pose their data on a multi-level visibility approach. The schema architecture is 
flexible enough to allow the data custodian to expose as much or as little information 
that s/he understands necessary and can be extended or diminished at any time. Its 
definition is a straightforward operation that can be done by any data custodian by 
following some simple formatting rules. 
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Figure 1. A multi-level model for clinical data exposure. The example includes three distinct paths: a) a 

general view over metadada; b) an aggregate view, over summary-level data; c) a deeper view, over raw data. 

 

3.2. Data access control 

Once the data is published, registered users can access it, according to their research 
needs and taking into consideration the permissions they are granted. A user permission 
system further refines the multiple layers of data access control. 

Different user profiles and roles are contemplated. Combined, they provide the right 
amount of access to the right amount of data. According to the user profile, this approach 
also allows managing the access to distinct functionalities and tools that allow exploring 
the published data. Moreover, users can be organized in groups, simplifying the 
management of profiles, roles and access permission. User groups can be created and 
granted different data or functionality permissions at any time. A rule of thumb is that 
default users can browse, search and compare public metadata exposed by data 
custodians. Data custodians, for example, are specialized users that have been granted 
the permission to add information about a data source. More advanced users can be 
granted permissions for evaluating requests to a deeper data view and to manage the 
proper tools for analyzing and eventually granting the requested access. 
 

4. Results and Discussion 

To address the technical requirements raised by the proposed methodology, we 
developed a solution for data characterization with multiple levels of exposure. The 
schema for metadata extraction can be constructed as simple as a spreadsheet by the data 
custodian, who is provided with a set of formatting options. The schema is then rendered 
in a user-friendly way (Figure 2), where different views are available for the end-user. 
These views are in practice, representations of data according to visibility levels that 
were granted. A general view displays the metadata that best characterizes a given data 
source. The summarized view, for example, presents population characteristics, or 
average measurements, while the raw view exposes real data if research agreements and 
adequate protocols are in place. 
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Figure 2. Mapping from the schema definition into HTML5 forms. On the left, a view of some fields from the 
schema template (open-text, multiple choice, numeric and location - these are just a few of the formatting 
options that a data custodian can use). On the right, their rendering on the general view.  

 
 
Once the several data views are made public by the data custodian, granular access 

control can be given to users, according to their research profiles. Such access refers to 
tools that they can use along with the exposed metadata, permissions to export the 
metadata or the result of comparative search among different data sources. In Figure 3 
we present an example in which three user groups are defined: default, editors and study 
managers. Each of these groups can access different functionalities, designed to meet 
their research needs and authorization agreements. In this example, we include two 
components that can be used in a research study, TASKA3 and ATLAS4, in order to 
illustrate our approach for granting distinct permissions to specialized users. TASKA is 
a work- flow system intended for the management of research studies, while ATLAS 
provides a unified interface to patient level data and analytics. 

 

 
Figure 3. User groups and permissions. Each column represents a different functionality, that can be used 
either at the level of the data source or at a higher level of data visibility, such as the aggregated view.  

                                                           
3 https://bioinformatics.ua.pt/taska 
4 http://www.ohdsi.org/web/atlas/ 
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5. Results and Discussion 

In this paper, we proposed a two-fold approach for promoting biomedical data exposure 
and discovery, while addressing privacy concerns. The first strand of our solution pro- 
vides the support for a data custodian to control the visibility of his/her data. The second 
one further refines data access control through user permission policies. The 
methodology for fine-grained access that we designed is already being utilized by several 
research communities, showing that biomedical data exposure and collaboration is 
possible, without breaking any data privacy. 
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Opportunities and Pitfalls in the Definition 
of Data Validity 
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Abstract. Several dimensions of data quality are described in the literature. One 
overriding aspect is considered to be the extent to which data represent the truth 
which is captured by data validity. Unfortunately, a common terminology, well 
defined concepts, and approved measures are missing in regard to data validity. In 
particular, there is a need to discuss the gold standard as reference for the data at 
hand and respective measures. Ultimate gold standard would be the state of the 
patient which itself is subjected to human and personal interpretations. Usually, an 
often diverse form of source data is used as gold standard. Based on the concept of 
the measure, it might be inappropriate differentiating between present and absent 
while calculating precision and recall. Due to the complexity and uncertainty of 
many health care related issues, a more sophisticated comparison might be necessary 
in order to establish relevant and general figures of data quality. Unfortunately, a 
harmonization in this field is not visible. Further research is needed to establish 
validated standards to measure data quality. 

Keywords. Accuracy, correctness, data quality, validation  

1. Introduction 

Validity is the most important dimension of data quality. Usually, other dimensions of 
data quality like timeliness or plausibility are conditions that have to be fulfilled in order 
to obtain valid data. However, their fulfillment does not necessarily guarantee validity. 
Validity has to be assessed on its own. Terms and concepts that are related to validity are 
numerous [1, 2]. For example, Weiskopf and Weng assigned accuracy, corrections made, 
errors, misleading, positive predictive value, quality, and validity to the dimension 
correctness [3]. Thereby, they set correctness as the preferred denomination for a data 
element that is true, whereas, Botsis et al. used accuracy in defining inaccuracy as “non-
specific, non-standards-based, inexact, incorrect, or imprecise information” [4]. Wang 
and Strong assigned accuracy together with believability, objectivity, and reputation to 
the high level dimension “intrinsic data quality” [5]. The data validation process within 
the regulation of clinical trials is more pragmatic by demanding trial data being “accurate, 
complete, and verifiable from source documents” [6], thereby reducing trueness as 
mentioned by Weiskopf and Weng to the congruence with data recorded elsewhere 
(“source documents”). The German guideline for the adaptive management of data 
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quality differentiates six indicators in the category trueness: accuracy, agreement with 
source data referring to data elements, agreement with source data referring to 
observational units, completeness, compliance with operating procedures, and 
representativeness [7]. 

In the context of a project on identification of adverse drug events with routine data, 
questions arose about the gold standard for data validity and its measurement [8]. In the 
following we will elaborate opportunities and pitfalls in data validation from the point of 
view of that project. 

2. Gold standard 

The truth is the patient’s health status. However, using a second opinion concept for data 
validation is an uncommon practice. Even endpoint committees in clinical trials rely on 
recorded information while reviewing important events. Some studies evaluated a more 
basic concept of data validation. For instance, Pringle et al. in their validation study 
compared the documentation of physicians’ practices with a gold standard established 
by an expert opinion based on videotaped material from the consultation process [9]. In 
a study on pressure ulcers a random sample of inpatients was examined by study nurses 
independently from the regular staff. During the visits, the study nurses examined the 
skin of the patients and recorded the pressure ulcer status [10]. The result was then 
compared against routine data used for reimbursement on the one hand and an additional 
documentation setup for quality management purposes on the other hand.  

Hogan and Wagner described the information flow from the true state of the patient 
to the paper-based or electronic documentation (cf. figure 1) [11]. Paper-based 
documentation is being progressively replaced by electronic one, existing without a 
paper-based artifact, hence the term “source data” could be assigned to both. 
Consequently, a source data verification must deal with both media. However, if initial 
paper-based documentation has to be subsequently entered into the computerized patient 
record (CPR), the transfer process itself is vulnerable to mistakes, thus making the 
validity dependent on the choice of source. 

 
Figure 1. Relation between true state of the patient, paper-based and electronic documentation [11].  

True state of patient

Representation of patient in the computerized patient record

Diagnostic studies
Clinician

Paper chart Dictation tape

Data entry person Transcriptionist
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Several issues may come up by accepting source documents as reference for the true 
state of the patient. Firstly, although a source data verification in samples is not inferior 
to a complete source data verification in the benchmarking process [12], measures from 
samples might be prone to errors due to relationships between data validity and sampling 
strategies. For example, cross sectional samples of inpatients will preferably include 
inpatients with a longer hospital stay. Those patients will not only suffer from a higher 
risk of adverse events, but also their documentation pattern might differ from patients 
with a shorter length of stay. Secondly, identification of the truth in source documents is 
a challenge on its own. For example, in our study about validation of adverse drug events 
in routine data, the identification process starts with the decision about the parts of the 
patient’s chart that should be consulted, e.g. lab reports and consultations. Specific tools 
could be implemented guiding through the review process, themselves focusing on 
selected documents and triggers (for example [13]). The level of evidence present in the 
chart has to be justified. Is it acceptable if the adverse drug event is explicitly named 
without any respective supporting findings? Is a recording of the disease term alone 
equivalent to the recording of the disease accompanied by its relationship to the 
application of a drug? Consequently, Stausberg et al. extended the figure of Hogan and 
Wagner and introduced new aspects of the documentation process (cf. figure 2) [14]. The 
figure shows that different truths exist even in the source data of a single institution (I to 
III).  

 
Figure 2. Different levels of truth established during the documentation process [14]. 

3. Measures 

The measures of data validity are derived from the 2 by 2 table, the horizontal and vertical 
axes represent the gold standard and data under evaluation, respectively (cf. table 1). 
According to Hogan and Wagner, validity can be assessed by A/(A+C) and A/(A+B) 
[11]. The rate of recorded elements confirmed by the gold standard - A/(A+B) - is 
denoted as precision, correctness, or positive predictive value. The rate of true elements 
recorded in the data - A/(A+C) - is denoted as recall, completeness, or sensitivity. 
However, as learned from our project and also noted by Logan et al. these definitions are 
incomplete [15] and for the data under evaluation, the category “present” should be split 

Electronic patient record (II) Administrative data (III)

Paper-based patient record (I)

Health professionals

Patients

Communication

Writing in daily routine
Recording in daily routine

Subsequent 
codingDiscrepancies

Discrepancies

J. Stausberg et al. / Opportunities and Pitfalls in the Definition of Data Validity568



 

 

up into “present correct” and “present incorrect” (cf. table 2) with a different calculation 
of the measures for precision and recall. Hence, in the light of the importance of 
identifying adverse drug events recorded in routine data with a two-step approach 
covering the disease first and the relationship to a drug prescription second, it might be 
worthwhile to extend the concept introduced by Logan et al. for data validation studies. 

 
Table 1. 2 by 2 table used for calculating measures of data validity [11]. 

  Gold standard  
  Present Absent  

Data under 
evaluation 

Present A B A/(A+B) 
Absent C D  

  A/(A+C)   
 

Table 2. Extended contingency table used for calculating measures of data validity [15]. 

  Gold standard  
  Present Absent  

Data under 
evaluation 

Present correct A1 B1  
Present incorrect A2 B2 A1/(A1+A2+B2) 

Absent C D  
  (A1+A2)/(A1+A2+C)   

4. Conclusions 

To assess data validity, various gold standards and measures are available. Furthermore, 
same terms are applied differently. Therefore, it is quite difficult to compare the level of 
data validity between different data sources. One option might be the further 
standardization of the reporting of empirical analyses (cf. [16] for a respective quote in 
the field of routine data). Another option could be offering a methodology which 
provides the best knowledge about data validity and data quality [17]. However, as 
consent about such a methodology could not be expected in the foreseeable future, many 
more scientific efforts are needed to fully understand the complex issue of data validity. 
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Abstract. The aim of this study was to develop a methodology to link mortality 

data from Internet sources with administrative data from electronic health records 

and to assess the performance of different record linkage methods. We extracted 

the electronic health records of all adult patients hospitalized at Rennes 

comprehensive cancer center between January 1, 2010 and December 31, 2015 and 

separated them in two groups (training and test set). We also extracted all available 

online obituaries from the most exhaustive French funeral home website using web 

scraping techniques. We used and evaluated three different algorithms 

(deterministic, approximate deterministic and probabilistic) to link the patients’ 

records with online obituaries. We optimized the algorithms using the training set 

and then evaluated them in the test set. The overall precision was between 98 and 

100%. The three classification algorithms performed better for men than women. 

The probabilistic classification decreased the number of manual reviews, but 

slightly increased the number of false negatives. To address the problem of long 

delays in the publication or sharing of mortality data, online obituary data could be 

considered for real-time surveillance of mortality in patients with cancer because 

they are easily available and time-efficient. 

Keywords. Digital epidemiology, web mining, vital status, Medical Record 

Linkage 

Introduction 

Cancer is among the leading causes of death worldwide and cancer-related statistics are 

closely monitored in many countries. Several key statistics such as incidence, 

prevalence, mortality, survival and type of cancer, are used to assess the impact of 

cancer in the general population.[1] To collect these metrics, two types of data sources 

are generally used: cancer registries and mortality databases. Population-based cancer 

registries collect data on all new cases of cancer that occur in a well-defined 

population[2] (regional or nationwide). Mortality data come from different sources 

such as civil registration systems[3] or reimbursement claims. [4]. However, given the 

sensitive nature of these data, these databases are not available for public use or for 
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routine use, and investigators must obtain specific approval to access them for clinical 

research purposes. Moreover, cancer surveillance statistics are usually national rather 

than local, and are available with a few years of delay because in most cases, they are 

manually reported and need to be reviewed before publication. Mining web content, 

such as web queries or social media, allows near real-time digital surveillance. Studies 

using Internet based-data identified trends that are comparable to those obtained using 

established indicator-based surveillance methods.[5] However, most studies based on 

web data have focused on reproducing mortality trends,[6] or on comparing patient-

reported outcomes with traditional health records.[7].However, cancer studies 

involving death rates and/or survival rates use traditional sources of data such as 

national cancer registries[8,9] or reimbursement claims to link their medical record to 

mortality statistics. Nevertheless, it has been shown that obituaries might provide 

reasonably reliable mortality data that could be used to generate study hypotheses for 

future epidemiological studies.[10] Therefore, we hypothesized that it should be 

possible to match medical records to death announcements to calculate mortality data, 

although these data sources are incomplete and do not entirely overlap. The aim of this 

study was to develop a methodology to link mortality data from online obituaries at 

funeral home websites to administrative data from electronic health records and to 

assess the performance of different record linkage methods.  

1. Material and Methods 

1.1. Data Sources 

We used two data sources: the patients’ electronic health records (EHR) from the 

Rennes Comprehensive Cancer Center (Centre Eugène Marquis, CEM) database, and 

obituaries from French funeral home websites. We extracted ten fields from the CEM 

database that were necessary for the linkage: First Name, Middle Name, Maiden Name, 

Last Name, Date of Birth, Birthplace, Last known address, Zip Code, Sex, and 

Hospitalization Dates. For patient with multiple hospitalizations, we only kept the most 

recent stay, and considered it as the last known date when the patient was alive. We 

then randomly divided the patients included in the CEM database in two datasets: 

training set (82% of all patients) and test set (18% of all patients). Obituaries were 

extracted from the most exhaustive French funeral home website: www.avisdedeces.net 

using an online third-party service for web scraping[11] (www.import.io). For 

confidentiality and safety reasons, we downloaded the scraping result files and matched 

them locally with the EHR data. The following data were extracted from the obituaries: 

First Name, Middle Name, Maiden Name, Last Name, Date of Death, Age of Death, 

City and Zip Code. 

1.2. Linking model 

Our approach included four steps (Figure 1): i) data cleaning and standardization; ii) 

indexing and creation of candidate record pairs; iii) comparison of candidate record 

pairs; and iv) classification of the candidate record pairs into matches and non matches. 

The first step was carried out to improve data quality and transform both databases in a 

common standardized form. To match two databases that contain n and m records, m x 

n comparisons are required. As both databases were quite large, the aim of the indexing 
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step was to reduce the number of record pairs that were compared and accelerate the 

linkage process. For this, we used a block search and applied the following blocking 

key: Sex (male/female) concatenated with the first three letters of the Last Name. 

Record comparison was based on similarity. For each candidate record pair generated 

in Step 2, we compared several record fields and used different approximate string 

comparison functions, depending on the field type. For each field, a similarity score 

ranging from 0 (total dissimilarity) to 1 (exact match) was generated. In-between scores 

corresponded to some degree of similarity. If a field was empty, its similarity score was 

arbitrarily noted as “0”. In the final step, we assessed whether each candidate record 

pair belonged to the same person and classified the record pairs into matches and non-

matches, based on their overall similarity score. As women, but not men, can have a 

maiden name (and therefore a supplementary record field), we separated our record 

pairs by sex before their classification. We optimized our matching approach in the 

training set, and then evaluated them using a random sample from the test set. We 

reviewed manually the classification algorithm with one medical expert. Uncertain 

pairs were reviewed again by two other investigators  

 

Figure 1. Study design. 

1.3. Ethics approval 

This study was approved by National Commission for Informatics and Freedom (CNIL, 

Commission Nationale Informatique et Libertés) who agreed to give a waiver of 

consent for the study. However patients were collectively informed of the study on the 

hospital website and in the patients’ book. 

2. Results 

The CEM database included 74,257 patients hospitalized between January 1, 2010 and 

December 31, 2015. The training set had 60,672 patients (82% of the CEM database) 

and the test set 13,585 patients (18% of the CEM database). The obituary database 

included 1,885,816 subjects deceased between January 1, 2010 and December 31, 2015. 
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The overall precision was between 98 and 100%. For women, the three algorithms 

displayed the same Positive Predictive Value (PPV) (100%). For men, the exact 

deterministic algorithm showed the best PPV (100%). Overall, the three classification 

algorithms performed better for men than for women. The Negative Predictive Value 

(NPV) was around 99% regardless of the sex. In both cases, the probabilistic 

classification decreased the number of manual reviews, but slightly increased the 

number of false negatives (Table 1). 
 

Table 1. Algorithm Performance 

 Women Men 

  Exact 

deter-

ministic 

Approximate 

deterministic 

Proba-

bilistic 

 Exact 

deter-

ministic 

Approximate 

deterministic 

Proba-

bilistic 

PPV 100 % 100 % 100 % 100% 98% 98% 

Manual 

review  

34 % 9 % 9% 4% 

NPV 100% 99 % 99% 99% 

PPV: Positive Predictive Value. NPV: Negative Predictive Value. 

3. Discussion 

All classification approaches showed very high precision (between 98 and 100%) and 

NPV (around 99%), which are highly sought in identity matching. The approximate 

deterministic and probabilistic approaches outperformed the exact deterministic method, 

especially for men (who had fewer classification fields than women). The probabilistic 

method did not improve precision and recall for the single-threshold classification, but 

greatly reduced the number of manual reviews in the dual threshold situation, 

especially for women (from 34.3% to 8.9%). 

Our study has several limitations. First, obituaries came from a unique digital 

source (funeral homes). However, it was rather exhaustive because we estimated that it 

covered more than half of the absolute number of deaths nation-wide and 86% in 

Brittany where most of our patients lived (data not shown). Second, we chose to adjust 

our thresholds to obtain the highest possible specificity. Previous studies [12] showed 

that for record linkage, it is the most pertinent choice, although it automatically 

increases the false negative results. Women with a missing name field (missing maiden 

name or married name) were particularly affected by this methodological choice. As 

we gave a “0” similarity score also to empty fields, we did not differentiate between 

missing and totally dissimilar data, and these women were classified as non-matches, 

although they were matches for all the other fields. Finally, we only used a limited 

number of methods for record linkage. Most record linkage studies use several 

combinations of blocking variables.[13] We might have missed potential record pairs 

because we only had one combination for our blocking variable, but we were limited 

by the available information: inferred sex and last name were the most reliable 

attributes, while other combinations were risky.  

Most studies using mortality data from external sources have tried to reproduce 

mortality trends or used more conventional sources for record linkage.[14] This study 

moves one step further by linking obituary data to real patient records. Despite the 

limitations and the relatively low number of variables, we still managed to match 
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accurately a good number of records. Furthermore, our source is almost real-time, 

whereas most mortality data from conventional sources are only available on an annual 

basis.[1] Therefore, this method can be applied for real-time monitoring of death rates 

of patients with cancer without the usual delay of the traditional methods. 

This system cannot make the same claims of completeness as official mortality 

registries, but it could become a supplemental and reliable source of information for 

routine vital status surveillance. 

4. Conclusion 

Our study demonstrated that online obituary data could be considered for real-time 

surveillance of mortality in patients with cancer. This information is easily available 

and time-efficient and addresses the problem of long delays in the publication or 

sharing of mortality data. Next, we would like to compare our results to the mortality 

data from the National Directory of Identification of Natural Persons (the French gold 

standard) to confirm the accuracy of our findings. 
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Abstract. The effects of treatment often vary over subpopulations characterized by 
baseline patient features. Detection of such treatment-subgroup interaction is of 
central importance to precision medicine and personalized care. In this paper, we 
propose an analytical framework for treatment-subgroup interactions detection and 
treatment effectiveness heterogeneity evaluation in a real-world data setting. Model-
based recursive partitioning analysis (MOB) is used for subgroup identification, 
filter-based confounder selection and multivariate logistic regression are used for 
confounding reduction and treatment effectiveness assessment. We illustrate this 
approach by a real-world case study that analyzes the effects of 15 drugs among 
patients with myocardial infarction (MI) using China Acute Myocardial Infarction 
(CAMI) registry data. The results show that our approach effectively identifies 
meaningful patient subgroups involved in treatment-subgroup interactions and thus 
can potentially aid decision making in personalized medicine. 

Keywords. treatment-subgroup interactions, treatment effectiveness, model-based 
recursive partitioning, myocardial infarction 

1. Introduction 

Effects of treatment regimens in clinical trials and observational studies often vary over 
subpopulations characterized by pre-treatment values of demographic, clinical, and other 
patient features, which termed as treatment-subgroup interactions [1]. Detecting such 
interactions enables us to identify subpopulations who benefit from the treatment and 
who do not benefit. This is of central importance to precision medicine and the 
development of tailored therapies [2].  

Several recursive partitioning methods [3] have been developed in the past decade 
for this task, including model-based recursive partitioning (MOB) [4], Interaction trees 
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[5], STIMA [6] and Virtual Twins [7]. These tree-based methods automatically identify 
subgroups where target endpoints are differential for one or more treatment alternatives. 
In addition, they can handle a large number of baseline covariates and detect high-order 
interactions between them at once [8].  

However, none of these methods were developed in the specific setting of real-world 
observational data, where inherent comparability between the treated group and the 
control group (like in randomized clinical trials) are not always achieved. The failure of 
adjusting for imbalanced confounding covariates could lead to biased estimation of 
treatment effects [9]. This formulates the challenge of introducing appropriate methods 
for treatment-subgroup interaction analysis using real-world data.  

In this paper, we propose an analytical framework that automatically identifies 
subgroups of patients involved in treatment-subgroup interactions and assesses the 
treatment effects heterogeneity with adjusting for confounders. Model-based recursive 
partitioning is used for subgroup identification, as it enables fitting a broad range of local 
parametric models that estimated parameters are differential across terminal nodes, 
rather than uses constant fits in all splits [4]. Filter-based confounder selection and 
multivariate logistic regression are used for confounding reduction and treatment 
effectiveness evaluation. We also illustrate this approach by a real-world case study using 
China Acute Myocardial Infarction (CAMI) registry data. The treatment-subgroup 
interactions of 15 drugs among patients with ST-segment elevated myocardial infarction 
(STEMI) is analyzed and the results of subgroup treatment effectiveness are reported.  

2. Methods 

The analytical framework consists of three steps: (i) patient subgroup characterization, 
(ii) confounder identification, and (iii) treatment effectiveness evaluation. 

2.1. Patients Subgroup Characterization 

The key step of our approach is to identify and characterize subgroups of patients with 
heterogeneous treatment effects. Specifically, we need to first identify subgroups linked 
to differential clinical outcomes for one or more treatment alternatives, and then find the 
rules that characterize these subgroups. In this study, we apply MOB algorithm [4] with 
a generalized linear model with log link for this task.  

MOB algorithm first fits a parametric model to the dataset and estimates local 
parameters by optimization of objective function. Then it uses generalized M-fluctuation 
tests to statistically test whether parameter instability exists over a set of potential 
partitioning variables. If overall parameter instability occurs with respect to any of the 
partitioning variables (i.e. p-value for the M-fluctuation test of at least one partitioning 
variable is below the pre-specified significance level α), binary partition is performed 
over the variable with the minimal p-value. This process is recursively repeated until no 
significant instabilities can be detected. [4] Compared to traditional decision tree 
methods, MOB algorithm enables fitting local models where estimated parameters are 
differential across terminal nodes, rather than uses constant fits in all splits.  

Basically, two strategies to grow a partitioning tree are frequently taken: (i) grow a 
small tree using significant test and additional stopping criteria such as minimal node 
size and maximum tree depth to control the tree size. (ii) first grow a large tree by 
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specifying a large significance level α and then prune back the splits that do not improve 
the model using information criterion such as AIC or BIC, as traditional significance test 
might not be appropriate for large sample size [4].  

2.2. Confounder Identification 

Before assessing the within-group treatment effectiveness, we first detect potential 
confounders in each subgroup identified in Step 1. Conventional criteria for confounder 
identification include: (i) common cause criterion that consists of controlling for 
covariates that are causes of both treatment and outcome. (ii) pretreatment criterion that 
simply controls for all pretreatment covariates. (iii) disjunctive cause criterion that 
controls for all covariates which are causes of treatment, outcome, or both. [10] In this 
study, we apply the disjunctive criterion because when the causal relationship of 
covariates is unknown, the set of covariates selected by this criterion will suffice to 
control for confounding [10]. We used Wilcoxon rank sum test for continuous variables 
and Chi-square test for discrete variables to detect statistical correlations and perform 
filter-based confounder selection based on the p-values. The statistical significance level 
is set as 0.05 and Bonferroni correction is applied [11]. 

2.3.  Treatment Effectiveness Evaluation 

In this paper, we used adjusted odds ratio (OR) as a measure of treatment effectiveness. 
The adjusted ORs are derived via multivariate logistic regression (LR), a generalized 
linear model with a logit link function and a binomial distribution. Confounders 
identified from the last step are included in the model as independent variables. Adjusted 
ORs of the treatment and their 95% confidence intervals are reported for each subgroup 
of patients. 

3. Results 

We implement the analytical pipeline using China Acute Myocardial Infarction (CAMI) 
registry data to illustrate this approach. The CAMI registry is a prospective, nationwide, 
multicenter observational study for acute myocardial infarction patients, conducted by 
Fuwai Hospital, National Center for Cardiovascular Diseased (NCCD), China. The 
patients were recruited from January 1, 2013 through September 30, 2014 in the first 
stage of the registry [12]. From the CAMI dataset, 18,744 STEMI patients that meet the 
inclusion criteria and data quality criteria are identified as the study population. We 
analyzed the treatment effects in preventing in-hospital mortality among these patients 
for 15 drugs with proportion of usage > 5% (listed in Table 1).  

Partitioning trees are generated for each of the drug using two sets of parameter 
settings following the strategies introduced in the method section: (i) grow a small tree 
with significance level α=0.01 and minimal node size n=10% of total population as 
stopping criteria. (ii) grow a large tree with α=0.05, n=5% and then prune the tree based 
on AIC. Because of the limited space, we are not able to include detailed results for all 
drugs. Here, we take intravenous traditional Chinese medicine (TCM), a drug of 
particularly clinical interest for STEMI patients [13] as an illustrative example. As shown 
in Figure 1, five subgroups with differential effects of intravenous TCM are characterized. 
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Among these subgroups, patients with Killip class II-IV significantly benefit from 
intravenous TCM (adjusted OR: 0.82, 0.67-0.97), while the treatment has no significant 
effect on the overall population (0.94, 0.83-1.07).  

Figure 1. Results of patient subgroup characterization, confounder identification and effects evaluation for 
intravenous TCM. Inner nodes give the partitioning variable and associated p-value of M-fluctuation test. 
Parameters are set as α=0.01, n=10%. 

We also summarize the results of treatment-subgroup interactions identification for 
other drugs in Table 1. The number of subgroups identified by the algorithm, and the 
number of subgroups with treatment-responsive effects (adjusted OR <1, p-value<0.05) 
and with treatment-resistant effects (adjusted OR>1, p-value < 0.05) are reported. 

Table 1. Summarization of treatment-subgroup interactions for all 15 drugs. 

Drug OR Adj. 
OR 

=0.01, n=10% =0.05, n=5%, with prune 

  # sub-
groups 

#Respo
nsive 

groups 

#Resist
ant 

groups 

  # sub-
groups 

#Respo
nsive 

groups 

#Resist
ant 

groups 
Aspirins 0.21** 0.43** 6 4 0 11 6 0 
P2Y12 0.21** 0.44** 5 4 0 11 7 0 
GPIIb 0.47** 0.9 6 0 0 8 1 0 
Heparins 0.36** 0.48** 4 4 0 8 5 0 
Statins 0.13** 0.23** 6 5 0 10 9 0 
Nitrates 0.66** 0.7** 5 2 0 10 3 0 
Beta blockers 0.3** 0.38** 5 5 0 10 9 0 
CCB 0.57** 0.65** 5 2 0 11 3 0 
ACEI_ARB 0.32** 0.39** 6 5 0 10 8 0 
Antiarrhythm 2.39** 1.53** 5 0 2 9 0 4 
AA 0.93 0.42** 6 4 0 9 5 0 
Diuretics 2.05** 0.82** 5 2 0 8 2 1 
GAI 0.89 0.75** 5 2 0 8 3 0 
Oral TCM 0.63** 0.64** 5 1 0 9 1 0 
Intra TCM 1.05 0.94 5 1 0 10 1 0 

** p-value < 0.001, * p-value <0.05  
P2Y12: P2Y12 inhibitors, GPIIb: GPIIb_IIIa inhibitors, CCB: calcium channel blockers, ACEI_ARB: 
angiotensin converting enzyme inhibitors or angiotensin receptor blockers, AA: aldosterone antagonists GAI: 
gastric acid inhibitors, intra TCM: intravenous traditional Chinese medicine. 
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4. Discussion and Conclusion 

To identify subpopulations who benefit from a treatment alternative and who do not is 
the first step towards personalized medicine. Our approach effectively characterized such 
subgroups and evaluates the treatment effects within these subgroups. This can be of 
particularly high value for scenarios such that a new drug presented an overall efficacy 
and it is of interest to identify subgroups where efficacy is above average, or clinical data 
fail to conclude efficacy for a new drug but it is of interest to identify subgroups where 
compelling evidence of relevant treatment effect can be assessed [14]. 

In this study, we implemented MOB algorithm for patient subgroup characterization 
because of its flexibility in linking a wide range of parametric models. Other tree-based 
recursive partitioning methods, such as interaction trees [5], STIMA [6], and Virtual 
Twins [7] can be applied as well. Besides, the employment of other confounding 
reduction methods, such as propensity score matching, inverse probability weighting in 
subgroup analysis could also be explored. 

References 

[1] P.M. Rothwell, Subgroup analysis in randomised controlled trials: importance, indications, and 
interpretation, The Lancet 365.9454 (2005), 176-186.  

[2] S.R. Tunis, J. Benner, & M. McClellan, Comparative effectiveness research: policy context, methods 
development and research infrastructure, Statistics in medicine 29.19 (2010), 1963-1976. 

[3] J.N. Morgan, & J.A. Sonquist, Problems in the analysis of survey data, and a proposal. Journal of the 
American statistical association 58.302 (1963), 415-434. 

[4] A. Zeileis, T. Hothorn, & K. Hornik, Model-based recursive partitioning, Journal of Computational and 
Graphical Statistics 17.2 (2008), 492-514. 

[5] X. Su, T. Zhou, X. Yan, J. Fan, & S. Yang, Interaction trees with censored survival data, The 
International Journal of Biostatistics 4.1 (2008). 

[6] E. Dusseldorp, C. Conversano, & B.J. Van Os, Combining an additive and tree-based regression model 
simultaneously: STIMA,  Journal of Computational and Graphical Statistics 19.3 (2010), 514-530. 

[7] J.C. Foster, J.M. Taylor, & S.J. Ruberg, Subgroup identification from randomized clinical trial 
data, Statistics in medicine 30.24 (2011), 2867-2880.  

[8] C. Strobl, J. Malley, & G. Tutz, An introduction to recursive partitioning: rationale, application, and 
characteristics of classification and regression trees, bagging, and random forests, Psychological 
methods 14.4 (2009), 323. 

[9] R. McNamee, Confounding and confounders, Occupational and environmental medicine 60.3 (2003), 
227-234. 

[10] T.J. VanderWeele, & I. Shpitser, A new criterion for confounder selection, Biometrics 67.4 (2011), 
1406-1413. 

[11] C.E. Bonferroni, Teoria statistica delle classi e calcolo delle probabilita. Libreria internazionale 
Seeber, Italy, 1936. 

[12] H. Xu, W. Li, J. Yang, S.D. Wiviott, M.S. Sabatine, E.D. Peterson, ... & X. Tang, The China Acute 
Myocardial Infarction (CAMI) Registry: A national long-term registry-research-education integrated 
platform for exploring acute myocardial infarction in China, American heart journal 175 (2016): 193-
201. 

[13] H.X. Liu, S.R. Wand, L.E.I. Yan, & J.J. SHANG, Characteristics and advantages of traditional Chinese 
medicine in the treatment of acute myocardial infarction, Journal of traditional Chinese medicine 31.4 
(2011), 269-272. 

[14] H. Seibold, A. Zeileis, & T. Hothorn, Model-based recursive partitioning for subgroup analyses, The 
international journal of biostatistics 12.1 (2016), 45-63. 

T. Chen et al. / Using MOB for Treatment-Subgroup Interactions Detection in Real-World Data580



Using the Personal Health Train for 

Automated and Privacy-Preserving 

Analytics on Vertically Partitioned Data 

Johan van SOEST
a,1

, Chang SUN
b

, Ole MUSSMANN
c

, Marco PUTS
c

, Bob van den 

BERG
c

, Alexander MALIC
b

, Claudia van OPPEN
b

, David TOWEND
d

,  

Andre DEKKER
a

 and Michel DUMONTIER 

b

 

a

 Department of Radiation Oncology (MAASTRO), GROW school for Oncology and 

Developmental Biology, Maastricht University Medical Centre+, Maastricht, The 

Netherlands 

b

 Institute of Data Science, Maastricht University, Maastricht, The Netherlands 

c

Centraal Bureau voor de Statistiek (CBS), Heerlen, The Netherlands 

d

Department of Health, Ethics and Society, CAPHRI Research School, Maastricht 

University, Maastricht, the Netherlands 

Abstract. Conventional data mining algorithms are unable to satisfy the current 

requirements on analyzing big data in some fields such as medicine, policy making, 

judicial, and tax records. However, applying diverse datasets from different 

institutes (both healthcare and non-healthcare related) can enrich information and 

insights. So far, analyzing this data in an automated, privacy-preserving manner 

does not exist to our knowledge. In this work, we propose an infrastructure, and 

proof-of-concept for privacy-preserving analytics on vertically partitioned data. 

Keywords. Infrastructure, machine learning, data mining, statistics, privacy-

preserving, secondary use of data 

1. Introduction 

Information exchange in the healthcare domain is becoming increasingly important. In 

first place for clinical purposes such as transfer of care documents among healthcare 

providers, however also increasingly for secondary use such as development of value-

based healthcare and healthcare learning systems. For clinical purposes, information 

exchange systems are mostly targeted on the exchange of data, e.g. using syntactical 

standards (e.g. HL7) which facilitate semantic standards (e.g. terminological systems) 

[1]. For secondary use, purposes translate into e.g. business analytics, obligations to 

(governmental) registries, and scientific research. Although the use is different, the 

same clinical standards can be used for secondary purposes. 

Although these standards provide transfer of information, they also raise questions 

about maintainability and ownership, and subsequently security and privacy. By 

transferring information between multiple health care providers, provenance and 

authorization become more complex. Furthermore, propagating provenance and 
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authorization changes (e.g. changes in patient consent) becomes a complex task, as all 

health care providers who received the information need to re-validate their provenance 

and authorization, or even remove the data from their systems. Furthermore, public 

confidence regarding data security by large companies has been impaired by recent 

high-profile breaches (e.g. Equifax breach). Subsequently, policy makers and EU 

General Data Protection Regulations attempt to increase the requirements for data 

collection and use, however revise less what alternative options are [2]. 

One of the alternatives to data transfer is to investigate sending applications 

containing questions and algorithms to the data source. The goal of this paper is 

twofold: a) to develop an infrastructure to facilitate transfer and execution of 

algorithms, b) to apply this infrastructure in a proof-of-concept setup. This proof-of-

concept (PoC) will focus on analyzing vertically partitioned data from two institutes. 

Beyond the scope of this paper, the PoC will be used as a baseline to investigate the 

causes of onset and progression of Diabetes Mellitus in a population cohort study; 

including socioeconomic and environmental factors. This paper is further organized 

into methods, results and conclusion/discussion. The methods section describes the 

development process of an infrastructure for communicating algorithms and results, 

called the Personal Health Train (PHT) infrastructure. Furthermore, this paragraph will 

explain the PoC setup. The results section briefly explains the developed infrastructure 

(open-source available), and a reference PoC implementation. Finally, the conclusion 

& discussion will explain our main findings, strengths and weaknesses, and future 

work. 

2. Methods 

The methods below are guided by the scientific question to perform analyses on a 

population cohort study, enriched with complementary information. Hence, we will 

first discuss the identification and development of required concepts, and afterwards 

define the PoC methods used for privacy-preserving processing using complementary 

data analytics. 

2.1. Identification of complementary data analytics methods 

We started this project by identifying options for complementary data analytics:  

performing analyses on datasets which have common patients, however have different 

data elements per patient. The main questions in this identification process were 

whether data should be transferred, and if yes, with or without patient identifiers. 

Afterwards, we identified current (commonly used) approaches to complementary data 

analytics. Finally, we chose the most appropriate starting point for implementation. 

2.2. Development of the PHT infrastructure 

The main goal of the PHT infrastructure is to provide a general-purpose infrastructure, 

where many different questions can be asked at multiple data owners (e.g. hospitals or 

even patients themselves). Using such an infrastructure, data owners should have more 

control over which questions and/or analytics are performed on their data. Furthermore, 

it should reduce data duplication, and its involved administrative issues [3]. Previously, 

we have successfully co-developed an infrastructure, which has been adopted by a 
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commercial entity (Varian Learning Portal, Varian Medical Systems, Palo Alto, CA, 

USA). This system has been successful for distributed machine learning on 

horizontally partitioned datasets, however is not flexible in terms of analysis tools used, 

or configuration within hospital infrastructures. In this work, we will continue on 

previous experience and developed several criteria for the newly developed 

infrastructure: 

• Executing questions at a local institute should be operating system agnostic 

• It should facilitate use of different (versions of) libraries 

• Communication and computation should be separated 

• The communication network should be as light-weight as possible 

• IT administration and requirements on the client side should be as limited 

One of the consequences of sending algorithms to the data, is that we cannot actually 

access (and “see”) the data, and have to rely on information given regarding used data 

structures and systems where they are stored. Previously, we have developed an open-

source infrastructure to extract data from clinical systems into standardized formats [4,5].  

2.3. Proof of Concept (PoC) setup 

The developed infrastructure was tested as a PoC in a collaborative information 

exchange project between a university and the national statistics agency. Specifically, 

this collaboration targets the vertically partitioned data problem, analyzing data from 

both participating. In the current PoC, we simulated two datasets:  

• At the university: personal identifier and age 

• At the statistics agency: personal identifier and income 

The datasets were unbalanced in terms of number of patients, where the statistics 

agency has a large dataset, and the university dataset contains a small subset of patients. 

This resembles the actual situation, where the statistics agency has more data in 

comparison to the university. The goal of this PoC was to develop an automated system 

to plot the relationship between age and income. 

3. Results 

3.1. Identification of complementary data analytics methods 

The final tree of complementary data 

analytics approaches, as a result from 

the brainstorm sessions, is shown  

in Figure 1. The tree in this figure  

also resulted in a development and 

validation flow; by starting with data 

transport and patient identifiers, we 

will have a validation method for 

more challenging approaches. In the 

current PoC, we will use the setup 

using a trusted third party (TTP)  

for linking datasets and performing 

the actual analysis. Using this TTP 

Figure 1. Approaches for complementary data analytics

and the chosen development and validation workflows 
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and appropriate encryption methods, the chances of one party pertaining all datasets 

and being able to decrypt them are limited (as the TTP cannot retrieve the original 

patient IDs). 

3.2. Development of the Personal Health Train infrastructure 

In our current PoC, we split the Personal Health Train infrastructure into a client-server 

architecture, connected using the internet (HTTPS). These two developed applications 

are: a) central message dispatcher and b) client execution application. In this 

infrastructure, the client execution application (CEA) registers itself at the central 

message dispatcher (CMD). When successfully registered, the CEA will ask the CMD 

whether it needs to execute new tasks at regular time intervals. These tasks identify the 

execution of specific Docker images; hence a task only specifies the docker image 

identifier and optional (additional) input parameters, stored in a text-based format. The 

CEA will retrieve the Docker image form the central repository, will append several 

properties regarding access to the local data source (e.g. intranet URL of the data 

source), and executes the Docker container. The output of this container should be a 

text-based result, and is sent back to the CMD. This infrastructure is publically 

available at https://bitbucket.org/jvsoest/pytaskmanager. 

3.3. Implementation of proof-of-concept 

Based on the result of section 3.3, we simulated all involved parties: both institutes, and 

a TTP. Both institutes installed a CMD, to receive algorithms and work with the 

simulated data available. At the TTP, a modified version of the CEA was installed to 

fulfill the role of data receiver. 

Three Docker containers were developed: a) for data extraction and encryption of 

the data at both institutes and b) for decryption at the TTP. The containers sent to the 

institutes (a) contained queries on the FAIR data sources. The personal identifiers 

would then be hashed with an agreed-upon salt at both sites. Afterwards the complete 

dataset would be signed, encrypted and signed, before sending the data to the TTP 

CEA. Encryption of the dataset was performed using symmetric encryption for 

performance reasons (symmetric keys are faster for large datasets, in comparison to 

public key encryption). The symmetric keys were exchanged separately using public 

key encryption. Finally, when encrypted data was sent, the container produced a 

positive (message: “OK”) result to the CMD that it performed the given task at hand. 

After both centers had given a positive result, the final task (container b) was sent 

to the TTP CEA. First, this container would retrieve the signed and encrypted data 

from the CEA, and verify-decrypt-verify the data using the securely provided 

verification and symmetrical decryption key. The first verification was to verify the 

encryption of the data, and the second signature was to verify the actual dataset. 

Afterwards, it would perform the actual analysis (merging both datasets), resulting in a 

scatterplot of age and income of the matched patients in both datasets. Plots can be 

retrieved manually from the TTP, to ensure a manual validation of anonymity of the 

results. Docker containers including data were removed by the CEA when execution 

finished for all locations (data providers & TTP). 
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4. Conclusion and Discussion 

We have successfully shown that the developed infrastructure and proof-of-concept 

worked with simulation data. Although the proof-of-concept implementation only 

shows one case example, the infrastructure can be reused for different questions; both 

for horizontally and vertically partitioned data. 

Limitations of the current work pertain the limited scope of variables in the PoC, 

and the use of simulation data. Furthermore, the infrastructure will need more security 

enhancements before actually being implemented in practice. Ethical, legal and societal 

issues (ELSI) are also of importance in such an infrastructure, however were not 

scoped in the current prototype. The discussion between ELSI, technical and scientific 

challenges is a continuous debate among different stakeholders, and evolves over time. 

Hence, we developed this PoC as input for ELSI discussions, and to show the technical 

possibilities to the scientific field. Furthermore, our example relies on 

researchers/analysts which can develop algorithms without actually accessing the data 

directly. This was not an issue with simulated data in our PoC, however will be 

addressed using the FAIR principles [6,7] in future work. 

Future work will include the discussion and development of an ELSI framework, 

where the different approaches for complementary data analytics will be discussed, 

from multiple stakeholder perspectives. In example, some scientific questions can only 

be answered with specific technical methods, which have certain ELSI requirements in 

terms of consent and privacy/security aspects. Likewise, ELSI insights may result in 

different technical opportunities or scientific directions. 

From a technical perspective, future work will pertain further development of this 

reference infrastructure (e.g. security measures on executing applications), and case 

examples to use this network. FAIR descriptions of datasets will be part of these case 

examples, as well as measures to define of FAIR principles. 
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Abstract. Patients and citizens are experienced in Internet use. Earlier studies have 
suggest that citizens’ interest in electronic healthcare services has increased, and 
there is a need of healthcare professionals to inform patients and their families about 
this new format and provide them with guidance. The purpose of this study was to 
find out how patients accept electronic healthcare services and determine their 
intention to use them based on their opinions of perceived usefulness and perceived 
ease of use. A survey (N=150) was carried out at a university hospital before 
electronic services (e-service) were implemented. Participants were motivated to 
monitor their wellness based on their previous experiences of using electronic 
services. Patients were confident about the effectiveness of e-service provision. 
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1. Introduction 

Health information technology has fundamentally changed the means by which 
healthcare services are provided. In the future, clients will have an even wider range of 
health and social services from which to choose in Finland. The intention is that public, 
private and third sector operators will provide publicly funded health and social services 
[1]. Online services, client advisors and service coordinators will guide and support 
clients in choosing the services that best meet their needs. A national information strategy 
for healthcare and social services has already been decreed by the Ministry of Social 
Affairs and Health, and now the digitalization policy has brought a similar approach to 
other areas of the administrative branch, including healthy work, healthy living 
environments and health and wellbeing promotion [1]. The Virtual Hospital 2.0 program 
(2016-2018) has been created to support this strategy and will completely change how 
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patients access health services [2]. The program includes a called Healthvillage.fi, which 
is a specialised outpatient care service developed with patients. 

Based on earlier studies [3–5], patients’ interest in electronic healthcare services 
has increased, and there is a need to inform patients and their families about this new 
format and to provide guidance. The purpose of this study was to find out patients’ 
acceptance of and intention to use electronic services (e-services) based on their opinions 
of perceived usefulness and perceived ease of use of the services in question. 

2. Health Village: Providing an E-Service 

Patients and citizens are experienced in using the Internet to search for health-related 
information [5]. Although patients trust their physicians, due to their expertise and 
experience, they prefer the Internet because it provides easy access to information [6,7]. 
Patient portals for chronic disease management have shown promising results regarding 
patient outcomes [8]. In many countries, patient portals provide clinical information [9]. 
A typical electronic patient portal allows patients to see their visit history, current 
medication list and allergies, recent lab results and other medical data captured in their 
healthcare provider’s electronic health record [10].  

In addition to offering access to personal medical data, electronic portals frequently 
offer secure messaging to and from the office or provider, access to electronic libraries 
containing patient education resources, appointment scheduling or other patient-oriented 
functions [10]. In Finland, the My Kanta-portal is a personal online service in which 
anyone can view their national health data repository including electronic prescription 
and medical care details, case summaries and outpatient care records [11,12]. During the 
last 20 years, the Finnish government has made significant efforts to establish a digital 
ecosystem. Kanta is a core service in this development. For example, patient can renew 
e-prescription through the My Kanta-portal. The Kanta service has also created an 
extensive national database where physicians can find their patients’ entire clinical 
histories in one place [12]. 

Patients and patient organisations jointly by professionals have been involved in 
developing the specialised virtual outpatient care service Healthvillage.fi, which 
provides information and tools for professionals. If our services today are professional -
centered using Healthvillage.fi means that in the future services will be patient- and 
client-centered. Healthvillage.fi was developed in a collaboration between five 
university hospital districts and patient organisations. The Virtual Hospital 2.0 program 
will completely change health services access and harmonise care processes [2]. The 
university hospitals collaborated to design and implement a national Healthvillage.fi, 
which provides an e-service via hubs, similar to an outpatient clinic. 

By 2018, Healthvillage.fi will contain 30 hubs, including mental health, women’s 
health, rehabilitation, cardiac health, allergy and asthma, pain management and surgery. 
Citizens and outpatients will able to visit these hubs to gather information and support. 
These services will provide a digital care pathway that will complement traditional 
treatment [2]. The establishment of digital pathways is a significant change in the 
provision of specialised outpatient care services. When a patient’s referral has been 
accepted by a hospital outpatient clinic, he or she is sent an admission letter offering the 
opportunity to sign up for e-services or traditional visit. As part of the e-service, patients 
can complete questionnaires in preparation for a physician or nurse’s visit, and they can 
become acquainted with the clinic by watching a video. This improves access to health 
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information, especially as it activates patient participation in the care process. 
Concurrently, healthcare personnel can use the e-service to prepare for the visit, which 
gives more time for actual interaction during the encounter. For chronic diseases, like 
asthma or rheumatism, the follow-up visit can be arranged virtually if it is convenient to 
the patient.  

The conceptual framework that formed the basis of this study is the Technology 
Acceptance Model (TAM). TAM has been developed on existing behavioural intention 
models in social sciences: these include the Theory of Reasoned Action, and Theory of 
Planned Behaviour [13]. TAM is based on two fundamental beliefs, perceived usefulness 
and perceived ease of use systems. These beliefs determine an individual’s attitude 
towards the use, behavioral intention, and actual usage of information systems [13]. 
Today, TAM is a widely used theoretical framework to study the acceptance of different 
health informatics technologies [14,15]. 

Digital technologies offer huge opportunities to improve healthcare delivery. This 
new way of providing services requires new competencies. Healthvillage.fi provides 
training to professionals before and during the implementation process. It also offers 
information and tools for professionals, who provide care using e-services [2]. 

3. Methods 

A tool, based on the structure of the Technology Acceptance Model (TAM) [13], was 
created to assess the willingness of patients to use e-services in the future. Figure 1 
depicts the conceptual model used for this study. The TAM model was chosen because 
it clearly captures the multi-factorial nature of technology use, while accounting for the 
context (i.e. external variables such as age, sex, role of visiting healthcare provider and 
their experience in using e-services). University hospital management approved the 
study as a part of e-service development, so the approval of the University of Eastern 
Finland Committee on Research Ethics was not required. Participants were offered 
written information prior to the survey. Based on the permission of the hospital 
management no informed consent was needed. 

 

Figure 1. The original Technology Acceptance Model (TAM) [14]. 

Although the model’s ultimate outcome is system use, the model focuses on user 
acceptance of a technology, which was viewed to be pertinent here. The questionnaire 
consisted of five background variables and 29 Likert scale questions based on TAM. 
Statistical methods were used to describe and test patients’ intention to use e-services.  

Sample data (n=113) was collected from six outpatient clinics at a university 
hospital. Both electronic and paper questionnaires (N = 150) were used in the data 
collection process, which occurred during a two-week period in the spring of 2017. 
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4. Results 

Approximately two-thirds of the participants were women (n=65), and half (n=55) were 
between 40 and 60 years of age. Almost all participants had previous experiences of 
using e-services. For example, 95% (n=98/111) had used the e-prescription system, 64% 
had checked their lab results, 60% had experienced electronic appointment booking, and 
66% had reviewed their medical case summaries on the My Kanta -portal. More than 
60% found e-services easy to learn and use, 60% were motivated to use e-services in the 
future and 65% were confident of the effect this service was likely to have on service 
provision. 

Participants were motivated to report their wellness based on their experiences using 
electronic services 63 % (n=69). Of the total sample 66 % (n=73) of patients reported 
feeling confident about the effectiveness of e-service provision. One-half of participants 
(n = 64, 58 %) had accessed electronic health assessment tools on the Internet. Kanta 
services were well known, and as the level of their experience using e-services increased, 
patients increasingly perceived services as useful. 

 

 
Figure 2. Challenges with e-services. 

 
Young people dominated in the use of information technology (IT) and assessed 

their skills in using as good, while elderly participants were hesitant to use their IT skills. 
Perceived usefulness and perceived ease of use of e-services affects positively on 
attitudes towards using e-services and intention to use them. Patients’ motivation and 
meaningfulness of e-services proved to be important in the ex-ante evaluation. 

 

5. Discussion and Conclusions 

During the transition period from traditional visits to virtual care, a survey was conducted 
to determine outpatients and citizens’ motivation and willingness to use e-services. The 
purpose of this study was to find out patients’ acceptance of and intention to use e-
services based on their opinions. These were gathered by applying a standardised model 
to a survey instrument. However, the survey sample focused only on patients in one 
university hospital before the implementation of e-services. 

Our results showed those participants’ with positive perceptions of the usefulness 
and ease of use of e-services were a significant predictor of their attitudes and behavioral 
intention to use such services. Thus, the new Healthvillage.fi service fulfils the need to 
provide new services [1]. Our results suggested that the hubs are providing sufficiently 
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intensive support for health-related learning and behavior change, which is likely lead to 
an increase in patient activation and engagement. 

Majority participants expressed the positive perceptions of the usefulness and ease 
of use of e-services [15]. This may be due to participants’ age or their previous 
experience with e-services. Participants without any experience may find it difficult to 
assess the usefulness of the services [8]. Participants’ experiences with e-services on the 
My Kanta were positive and provided a strong foundation for future virtual care 
information and support. 

Prior to the adoption of e-services, citizens must be supported and guided so that 
they are able to use these virtual services effectively. In addition, it is important that 
health information –seeking skills are developed at an early age [5,7]. As more people 
use the Internet to seek health information, it may be helpful to teach adolescents and 
young adults how to create precise online searches, determine the credibility of content 
and how to become familiar with health vocabulary and numerical information, such as 
medicine dosages [10]. Our results show that citizens are motived to use e-services and 
meaningfulness of e-services proved to be considerable. Healthvillage.fi will support 
access on health services and harmonise care processes. However, e-services cannot fully 
replace face-to-face services; they can only complement the range of existing services. 
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Abstract. Advances in medicine have improved health and healthcare for many 
around the world. The challenge is achieving the best outcomes of health via 
healthcare delivery to every individual. Healthcare inequalities exist within a coun-

try and between countries. Health information technology (HIT) has provided a 
mean to deliver equal access to healthcare services regardless of social context and 
physical location. In order to achieve better health outcomes for every individual, 
socio-cultural factors, such as literacy and social context need to consider. This 
paper argues that HIT while improves healthcare inequalities by providing access, 
might worsen healthcare inequity. In order to improve healthcare inequity using 
HIT, this paper argues that we need to consider patients and context, and hence the 
concept of context driven care. To improve healthcare inequity, we need to con-

ceptually consider the patient’s view and methodologically consider design meth-

ods that achieve participatory outcomes. 

Keywords. Information and communication technology, healthcare inequalities, 
healthcare inequity, context-driven care. 

Introduction 

Advances in medicine have improved the lives of many [1]. This, however comes at a 

price that healthcare cost is increasing and high quality healthcare is increasingly be-

coming unaffordable for many [2]. Many cutting edge technologies while they improve 

patient life, also worsen inequality, creating a divide between those who have access to 

care and those who do not. Advanced economies are spending more than 10% of GDP 

on health [3], and yet, many patients do not have access to quality care.  

A recent multi-country comparison shows the effect of healthcare spending, quali-

ty of care, and access to healthcare [4]. Australia has been rated as the country that pro-

duces the best healthcare outcome but access to care is poor [4]. The United Kingdom 

provides the best access to care but health outcomes can be improved [4]. Healthcare 

inequalities are therefore evident between countries and for patients within a country.  
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Technology, in particular information communication technology (ICT) has been 

developed and adopted into healthcare with the view of improving healthcare outcomes 

and reducing healthcare inequality [5]. This paper discusses ICT that develops with 

patients in mind, which might potentially improve healthcare inequalities. While 

healthcare inequalities might improve with ICT, healthcare inequity might not. This 

paper discusses the difference between healthcare inequalities and healthcare inequity. 

This paper then challenges the idea that ICT, as it currently stands will likely improve 

healthcare inequity. In fact, ICT might widen the gap. This paper argues that in order 

for ICT to improve healthcare inequity, we need to consider fundamental requirements 

for good health from the perspective of public and population health and understand 

how we could help the population achieve these requirements through better designed 

tools and technology.   

1. Current ICT that improves patient healthcare management 

The advent of Web 2.0 and internet of things have improved access of ICT and 

healthcare information for patients, with the promise of engaging patients to participate, 

manage, and design their own healthcare journey [6]. Many ICT programs and apps 

have been developed to help individual patients to improve their own health and man-

age their diseases [7]. These ICT applications could be characterised by their intended 

health outcomes as below: 

• ICT that monitors health parameters for behavioural change (such as step counter) 

• ICT that helps with disease prevention (eg. Calorie counter and dietary advice, 

smoking cessation apps) 

• ICT that helps disease management (eg. Apps that helps with chronic disease man-

agement where data is obtained from blood glucose meters (diabetes) spirometer 

(COPD) etc.) 

While these ICT devices and apps could have the potential to improve patient out-

comes, the fundamental process of health improvement comes from the delivery of 

information for patients to understand and act upon based on their own healthcare pri-

orities. It requires patients to understand the information, act on the information and 

monitor the outcome of the action and compare that with the information achieved. 

Furthermore, such a model has a strong practitioner/healthcare organisation focus, 

without considering how consumers prioritise and react to these devices and advices. 

This is further demonstrated in the diagram below.  

 
Figure 1. Model of information flow to strengthen patients own mastering of disease 
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As the use of ICT for patient engagement does not require substantial human resource, 

the cost can be low while the potential to improve healthcare for all patients is high. 

Any patients who have access to ICT devices could potentially achieve the same advic-

es and therefore achieve very similar health outcomes. As such, ICT is thought to have 

the potential to improve healthcare inequalities by providing easy access to health ad-

vices for all patients.  

2. Impact of current ICT on healthcare inequalities and healthcare inequity. 

As demonstrated in figure 1 above, current ICT development and design has the poten-

tial to improve healthcare outcomes and healthcare inequalities. ICT in its current form, 

however, might not be as effective to improve healthcare inequities. Healthcare ine-

qualities are defined as differences in health status or in the distribution of health de-

terminants due to healthcare delivery, while healthcare inequities are defined as avoid-

able and unjust inequalities in health between groups [8]. Current design of technology 

has helped to reduce healthcare inequalities by delivering expert advices to patients 

regardless of their social status and location. The assumption is that technology use to 

receive advice will lead to better health outcomes. In its current form, however, ICT for 

patient’s health improvement requires good literacy and good ehealth literacy, as well 

as the appropriate social context in order to prioritise disease prevention and manage-

ment [7,9]. This process will also need patients to have the motivation to achieve the 

desired outcome. If all these contexts are in place, then ICT will achieve good out-

comes. In order to achieve these outcomes, however, patients will need to have a good 

level of education and communication skills. They will also need to have knowledge, 

means and abilities to modify their behaviours for their own health or to manage their 

own diseases. Most importantly, the desired outcomes of these interventions will not be 

evident immediately, there will be a lag time between action and recognizable out-

comes.  

This ideal model, however, faces significant challenges in real life, when social 

and environmental context is being considered. When we consider patients who are 

vulnerable and marginalised, then it becomes obvious that current ICT does not neces-

sarily deliver the intended outcomes. This brings up the concept of healthcare inequity, 

at which unjust inequalities exist despite the use of technology. In fact, the develop-

ment and utlisation of ICT might well widen the gap of healthcare inequalities.  

Firstly, in this model of healthcare improvement, there is a big assumption that pa-

tients have adequate level of literacy, both reading and writing, but also ehealth literacy 

to understand and receive the necessary message. Secondly, there is an assumption that 

once the message is received by patients, they have the means, financial or otherwise to 

use these technologies and act upon the information provided by these technologies. 

Good diet and exercise equipment do impose financial constraints, and medical ap-

pointments and check-up require transportation and time, if not financial means to pay 

for services in pay-for-service care model. Thirdly, once patients receive the infor-

mation, they need to make the link in their context that certain health related behav-

iours are associated with long term health outcomes. These health outcomes are often 

not an immediate reward but longer-term improvements. Finally, patients need to take 

into consideration their own health context to sometimes modify the message to suit 

their own needs.  
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3. ICT might disempower vulnerable patients.  

While the benefits of ICT in patient engagement and empowerment have been dis-

cussed, the risks of ICT in disempowering patients and disengaging patients have not 

been discussed as much in the literature [9]. This paper argues that ICT in its current 

form could well have unintended consequences for vulnerable and at risks patients.  

This first issue to consider is in relation to healthcare professionals. As there are 

now many widely and easily available healthcare information apps available, 

healthcare professionals often assume that patients could easily obtain necessary in-

formation through ICT to understand their own healthcare issues. When patients who 

do not or cannot access or act upon these information, they might be considered as pa-

tients who are less interested in their own health. The utilisation of ICT by other pa-

tients, might therefore produce stigmata for those who do not/cannot use or act upon 

these healthcare improvement activities.  

Secondly, when ICTs are used, and if patients cannot achieve the desired outcomes 

because of social context, then repeated reminder or suggestions from ICT automatical-

ly might disempower and disengage patients through “message fatigue” and widen 

healthcare inequality. Finally, as ICT for now delivers the message for patients to act in 

their own environment, e.g. eat healthy, exercise more, patients might not have the 

knowledge or mean to achieve these. Furthermore, it might not be the priority for the 

patient to act upon these messages within their particular context. 

This paper therefore argues that for ICT to improve healthcare inequalities, we 

need to consider the particular context of the patient, and use that context to derive 

what is needed for ICT to deliver for the patient.  

4. Context driven population health improvement & patient derived ICT solutions  

Current literature considers context as important in ICT implementation in healthcare. 

This concept is often discussed and considered as context sensitive health informatics 

[10]. When we consider public and population health and healthcare inequity, however, 

it is a challenge for us to re-consider whether context sensitive healthcare is enough to 

deliver improvement, particularly in healthcare inequalities.  

To improve patient outcomes using ICT and to reduce healthcare inequity, we need 

to re-consider the fundamental requirements for health. When we broaden the defini-

tion of health beyond diseases and disease prevention, then the fundamental require-

ments for health will include shelter, availability of food, free from hunger, cold and 

violence, good social support and friendship as well as a fulfilling role in the society 

that helps an individual to achieve their own goals [11]. In that regards, innovative and 

participatory design techniques to engage patients are essential. In Denmark, a study 

using participatory design walks through high health risks neighhourhood identified 

socio-cultural aspect of health that ICT might target in order to reduce healthcare ineq-

uity [12].  

If we consider this broader perspective of population health, and if we truly want 

to engage patients and deliver health and healthcare for patient through ICT to reduce 

inequity [12], then, we need to shift from patient-centred care to patient and context 

driven care. We need to understand the context and priorities from the patient’s view 

and allow patients to direct ICT that could deliver solutions and assist patients to 

achieve their own set of guided goals for better health. If we understand health from a 
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broader perspective, and design ICT that is context-driven and patient-derived then we 

can truly achieve the goals of reduction in healthcare inequity.  

From that perspective, ICT must consider and deliver solutions to following areas: 

• Knowledge and interactive education: literacy, health literacy, digital literacy and 

ehealth literacy are fundamental to achieve better health outcomes and ICT can de-

liver interactively and making that process fun and context driven.  

• ICT needs to assist the logistic to achieve better shelter from suffering, such as 

identification of cheaper or free food supply or shelters available at night.  

• ICT can assist patients to prioritise and develop social network without stigmata 

attached through distant and digital communication.  

We therefore propose in this paper that consideration should be given to context 

driven healthcare and we should develop research in ICT design based on this principle 

to reduce healthcare inequalities through context driven care.  

5. Conclusion  

Healthcare inequity and inequalities is a major problem facing all countries around the 

world. ICT might be able to assist with healthcare inequalities and inequity but it might 

require a re-think and focusing on the fundamental of health requirements for each in-

dividual. Current ICT technologies might not improve healthcare inequitty, instead it 

might widen the gap. To reduce healthcare inequity, ICTs need to adopt context driven, 

patient-derived design to provide knowledge, logistics and social network in order to 

encourage, engage and empower all patients to achieve better health.  
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Abstract.  Many complementary and alternative medical practices (CAM) are 
readily assessable in Australia alongside Allopathic practitioners. Although CAM 
practices are prevalent, little is known about how patients seek and use information 
when deciding which system to consult. We report some preliminary findings of a 
longitudinal study, designed to solicit factors that influence the Australian public 
when selecting from diverse medical systems. Fifty-four general public participants, 
willing to provide their confidential and anonymous opinion were included. The 
magnitudes of importance, critical in influencing factors, were screened. Results 
indicated a medical system was selected for its effectiveness, safety, credentials and 
care (p<0.001). Consultation time, convenience, cost, empowerment and rapport 
were less important factors (p<0.001) influencing selection of a medical system. The 
level of choices by participants [χ2 (1, N=54) = 53.445, p<0.001] follow similar 
trends found for those in conventional medical systems. This contrasts with findings 
in other locations, where cost and time were major contributing factors when 
selecting medical systems. 

Keywords. Medical System, Longitudinal Study, Diverse Medical Systems, 
Influencing Factors, Empowerment 

1. Introduction 

Allopathic or Western Medicine (WM), Traditional Chinese Medicine (TCM), 
Ayurvedic Medicine (AM), Homeopathic Medicine (HM) and other medical systems are 
becoming increasingly accessible to patients in Australia [1]. Factors that have been 
posited to explain this trend include global changes in values, higher education, poorer 
health, and greater levels of migration [2]. Most of these factors are unlikely to reverse, 
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so the current landscape of relative ubiquitous accessibility to diverse medical systems 
is likely to continue for some time. 

 
An issue for governments, health insurers, patients and health care providers that arises 
from ubiquitous accessibility of diverse medical systems involves supporting patients to 
make lucid decisions regarding their medical system choices. Supporting patients to 
make lucid decisions is important for governments to ensure a level playing field exists 
amongst providers and to guarantee a high level of public health. In recent years, 
Australian health insurers have included a broader range of medical systems in their 
policies so they have a financial interest in helping patients make good decisions 
regarding their medical care. Australians access complementary and alternative services 
at rates that are among the highest in the world [3]. However, little is actually known 
about the decision-making process patients perform in order to determine which medical 
system to consult in any specific context.  Associated with this is the observation that the 
information needs of patients when making medical system choices are not clearly 
known.  

 
Astin [4] reported that the sense of empowerment and the cost of the medical services 
are significant factors when selecting a medical system. On the other hand, word of 
mouth and credential (credibility and/or reputation of the practitioner) play some vital 
role in the selection [5]. Selection of a medical system and/or medical services is also 
known to depend on gender, culture and other personal factors [3].   
 
There are factors that influence decisions, that impact upon quality of treatment in 
comparison to the associated cost. This phenomenon was discussed by Williams and 
Brown 2014 [6]. and the proposition is forwarded as “decision of value”. This value 
proposition associated with quality of care and the relationship between quality and cost 
consideration when selecting a medical system is timely. Furthermore, factors that 
influence these relationships and thereby improve the quality of life is important given 
that healthcare is taking gigantic steps toward digitalisation of healthcare processes and 
engagements, and enhanced assisted living. 
 
 
The study presented in this paper reports results from an online pilot study of the long 
term longitudinal online survey designed to solicit decision making behavior of 
individuals. The study design is described in the next section before results and 
discussion are presented.  
 
The information patients need to select a medical system and/or a practitioner depend on 
the type of health condition[6]. We have identified four types of health conditions:  
 
� Emergency: The condition seems immediately life-threatening.  
� Palliative: The condition is terminal and medical attention required is palliative. 
� Acute: The condition is self-limiting in that it can either be cured, or become terminal. 
� Chronic: The condition has no cure and needs to be managed for the long-term.  
 
According to Upchurch and Rainisch [5] the use of complementary and alternative 
medicine is influenced by predisposing factors such as demographics, beliefs and 
resources; enabling resources such as income and health insurance; need, both evaluated 
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and perceived; personal health practices and lifestyle. In this article we incorporate these 
influences into criteria advanced by [2] to arrive at the categories as follows: 
 
Effectiveness: The extent to which a medical system is known to be safe and effective.  This 
includes evidence of past positive and negative experiences of self and trusted others. 

Empathy: The extent to which the patient can establish a relationship of trust, rapport and/or 
empathy with practitioners working within a medical system. This refers to the notion that patients 
need reassurance, consolation and compassion from their health care professionals. 

Empowerment: The extent to which engagement with the medical system results in patient 
empowerment. Empowerment refers to the notion that patients select a physician who can help 
them understand their experience and initiate their own actions toward recovery. 

Accessibility: The extent to which the medical system is affordable, available and visible. 

Philosophy: The extent to which the world view and assumptions of the nature of illness 
underpinning a medical system concur with those of the patient. 

Privacy: The extent to which the medical practice guarantees the level of privacy expected by 
the patient. 
 
Effectiveness, empathy, empowerment, accessibility and philosophy refer to 
characteristics intrinsic to the practice of medicine or the relationship between patient 
and health care professionals and the patients.  The privacy need represents a concern a 
patient has regarding his or her ongoing relationships with the broader community.  

2.  Materials and Methods 

During 2016-17, an invitation for participation was distributed through the author’s 
network to participate in a survey examining their choices when selecting a “medical 
system” and/or practitioner who is associated with medical systems. Participants were 
also encouraged to forward the invitation as part of a snowball recruitment strategy. As 
such the response rate could not be calculated as the reach of the invitation could not be 
determined. The aim of the study was to identify factors underpinning an individual's 
selection of the type of healthcare practice, to ascertain the factors influencing the 
“decision of value in healthcare”. 
 
Following Federation University ethical approval, an online survey was designed to 
capture an individual’s decision making processes when selecting a healthcare provider. 
The survey included nine (9) Likert scale questions and an open-ended response question 
to capture any additional comments. The anonymous online survey took approximately 
10 minutes to complete. The survey did not capture any identifying information, with the 
exception where a participant elected to provide an email address should they be 
interested in receiving the results of the study. The e-mail address provided was separated 
from the participants’ responses.  
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3. Results 

The results indicate that cost, effectiveness, safety, treatment time, empowerment, 
rapport with practitioner and practitioner’s credentials are key factors. As expected, 
treatment effectiveness and safety were the most important factors however rapport, 
empowerment and the care the practitioner had, were also considered quite important. 

 
Table 1. Surveyed Survey Associated with Decision of Value Factors. 

 
Decision Factors Decision of Value* Health 

Conditions** 
E P A C 

Accurate 
diagnoses 

The practitioner is likely to be able to accurately diagnose my 
condition 

��    

Diagnostic cost The costs associated with a diagnosis �    

Diagnostic 
inconvenience 

The inconvenience associated with diagnostic procedures �    

Treatment success The practitioner is likely to be able to effectively treat my 
condition 

�    

Treatment quality 
of life 

The practitioner is likely to be able to prescribe treatments that 
enhance my quality of life 

�    

Treatment time The time and effort taken for the treatment to be effective �    

Empowerment The extent to which I am empowered to take control of my own 
health 

�    

Safety The treatments offered are safe and free of side effects or adverse 
reactions 

�    

Credentials The practitioner has appropriate qualifications and credentials �    

Rapport The practitioner has great rapport with me �    

Care The extent to which the practitioner cares for me �    

Location The extent to which the practitioner or service is easy to reach �    

Affordability The extent to which the practitioner or service is easily 
affordable to me 

�    

Accessibility The extent to which the practitioner or service is easily accessible 
to me 

�    

Beliefs The extent to which I understand and accept the practice’s 
underlying assumptions and beliefs 

�    

Evidence base The extent to which I accept and trust the practice’s evidence 
base 

�    
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Table 2. Degrees of Influence denoted by intensity of the colour and magnitude in percentages. 

 Emergency (E) Palliative (P) Acute (A) Chronic (C) 

Effectiveness 60%   10% 

Empathy 30%   10% 

Empowerment 10% 30% 20% 40% 

Accessibility  50% 40% 20% 

Philosophy  10% 20% 10% 

Privacy  10% 20% 10% 

 
Table 3. Factors that effect selection of a medical system. 

Factors Low High 

Care 6 94 
Credentials 6 94 
Effectiveness 6 94 
Safety 6 94 
Rapp 10 90 
Time 10 90 
Convenience 19 81 
Empowerment 23 77 
Cost of care 27 73 

[χ2 (1, N=36) = 53.445, P<0.002893; t = -19.261, df=16, P<0.00001 tp = -13.62, df=8, P<0.00001] 

4. Discussion 

While the cost, effectiveness, safety, treatment time, empowerment, rapport with 
practitioner and practitioner’s credentials are key factors (Tables—2 & —3) when 
selecting a medical system, it is also significant to consider the “decision of value” the 
proposition associated with quality of care (Tables—1 & —3). Furthermore, it is 
essential to consider the relationship between quality and cost consideration when 
selecting a medical system. Further investigations warrant realisation of the effect of the 
“decision of value” that leads to understanding the treatment effectiveness, safety and 
the care of the practitioner. 
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Abstract. The use of information technology in remote care is expected to play an 
important role in supporting patient self-care. However, there is limited research 
on how self-care is achieved in practice and what is the role of nurses in 
supporting patient self-care. In this paper, we present the results from a qualitative 
case study on the work practices of nurses in remote patient care in Norway. We 
identify two nurses’ practices: self-care as learning analytic skills, and self-care as 
preventive activation of patients. Our research contributes to the literature on 
remote care by foregrounding the central role of nurses in patient self-care. 
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Introduction 

The use of information technology for the remote care of patients with chronic 
conditions has shown benefits such as improved health outcomes, increased quality of 
care and increased patient involvement in the care process. Studies have also reported 
on the positive effects of information technology on patients’ competence and on their 
improved understanding of their illness and treatments [1]. In this scenario, information 
technology is expected to play an important role in supporting patient self-care.  

However, there is still limited understanding of how this is achieved in practice, 
and of what is required for both nurses and patients to develop effective and sustainable 
self-care skills. Research has reported that patients in remote care experience feelings 
of anxiety when doing measurement themselves, and feel uncertain about follow-up of 
deviant data [2]. Also, nurses providing remote care services have expressed concerns 
and doubts about the ongoing digitalization of their practices [3]. These concerns show 
the importance of understanding how self-care is organized and supported in practice.  

In this paper, we report results of a case study where we empirically addressed the 
following research question: how do nurses in remote care practices support patient 
self-care? We position this study in the ongoing discussion on the digitalization of 
health care [4]. Specifically, we understand digitalization as a process where physical 
bodies and entities are understood and enacted through structured symbolic data, i.e. 
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digital text [5]. As research has shown, handling the physical through the digital text 
requires new skills, new practices and new ways of learning [5–7]. 

1. Remote monitoring and nurses’ practices 

1.1. Case Study 

This paper reports from a case study on nursing practices in remote care in Norway 
where a private IT service company has developed a cloud-based software system for 
remote patient care, and has established in October 2016 a remote care center for a 
small municipality. The center follows 150 patients with chronic conditions such as 
COPD, diabetes and heart diseases. The center employs three nurses and patients are 
assigned to them by the municipal healthcare service. The system is a patient record- 
and decision support- system, and a communication platform. Patients living at home 
receive a set of personal digital measuring devices according to their condition, and a 
tablet with an app linked to the system. For instance, diabetic patients would normally 
use a device for measuring blood glucose levels, and a digital scale for measuring body 
weight. In the app, the patient has full access to his/her results and record, and he/she 
can communicate with the nurses via messages which are also included in the record. 
Nurses access the measurements through the web interface. Patients and nurses 
communicate via ad hoc and weekly messages and questionnaires, occasionally via 
phone. All patient data are stored in the patient record which is written for patients. 

1.2. Data collection and analysis 

We have studied how the nurses’ practices are organized in the remote center and how 
nurses attend to patients remotely via the system. The data was collected using 
qualitative methods such as interviews, observations of work practices, and analysis of 
documents. Data collection took place from August 2016 to December 2017. We have 
conducted interviews with the management team of the company (the CEO, CTO), the 
nurses, the MD, developers and technicians for a total of 10 interviews of 
approximately 1 hour each. We have also attended several workshops and presentations 
given by the management team, and had regular visits to the company site, which 
included informal conversations. We have conducted observation of work practices in 
the site for a total of 9 sessions of 3 hours. In these sessions, we have asked the nurses 
to describe their practices in relation to: (i) the use of information artefacts and 
information systems, (ii) the communication with patients at home, (iii) the 
coordination of work with other municipal health services, hospitals, and GP offices, 
and in general (iv) their experience of working in the remote care center. During the 
observations detailed notes were taken, while interviews were audio recorded, and 
subsequently fully transcribed. We reviewed documents reporting on the early 
experiences with welfare technologies for healthcare data in Norway as well as the 
official government strategy for the national welfare technology program.   

Overall, the case study has been exploratory. The data have been analyzed by 
focusing on the practices related to the use of digital text (including graphs, messages, 
questionnaires) in patient-nurse communication. Nurses were observed while reading 
and replying patients’ text messages, reading and making sense of incoming 
measurements and deviances from acceptable ranges, and when formulating the 
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questionnaires for patients. In these activities we focused on the nurses’ effort to 
support and guide patients towards effective and sustainable self-care practices. It is 
important to note that we did not have direct access to the running system and to 
patients’ records.  

2. Results 

As a result, we have identified two nurses’ practices in supporting and guiding patients 
to self-care. The first practice is about how to support patients in learning ‘analytic 
skills’ to make sense of their own data, while the second practice is about how to 
support patients in taking actions and be proactive in their self-care.  

2.1. Self-care as learning analytic skills 

In the center, the nurses offer remote care to patients at home. They monitor the 
patients’ conditions by examining the incoming daily measurements from the personal 
devices patients use at home, by reading patients’ text messages, and by reading 
patients’ answers to the daily questionnaire. On a weekly basis they send patients a 
feedback message with a summary of the week, and a follow up on the current issues 
and concerns. The weekly messages are used to guide and support patients to 
understand better their illness and the consequences of their behavior on their condition. 
In the long term, the aim of this approach is that patients should interpret their own 
symptoms, and take the appropriate action with minimal guidance from the nurses. To 
achieve this aim, nurses work by teaching patients to interpret the measurements from 
the devices and to understand their meaning in relation to previous measurements 
accumulated in their record. Each measurement should not be seen in isolation, but in 
relation to, for instance, the trend of the previous week. In this way, patients should 
learn to see how a deviant measurement may indicate exacerbation. The following is an 
excerpt from the observation notes describing how a nurse guides a patient to interpret 
the measurements taken during the week:  

“A nurse reads the measurements in the list, and says to the other nurse that the 
value for patient S has decreased, this is positive, she comments. Then she works on the 
text message for the patient, she tells the patient to look at the curve of the graph and 
explains how to read it. She counts the values that are above and below the set value, 
and describes the balance of the two: look this week you had so many value under, and 
so many above. She tells the patient he is good at taking measurements, and overall he 
is doing well, and that he should try to take measurements more often.”  

In writing the message, the nurse does not provide a mere judgement of how the 
patient has behaved during the week and if his values are acceptable or not. Rather, she 
tries to guide him to read the results himself, to reflect on the results of the 
measurements taken, and to understand what they indicate. According to the head nurse, 
with this approach they want patients to shift their thinking from asking “what” about 
their symptoms, to asking “why”. For instance, when the patient reports to the nurse 
about a symptom, she asks contextual questions back e.g. what did you eat? what 
happened before you took the measurement? The nurse, talking about a patient, says: 

“Then I can explain it to her, and then, ‘oh yes, is it like that, yes’. Right? They 
haven’t thought like this before. Then they see it themselves, why is it like this in 
relation to that, then they can ask new kinds of questions. It’s not “what do I do when 
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my blood sugar reaches [a high level], what do I do then?” They ask why. And then 
they get more knowledge. Now they see.” 

Similarly, the answers to the questionnaire are used by nurses to contextualize the 
measurements in relation to overall indications that the patient’s condition might be 
worsening. For instance, the nurse explains that she would guide the patient to see the 
relation between a deviant measurement and the intensification of coughing registered 
by the patient in the answer to the question about if she is coughing more than usual. 
Nurses guide patients to develop an analytic understanding of their condition, by 
teaching them to cross-relate various factors such as for instance measurements, aspects 
pointed out by the questionnaires, and the patient’s own sensory understanding of his 
own body. 

2.2. Self-care as preventive activation of patients. 

As mentioned, in the long run patients are not only expected to interpret their own 
measurements, but also to take the appropriate actions in preventing exacerbation. 
Nurses play a central role in supporting action-taking, and guiding patient into shifting 
their way of approaching health services. In traditional episodic care, patients take 
contact with the health services when they are already in critical conditions. Differently, 
the remote care arrangement enables patients and nurses to prevent critical conditions. 
By examining the incoming data, nurses contact patients when they see deviant 
measurements which may indicate a worsening of the health condition. Thus, in a way, 
they intervene on minor triggers compared to episodic care. A nurse explains this shift 
as follows: “It is a whole different way of thinking, in the health system it is about 
enduring some discomfort, you cannot call when you have a fever of 37, but if it goes to 
40, then you can call, then you can take contact, then we know what to do, but now, 
now it is us who call “hi, how is it going, I see that the fever starts to get higher.”  

Nurses work by supporting patients to embrace this shift by guiding them into 
understanding which actions to take. For instance, in one case the nurse guided a 
patient to understand that according to her treatment plan when a certain measurement 
is deviant from the normal range, she needs to take medications. The nurse then 
explains: “Then maybe we must say it three or four times before they actually do it 
themselves. Or, some do it quickly. We try to help them interpret their symptoms, 
interpret their disease, we try all the time, we try to give all our contacts some 
knowledge. We never say anything without a why. Because it’s all about knowing and 
understanding their own disease.”  

However, to ‘activate’ patients is challenging. In one case a nurse dealt with a 
diabetic patient that struggled with keeping blood glucose levels under control. The 
notes from the observations tell the following:  

“the nurse is writing the weekly message to the patient and writes very specific 
questions. She asks when is he going to have the visit with K (the diabetes nurse in the 
municipal care), and what he thinks about the medicines he is taking. She writes that 
maybe because he is not able to keep the blood sugar level under control he needs to 
change the medicines he is currently taking. Here she says aloud that she is trying to 
scare him a bit. She also comments aloud that she is asking a lot of questions because 
she wants him to talk to her”. Thus, the nurses work by guiding patients to take 
preventive action by using different tactics, for instance by pointing to the 
consequences of their inaction, or by pushing them to be more communicative, and 
thus more reflective.  
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3. Discussion 

In the result section, we have analyzed two practices of nurses for supporting and 
guiding patients towards self-care. The first practice is about supporting patients in 
making sense of the measurements they take in relation to how they feel and 
distinguish ‘healthy’ trends from trends that indicate early signs of exacerbation. The 
second practice is about supporting patients in taking action to prevent the development 
of critical problems. Overall, both practices aim to guide and support patients towards 
self-care. Based on the findings we can draw two main implications. 

First, our study has focused on the practices of nurses, and their central role in 
patient self-care. The use of digital tools in remote care makes these practices a form of 
‘data work’. Data work indicates not only that nurses "work on data," but also that the 
execution, articulation and appraisal of work deeply and intensively rely on data, i.e., 
"working by data." [8]. Thus nurses develop analytic skills to deal with data. Our 
findings however also show how the focus on patient self-care requires nurses to train 
patients in learning the same analytic skills they are learning, and make sense of single 
instances and measurements in relation to the historical trends, and behavioral data. 

Second, our findings are an instance of how healthcare practices are shifting 
towards becoming phenomena that are understood and carried out digitally. As a 
consequence, patients’ conditions are increasingly being understood through processes 
of digitalization. Digitalization of reality requires new cognitive skills which 
“increasingly presupposes the cognitive capacity to understand and act upon these 
elaborate symbolic codifications of work tasks and processes produced by 
computerization” [6]. Our findings show how these processes transform both nurses’ 
and patients’ practices.  

This study is based on a single case study of a small remote care center. Despite 
this limitation, our findings show the relevance of examining patient self-care from the 
perspective of nurses’ practices in the context of remote care. Gaining an understanding 
of the novel data-driven practices of nurses in remote care has potential implications 
for how remote care systems are designed as well as for nurses’ education for remote 
care. Future work will address these two research directions.  
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Abstract. Research surrounding social media’s impact on patient-reported health 
outcomes continues to emerge. However, an ongoing challenge for researchers is 
generating valid and reliable evidence that draws upon rigorous frameworks. This 
manuscript details the development and refinement of a framework that defines 
criteria and methods for generating and evaluating evidence about social media use 
in chronic disease management; the Therapeutic Affordances of Social Media 
(TASoMe) framework. TASoMe was built through the considered combination of 
mixed research methods and data collection instruments. It represents a systematic 
methodology for conducting research that brings together the key concepts of: 
therapeutic affordances, patient-reported outcomes, and evidence-based practice to 
generate evidence about health outcomes from social media use. Its key building 
blocks include: the key research concepts, research methods, and stakeholders 
standing to benefit from outcomes. TASoMe contributes to the field of participatory 
health informatics by offering a stringent and reliable model for advancing research 
and practice. It has begun to be independently validated across a range of health 
conditions, and has the potential to be applied to a range of participatory health 
informatics technologies. 

Keywords. Social Media, Chronic Disease, Evidence-Based Practice, Therapeutic 
Affordances, Patient-Reported Outcomes 

1. Introduction 

Social media in health research continues to emerge and has seen an exponential rise in 
the number of peer-reviewed studies published in the last few years [1]. In regards to 
social media’s utility in helping to manage chronic disease, several reasons have been 
reported for why people turn to various social media platforms to enhance their self-
management options. These might include (to name a few) to: explore online health 
information, connect with other people in similar situations, mitigate isolation, share 
experiences with illness, and improve overall health status [2, 3]. However, the ongoing 
challenge remains as to how to generate reliable evidence showing social media’s impact 
on health outcomes.  
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1.1. Generating Evidence About Social Media Use in Health Informatics Research: 
The Challenges 

Despite a growing body of knowledge about the perceived benefits of social media use 
to enhance self-management, there remains a challenge for research and practice to 
approach social media use within an evidence-based practice (EBP) framework. This in 
part can be attributed to the lack of conceptual frameworks informing how to structure 
and evaluate different strategies [1, 4]. Whilst this is diminishing as more social media 
studies emerge, evidence is still not adequate. The ideal solution is more systematic 
reviews that synthesize primary research but difficulties will keep arising if study designs 
remain low quality, when study results prove inconclusive, or where findings are 
inconsistent across studies. Until such time as social media research can draw upon 
rigorous frameworks, standardize, and validate research findings, decision-making 
surrounding social media will continue to rely upon experiential knowledge to 
circumvent lack of evidence [5]. 

Hence, the aim of this manuscript is to articulate the systematic refinement and 
validation of a conceptual framework to establish a sound evidence base that defines 
criteria and methods to generate and evaluate evidence about social media use [4]. The 
authors created a preliminary conceptualization of this framework that was peer-
reviewed and published [4]. Three key concepts underpinned its foundations, including: 
Therapeutic affordances (TAs), Patient-reported outcomes (PROs), and EBP. While the 
latter two are well known in health research, TAs require clarification. Mainstream social 
media are not primarily designed for healthcare use. However, when individuals 
contemplate social media platforms to assist them with health self-management, they are 
perceiving what social media ‘therapeutically afford’ [4]. 

Since its inception, the authors have conducted much research as part of a large 
project to develop and refine a robust framework for research and practice. The aim of 
this manuscript is to comment on the results of the process, as well as present a final 
iteration of the model, named the ‘Therapeutic Affordances of Social Media (TASoMe) 
framework. The manuscript also discusses several implications, challenges and 
recommendations for the three key research concepts underpinning the framework as 
they relate to key stakeholders standing to benefit from this research (i.e. patients, 
clinicians, health researchers, and health informaticians). 

2. Method 

The heterogeneity of framework components and its biopsychosocial grounding required 
that a systematic approach to research be applied, with each component informing the 
next. Multiple study methods and data collection instruments were combined, leveraging 
the power and complementarity of mixed methods [4, 6]. These incorporated a 
systematic literature review to scope the research [7], a global online social media survey 
instrument to validate findings from the review [8], and a clinical pilot study to develop 
and test a protocol for conducting social media research in the clinical setting [9]. Mixed-
methods research also enhanced the scope to generalize applications of the framework 
across different study areas within similar health domains, as will be seen [10]. 
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3. Results 

The TASoMe framework (Figure 1) is a systematic way to generate evidence about 
health outcomes from social media use. It provides an in-depth representation of how the 
three key concepts of: TAs, PROs, and EBP come together through the sequence of 
systematic informatics research [4]. TASoMe flows through three main blocks: 1) Key 
Research Concepts, 2) Research Methods, 3) Key Stakeholders Benefiting from 
Outcomes. Each block of the framework is sequential and represents key phases in the 
evidence-generation process. 
 
Figure 1. The Therapeutic Affordances of Social Media (TASoMe) Framework 
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3.1 Key research concepts 
 
TASoMe dictates that the process begins with a clinical problem for which social media 
may form a suitable part of management. The three key research concepts form its 
foundations: TAs, PROs and EBP. The framework lends its application to various health 
conditions and sub-contexts.  
 
3.2 Research methods 
 
Block 2 outlines the primary research methods to be followed in sequence, which will 
inform the design of the subsequent study. Block 2 is the most comprehensive and 
complex element of the TASoMe framework. Dotted lines signal one big feedback loop. 
They represent a connection between all data produced through each study, as well as 
representing findings that help to validate results from earlier phases (hence, the feedback 
nature). On a further level, the arrows feeding back from block 2 to the key research 
concepts are indicative of research studies constantly building evidence to support the 
key research concepts. 
 
3.3 Key stakeholders benefiting from outcomes 
 
Finally, block 3 represents the stakeholders standing to benefit from research and practice 
using TASoMe: patients, clinicians, health researchers, health informaticians. This goes 
with the ultimate goal to improve health outcomes from social media use.  

4. Discussion 

This research has contributed a framework to advance research and practice in 
participatory health and social media informatics. Groundwork is laid for the following 
future research considerations: 
 
4.1 TASoMe framework validation 

 
Independent validation of TASoMe has seen it being applied and tested across a range 
of health conditions, including: brain cancer, endometriosis and mental health [11-13]. 
Particularly, the authors of [12] have published a robust application using TASoMe.  

However, TASoMe does have limitations. To date it has only be validated for social 
media use in a few conditions, which cautions against widespread interpretation on an 
epidemiological level [14]. In order to further validate the framework, future research 
could not only focus on applying it across a range of health conditions, but also using 
various other participatory health technologies. 
 
4.2 Health technology development 

 
In the area of eHealth design, TASoMe’s systematic underpinnings of TAs, PROs, and 
EBP lend itself to supporting the development process (inception, design, 
implementation and evaluation) of various technological products and services in 
healthcare (i.e. online platforms, monitoring devices and mobile apps) [15].  
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4.3 Furthering participatory health 
 

The TASoMe framework was born out of the participatory health paradigm, recognizing 
social media’s support of participation, empowerment and shared-decision making [16]. 
Future participatory research could leverage TASoMe. For example, cataloguing 
technology used by engaged patients using TASoMe may provide insight into their 
behaviors, perceptions and reported outcomes from use to better understand what 
engages and motivates people to use technology as part of health management. 

5. Conclusion 

The authors have presented the systematic development of a framework to generate 
evidence about health outcomes from social media use that will benefit the health 
informatics field. As participatory health informatics matures (i.e. through social media, 
mobile health, self-quantification, and wearables) the need to apply stringent, reliable 
and validated models to research and practice becomes even more paramount. The 
TASoMe framework is an important contribution helping to advance this agenda. 
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Abstract. Open data available largely and with minimal constraints to the general 
public and journalists are needed to help rebuild trust between citizens and the 
health system. By opening data, we can expect to increase the democratic 
accountability, the self-empowerment of citizens. This article aims at assessing the 
quality and reusability of the Transparency - Health database with regards to the 
FAIR principles. More specifically, we observe the quality of the identity of the 
French medical doctors in the Transp-db. This study shows that the quality of the 
data in the Transp-db does not allow to identity with certainty those who benefit 
from an advantage or remuneration to be confirmed, reducing noticeably the 
impact of the open data effort. 

Keywords. Open data, data quality, sunshine act, conflict of interest, citizen trust 

1. Introduction 

In France, a series of health crises, including the contaminated blood, the growth 
hormone, and the Benfluorex crises [1] have challenged citizen-trust for the entire 
health system, especially regarding drugs and conflicts of interest. Recently, this trust 
crisis had visible effects regarding the vaccines health policy, with noticeable reactions 
on the internet and social networks [2]. Building back the trust is possible in part 
through citizen engagement. Open data available largely with minimal constraints to 
the general public and journalists are a needed to reconstruct a healthy relation. One 
could expect to increase the democratic accountability, the self-empowerment of 
citizens and to improve the policy-making processes by opening data [3]. But is 
opening data enough to make the data usable? In her article [4], Dawes proposed a 
series of questions about open data designed to guarantee the usefulness for the 
enterprise (e.g. use for data collection, data management, data access). The FAIR 
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guiding principles [5] can be seen as steering rules to answer these questions: open 
data must be Findable, Accessible, Interoperable and Reusable. 

The object of this article is to question the quality and FAIRness of an important 
open database dedicated to the prevention of conflict of interest in the health sector in 
France. Pressed by the public health crises, the French government passed a law on 
May 22, 2011. The law was inspired by the US “Sunshine Act” included in the 
Affordable Care Act of 2010. The Act enforces a legal obligation on healthcare 
companies to reveal the financial benefits they bestowed on healthcare practitioners [6]. 
The governmental initiative Etalab has founded the French open data website 
data.gouv.fr on December 5, 2011. In this context, the open database "Transparency - 
Health" 2  (Transp-db) was created. This study aimed at assessing the quality and 
reusability of the Transparency - Health database with regards to the FAIR principles. 
More specifically, we observed the quality of the identity of the French medical doctors 
in the Transp-db. 

2. Material and Methods 

Material. In In this study, we proposed to integrate two open databases available 
online: the "Transparency Health" database 3  and the French Health Professionals 
database4. 

The "Transparency - Health" database. The open database "Transparency - 
Health" (Transp-db) makes accessible the financial relations between companies and 
health stakeholders. Data are derived from declarations made by the companies. In the 
context of the French "sunshine act", the links described: agreements, benefits ("in 
kind" or "in cash") or remuneration. Information is updated online twice a year and 
remains accessible for five years. A series of data regarding the transactions greater 
than 10 euros is available: identities of individuals and companies, the amount, nature 
and date. Benefits include anything that is allocated or paid by a company to a health 
actor without consideration (donation of equipment, meals, transportation, 
accommodation, etc.). Remuneration is the sum of money paid by companies to a 
stakeholder (health professional or legal person) in return for the accomplishment of a 
job/service. Agreements between companies and healthcare providers are agreements 
involving obligations on both sides. In this database, healthcare professionals are 
identified by their national health professional id (RPPS or ADELI), first and last 
names, and zip code of the workplace. The birth dates are not available.  

The French Health Professionals database. The data of health professionals 
(HealthPro-db) contained in the health registry are distributed as open data. Each 
record contains the national health professional id, their first and last names, the 
profession practiced (doctor, pharmacist...), diplomas, qualifications and professional 
titles corresponding to the activity carried out. 

Methods. We downloaded the Transp-db and the HealthPro-db on 2017-08-17. 
The transactions included in our analysis covered the years 2014, 2015 and 2016. We 
attempted to connect the stackholders from the Transp-db to a physician in the 
HealthPro-db using their national identifiers. We defined as an impossible 
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identification an id number of the Transp-db not found in the HealthPro-db. We 
determined the medical specialties using the HealthPro-db rather than the Transp-db 
due to the poor quality of that information (data missing or inconsistent). 

All analyses were performed using the R statistical software. Data integration and 
analytical scripts are available from http://github.com/equipe22/HealthTransparency. 

3. Results 

Table 1 describes key features of the Transp-db database. In the table 2, we compare 
the amount of money between medical doctors matched and unmatched to the national 
databases. 
Table 1. Description of the Transp-db database. IQR: Interquartile range 

 Total amount 
(n transactions) 

Median payment per 
transaction [IQR] 

Profession categories   
    Healthcare professionals 493,416,138 (5,147,805) 40 [23-60] 
       Including Medical doctors 419,196,301 (3,930,073) 45 [25-60] 
    Associations 107,138,296 (16,290) 1850 [600-5000] 
    Institutions and companies 51,791,654 (7,650) 72 [21-1084] 
    Hospitals 31,683,877 (6,276) 180 [52-1200] 
    Press 28,843,588 (2,892) 2040 [528-6240] 
    Students 14,821,763 (285,366) 27 [20-51] 
Sectors   
    Pharma 519,627,075 (3,926,754) 42 [23-59] 
    Medical Devices 158,299,529 (1,048,975) 42 [24-75] 
    Others 45,594,864 (419,043) 30 [20-50] 
    Cosmetic products 4,173,928 (71,508) 25 [17-41] 

Adherence to the FAIR principles5. The dataset fails to adhere to most of the FAIR 
principles: there is no unique and persistent identifier (Findability), it is not possible to 
retrieve the data by their identifier through a standardized communication protocol 
(Accessilibity), the data fails to satisfy minimal quality requirements (Reusability). 

4. Discussion 

Table 1 shows that most of the transactions are attributed to physicians: 493,416,138 
euros over 3 years, i.e. 67.8% of the total amount (727,695,396 euros). French 
physician received 416,948,080 (99.4%) of the amount for medical doctors 
(419,196,301 euros). Such a number emphasize the importance of the reliability of the 
doctors’ identifiers. We observe a large number of transactions (5,466,279), with low 
median and IQR for the amount: 40 [23-60] on the entire dataset and 40 [25-60] euros 
for medical doctors. The amount spend by the pharmaceutical companies is the largest 
with 519,627,075 euros, i.e. 71.4% of the total amount. Table 2 shows that the amount 
of unidentified transaction is stable over time (about 45%). The total number of 
unidentified transactions is 187,174,062 euros. The overall low average ratio of 
unidentified transactions shows a general issue of data quality of the identification of 
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the stakeholders, and not a specific problem related to conflict of interest (the 
unidentified amount ratios do not seem to be linked to the sectors of the companies). 
Table 2. Comparison between transactions identified and unidentified among medical doctors. 

 Amount identified 
(n transactions) 

Amount unidentified 
(n transactions) 

Ratio 
unidentified 

Total 229,774,018 (2,022,811) 187,174,062 (1,888,677) 44.9 (48.3) 
Years    
    2014 79,024,864 (693,205) 65,721,961 (650,941) 45.4 (48.4) 
    2015 79,507,615 (692,952) 65,379,043 (657163) 45.1 (48.7) 
    2016 71,241,539 (636,654) 56,073,058 (580,573) 44 (47.7) 
Sectors    
    Pharma 164,600,526 (1,533,139) 136,192,530 (1,485,790) 45.3 (49.2) 
    Medical Devices 52,854,852 (312,155) 39,306,492 (248,637) 42.6 (44.3) 
    Others 11,522,957 (161,588) 10,970,566 (141,800) 48.8 (46.7) 
    Cosmetic products 795,683 (15,929) 704,474 (12,450) 47 (43.9) 

 
This study shows that the quality of the data in the Transp-db does not allow to 

identity with certainty those who benefited from an advantage or remuneration. The 
quality issues of the data may reflect the lack of use of this database. The absence of 
adherence to the FAIR principles hamper the use of the data sets, and could be 
corrected at a reasonable cost. 

Limitations. The HealthPro-db was downloaded on 2017-08-17. Consequently, we 
did not capture physicians who retired earlier than this date. Given the annual ratio of 
retirement, the ratio of unidentified amounts could be overestimated by 5%. We 
observed inconsistency between the profession categories and the healthcare 
professional category variables. We have not explored formally the quality of these 
variables. Our identification of French medical doctors is based solely on national and 
standard identifiers. We did not rely on matching algorithms based on first and last 
name. For a citizen's point of view, this information is not sufficient to certify the 
identity of a healthcare professional in perspective of the prevention of conflict of 
interest. However, for an epidemiological point of view, we could imagine a 
probabilistic matching to describe all the characteristics of transactions. In this case, the 
quality of a probabilistic matching should be evaluated. 

Related work. To the best of our knowledge, this study is the first to describe the 
"Transparency - Health" database. In other countries, research teams have described 
benefits of healthcare professionals focus on a subgroup of medical specialties [7,8]. 
The Transp-db has generated interest from the general public: a team of journalists 
specialized in fact-checking from the French newspaper "Le Monde" has recently 
explored the database and published an article titled "the failures of the transparency - 
health public database" on 2017-10-12. They highlighted problems regarding the 
reliability of the amounts. For example, in an important event like congress, the total 
amount could be attributed to a single physician. Furthermore, they discussed the 
question of the correctness of stakeholder identifiers.  

Transp-db quality. To improve the data quality of the Transp-db, we recommend 
that all professional identifiers should be validated beforehand. In the objective of 
European collaborative initiatives, the deployment and mandatory use of a shared 
European identifier for healthcare professionals would guarantee a better transparency. 
Retired or imprisoned physicians should be identified by their former national number 
and students becoming health professionals should be uniquely identified by linking 
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them to their national number later. The total amount of remuneration not attributable 
to an individual could become an indicator of the quality of corporate transparency in 
preventing conflicts of interest. Beyond the simple identifiers, a perspective of 
interoperability (through linked open data) seems needed and could follow the work of 
Martin et al. [9]. 

European and international studies. The assessment and improvement of the 
quality of open data, and particularly regarding conflicts of interest is crucially, 
especially considering the movement toward open and shared data and the construction 
of European studies [10]. Citizen-trust is the corner stone that will enable the 
constitution of large collections of data. 
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Abstract. In this paper, we present AID-GM, a web application for the analysis and 
summarization of continuous blood glucose monitoring data in patients with Type 
1 Diabetes. AID-GM allows patients and their care providers to share data and 
analyze them thanks to a set of advanced and personalized intelligent data analysis 
tools. Such tools enable the extraction of complex multivariate temporal patterns 
from data. We present a preliminary evaluation of the functionalities of the tool, 
both on a set of healthy volunteers, and on real patients’ data in the pediatric context.  

Keywords. BG continuous monitoring, temporal data analysis, telemedicine. 

1. Introduction 

Achieving good glycemic control in Type 1 Diabetes (T1DM) patients often represents 
a challenge, due to the presence of several variables that might influence glycemic values, 
to the possible non-compliance of adult and pediatric patients, and to the daily self-
control of the disease [1,2]. To obtain an adequate glycemic control, the patient is 
required to take several blood glucose (BG) measurements during the day, and to 
undergo periodic encounters with the physician [3]. A close interaction between the 
patient and the physician takes place also beyond the scheduled periodic visits, and it 
often requires frequent telephone or email contacts to manage any therapeutic adjustment. 

Recent years have seen the introduction of novel devices to monitor BG 
concentration in the interstitial subcutaneous fluid, which reduce the need for capillary 
blood glucose tests performed with the traditional glucometer [4]. These devices detect 
glucose concentration in the interstitial fluid by scanning a subcutaneous sensor. 
Measurements are displayed on a reader (or on a smartphone app), and their trends can 
be visualized using a software provided by the manufacturers. Such tools create pre-
defined reports that summarize BG levels, and can be used during periodic encounters to 
evaluate the clinical status of the patient. Examples of such devices are: the Medtronic 
Minimed [5], the Dexcom G4 Platinum CGM [6] and the Abbott FreeStyle Libre flash 
glucose monitoring system [7,8]. Among these, the latter has recently been approved also 
for use in the pediatric age, and it is currently being adopted by an increasing number of 
patients. Despite its important function and its widespread adoption, also the Abbott 
FreeStyle software has some limitations, such as the possibility to store only up to 90 
days of BG measurements, the generation of static reports including only partially useful 
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information, the lack of instruments to analyze more than one patient, and, most 
important, the impossibility of sharing raw data with the physician. 

In this paper, we present the Advanced Intelligent Distant-Glucose Monitoring 
(AID-GM) system, a tool designed to improve self-control and disease management in 
diabetic patients allowing BG data sharing and an advanced analysis of glycemic trends. 

2. Methods 

2.1. Description of the System 

AID-GM is an application developed at the Biomedical Informatics Lab of the University 
of Pavia, Italy, in collaboration with the Pediatric Endocrinology and Diabetes 
Outpatient Service of the IRCCS Policlinico San Matteo Foundation hospital in Pavia. It 
provides an advanced platform for the analysis and summarization of continuous BG 
monitoring data. AID-GM allows sharing data and treatments, and offers a wide range 
of visualization and analysis tools, available for different users (patients, physicians, 
residents, etc.). The system is developed as a Java-based web application, and its 

Figure 1. System Architecture: the temporal pattern extractor is based on JTSA framework. 

With respect to existing tools, AID-GM has two main novelties. First, it supports 
advanced temporal data analysis functionalities for the extraction of qualitative patterns 
from time series data. This is possible thanks to the integration with JTSA (Java Time 
Series Abstractor), a framework to process temporal data and extract knowledge-based 
patterns from them [9]. JTSA modular structure allows combining different algorithms 
to extract multivariate and complex patterns that can be personalized using patient-
specific parameters. Moreover, the temporal analysis can be focused on specific time 
frames (e.g. days of the week, moments of the day, etc). For example, the user can search 
for night-time hypoglycemia episodes during weekends.  

The second novelty is that the system is designed to analyze both individual patients 
and patients’ groups. This is very useful, especially considering the huge amount of 
longitudinal data that will become available thanks to the use of these monitoring devices, 
which will not allow an easy manual identification of critical situations. 

2.2. Main Functionalities 

Table 1 shows a list of the main AID-GM functionalities and specifies the type of user 
(patient and/or physician) each of them is available for. 

architecture is shown in Figure 1. 
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Table 1. AID-GM functionalities and users 

Functionality Patient Physician 
User access through secure authentication x x 
Enrollment request in a clinical center x  
Set-up of daily habits (time of meals, wakeup and bedtime for each day of the 

week)  
x  

View and approve new patient enrollment requests   x 
Set-up of patient-specific hypoglycemia and hyperglycemia thresholds  x 
Enter/modify the insulin therapy  x 
View the insulin therapy x x 
Association of a BG monitor device to a patient x  
Upload of BG monitoring data x  
Request for a consultation x  
View the BG overall time series, daily trends and average profile of a patient x x 
Patterns analysis on one patient x x 
Patterns analysis on a group of patients  x 
View group statistics  x 
View patients list, and uploaded monitoring data  x 

 
As mentioned, the most important and novel functionalities of the systems are those 

related to group analysis and temporal patterns extraction. Statistics on a group of 
patients can help the physician to quickly identify patients who need closer control and 
possible therapy adjustments. As regards patterns extraction, AID-GM currently 
supports 10 types of patterns, among which there are 5 complex patterns. These represent 
well-known clinical phenomena, which could identify potentially risky situations. 
Among these complex patterns, we have included the night-time hypoglycemia (BG 
values below the patient-specific hypoglycemia threshold during night), the dawn effect 
(increasing BG in the early morning after normal glycaemia in the night), and the 
rebound effect (hypoglycemia followed by a rapid increase to hyperglycemia). The 
parameters for patterns extraction were tuned in collaboration with our clinical partners. 

3. Results 

In this section, we present a preliminary evaluation of the system, which was focused on 
two main aspects: a technical/functional assessment of the application, and an evaluation 
of the temporal data analysis features. The evaluation was performed using data collected 
through the Abbot Freestyle Libre flash glucose monitoring system. 

As a first step, we have used data on 4 healthy volunteers, who monitored their BG 
for 2 weeks in the period August-October 2016. The first AID-GM prototype, developed 
during this phase, was then evaluated by two diabetologists of the Pediatric Diabetology 
division of the IRCSS Policlinico San Matteo hospital in Pavia, Italy. To test the system, 
the clinicians analyzed the patterns extracted from the data voluntarily provided for the 
study by 24 T1DM pediatric patients (12 boys and 12 girls). These patients were aged 3 
to 22 years, showed an average disease duration of 4.2 years (range: 4 days – 15.2 years), 
and provided data for an average of 172.2 days. 

3.1. Technical/functional assessment 

The design and development of AID-GM followed an iterative process based on a close 
interaction between the researchers and the clinicians through periodic meetings. During 
the first iterations, the system testing was performed directly by the developers on heathy 
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volunteers’ data. After a stable prototype version was delivered, the testing was 
performed directly by the pediatricians, who evaluated the functionalities of the system 
during specific sessions carried out outside the routine clinical practice. This study 
allowed identifying a number of technical issues, missing functionalities, and 
improvements in the existing features of the system, which are summarized in Table 2. 
Table 2. Summary of technical/functional evaluation results. 

Main findings Type 
Specify weight and onset date in the patient profile added 
Enter/modify/visualize the insulin therapy added 
Visualize daily BG trends  added 
Visualize average BG profile added 
Clinical patterns definition improved 
Daylight savings time management added 
Filtering options on time frames improved 
Drill down from patterns to BG trends added 
Patients search settings improved 
Request for a consultation added 

3.2. Analysis of temporal patterns 

This evaluation was aimed at identifying the most clinically relevant patterns and tuning 
the parameters needed for their extraction. In addition to patterns like hyperglycemia, 
hypoglycemia, BG increase and decrease, we have included several new patterns related 
to more complex BG shapes, such as night-time hypoglycemia, rebound and dawn effect.  

The physicians used the group analysis functionality to examine the patients sample. 
Patterns were searched on the complete monitoring period for all the patients. The night-
time hypoglycemia pattern was found in 20 subjects. The average number of 
hypoglycemic events per patient was 28.60. Although most subjects had a limited 
number of events (11 patients with less than 20 patterns), it was possible to detect 
recurrent episodes in 9 patients. Among these, 2 subjects showed this pattern very 
frequently, with 99 and 162 events in a period of 5 and 7 months, respectively. Rebound 
patterns were detected in 8 subjects, with an average number of 2 events per patient. The 
dawn effect is a clinically relevant pattern not easy to be spotted using only paper-based 
glycemic diaries and, even more important, it must be differentiated from hyperglycemia 
at wakeup that may appear in response to night-time hypoglycemia. The dawn effect was 
detected in 6 out of 24 patients, with an average number of 1.84 patterns per patient. 

4. Discussion and Conclusions 

In this paper, we have presented AID-GM, a web application that allows diabetic patients 
and their care providers to share BG monitoring data, and to visualize the results of a set 
of personalized and advanced data analysis tools. AID-GM has several features that 
distinguish it from other similar applications. Being designed as a web application, AID-
GM allows users to access their data at any time and from any location, provided that an 
internet connection is available. Consequently, patients can rapidly share their data with 
the physician, without having to use paper-based diaries or pdf files. This could greatly 
improve the interaction between the patient and his/her care provider: the first would feel 
more comfortable by knowing that their doctors have access to the data, avoiding 
unnecessarily frequent phone calls or visits. The care provider, on the other hand, would 
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have a complete view of the patient’s data also between two encounters, and could 
contact him/her in case of need.  The possibility to store BG data without limitations will 
allow comparing BG values over long-time periods, and keeping track of therapy 
changes. Within AID-GM, the summarization of long BG time series is made easy by 
the availability of sophisticated longitudinal data analysis tools, which allow the quick 
identification of temporal patterns, even of complex nature, both on the individual and 
on groups of patients. Both the temporal patterns and the visualization functionalities are 
tailored on the patient’s daily habits and on the patient-specific thresholds that are set by 
the physician. The possibility of performing aggregate analyses is beneficial for the care 
provider, as it makes easier to identify subgroups of patients showing a specific BG trend, 
who might require closer control. 

The evaluation of the first prototype of the system gave us the opportunity to analyze 
some of its limitations and plan future activities. First, besides BG data, patients are also 
requested to provide their doctors with a report of a set of activities performed during the 
day (e.g. exercise, changes in diet, insulin intake, etc.). This information is still collected 
on paper-based diaries, which are not regularly updated and often filled in just before the 
encounters. To overcome this limitation, we are currently designing a smartphone 
application that would allow a patient to record voice messages about this data, and 
automatically send them to AID-GM, which will store them in its database and visualize 
them together with the BG information. Besides daily activities, it would be interesting 
to complement BG time series also with other types of data, such as heart rate, sleep 
quality, and calories burned, which could be easily collected using wearable devices like 
fitness trackers. The inclusion of such information into AID-GM would allow a 
comprehensive and accurate analysis and planning of metabolic control. This will allow 
the definition of new types of patterns, involving more than one variable (e.g. changes 
in heart rate during a hypoglycemic episode). Thanks to JTSA, adding a new type of 
pattern to the system is a straightforward process. As a final remark, up to now the system 
has been evaluated only by the two clinicians who collaborated to the development of 
the tool. To properly assess AID-GM, we have planned a usability study on 30 patients. 
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1. Introduction 

Metadata in genomic information representation covers a broad set of elements of 
relevance for the understanding and processing of the information at different levels of 
granularity (i.e. study, individual, read, etc.). For example, one can include information 
on the origin of the biological sample, the preparation procedure, sequencing details or 
even pointers to related studies. 

Different sources have proposed metadata schemas. Research centers and 
repositories like EGA (European Genome-Phenome Archive) [1], Genomic Standards 
Consortium [2] or NCBI (National Center for Biotechnology Information) [3] define 
metadata sets which can be referenced (or included) in genomic information repositories. 
They define XML (eXtensible Markup Language) schemas to facilitate interoperability. 
On the other hand, companies and researchers dealing with genomic information define 
their own metadata and include it alongside existing file formats, making interoperability 
complex, as other researchers may use a different representation of the same information. 

In genomic studies on specific medical conditions, it is possible to have common 
and specific metadata applying to different elements of the study. Some values might be 
shared by all individuals (e.g. genomic sequencing center) while other values may be 
different for specific individuals inside the study (e.g. age). Therefore, being able to 
describe groups of individuals could be desirable for shared metadata information. 

This paper addresses the need of defining metadata applied to genomic information 
in a way that it can be interoperable, extensible and hierarchically defined. The aim of 
the mechanisms described is to include or reference metadata in genomic information 
representation formats. 

D
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2. Methods: Categorizing metadata 

The metadata associated to the reads inside a SAM (Sequence Alignment Map) [4] file 
is different to the metadata associated to a whole study which involves several 
individuals. In this case, the concept of metadata inheritance could be relevant to avoid 
repetition of the same metadata, relevant to the whole study and/or to each individual. 

To support metadata applied to genomic information at different levels (study and 
dataset), we first defined a hierarchical file format called GENIFF (GENomic 
Information File Format) [5] and proposed it to the MPEG (Moving Picture Experts 
Group) [6] standardization committee in the context of the currently under definition 
MPEG-G [7] standard.  

GENIFF’s underlying idea is to structure genomic information in different layers 
(study, dataset, genomic data encoding element) in order to be able to apply the specific 
metadata to the corresponding layer. In this way, it solves several issues related to 
metadata association to genomic data. First of all, it proposes a well-defined way to 
include metadata within the genomic data file. Each level includes a metadata 
information structure, so it is not needed to invent a mechanism to do so. Secondly, it is 
possible to inherit data from the above level(s). Common metadata to both datasets and 
study could be defined once at the study level, and the same value would be used in the 
datasets. When the dataset’s value differs from the study’s one, the inherited value can 
be overwritten by providing explicitly a value for the field. 

To define the metadata fields for each level, we analyzed initiatives in metadata for 
genomic information, one of which is summarized in the next subsection. 

2.1. European Genome-phenome Archive (EGA) 

The European Genome-phenome Archive (EGA) [1] is designed to be a repository 
for a wide range of sequence and genotype experiments generated by biomedical 
research projects. EGA provides several metadata schemas [8], describing different 
aspects related to the study, the datasets, and more. Within the EGA repository, the 
metadata is stored in a referential manner: as in a relational data base, the metadata for 
run and analysis, for example, refer to other metadata files such as the sample description. 

This solution has clear advantages such as reducing the necessary size, avoiding 
conflicts in the information, and allowing to keep metadata, usually required to identify 
and locate specific studies, separated from the data that in the case of EGA is not 
accessible unless agreement. However, the solution is incompatible with an offline 
solution where data and metadata should be contained in only one file.  

2.2. The MPEG (Moving Pictures Experts Group) work on Genomics 

MPEG [6] is a working group of ISO/IEC (International Organization for 
Standardization / International Electrotechnical Commission) identified as ISO/IEC JTC 
1/SC 29/WG 11. Since 1988, the group has produced standards for coded representation 
of digital audio and video and related data. 

Following their successful previous experience in audiovisual content compression, 
a new initiative inside MPEG to provide compression mechanisms for genomic 
information started in 2014. After a detailed process of obtaining requirements, a call for 
proposals was launched in July 2016 [9] to provide solutions to the genomic information 
compression and representation problem. Based on the responses received, Working 
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Drafts and Committee Drafts have been developed until now. This new standard is 
known as MPEG-G and, once finished, it will have the official number IS 23092. 

MPEG-G is divided in 5 parts: transmission and representation, compression, 
metadata and APIs, reference software and conformance. The first 3 parts are already in 
their ballot process as Committee Drafts [10] [11] [12].  

3. Results: Metadata in Genomics contributed in MPEG 

Partially based on GENIFF, in MPEG-G’s file format structure there are 3 main layers: 
Dataset group, Dataset and Streams/Access units.   

The dataset level contains one set of genomic information, freely combining aligned 
or unaligned records. In other words, the content of a SAM/BAM [4] or FASTQ [13] file 
is meant to populate one dataset.  

Dataset groups are intended to group multiple datasets into one container. For 
example, a user may want to cluster all datasets sharing some common characteristics 
such as a common phenotype.  

The last hierarchy level is the stream or access unit, depending on the dataset’s 
encoding representation strategy. In the first strategy, each stream corresponds to one of 
the data streams conforming the dataset (e.g. the first position of each read, or the type 
of each mutation …). In the second strategy, each access unit corresponds to one genomic 
region, being more akin to the concept of block in BAM. In both modes (streams or 
access units), the data is divided in encoding blocks, the difference being the ordering of 
the blocks. In stream mode, blocks with the same type of information are contiguous, 
while in access unit mode, blocks encoding the same genomic region are stored together. 

This new standard for genomic information representation strives towards a new file 
format containing all information required to work with the content, from the actual data 
to the indexing information and to the privacy rules [5]. Furthermore, the file should be 
usable offline. This has motivated the definition of a suitable metadata strategy, where 
all necessary metadata can be stored within the file. 

3.1. MPEG-G metadata elements 

For the two top hierarchy levels in the file, study and dataset, MPEG-G Part 1 defines a 
metadata box to describe the content. In other words, the metadata element in the dataset 
group defines the common metadata fields shared between the dataset, and then each 
dataset is described in its corresponding metadata box.  

As we expect to find redundancy between dataset and dataset group metadata, we 
consider that every field which is not documented at the dataset level is in fact inherited 
from the dataset group level. For example, if in the dataset group’s metadata element the 
“type” field (see Table 1), indicates “Whole Genome Sequencing”, we consider each 
dataset (see Table 2) within the dataset group to be of this type. However, the dataset can 
overwrite the inherited value by providing its own. 

As MPEG-G could be used in a wide variety of use cases, the schema proposes to 
use a reduced set of mandatory fields. As such, the following dataset group’s metadata 
fields are mandatory: title, type, and samples. 

In the case of Sample and Project center, we do not rely on the basic data types but 
we propose a specific data type for this field (see Table 3 for Sample type’s schema, 
where only the TaxonId element is mandatory). 
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The metadata is represented in XML format within the metadata boxes defined in MPEG-
G. We can highlight certain benefits of using this format, such as the existence of libraries 
to parse this information, and the possibility to define schemas for the boxes content, 
which enables the possibility to assess the validity of the provided metadata. 

3.2. Extensions 

Certain genomic repositories, such as EGA (see Clause 2.1), require a broader set of 
fields than the ones provided in the core metadata sets (see Tables 1-3). In order to 
address these issues, we propose to use the concept of “extensions”, which the Genomic 
Standards Consortium proposal (see Clause 1) also considers. An extension is defined 
with an information type identifier (akin to the field name in Tables 1-3), a value and a 
pointer to a resource documenting the semantics of the given information type: this 
resource provides information for auto-discovery of the extension. 

Using this mechanism, we can extend the previous tables to include further fields. 
For example, the sample metadata core set could be extended to have a field containing 
the scientific name of the specimen. Table 4 summarizes the envisioned sample metadata 
set extended to meet EGA’s schema. 

3.3. Profiles 

We have seen how the schemas for metadata elements can be adapted to different needs 
using the extension mechanism. However, to aid auto discoverability, improve 
interoperability and simplify the development of tools, we also propose the use of 
profiles. When a metadata profile is active, certain extensions are mandatorily present. 
In the line of Table 4, and for the case of EGA, it means that the required extensions are 
present to extend the core set to reach EGA’s set. 

However, our discussion with the EGA team has highlighted that extensions are not 
enough to guarantee compatibility. We also need to add certain constraints. For example, 
in the case of the sample’s taxonomy, the value has to be equal to that of the human 
species, or the description of a dataset group box has to be mandatory. This is possible 
with profiles. As with the core set, MPEG-G’s standard will define an XML schema for 
the core sets of elements and for every different profile. 

Table 1: Base dataset group’s metadata core set 

Element name Element type 
Title String 
Type Controlled vocabulary 

Abstract String 
Project center name Project center type 

Description String 
Samples List of sample types 

Extensions List of extension types 
 

Table 2: Base dataset's metadata 

Element name Element type 
Title String 
Type Controlled vocabulary 
Abstract String 
Project centers Project center type 
Description String 
Samples List of type sample 
Extensions List of extensions 

 

Table 3: Sample's metadata core set 

Field 
name 

Field type 

TaxonId Integer 
Title String 
Extensions List of extensions 

 

Table 4: Sample's metadata extensions for EGA’s specification 

Field name Field type 
Sample Name – scientific String 
Sample Name – common name String 
Sample Name – anonymized name String 
Sample Name – individual name String 
Description String 
Links Uri 
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4. Discussion, conclusions and future work 

Certain issues still have to be addressed. For example, certain extensions in the future 
could document properties only relevant for the dataset group, such as the number of 
datasets in the original dataset group. Although the how is not yet defined, the idea is to 
indicate for every extension if its value is inherited or not. 

Other issues cannot be addressed in the standard, because intrinsic differences in the 
metadata management might require ad-hoc solutions for the download and upload of 
MPEG-G solutions. In the case of EGA’s repository for genomic information [1], when 
downloading one or more genomic resources in the form of an MPEG-G file, multiple 
metadata resources have to be combined in the different metadata elements. Similarly, 
when uploading an MPEG-G file, its different levels have to be separated to perform the 
action. This task is especially challenging when the information being uploaded is meant 
to be added to existing content, or even to modify certain metadata. 

The increasing existence of permanent, public repositories in the Life Sciences 
domain [14], allows to envision the possibility of allowing the metadata to reference an 
external resource compatible with the proposed schemas.  By doing so we lose the ability 
to use only one file or use it offline, but this also simplifies sharing metadata between 
multiple MPEG-G instances, for example if for a given study one single file would 
become too overwhelming in size. 

ISO/IEC 23092 is progressing taking into account the results presented in this paper. 
Specifically, the metadata issues are being integrated in Part 3. The proposal concerns 
only the data representation, and no restrictions are imposed on the implementation: 
whether a relational or a graph database or another strategy is the best is an open question. 
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Abstract. Changes in healthcare delivery needs have necessitated the design of 
new models for connecting providers and consumers of services. While healthcare 
delivery has traditionally been a push market, multi-sided markets offer the 
potential for transitioning to a pull market for service delivery. However, there is a 
need to better understand the business model for multi-sided markets as a first step 
to using them in healthcare. This paper addressed that need and describes a multi-
sided market evaluation framework. Our framework identifies patient, governance 
and service delivery as three levels of brokerage consideration for evaluating 
multi-sided markets in healthcare.   

Keywords. Multi-sided market, healthcare transformation, services, brokerage  

Introduction 

Our aging population and the increased prevalence of complex care delivery models 
such as chronic disease management models and collaborative care models have 
changed the landscape for how healthcare services need to be delivered. These new 
care delivery models have brought increased demand for healthcare services  that often 
result in people unable to access necessary services [1, 2]. Healthcare systems 
worldwide face a common challenge in providing access to services. Patients 
frequently have long wait times for rehabilitation or clinical services. 

Meeting increased demand for services requires new ways to connect available 
services with the people who need them. Healthcare service delivery has historically 
been a push driven market largely facilitated by hospitals and formal care delivery 
systems where patients would enter the formal system and get access to services based 
upon needs [3]. The challenge with a push system is that it fails to utilize all available 
services that a healthcare system can offer. To overcome that issue, healthcare 
transformation can learn from other industries, for example commercial commerce, 
which have developed eCommerce approaches to connect buyers and sellers to enable 
enhanced definition and exchange of goods and services. eCommerce enabled 
connectivity has created new markets for access to goods and services (e.g. E-Bay, 
Amazon, Airbnb, Uber) by using technology to actively connect buyers and sellers.    

                                                           
1 Corresponding Author: kuziemsky@telfer.uottawa.ca 

S

Building Continents of Knowledge in Oceans of Data: The Future of Co-Created eHealth
A. Ugon et al. (Eds.)

© 2018 European Federation for Medical Informatics (EFMI) and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms

of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/978-1-61499-852-5-626

626

http://www.scirp.org/Journal/articles.aspx?searchCode=International+Business+School%2c+Jnkping+University%2c+Jnkping%2c+Sweden&searchField=affs&page=1
http://www.scirp.org/Journal/articles.aspx?searchCode=Department+of+Computer+and+Information+Science%2fHuman-Centered+Systems%2c+Linkping+University%2c+Linkping%2c+Sweden&searchField=affs&page=1
http://www.scirp.org/Journal/articles.aspx?searchCode=Department+of+Computer+and+Information+Science%2fHuman-Centered+Systems%2c+Linkping+University%2c+Linkping%2c+Sweden&searchField=affs&page=1


We suggest that healthcare can similarly use eHealth to transform healthcare 
delivery by enabling better access to healthcare services.  Mettler and Uhrland describe 
different eHealth models including multi-sided markets, freeware and crowdsourcing 
[4]. A multi-sided market is when two or more parties interact via a platform (e.g. 
information technology) and are dependent on each other to generate value from the 
interaction [4, 5].  Example of such markets include credit cards, Health Maintenance 
Organizations (e.g. patients and doctors); and communication networks, such as social 
media sites [5]. Vimarlund and Mettler describe a multi-sided markets as being defined 
by three main components [5]. One, service consumers use the services and define the 
tasks that need support. Two, service providers provide digital services that are used by 
consumers in a multi-sided platform. Three, service brokers promote the services, 
enable service delivery, and match consumer demand with the best available services.  

The multi-sided market model could transform healthcare service delivery from a 
push to a pull market by using brokers to connect service providers and consumers [3]. 
However, we need to understand the business model for broker enabled multi-sided 
markets in healthcare to inform the design and evaluation of them [4]. This paper 
addresses the above need and describes the business model for a multi-sided market to 
support patient centered community based care delivery. We identify brokerage 
considerations at the patient, governance and service delivery levels and use them to 
develop an evaluation framework for multi-sided markets in healthcare.  

1. Method 

Mettler and Eurich describe the need for eHealth business models at the clinical, 
personal/community health, and trans-sector levels [4].   While there is a move towards 
the provision of patient centered care delivery outside traditional delivery venues (e.g. 
in patients homes), the business model for eHealth enabled patient centered  care 
delivery has not been defined. In this paper we focus on defining the business model 
for a multi-sided market at the personal/community care level. 

1.1. Data Sources 

At Medinfo 2017 we held a workshop on multi-sided models in healthcare  to obtain 
insight on how to design and evaluate multi-sided models. Twelve participants attended 
the workshop. Comments from the workshop were recorded and transcribed. We also 
draw upon literature on multi-sided markets in healthcare and other domains [2-3, 5-7].  

 

1.2. Data Analysis and Conceptual Model 

During our workshop a large amount of the discussion focused on the types of 
brokerage platforms that could connect service providers and consumers and the 
challenges of brokering services. Our data analysis integrated the two-sided brokerage 
model of Vimarlund and Mettler [5] described earlier with the findings from our 
Medinfo workshop and multi-sided market literature review. We then used the 
integrated analysis to develop an extended evaluation framework for multi-sided 
markets in healthcare.  
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2. Results  

Our results are presented in two sections. First, we describe three types of brokerage 
considerations that emerged from our data analysis. Second, we integrate our brokerage 
considerations with the Vimarlund and Mettler model [5] to develop an extended 
evaluation model for multi-sided markets in healthcare.  

2.1. Multi-sided market Brokerage Considerations 

As we analyzed our data three levels of consideration emerged: patient, governance and 
service delivery levels.  

2.1.1. Patient level 

A multi-sided market changes the landscape of healthcare delivery where patients 
become the procurers of the services they need. This could provide several advantages 
to patients. One advantage is that it can improve patient access to services.  Patients are 
often unaware of services, or unable to access them. Access is particularly difficulty in 
certain patient populations such as mental health and other vulnerable populations [7]. 
A second advantage is that when patients access services it also allows us to  identify 
patients who require services.  During our workshop a point was raised that having 
patients request services can essentially create a register of patients needing services, 
which could help to better define patient populations and get patients formally 
registered in the healthcare system.  However, patient level challenges also exist. 
eHealth and heath literacy are known issues and we need to ensure that new models of 
care delivery do not increase the gap between the have and have nots.  Patients will 
also need to understand the implications and responsibilities associated with procuring 
their own services. 

2.1.2. Governance level 

Governance considerations were a common discussion at our workshop. One such 
consideration was financial governance. Most government funded healthcare systems 
rely on a central delivery model where governments allocate funds for services and 
patients have services pushed to them based upon needs.  In a multi sided market 
delivery system governments would have to allocate funds to patients to enable them to 
procure and purchase their own services. Such a delivery model will require discussion 
around what are essential services, what are optional services and what services are 
covered by government medical insurance in contrast to services that must be paid for 
by the patient. Governance around the quality of services is another issue. Some 
services (e.g. physio or other therapies) require delivery by licensed practitioners while 
other services (e.g. cooking or cleaning) do not require accreditation or licensing. 
Workshop participants also described the need for some type of rating scale for 
procured services. One possibility is a five-star rating scale where people could review 
services to identify quality variations between different service providers. This would 
enable communication about service quality to inspire competition between service 
providers as way of improving quality of future services.  
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2.1.3. Service Delivery Level  

The first service delivery consideration is defining the pool of services that would be 
made available. Related to that task is understanding the range and complexity of 
services that are offered. People may be comfortable using a multi-sided  market to 
access basic services such as cleaning or cooking but if a patient needs multiple 
services then they may still require a care coordinator to help manage the complexity. 
At the workshop an analogy was made with multi-sided travel websites such as 
Expedia where people may be comfortable booking simple travel (e.g. one-way trip and 
hotel) but may still want a face-to-face travel agent for more complex travel involving 
multiple destinations. Uber succeeded at turning products (underused auto capacity) 
into transportation services, but the transition from products to services is more 
complex in healthcare. In many cases we do not know what services are needed for 
patient management of chronic or complex illness and patient complexity can lead to 
variations in the types of services that are needed [8].  

2.2. Multi-Sided Market Evaluation Framework 

Fig.1 shows our multi-sided market evaluation framework. The top part of the 
framework is the service providers, consumers and brokers from the Vimarlund and 
Mettler model [5] while the bottom part has our three levels of brokerage 
considerations and sub-factors within each of the levels. The model provides insight for 
the three levels of brokerage considerations that can be used to evaluate multi-sided 
markets in healthcare.  

 
Figure 1.   Multi-sided market evaluation framework  

3.  Discussion 

The business of healthcare is ultimately about the exchange of good and services to 
achieve value based patient outcomes. While eHealth can be key driver for facilitating 
efficient access and choice around the procurement of healthcare services, we need to 
define the business model for new approaches of eHealth enabled service delivery.  
Brokering and multi-sided markets provides an innovative way to support healthcare 
transformation. This paper identified the business model for a multi-sided market for 
healthcare service delivery to support community based care. We extend existing work 
by identifying patient, governance and service delivery as three considerations when 
evaluating multi-sided markets in healthcare. Governance considerations include 

Brokerage
PlatformConsumers Providers

Patient Considerations
• Access across all patient populations 
• eHealth literacy
Governance Considerations
• Funding
• Quality of services
Service Delivery Considerations
• Pool of available services
• Patient complexity and service delivery
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funding and tracking of quality of service delivery.  Service delivery issues include the 
need to understand the range and complexity of services that are provided and how to 
convert products into services. Patient level conclude eHealth literacy and defining 
services and patient complexity.  

Future work is needed to study brokerage models of healthcare transformation 
from multiple dimensions. From a medical perspective we need objective evaluations 
of how such models provide benefits such as quality of life and value based care 
delivery. We also need to understand how informatics solutions can provide better 
information to support decision making about relative priorities in brokerages.  Finally, 
multi-sided markets in healthcare are still a very immature phenomena and 
implementing them will require a developmental trajectory over time. We will need to 
start with basic levels of service delivery (e.g. single services) and then scale up to 
more complex care delivery (e.g. multiple services).   

4. Conclusion   

Multi-sided markets can support healthcare transformation from a push to pull market 
by connecting service provides and consumers. This paper identified brokerage 
considerations at the patient, governance and service delivery levels and then 
developed an evaluation framework for multi-sided markets in healthcare.  
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Abstract. The shoulder’s range of motion (ROM) is an important measurement for 
the diagnostic process and course of treatment for patients with shoulder disorders 
or injuries. Visual estimation to assess a shoulder’s ROM is a fast measuring method, 
and therefore routinely used in clinical practice. Studies already proved this method 
as very subjective and unreliable. Misestimating the severity of a patient’s disability 
can lead to improper treatment and should be avoided. Modern technology may help 
measuring the ROM more reliable, objective, non-invasive and still fast. In this 
paper we present a computer-based prototype to semi-automatically assess the 
patient’s shoulder ROM. Still photography is one of the most accurate ways to 
determine the extent to which a shoulder can be moved. Thus, a marker-less motion 
sensing device is used to capture movements of patient. A study with n=9 healthy 
adults was conducted to validate the results of the computer-based system against a 
physician using goniometry. The results show great potential of this technique for 
abduction, adduction, anteversion and retroversion with an intraclass correlation 
coefficient ranging between 0.77 and 0.86 for the best measuring method. Using the 
system would enhance daily practice. Patients could measure their ROM during their 
waiting time in advance to the visit, optionally supported by a nurse. Due to the 
more reliable and objective result the physician can instantly start diagnosing the 
patient or discussing therapy options. Time for investigation is saved and more time 
to treat the patient with objective and reliable measurement results would be 
available. 

Keywords. Shoulder, range of motion, active, measurement, Microsoft Kinect 

1. Introduction 

Measuring the range of motion (ROM) of a joint is a common method in clinical 
practice. Based on the measurement the diagnosis and the success of the chosen therapy 
is determined. For example, the shoulder ROM is very important for people’s everyday 
life. Unfortunately, the literature shows a very low interobserver reproducibility of the 
visual estimation of range of motion of the shoulder [1]. This can cause improper 
treatment, and therefore should be avoided. The “gold-standard” for measuring shoulder 
ROM is the radiographic measurement. This method is time consuming and health 
risking; hence not practicable in a daily clinical routine. Therefore, still photography 
serves as the gold standard against goniometry. But none of them is as easy as visual 
estimation which is a widely spread method to achieve the shoulder ROM in clinical 
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practice. Use of technology could help to measure the shoulder range of motion more 
reliable, objective, non-invasive and still fast.  

Several work has been done addressing this problem. Matsen et al. [2] for example 
showed promising results using the Microsoft Kinect (first version) in a clinically 
practical method for objectively measured active shoulder motion. Whereas Huber et al. 
point out that it is imperative to understand Kinect’s limitations in precision and accuracy 
for the measurement of specific joint motions.  

In this paper we present our work on the development of a computer-based 
application system which is able to do shoulder ROM assessment more accurate, reliable 
and objective than visual estimation, the currently most used measurement method.  

2. Methods 

For patient’s convenience a non-invasive method is desired, to measure a patient 
ROM. Still photography is one of the most accurate ways to determine shoulder ROM.  

Thinking one step further leads to the possibilities offered by video recording 
techniques and motion analysis. That’s why a motion capture system is an important 
component of our system. A software is used to process the data from the motion capture 
system. Screen and keyboard are used to see the system’s results and for interact.  

2.1. Hardware 

We used the Microsoft KinectTM for Xbox One (Kinect). The Kinect is a marker-
less motion capture system using a depth camera providing up to 30 frames per second. 
Furthermore, the Kinect contains a color camera. Each frame with a person in view range 
contains a simplified skeleton consisting of 25 joints. The skeleton is calculated by the 
Kinect for Windows SDK 2.0 from Microsoft. These skeleton data provides the basis for 
the ROM calculation. In particular, the skeleton contains a joint for each shoulder, three 
joints representing the spine and a joint for elbow and wrist on each body half.  

2.2. Software 

The software called ShoulderROM is written in C++ and was developed at the 
institute. During runtime the screen mainly shows the color image recorded by the Kinect 
like a mirror would do. The image is enriched with data as text at the screen’s top and 
bottom.  

The current angles for both body halves are simultaneously measured with four 
different methods (see next paragraph) and displayed on the screen. 

2.3. Measuring methods 

In addition to color and depth images the Kinect offers a simplified skeleton 
representing a person recognized by the marker-less motion-capture system. The 
simplified skeleton has 25 joints including wrist, elbow, shoulder and three joints 
representing the spine and more. Each joint equals a single position in three-dimensional 
space. Those positions are used for further calculations. 
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Based on explanations for goniometry [3] the stretched spine and the clavicle of a 
human being are considered as reference bones for shoulder ROM measurement. The 
upper arm is obviously affected most by the shoulder’s motions. One could assume, 
measuring the angle between upper arm and spine in the Kinect’s skeleton would be the 
best way. The upper arm is described by the shoulder and elbow joints. However, 
according to [4] the algorithm to estimate skeletons has its weaknesses, especially for 
precise shoulder positioning. That’s why avoiding the use of the shoulder joint was one 
idea the authors of this paper thought of. If a person fully stretches their arm the forearm 
is just an elongation of the upper arm. Literature [4] states the detection of elbow and 
hand wrist is much more precise than the detection of the shoulder joint. Therefore, the 
forearm could be used instead of the upper arm. Combining the different reference bones 
results in four potential methods to assess a shoulder angle: i) spine and upper arm, 
ii) spine and forearm, iii) clavicle and upper arm as well as iv) clavicle and forearm. 
Considering the bones as vectors the method calculates the angles between arm and 
reference bones using the scalar product. To ensure good measuring results the 
movement has to take place in the plane parallel to the Kinect. Due to this simplification 
leaving out the depth during calculation is reasonable. The movements that have to be 
performed are abduction, adduction, anteversion and retroversion. The ROM test at 
Medical School Hannover (MHH) usually includes internal and external rotation both in 
neutral position (upright stand, arms hanging down next to the body) and with the 
shoulder abducted to 90 degrees. Because of the Kinect’s limitations concepts for 
measuring rotational movements were not considered in this work.  

2.4. Procedure 

The validation procedure consisted of several steps. Before starting measurements 
each subject had to sign a declaration of consent for acquisition and processing of 
personal data. First the patient performed the movements. Parallel the physician 
examines the subject’s shoulder ROM on each side using goniometry. This procedure 
was followed by the calibration of the system. That was done by patient standing upright 
in front of the system for a moment. Afterwards the measuring started. Afterwards the 
patient performed the same movements themselves in front of the ShoulderROM system 
like they performed for the measurements by physician. The physician assisted the 
subject, in case they had problems repeating the movements. The subjects had to stop the 
movement if they reached their natural movement limit or felt pain. Each subject had to 
perform each movement twice allowing to measure reproducibility of the measurements 
by the ShoulderROM system. Four different movements were recorded for each subject 
on both body sides resulting in eight different motions in total. Finally, the subjects 
completed a questionnaire assessing the usability and acceptance of the system. The 
physician used the color images recorded by the ShoulderROM system to measure the 
ROM with the still photography.  

3. Results 

The evaluation study was conducted with 9 healthy adults at Hannover Medical School 
(MHH). All subjects declared having a healthy shoulder. Measuring all movements twice 
with the ShoulderROM system took five and a half minutes in average. The time was 
captured from the Kinect recordings between the first and last completed movement. 
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Including preparation steps like calibration and explanations an additional time overhead 
has to be considered. This results in an overall duration of approximately ten minutes.  

According to [5] reliability of a measurement device equals the extent to which 
measurements are repeatable. The intraclass correlation coefficient (ICC) is an index to 
quantify intra- and inter-rater reliability ranging between -1.0 and +1.0. The score 
between zero and one resembles the amount of reliability in percentage. Less than zero 
indicates no relationship.  

For the method using upper arm and spine the ICC reached values between 0.77 and 
0.86 for inter-rater reliability with still photography measurement. The ICC’s for the 
other three mentioned methods were less high. Over 75% of repeated measurements by 
ShoulderROM deviated less than ten degrees for the same subject.  

The usability and acceptance questionnaire showed a high acceptance (3.8 of 5 in 
average). However, most see problems regarding the autonomous usage. They suggested 
correcting the user’s postures for example by audio commentary. First voice control and 
then gesture control were the most appropriate or preferable input methods chosen from 
the users. Two subjects had concerns using ShoulderROM in daily clinical routine. 
Operating the system by patients alone and the validity of the scores assessed by the 
ShoulderROM application were viewed just as critically. Other aspects mentioned were 
repeated wishes for video tutorials and feedback from the system to get instructions and 
corrections.  

4. Discussion 

The idea of the ShoulderROM project [6] is the development of a computer-based 
application system able to do shoulder ROM assessment more accurate, reliable and 
objective than the currently often used measurement method of visual estimation.  

The Microsoft KinectTM for Xbox One is used as a marker-less sensing device. 
Therefore, patients need no additional clothes to do the measurement, but loosely fitted 
clothes should be avoided since they can cause faulty measurements. In general, the 
depth tracking is suited for this application. However, the skeleton tracking by the Kinect 
SDK has limits and problems of tracking special poses, especially when joints conceal 
each other. This specially effects the inner and external rotation. Which is why they were 
excluded from this development.  

One of the four methods to assess the ROM semi-automatically revealed promising 
results on accuracy and reliability: The combination of upper arm and spine worked best.  

The system acceptance by users was rather high. Nevertheless, there were doubts 
concerning the acceptance in a less technical interested user group. In case users cannot 
operate the system correctly the software should provide instructions or personal support 
should be available to ensure valid results.  

Readers should keep in mind that the number of nine subjects testing this system is 
rather small and therefore not significant. Furthermore, only one physician measured the 
ROM in comparison to the system.  
There still remain some challenging tasks like interaction with patients. The system has 
to ensure the patient understands the instructions and uses his full range of motion. One 
possibility to solve this challenge is a backup nurse, which may assist if help is needed. 
Aside from challenges there is a big benefit: The system could avoid errors introduced 
in documentation by human failure. Until now, ROM data is not stored systematically. 
The system could document the measurement results in the patient’s record 
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automatically. Apart from a better insight in the therapy progress this would enable 
research on ROM data which was not possible before. 

5. Conclusion 

In general, it is feasible to develop a computer-based application system able to do 
shoulder ROM assessment more accurate, reliable and objective than the currently most 
often used measurement method. Examining a patient ROM during waiting time with 
technology has several advantages. Most important is a reliable and objective 
measurement. Additionally, the physician saves time during the appointment. The 
chance of misestimating the severity of a patient’s disability, and thus prescribe improper 
treatment may be reduced.  

To facilitate this in clinical routine researchers and physicians have to face two major 
challenges. The system must be reliable, accurate and objective against the gold-standard 
for all types of movements and all types of shoulder movement limitations. Apart from 
the accuracy the system should be suited for a wide range of possible users with different 
technology background. It should give instructions and correcting hints. An additional 
benefit for routine and research could be automated documentation of the results in our 
healthcare system.  
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Abstract. Blockchain technology is often considered as the fourth industrial revo-
lution that will change the world. The enthusiasm of the transformative nature of 
blockchain technology has infiltrated healthcare. Blockchain is often seen as the 
much needed and perfect technology for healthcare, addressing the difficult and 
complex issues of security and inter-operability. More importantly, the “value” and 
trust-based system can deliver automated action and response via its smart contract 
mechanism. Healthcare, however, is a complex system. Health information technol-
ogy (HIT) so far, has not delivered its promise of transforming healthcare due to its 
complex socio-technical and context sensitive interaction. The introduction of 
blockchain technology will need to consider a whole range of socio-technical issues 
in order to improve the quality and safety of patient care. This paper presents a dis-
cussion on these socio-technical issues. More importantly, this paper argues that in 
order to achieve the best outcome from blockchain technology, there is a need to 
consider a clinical transformation from “information” to “value “ and trust. This 
paper argues that urgent research is needed to address these socio-technical issues 
in order to facilitate best outcomes for blockchain in healthcare. These socio-tech-
nical issues must then be further evaluated by means of working prototypes in the 
medical domain in coming years. 

Keywords. Blockchain technology, socio-technical, information communication 
technology, quality and safety in healthcare, disruptive innovation. 

1. Introduction 

Advances in biomedical science have dramatically improved treatment available for 
many diseases and thereby improved quality and longevity of lives among many of us. 
From the revolutionary chimeric antigen receptor T-cell treatment (CAR-T-cell) therapy 
to cure previously untreatable leukaemia [1] and direct anti-viral agent (DAA) to cure 
previously untreatable hepatitis C [2], to the promise of cell therapy and nanomedicine 
[3], many diseases that are considered incurable or untreatable half a century ago, is now 
treatable and potentially curable.  

While the biomedical science revolution has changed what is available for patient 
care, this has not been matched with the improvement in the delivery process of 
healthcare. As such, patient’s experience through healthcare journey continues to be 
problematic despite rapid advances in technology. In part, this is due to the fact that the 
current available information communication technology (ICT) does not seem to be able 
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to deliver the perfectly matched solutions required to capture and deliver all necessary 
information to assist healthcare delivery in these complex health service environments.  

This paper discusses challenges of currently technology in improving information 
communication within the healthcare sector. Next it discusses blockchain technology, 
especially the potentials of blockchain in improving information communication in 
healthcare. All new technologies, however, bring about the complexity of socio-technical 
issues that will impact on the outcomes of technological intervention. Blockchain tech-
nology is a revolutionary technology [4]. Hence, there is a need for a major clinical trans-
formation to utilize the technology to the best outcome, which can be best scrutinized 
and discussed from a socio-technical perspective. As the technology starts to mature, we 
need to urgently consider the socio-technical challenges and solutions for blockchain 
technology to achieve best outcomes in healthcare.  

2. Information communication technologies in healthcare 

The lack of information or incorrect information at the time of patient care has been 
considered as the primary cause of problems in healthcare, leading to medical errors and 
adverse events [5]. Since the introduction of computer technology, many ICTs have been 
adopted by the healthcare sector, from computerised physician order entry [6] to full 
electronic health records [7]. More recently, ICT, such as Web 2.0 and the internet of 
things has been considered as a significant revolution that could change healthcare [8] 
by engaging patients to work with healthcare professionals and healthcare organisations.  

ICT allows clinical information to be delivered faster, in many different forms, to 
be stored securely and to be utilised by different users simultaneously. The implementa-
tion of ICT has led to improved outcomes. However, the revolutionary effect of ICT in 
healthcare has not been realised [9]. Furthermore, ICT in healthcare faces significant 
challenges as it also has been associated with unintended consequences and work-
arounds [10]. 

While many challenges and issues regarding ICT in healthcare are often considered 
to be socio-technical and socio-contextual issues [11], there are also technological prob-
lems that need to be considered. From a technological standpoint, current technology, 
such as the World Wide Web, Web 2.0 and mobile apps are based on TCP/IP platforms 
[12]. This is vulnerable to disruption, often with a lack of inter-operability and the unre-
solved question on ownership and actionable nature of information [12]. From a socio-
technical perspective, there are issues with computer user-interface, user design and en-
gagement. From a clinical transformation perspective, current ICT delivers information 
from one user to the other. While this process might promote sharing of information, 
sharing of understanding of the information is harder to achieve or measure. It is very 
important to understand the current information model for healthcare in order to discuss 
future healthcare care technological innovation. 
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Figure 1: Current information model for health care service 

 
As demonstrated in Figure 1 above, while clinical information is entered and trans-

mitted, the key player is the doctor making a possible diagnosis and using that as the 
main driving force (and main information transfer) for investigation and management.  

The current available ICTs aim to transfer information from one party to the other. 
There is little discussion on agreement of information (do we all agree on the diagnosis) 
or action plan requirements (do we all agree that the treatment plan is useful). This in-
formation based healthcare model has significant implications if blockchain technology 
is to be used in healthcare.  

3. Blockchain technology in healthcare 

Blockchain technology promises to revolutionalise many industries [13]. The fundamen-
tal basis of blockchain is a radical concept based on a distributed ledger concept [14]. 
Each person in the chain agrees on the “value” that the person holds on the ledger [14]. 
The “value” is then stored by everyone within the chain [15]. The chain is updated in 
real-time for everyone, so that everyone gets the same information [14, 15]. The second 
important feature of blockchain is that blockchain allows smart contract. That automati-
cally brings information into action when the pre-set criteria are met [16].  

Proponents of blockchain consider this a revolutionary technology. Firstly, block-
chain solves many current technological issues associated with technology implementa-
tion to improve communication in healthcare. Blockchain is stored as a distributed ledger 
and as such it is secure and hard to hack [14, 15]. Secondly, the data stored is “value” 
based and everyone agrees on this value, and therefore by definition it is inter-operable 
as the “value” of the information is stored simultaneously [14, 15]. Finally, blockchain 
allows smarts contract, therefore eliminating human judgment and errors. It also elimi-
nates the need for acknowledgement and action from healthcare professionals, and as 
such, reduces delay in action [16].  

As with any new technology, blockchain will have eager early adopters who con-
sider blockchain as the technology that will solve many issues within the current 
healthcare system [17]. It is perhaps true that blockchain might bring radical changes to 
healthcare due to the nature of the technology. However, there are many socio-technical 
issues that need to be considered. The technology will take time to mature. During this 
early phase, encouragement of user-engagement and user-participation can help to iden-
tify and mitigate socio-technical issues that might affect the implementation of block-
chain technology in healthcare. Importantly, the specific role that blockchain technology 
is best aligned to help needs to be considered. For instance, should we consider the use 

M.C. Wong et al. / Socio-Technical Considerations for the Use of Blockchain Technology638



of blockchain technology to manage a patient’s whole health history or should we use it 
for only part of patient care, eg. in pathology or medication management.  

Regardless of how blockchain will be used in healthcare, there is a fundamental shift 
from a socio-technical perspective that needs to be considered, especially considering 
the current healthcare information model as described in Figure 1. The fundamental chal-
lenge of blockchain is the need to consider the transformation from information to “value” 
of information which is the same for everyone within the chain. Blockchain requires a 
clinical contextual shift from information to value 
Blockchain has generated significant interest in many industries. However, in many of 
these industries, blockchain might not require a fundamental transformation as there is 
often already an established “value” of information. In the banking sector for instance, 
the fundamental “value” of the information stored has already been agreed upon by the 
organisation and consumers. A particular person has a deposit which carries a monetary 
value which is agreed upon and other information is used to describe that value.  

In healthcare, what is transmitted and what is used at present is information. From a 
patient’s perspective, that information is their symptoms and what happens to them. 
When we measure improvement, we often take symptoms into account. From a doctor’s 
perspective, a patient’s symptoms are used to derive a diagnosis and a disease. The opin-
ion of the doctor is imminent in the diagnosis and the disease, and seen as interpretation 
of the patient’s symptoms. The diagnosis or disease, is not always correct, neither is it 
always fully acceptable by everyone, including the patients involved. Furthermore, la-
boratory tests come in a range, and normal and abnormal results are up for interpretation 
by the doctor. Finally, medical diseases often require medication treatment. Medications 
and dosages and what is required are often affected by individual opinions and interpre-
tations. Medication management will be an ideal area for smart contract in blockchain to 
improve efficacy and reduce side effects. When certain criteria are met, the action will 
automatically be performed. We need to however consider safe-guard mechanisms to 
ensure safety.   

When we consider the clinical context of healthcare, it becomes obvious that there 
are significant complexities in using blockchain in healthcare. These issues will obvi-
ously have significant impact on the usability of blockchain. It is very important that we 
start to consider and understand socio-technical issues and the use of blockchain tech-
nology in the context of  healthcare before the technology becomes mature and is utitlised 
in healthcare. This paper suggests that urgent research into these socio-technical issues 
are needed for blockchain to be successfully adopted into healthcare. 

Conceptually, blockchain technology will need a move from an information focus 
to a value and trust focus. Achieving complete information sharing in healthcare does 
not mean that we have complete understanding of the information for everyone within 
the chain. We need to consider how information can be utilised and transmitted in block-
chain. This will not only be useful for everyone involved but also fully optimise the 
potential of blockchain. There needs to be substantial trust amongst everyone in the chain 
and understanding about the “value” of the information from various stakeholders. This 
will require a significant change in mind set and a cultural shift from within our current 
clinical practice. Given the need for the “value” of information, blockchain can well 
bring about the transformation that we need by focusing on the patient. It will hopefully 
allow for outcomes and improvement measures that focus on patients. While trust and 
value will allow for smart contract to be activated in blockchain, a patient’s condition 
changes constantly and we need to consider the diagnosis as a dynamic process. As such, 
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safeguard measures must be put in place to terminate the smart contract before it is acti-
vated if the criteria no longer applies for the patient involved. 

 

4. Conclusion 

Blockchain is considered as the next industrial revolution. Blockchain appears to be a 
technology that will have the potential to transform healthcare. From a socio-technical 
and context perspective, blockchain requires a clinical transformation and a shift from 
information to value and trust. This will potentially shift the focus to patients. Urgent 
research is needed to consider socio-technical issues in the healthcare context in order to 
best utilise blockchain in healthcare. Safeguarding measures need to be considered in 
this technology that is likely to bring disruptive innovation to healthcare.  
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Abstract. Detecting early signs of dementia in everyday situations becomes more 

and more important in a rapidly aging society. Language dysfunctions are 

recognized as the prominent signs of dementia. Previous computational studies 

characterized these language dysfunctions by using acoustic and linguistic features 

for detecting dementia. However, they mainly investigated language dysfunctions 

collected from patients during neuropsychological tests. Language dysfunctions 

observed during regular conversations in everyday situations received little attention. 

One of the dysfunctions associated with dementia which is frequently observed in 

regular conversations is the repetition of a topic on different days. In this study, we 

propose a feature to characterize topic repetition in conversations on different days. 

We used conversational data obtained from a daily monitoring service of eight 

elderly people, two of whom had dementia. Through the analysis of topic extraction 

with latent Dirichlet allocation, we found that the frequency of topic repetition was 

significantly higher in people with dementia than in the control group. The results 

suggest that our proposed feature for identifying topic repetition in regular 

conversations on different days might be used for detecting dementia. 

Keywords. Conversation, Linguistic features, LDA, Sentiment, Polarity, Topic 

extraction 

1. Introduction 

As the worldwide population is aging, the incidence of dementia and Alzheimer's disease 

(AD) is becoming a serious issue from health and social perspectives. Early diagnosis 

and intervention has been increasingly recognized as a possible way of improving 

dementia care, because of recent failures in both clinical trials and laboratory work in the 

stages of AD [1]. However, diagnostic coverage worldwide remains low: even in high-

income countries, only 40-50% of people suffering from dementia have received a 

diagnosis [2]. A method of detecting dementia in everyday situations has great potential 

for supporting early diagnosis and intervention. Identifying the changes in language 

behavior might be one such candidate for detecting early signs of dementia in everyday 

life. While memory impairment due to shrinking of the medial temporal lobe is the most 

typical symptom of dementia [3], both retrospective analyses and prospective cohort 

studies have shown that language problems are prevalent dating from the pre-

symptomatic periods [4]. In addition, language dysfunctions at the time of diagnosis have 

also been reported in postmortem examination of the pathologically proven AD patients. 
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Previous computational studies attempted to characterize such language dysfunctions 

and differentiate people with dementia from the healthy controls [5-9]. They typically 

focused on the following behaviors involving language dysfunctions. First one is word-

finding and word-retrieval difficulties, which were often indicated as fillers including 

non-words and short phrases (e.g. "umm" or "uh") [6]. Another behavior is the reduction 

in expressiveness of speech, namely the decrease in adjective proportion [7]. Repetition 

of words is also known as a behavior of dementia, which was often measured by the 

frequency of repeated words or similarity between the sentences [7]. On the other hand, 

the descriptive analysis of the AD clinical interviews has reported not only a word 

repetition but also a topic repetition as one of the prominent characteristics observed in 

patients in everyday conversations [9]. Although previous computational studies 

investigated and characterized the word repetition by using linguistic features [8], topic 

repetition remains largely uninvestigated. 

In this study, we propose a feature for characterizing topic repetition on different days 

observed in dementia patients. To investigate whether this feature could be used for 

detecting dementia, we analyzed the conversational data obtained from a real regular 

monitoring service for elderly people. Through the analyses, we showed how topic 

repetition increased in patients with dementia and suggested that our feature is used for 

detecting dementia symptoms in everyday conversations. 

2. Materials & Methods 

We focused on topic repetition in everyday conversations and proposed a feature related 

to such behavior. In this section, we describe the conversational data we used for analysis 

followed by the feature we propose for measuring topic repetition behavior. 

2.1. Conversational data from a regular monitoring service 

We used conversational data obtained from the regular monitoring service for elderly 

people provided by Cocolomi Co., Ltd. (http://cocolomi.net/). The purpose of their 

service is to help families living separately to catch up on the lives of their older members. 

A communicator calls elderly people once or twice a week and encourages them to talk 

about their daily life. The conversation is transcribed by the communicator and sent to 

the family members by email. The communicator typically transcribes the conversation 

in a spoken word format omitting incomplete words and fillers. 

We used the transcribed texts collected from eight people (five female and three male 

individuals aged 66-89 years, i.e., 82.37 ± 5.91 years old). Two of them were reported 

by the families as suffering from dementia. Table 1 shows the duration of the service, 

the number of the reported calls, and the average duration of each call. In total, 772 

documents were used for the analysis. For preprocessing, we performed word 

segmentation, part-of-speech tagging, and word lemmatization on the transcribed texts. 

Noun words were extracted from the transcribed texts and the predefined stop words 

were eliminated. 
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Table 1. Specification of conversational data of participants provided by the regular monitoring service.  

   Data duration   

Status Gender Age Start End

No. of 

calls

Ave. call time 

Mean (SD) [min.] 

Control Female 75-77 2015 Mar 2017 Apr 75 11.5 (8.8) 

 Female 80-83 2014 Jul 2017 Apr 109 16.6 (4.5) 

 Female 87-89 2016 Jan 2017 May 104 11.2 (4.5) 

 Male 66-70 2014 Jul 2017 Apr 133 10.6 (2.3) 

 Male 78-81 2014 Dec 2016 Mar 72 12.0 (2.8) 

 Male 82-85 2014 Nov 2017 Apr 226 17.8 (6.3) 

Dementia Female 85-86 2014 Jul 2015 Nov 40 9.3 (2.2) 

 Female 88-88 2014 Jul 2014 Nov 13 7.8 (1.7) 

2.2. Feature related to topic repetition on different days 

We focused on topic repetitiveness as one of the prominent behaviors of dementia which 

can be extracted from regular conversations. We obtained the feature of topic repetition 

by extracting the N topics from the text data. We then calculated topic repetition by using 

topic similarities between the two text data. We generated the text data from three 

successively transcribed conversational data of the phone calls. Two text data for 

calculating topic similarities were picked as two to six conversational data intervals. The 

N was set to 5. 

For topic extraction, we used latent Dirichlet allocation (LDA), an unsupervised 

Bayesian probabilistic model commonly used in text analysis [10]. It assumes that all 

documents are probabilistically generated from a set of N topics, where each topic is a 

multinomial distribution over the words (β) and the documents are a mixture of these 

topics (θ). LDA assumes every document in the corpus is generated using the following 

generative process: 

 A document specific topic distribution  �
�
� ������	is drawn, 

 and for the ith word in the document; a topic assignment 

�
� �

�
	is drawn, and 

a word �
�
� 		 �

�
�

 is drawn and observed. 

For any given data, LDA automatically infers the latent document distribution �_c for 

each document c� D, and the topic distribution �_k for each of the k={1,...,N} topics. 

The probability of the ith word in document c is: 
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To calculate a feature related to topic repetition, we did the following: we used topic 

similarity, which was measured as cosine similarity of the word probability vectors for 

each topic, and we padded the word probabilities less than 0.001 with zero. Topic 

similarities were calculated for all possible combinations of topics, and its maximum 

value was used as a measure of topic repetition. 

3. Results 

We analyzed the conversational data obtained from the regular monitoring service. First, 

we investigated whether our proposed feature related to topic repetition could be used as 

a measure for discriminating dementia from controls. The feature related to topic 

repetition in conversations of dementia patients was significantly higher than in controls 
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(� � 1.0 � 10
���

, Figure 1A). The discriminative power was measured by using both 

the effect size (Cohen's d) and the area under the receiver operating characteristic curve 

(AUC-ROC). For Cohen's d, the 0.8 effect size can be assumed to be large, while the 0.5 

effect is medium, and the 0.2 effect size is small. ROC is a graphical plot that illustrates 

the diagnostic ability of a binary classifier system that ranges from 0 to 1. We obtained 

the effect size of 3.46 (95% confidential interval (CI): 3.25-3.67) and the AUC-ROC  

of 0.96.  

To gain further insight into what types of topics contribute to the difference in topic 

repetition between dementia patients and controls, we focused on the sentiment of each 

topic, i.e. negative topics. In fact, previous longitudinal studies have suggested an 

association of the neuropsychiatric symptoms involved in anxiety and depression with a 

risk of dementia. As for the specific procedure of the analysis, we first classified the 

topics into three groups by sentiment: positive, negative, and neutral based on the 

sentiment-polarity dictionary [11]. We then compared topic similarities calculated for 

each sentiment topic. In all sentiment groups, topic similarities showed significant 

differences between controls and dementia patients (� � 1.0 � 10
���

, Figure 1B). We 

also obtained the discriminative powers as in the following order: negative topics (effect 

size of 2.19, 95% CI 1.94-2.44, AUC-ROC=0.96), positive topics (effect size of 2.22, 

95% CI 2.00-2.44, AUC-ROC=0.91), and neutral topics (effect size of 2.01, 95% CI 

1.78-2.24, AUC-ROC=0.87) (Figures 1B and 1C). 

 

4. Conclusion 

In light of the increasing demand for detecting dementia in everyday situations, we 

focused on topic repetition in separate conversations on different days on the basis of a 

previous descriptive analysis of clinical interviews. First, we proposed a feature related 

to topic repetition on different days. Next, we investigated whether the proposed feature 

Figure 1 Representation of discriminative power of the feature related to topic repetition. (A) Histogram and

boxplot for proposed feature. Boxes denote the 25th (Q1) and 75th (Q3) percentiles. The line within the box

denotes the 50th percentile, while whiskers denote the upper and lower adjacent values that are the most

extreme values within Q3+1.5(Q3-Q1) and Q1-1.5(Q3-Q1), respectively. Filled circles show outliers, and

squares represent mean values. (B) Boxplot for each sentiment group. (C) ROC-AUC scores for each sentiment

group. 
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could be used as a measure for discriminating dementia patients from controls. To test 

our feature, we analyzed the conversational data of a regular monitoring service. Through 

the analysis, we found that our proposed feature related to topic repetition in 

conversations of dementia patients was significantly higher than in controls showing a 

large discriminative power. The results indicate that our proposed feature could capture 

atypical topic repetitions observed in dementia patients and help to detect dementia in 

the context of everyday conversations. In addition, we compared topic similarities 

calculated for each sentiment topic including positive, negative, and neutral. We found 

that topic similarities for each sentiment group have exhibited a significant difference 

between dementia patients and controls and that they tended to have different 

discriminative powers. This result suggests that topic similarity of specific sentiment 

types might be especially useful in screening for dementia.  

One of the limitations of this study is its small number of the participants. However, the 

samples for each participant were relatively large, with more than one-hundred 

conversations collected over a period of 30 months at the maximum. Another limitation 

is the specific type of the conversational data. We only analyzed the conversations from 

a regular monitoring service. To extend the scope of our results, we should analyze other 

data collected from everyday life situations such as face-to-face family conversations. 
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Introduction 

The digital revolution is transforming society; yet, health seems to lagging behind [1]. 
There is a disproportion between the appealing launch of innovative services and the 
measures of its economic impact and the creation of employment [2]. Among 
researchers, two ideas are dominating, each opposing the other. From one side, the 
skeptical picture about the payoff of eHealth and the need to deal with healthcare reor-
ganization due to low level of economic growth and increasing demand for services. 
Digitalization shows potential impact on unemployment from change in healthcare 
services [3]. Other authors are more convinced of the promise of innovation in health- 
care, believing that the economic gains from the digital revolution still to come [4]. 

The Internet and related digital technologies have produced a significant growth of 
information in healthcare. Emerging evidence provides support for some beneficial 
effects of interactive digital systems; although many challenges remain with respect to 
understand approaches to methodology, implementation, and evaluation [4]. Chronic 
diseases are the main cause of mortality throughout Europe, with a prevalence and 
impact on the cost of care that is threatening the sustainability of health systems and 
pushing to significant reorganization of the healthcare services efforts [5]. 

Healthcare reorganizations are using very different approaches: from reorganizing 
processes and skill-mix, staff education and training; appropriate pay and reward sys-
tems; to designing new digital services. Health digital services are expected, as in the 
banking sector, to be an effective way to improve services [6]. A large gap exists bet-
ween the promises and evidence with demonstrated benefits [7]; there are still a lot to 
learn and to study how to overcome the barriers that limit this “transformation” process. 

This study aims at addressing the effect of digitalization of healthcare services on 
the reorganization of healthcare. Moreover on how eHealth, or mHealth, can increase 
the availability, accessibility, acceptability and quality (AAAQ) of the workforce [8], 
and thereby scale-up its capacity to deliver better aligned services. 

1. Methods 

We combined a literature review with the results from a focus group. A scoping 
literature review was performed on the utilization of eHealth in Europe; the search 
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(covering the last 5 years) in the PubMed and Google Scholar databases combined the 
following terms: Human Resources for Health (HRH), eHealth, mHealth, healthcare 
service delivery, and digital skills. The literature review was analyzed according to the 
AAAQ dimensions. This helped identify the impact of eHealth/mHealth (EM) on the 
education and management of health workers and on related policy and research. 

The focus group included 5 experts, both academics and managers, with expertise. 
The full exercise took 125 minutes, during which a list of eHealth services [6-7] and its 
expected impact on health workforce was presented, and discussed, as a baseline. After 
that, the literature review findings on major trends were addressed: EM in the process 
of the digitalization of healthcare services; the support for electronic health records; the 
electronic prescription, the potential of Internet-of-Things (e.g., equipping patients’ 
home with monitoring sensors), and of big data/artificial intelligence [9]. 

2. Results 

The digitalization is comparable to the advent of steam power and electrification, as 
examples of general-purpose technologies, i.e., technologies with broad application 
across an economy. Moore’s law allows for improvements and reductions in costs of 
EM technologies [2]. As a result, healthcare organizations are likely to find even wider 
use than previously expected for sensors and medical devices, open up the services to 
new categories of workers. A different prospect could emerge from the potential of 
machine-to-machine communication, allowing devices to interact with each other and 
respond to new conditions without human intervention. Considering the scenario where 
there is the digitization of all processes in healthcare, it would produce a stream of data 
making possible a ubiquitous “Internet of things” and eventually providing the 
necessary information for continuing improvement in the healthcare processes [10]. 

2.1. Digitization Impact on Health Workforce 

From the literature review, we found that most studies focused narrowly on text 
messaging systems for patient behavior change and few studies examined systems for 
EM strengthening [10]. There was limited literature on clinical effectiveness, costs and 
patient acceptability, and none on equity and safety issues. There were only 4 papers on 
digital skills requirements for professionals [11-14]. Despite the bold promise of EM to 
improve health, much remains unknown about whether and how this will be fulfilled. 
We identified clinical trial protocols of large-scale, multidimensional EM interventions, 
suggesting that the current limited evidence base will expand in the coming years. 

2.2. Scoping Literature on eHealth and mHealth in the European Region 

The literature suggests that eHealth/mHalth can be used as tools to meet the challenges 
of healthy ageing and universal access to healthcare services in the context of the in-
creasing burden of chronic diseases [15]. More specifically, it has showed capacity to: 

� Promote the adoption of healthy lifestyles and self-care [11]. 
� Improve access to a wide range of healthcare services, covering conditions 

such as mental illness, heart and cerebrovascular disease, diabetes and cancer. 
Services such as radiology and rehabilitation have also benefited [16-17]. 
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� Enhance efficiency in clinical decision-making and prescribing, through easier 
communication between health care providers [15-16]. 

� Promote individualized, patient-centered care at a lower cost [17]. 
� Increase the effectiveness of chronic disease management in both long-term 

care facilities and at home [15-17]. 
The European Commission adopted a policy to encourage the development of EM 

[6]. It identified the ways in which EM services might assist patients, particularly those 
living in remote areas or experiencing conditions that might not be treated as often as 
needed. It also cited specific benefits such as improving access to healthcare by giving 
access to specialists who are not available locally, and; at the organizational level, 
helping to shorten patient waiting lists, to optimize the use of resources and enable pro-
ductivity gains. In the last decade, a number of European initiatives have been launched 
in support of the development of EM under the Competitiveness and Innovation Pro-
gramme, in particular its Policy Support Programme, and its pilot experiments or Euro-
pean FP7 projects such as Renewing Health, United4Health, and Digital Agenda for 
Europe. Major policy actions, such as Horizon 2020, the European Innovation Partner-
ship (e.g. Active and Healthy Ageing), and the 2012 European eHealth Action Plan 
have highlighted the value of using technologies, such as EM. The EHTEL Sustainable 
Telemedicine: paradigms for future-proof healthcare, proposed good practices in the 
use of ICT in integrated care [8]. The deployment of eHealth is already the objective of 
several European initiatives. Currently, EM exists through three main types of services: 

� Diagnosis: The results of x-ray, ultrasound, etc. exams are sent digitally from 
a diagnostic device to the appropriate health professional who in turn make a 
diagnosis that is sent digitally to the referring physician or diagnostic clinic. 

� Monitoring: Data derived from devices measuring patient vital signs are trac-
ked by a monitoring centre or individual clinician. Embedded algorithms, 
written guidelines or professional judgment all support this process. If a unu-
sual event occurs, the monitoring process generates a response in the form of 
an alert, contact with a clinician, or some form of guidance to the patient. 

� Consultation: When a virtual visit or dialogue takes place instead of, or in 
addition to, a face-to-face encounter. 

2.3. Impact of eHealth/mHealth on the performance of the health workforce 

Literature remains scarce about how these new services affect the health workforce: we 
examine what the literature indicates about the AAAQ dimensions of the workforce: 

Availability: The more general literature indicates that the utilization of EM 
augments the productivity of clinicians thanks to time-saving practices, less paper work 
and more rapid access to information. Higher productivity translates into increased 
availability and capacity to provide services to more users, even if the absolute 
numbers of health professionals remain constant [10-12]. 

Accessibility: Accessibility improves as providers intervene at a distance, with the 
capacity to diagnose problems and monitor patient conditions through devices [16]. 
Specialists, who typically concentrate in urban areas and hospitals, become accessible 
as they interact with their colleagues or directly with patients, irrespective of distance. 
This has the potential to enable the expansion of homecare and service integration [14]. 

Acceptability: EM services make communication with patients easier, and more 
direct and adapted to each individual needs, thereby potentially enhancing the 
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acceptability of providers. This is more likely with younger persons who are more 
familiar with the utilization of computers and mobile devices; strategies to facilitate 
their use by older patients may therefore be needed [15, 17]. 

Quality: EM give providers rapid access to valid information, second opinions and 
guidelines, all of which contribute to scaling-up the competencies and compliance with 
professional standards, and thereby improving patient safety [8,11-12]. 

3. Discussion 

Digital services are already changing how many sectors of the economy function, but 
they are relatively new in healthcare [2]. The experts agreed that this raises questions 
about what can facilitate their utilization, and which barriers need to be overcome to 
make real the potential performance gains of health workers and services. EM is not a 
panacea, but it offers significant opportunities to improve access to care, contain costs 
and scale-up quality. The experts helped identify facilitators and barriers; like 
individuals, such as patients, providers and managers; professional associations; 
provider organizations; and the institutional and regulatory environment. The 
acquisition or development of digital skills by health workers is critical. It was said that 
this has implications for the education of health workers, the management of health 
services, policy-making and research. Proper digital service implementation requires 
adjustments in service delivery and in how work is organized. Competencies to work in 
a digitalized environment have already been identified as among the core competencies, 
which health professionals must have to deliver the services that meet the current and 
future needs of populations. The policy challenge is for educational institutions to adapt 
the contents of curricula and learning strategies to prepare future professionals for new 
ways of practicing; it also includes the need to help the existing workforce acquire 
digital skills, which did not exist when they were initially educated. The impact of EM 
on the provision of services will affect the availability of the health workforce, depen-
ding on the type of service. In some instances, it may lead to a reduction of needs if 
productivity increases and demand remains constant. More likely, it will generate 
additional and new needs, such as health data analysts [10]. As professionals are now 
able to monitor patients remotely, more physicians and nurses will be needed to 
respond to a demand in rapid growth from a population of patients with chronic 
condition or mental impairment. New categories of professionals in tele-nursing, smart 
decision-making, etc. will also be needed. The experts mentioned that most facilitators 
and barriers to the diffusion of EM are not very different from that of other innovations. 
Factors such as engaging stakeholders in implementing change, the visibility of its 
advantages and user-friendliness, the leadership of respected so-called champions, 
access to training, the commitment and support of managers and decision-makers, good 
planning, and an enabling financial and legal environment can all play a positive role.  

A typical barrier, one participant stated, could be resistance of older workers beco-
mes less of an issue as the new tools become more user-friendly and as their utility for 
the worker and patients is almost immediately apparent. Other stated that the technolo-
gy is changing more rapidly than the organizational and institutional environment. 
Most agreed that issues linked to legal responsibility, the definition of scopes of 
practice, remuneration and reimbursement, and the standardization of tools are starting 
to be addressed. However, these are particularly difficult in a context such as that of the 
EU where the mobility of workers and patients is a fundamental right. Another 
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important issue pointed out relates to planning the future health workforce in a context 
of rapid technological, demographic, epidemiological, economic and social change. 
Most agreed that more research is needed to improve the understanding. 

4. Conclusion 

The uptake of EM services is taking some time. The benefits of EM will not come 
spontaneously. Policy-makers will be interested in the economics of the utilization of 
EM; direct costs may be low and there may be savings from less visits and hospitalize-
tions, but indirect costs also need to be assessed, whether it is for training or through 
increased demand induced by the greater accessibility facilitated by the technologies. 
Research on the process of implementation of EM-based services is also important, 
including cross-national comparisons and studies. 
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Abstract. In this study, we assessed the reliability of using a tablet application for 
collecting health data among older adults, in comparison to using paper surveys for 
this goal. Test-retest reliability between the two modalities, usability, user 
experience factors, and older adults’ preference were determined. The results show 
perfect agreement between tablet and paper for the SARC-F and high agreement for 
the SF-36 physical scale and EQ-5D. Usability and user experience factors were 
perceived the same for both modalities. The majority of the participants preferred 
the tablet for health screening purposes, mainly because of its ease of use. This study 
shows that using tablets for health screenings among older adults does not affect test 
reliability, and that older adults prefer the tablet to paper for completing these tests. 

Keywords. Population health screening, test reliability, tablet computers 

1. Introduction 

The rapid adoption of tablet technology among older adults has tremendously expanded 
our options for offering digital health interventions. Tablet-based applications can sort 
positive effects on their management of chronic conditions, maintenance of physical and 
cognitive health, and social wellbeing [1]. Another area in which the use of tablets may 
be valuable is public health screening. Deploying large-scale health screenings digitally, 
instead of on paper, is likely to yield cost-savings, will minimize missing and illegible 
data, and allows us to inform the older adult of the screening results immediately. 

High reliability of health screening surveys, completed on a tablet, is of course a 
prerequisite for their use. Hess and colleagues [2] assessed the difficulty which a large 
sample of (relatively young, highly-educated) primary care patients had with completing 
a health screening survey on a tablet. They found that the majority of their participants 
had no difficulty with using a tablet here, but also state that special attention needs to be 
paid to potentially vulnerable groups. A sample of older adults was involved in the 
comparison between test results of three surveys provided via a tablet and on paper [3]. 
The study provided the preliminary evidence that the modality in which a screening is 
offered does not affect its results. 
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In this study, we assessed the reliability of using a tablet application for collecting 
physical health data among older adults, compared to using paper surveys. We 
determined test-retest reliability between the two modalities, older adults’ preferences, 
and the user experience of working with each modality. The results of this study allow 
us to make well-informed policy decisions about the way administer health screenings 
among older adults. 

2. Methods 

2.1. Health screening surveys 

In recent years, it has become widely recognized that population-wide screenings among 
older adults are an important strategy to identify frailty. New technologies have been 
found to be potentially very valuable for improving the quality of these screenings [4]. 
Therefore, we selected three screening surveys from the frailty domain: 

1. SARC-F: A survey with 5 multiple choice questions (3 answering options) that 
identifies sarcopenia [5]; 

2. SF-36: A survey to determine an individual’s health status from which we utilized 
the physical functioning scale, consisting of 10 multiple choice questions (3 
answering options) [6]; 

3. EQ-5D: A survey to assess an individual’s health status, consisting of 5 multiple 
choice questions (3 answering options) and one 100-point visual analogue scale 
on which the respondent must rate his/her health [7]. 

Tests were provided on paper and via a tablet-based clinimetrics service, ReQuest [8]. 

2.2. Participant recruitment 

Participants were recruited in the Netherlands via convenience sampling and visited at 
home. Participants had to be 60 years or older, needed to speak Dutch fluently, and 
should have been willing to provide informed consent. We targeted for inclusion of 
robust, pre-frail and frail participants (as determined by a physical therapist) to have 
representative sample for older adults that start running the risk of becoming, or are frail. 

2.3. Data collection and analysis 

In each session, a researcher first assessed demographics and administered the Mini-
Mental State Examination (MMSE). Then the participants completed the questionnaires 
on paper and on a tablet (a Samsung Galaxy Tab 4, with a 10.1” screen) in a randomized 
order. After completing the screenings on each modality, its usability was assessed via 
the System Usability Scale (SUS) [9], as well as its perceived usefulness (scale by [10]), 
and the participants’ perceptions of enjoyment (scale by [11]), and control (scale by [12]). 
Each scale used a 5-point rating scale. Each session ended by asking the participant for 
his/her preference for one of the two modalities. Reliability was assessed by calculating 
the agreement between paper and tablet results via a Spearman correlation, intraclass 
correlation coefficient (ICC), and Cohen’s kappa. 
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3. Results 

3.1. Participants 

Nine men (37.5%) and 15 women (62.5%) participated in the study (n = 24). The average 
age was 71.63 years (range: 62 to 87 years). Fifteen persons (62.5%) had to deal with 
one or more physical conditions or complaints (e.g., difficulty with walking, cardiac 
problems), nine persons (37.5%) did not. Nineteen participants (79.2%) used the Internet 
via a smartphone (n = 16), tablet PC (n = 14), or laptop PC (n = 13). All participants 
scored in the highest category of the MMSE (range: 25 to 30 points), meaning that their 
cognitive abilities should not affect their survey replies. During the test, ten participants 
(41.7%) requested the use of a tablet stylus or were given one by the test administrator 
when a participant had difficulty with pressing the screen buttons. 

3.2. SARC-F 

Table 1 shows high agreement between the answers given for the single items on the 
paper and tablet version of the SARC-F. ICC and Kappa scores for the single items are 
moderate to good. All participants were classified exactly the same by the instrument, 
regardless of its modality. As a result, all reliability measures were excellent. 
 
Table 1. Correspondence between SARC-F scores on paper and tablet. 

Item Agreement Spearman 
Correlation ICC Cohen’s 

kappa 
SARC-F 1: Strength 22/24 (91.67%) .80** .80 .86 
SARC-F 2: Walking 21/24 (87.50%) .87** .77 .61 
SARC-F 3: Chair rise 22/24 (91.67%) .70** .71 .70 
SARC-F 4: Stairs 19/24 (79.17%) .72** .60 .64 
SARC-F 5: Falls 23/24 (95.83%) .90** .90 .90 
SARC-F total score 18/24 (75.00%) .96** .87 .70 
SARC-F classification 24/24 (100.0%) 1.00** 1.00 1.00 

* p <.001 ** p <.01 
 
Table 2. Correspondence between SF-36 scores on paper and tablet. 

Item Agreement Spearman 
Correlation ICC Cohen’s 

kappa 
SF-36 1: Vigorous activities 19/24 (79.17%) .78* .79 .66 
SF-36 2: Moderate activities 20/24 (83.33%) .82* .84 .73 
SF-36 3: Groceries 20/24 (83.33%) .84* .82 .72 
SF-36 4: Climbing > 1 Stairs 21/24 (87.50%) .91* .90 .81 
SF-36 5: Climbing 1 stairs 18/24 (75.00%) .67* .63 .54 
SF-36 6: Bending 15/24 (62.50%) .44** .45 .42 
SF-36 7: Walking > mile 21/24 (87.50%) .93* .92 .79 
SF-36 8: Walking > blocks 22/24 (91.67%) .88* .93 .83 
SF-36 9: Walking 1 block 21/24 (87.50%) .85* .72 .67 
SF-36 10: Bathing or dressing 21/24 (87.50%) -.06 (n.s.) -.06 -.06 
SF-36 total score 7/24 (29.17%) .93*** .90 .23 
SF-36 classification 21/24 (87.50%) .71* .72 .71 

* p <.01 ** p<.05 *** p<.001 
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3.3. SF-36: Limitations of activities 

Table 2 shows that several items of the SF-36 resulted in high agreement and good 
reliability scores. Two items (5 and 6) showed low agreement and low reliability scores. 
Item 10 displayed low reliability scores, despite a high agreement. This is because there 
was little variance in the data (participants only used two out of three answering options). 
Hence, reliability metrics could not be calculated correctly. Most participants (21/24) 
were classified the same by the instrument on both modalities. Two participants scored 
‘normal’ on paper, while they scored as having ‘functional decline’ on the tablet; one 
person scored as having ‘functional decline’ on the tablet, while being classified as 
‘normal’ on paper. Reliability measures of the classification were moderate to good. 

3.4. EQ-5D 

Table 3 shows that agreement and reliability scores for three items (1, 3 and 4) are 
moderate. Item 2 showed high agreement and low reliability scores, due to low variance 
in participants’ answers. Item 6 displayed a relatively low agreement and reliability 
scores, but utilized a 100-point VAS scale. Therefore, we think that an agreement of 11 
out of 24 is very high. As the EQ-5D does not classify people in nominal categories, but 
results in an index (partly derived from a VAS score), agreement indices are relatively 
low. However, the Spearman correlation shows good agreement. 
 
Table 3. Correspondence between EQ-5D scores on paper and tablet. 

Item Agreement Spearman 
correlation ICC Cohen’s 

kappa 
EQ-5D 1: Mobility 20/24 (83.33%) .64* .65 .64 
EQ-5D 2: Self-care 22/24 (91.67%) -.04 (n.s.) -.04 -.02 
EQ-5D 3: Usual activities 18/24 (75.00%) .55* .64 .52 
EQ-5D 4: Pain/discomfort 19/24 (79.17%) .66* .64 .60 
EQ-5D 5: Anxiety/depression 24/24 (100.0%) 1.00 1.00 1.00 
EQ-5D 6: VAS score 11/24 (45.83%) .37 (n.s.) .08 .41 
EQ-5D index 11/24 (45.83%) .75** .53 .36 

* p <.01 ** p<.001 

3.5. Modality preference and user experience 

The tablet and paper screenings yielded equal scores on usability (m=76.25(sd 22.35) vs. 
m=81.78(sd 14.23); t(23)=1.13, p=.27), pleasure (m=3.27(sd .40) vs. m=3.16(sd .33); 
t(23)=1.44, p=.16), perceptions of control (m=3.75(sd 1.18) vs. m=3.65(sd .94); 
t(23)=.34, p=.74), and usefulness (m=3.78(sd 1.01) vs. m=3.43(sd 1.35); t(23)=-.97, 
p=.34). The usability of both modalities was appreciated well. Pleasure was regarded to 
be neutral, control and usefulness to be moderately high. 

Seventeen persons (70.8%) preferred the tablet, seven persons (19.2%) rather used 
paper. Reasons for preferring the tablet (given more than once) were ease of use (n = 13), 
it is environment-friendly (n = 3), it provides a better overview (n =3), it is easier to 
correct a mistake (n = 3), it is more efficient (n = 3), and it has a more relaxing experience 
(n = 2). Reasons for preferring paper (stated more than once) were its trustworthiness (n 
= 4), out of habit (n = 3), computer anxiety (n = 2), or ease of use (n = 2). 
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4. Discussion and conclusion 

In this study, we assessed the reliability of using tablet computers for screening the health 
of older adults, by comparing the results of the same screening provided via a tablet and 
on paper. Test results were in perfect or good agreement; only a very small subset of 
participants received different health classifications. Future research should point out 
whether this needs further attention. The participants judged the usability and user 
experience factors the same. A majority of the older adults preferred the use of a tablet 
for this task, mostly because they found it easier to use. Of course, the findings should 
be interpreted in the light of their limitations: Our sample size was relatively small and 
we had to use technology use as a proxy for digital literacy. 

Our findings are in line with previous studies that focused on the same topic [2,3]. 
It shows that switching from paper to tablet computers for administering health-
screening surveys among older adults does not affect the reliability of the test outcomes 
and can count on high acceptance. 
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Abstract. We are well into the 21
st

 century and the Internet has been around long 

enough that there are adults who have not known a world without this wonderful 

tool. And just as time has gone since the beginnings of the Internet, so too has it 

developed, probably above and beyond the wildest dreams of its founders. These 

developments, though mostly positive, also have their share of the not so positive. 

One of these challenges is the difficulty in maintaining accuracy and quality of all 

the information, data gathered, aggregated or automatically generated being 

displayed on the Internet on Web websites or via mobile application, and this is a 

concern in the health domain. In this paper, we attempt to discuss in detail, some 

of the latest developments along with the challenges each of them entail and 

proposed Code of Conduct for health apps and connected objects. 

Keywords. Transparency, Code of Conduct, quality, mHealth 

Introduction 

Can a person without any advanced medical knowledge, tell the trustworthiness and the 

accuracy of the sources of information she/he accesses on the Internet? It is for this 

reason that the Health On the Net Foundation was created in 1995, to address this 

problem [1]. And now, after more than 20 years, HON has become a well-known 

beacon of trust and transparency, so that readers know they are on health websites 

which are safe ground when they see the HONcode seal, a blue and red logo on a health 

website certified by HON. However, with the evolution of technology comes new 

developments such as smartphone-based health and medical applications (health apps) 

connected or not to objects pose new hurdles to pass. Mobile health apps not only can 

provide information but functionalities which can consist of tracking, medication 

adherence monitoring, maintain data journals with regular medical parameter readings 

such as blood pressure or heart rate. Health apps offer a personalized response to the 

user via algorithms using and analyzing tracked and measured data. Health apps can 

facilitate self-management of chronic disease empower the patient and user to better 

care about his/her health. What about the quality of these apps, can they be dangerous, 

who verifies their accuracy, who is behind? For example, Huckvale and al highlights 

the risk carried by 67% of insulin dose calculator apps assessed providing 

“inappropriate output dose recommendation that either violated basic clinical 

assumption or did not match a stated formula” [2].  Plante et al. shown that an app 
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measuring blood pressure (BP) and downloaded by nearly 150’000 times produced 

false measurements underestimating higher BP and overestimating lower BP [3] [4]. 

These articles show a need, its utility but also the potential risk of health apps. 

1. Health apps usage and challenges 

We are only at the beginning of the mHealth revolution with connected objects linked 

to m-health apps being part of daily life of more and more individuals and healthcare 

professionals. The mHealth App Developer Economics 2016 report conducted by 

health research group Research 2 Guidance reported that for the year 2016, a minimum 

number of 259,000 health apps globally were made available to consumers on major 

app stores (including both multi-platform apps and smaller platforms) which resulted in 

a total of 0.2 billion downloads in 2016 [5]. The total of these apps was published by 

only around 60’000 mHealth developers. The rapid development of the mHealth sector 

raises concerns about the potential risk of health functions apps providing transmission 

of health data, capture of health data via sensors, self-diagnoses, disease management 

or diagnosis and appropriate processing of the data collected through apps or solutions 

since mHealth solutions and devices can collect large quantities of personal 

information, including personal  health information (e.g. data stored by the user on the 

device and data from different sensors, including location) and processes them. Apps 

pose a new challenge that cannot be solved as we did for health content websites, 

mainly because of several reasons: a) all the data is visible in health websites as it is 

part of the content and so it is easy to check the production process of the content; 

whereas in an app, the algorithms used to analyze the data are kept secret and not 

disclosed (industrial secrets); the privacy and security of transmission and storage is 

very difficult to test and assess b) apps play the role of a “medical device” even if 

theoretically they are not which is unlike health websites which do not play a 

diagnostic role but only an informational role. So, the intrinsic risks posed by apps are 

totally different from health websites. 

Health apps supporting citizen’s empowerment through self-management, health 

promotion and disease prevention, providing personalized health advice and care has 

become a challenge Worldwide [6].  

The “annual study on mHealth” suggests that the ubiquity of smart phones, tablets, 

sensors, wearables, personal trackers and similar wireless smart devices means that 

huge volumes of data concerning health, fitness, life-style, stress and sleep are being 

harvested and processed [5]. This report foresees that in 2020, 551Million users will by 

then actively (at least once a month) make use of a mHealth app.  

The main issue then becomes how to identify the most appropriate, adapted and 

trustworthy health app out of hundreds of thousands of similar health apps.   

Another major risk of apps is that they work according to a set formula or 

standardized algorithms which are relatively unchanged from patient to patient. This 

then does not allow the capture of the other aspects of clinical diagnosis such as clinical 

observation or personal medical history of the patient and his/her various signs.  

Health apps have to undergo specific accreditation in the USA by the FDA to be 

categorised as medical devices [7]. So far in Europe, there is no such specific directive 

for apps except the Code of Conduct on privacy for mobile health apps submitted for 

approval to the Art 29 Data Protection Working Party [8]. So in Europe, health apps to 

be labeled as medical devices should respect the Council Directive 93/42/ECC 
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concerning medical devices. However, the majority of health apps labeled as non-

medical device also provide medical functionalities such as auto-diagnosis and auto-

medication. 

Mobile apps span a wide range of health functions, with potential benefits and 

risks to public health compounded by the fact that these apps are potentially available 

to billions of people worldwide [9]. Depending on the type of the app and its intended 

use, the potential risk will vary and thus, the level of scrutiny given should be 

proportionate to the risk.  

2. Methods 

HON has recorded and analysed what was available on the market in terms of 

guidelines, tools, recommendations and scale to assess the level of trust one can have in 

a health app (Table 1).  

Table 1 Presentation of several labels of app certification 

Various organizations worked on the issue of security, data privacy, and other criteria 

related to quality [9][14]. However due to the complexity and liability risks to 

potentially unidentified issues such as the security issue, the assessment of health apps 

is at its very early stages. A study highlighted that 66% of the health apps certified as 

clinically safe and trustworthy by the UK NHS apps Library was in fact sending 

identifying information over the internet without encryption and without disclosure that 

the app will do so [15]. This has caused the NHS apps service to close for a while. This 

study has raised three elements of reflection: the current lack of transparency and 

responsibility of apps related to data usage, storage and transmission; what can be 

evaluated reasonably and sustainably; and the risk that no organisation assess health 

NAME COUNTRY DEVELOPPER FUNCTIONNEMENT  INVENTORY 

M.HEALTH-

QUALITY.EU 

France DMD Santé Registration needed, fee 

based evaluation. Criteria of 

evaluation not disclosed 

41 app  

assessed in 

Nov.2017 

CALIDAD APP 

SALUD  

Spain 

 

Agencia de Calidad 

Sanitaria de 

Andalucia 

Free 

31 recommendations 

Assesses design, quality, 

services and privacy [10]

20 app 

assessed, 

70 under 

assessment. 

JUST THINK APP USA American Health 

Information 

Management  

Information  

Brochure to inform and 

educate users [11]. 

Education 

No 

implementation 

MOBILE 

APPLICATION 

RATING SCALE 

Australia Queensland 

University of 

Technology 

23 questions 

Grading scale from 1 poor to 

5 excellent [12]. 

Self-evaluation 

CODE OF 

CONDUCT ON 

PRIVACY FOR 

MHEALTH APP  

EU European 

Commission 

 

The Code was issued after a 

research study in 2014 [8]. 

No 

implementation 

GOOD PRACTICE 

GUIDELINES ON 

HEALTH APPS 

FRANCE French Health 

National Authority 

5 categories:  Information to 

users, health content, 

security, data usage and 

technical usage [13].

No 

implementation 

MOBILE APP 

PRIVACY CODE 

OF CONDUCT 

USA US Government  

 

Privacy notice to disclose 

their practice related to data 

storage and usage. [14] 

Voluntary 

Not widely 

used. 
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apps as the risk is too important to miss or not be able to check all the necessary 

elements to guarantee security and accuracy. On the other hand, should we rely only on 

the current model of user rating proposed by the two majors’ apps platforms Google 

Play and iTunes iOS. Kumar et al. has demonstrated that apps that provide 

measurement of key indicators such as heart rate Blood Pressure readings are 

commonly downloaded (up to 2.4 million downloads) and rated well [16].  

With the multitude of health apps available today (more than 260’000 health apps) 

what can be evaluated reasonably and sustainably [5]?  

In addition, to assess too many criteria as identified by the HAS will lead to nearly 

no assessment because the number of apps being assessed will drastically diminish 

because of high costs and inefficient practices. Transparency and honesty in the 

production of the apps will engage developers to disclose what is behind the scene and 

be responsible to what health app it develops. Not all apps need the same attention as 

they do not imply the same potential risk to consumers. For example, health apps with 

calculators and algorithms intended to recommend an action or medications may 

directly impact user’s health [2]. 

3. Guidelines and assessment tools of health mobiles apps quality  

To meet these challenges, HON has started to assess the possibilities of adapting the 

HONcode guidelines to health apps [17][18]. Ensuring the commitment of app 

developer is fundamental to induce behavioral change in the production process of 

health apps. As an assessment of the functionalities of the apps is very complex, the 

focus on the production process and the respect of current national regulations is an 

alternative.  

With health apps providing measurements and calculation of dosage such as 

insulin dose calculator apps, the patients have no idea which algorithm is used based on 

which guidelines of which country. To have this information actively contribute to 

provide appropriate dose recommendation which was not the case when Huckvale et al.  

conducted their systematic assessment study on “smartphone apps for calculating 

insulin dose" [2]. 

When evaluating mobile apps, three points must be considered: does it use a 

sensible amount of data? what medical information and contact information is 

required? and does the app add viruses to the device? HON in collaboration with the 

UFML (French Union for Free Medicine) and the partners of the Kconnect European 

project (H2020-ICT-2014-1-644753 kconnect.eu) have developed a list of questions 

used to draft the first version of quality guidelines for Health Apps [18]. This first draft 

has aimed to be available for public consultation to receive the views of each 

profession involved in the development, creation, assessment, and use of health mobile 

application. Thanks to these comments and advice, we will be able to create guidelines 

to be integrated in, our code of conduct, certification, and open the community-based 

platform Health Curator (heatlhcurator.org) developed within the European project, 

KConnect and funded by the European Commission. 
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4.  Conclusion 

HON is proposing a solution for assessing health apps combining an adapted guideline 

for health apps with expert and end user evaluation with the platform 

HealthCurator.org funded by the European Commission.  

Most of the proposed guidelines or code of conduct are currently not implemented 

by third party organisations. The unique example, is the Spanish one with 20 health 

apps labeled by the Agencia de Calidad Sanitaria de Andalucía, and only available for 

apps in Spanish. The users’ ratings within Google Play and iTune are not a mean of 

identifying the quality of an app. So there is a need to have a global solution proposing 

a multilingual approach with an evaluation schema by trained experts such as the 

Health on the Net approach for health websites or combining with 

crowdsourcing/community based solution. Education is a first step to inform users and 

allow them to make a truly informed decision. But this is not enough because the 

education and sensitization of the user is long-term and ongoing and should be 

integrated into the smart device directly. Indeed how to prevent an app maker from 

requesting functionalities that the app does not need for its use? An evaluation by a 

third party or a community base can prevent or limit the risk of copycat app mimicking 

and passing for another organization, using the system in order to mislead the user, 

which is currently possible on GooglePlay. 
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Abstract. Traditional Chinese Medicine utilization has rapidly increased worldwide. 
However, there is limited database provides the information of TCM herbs and 
diseases. The study aims to identify and evaluate the meaningful associations 
between TCM herbs and breast cancer by using the association rule mining (ARM) 
techniques. We employed the ARM techniques for 19.9 million TCM prescriptions 
by using Taiwan National Health Insurance claim database from 1999 to 2013. 364 
TCM herbs-breast cancer associations were derived from those prescriptions and 
were then filtered by their support of 20. Resulting of 296 associations were 
evaluated by comparing to a gold-standard that was curated information from 
Chinese-Wikipedia with the following terms, cancer, tumor, malignant. All 14 TCM 
herbs-breast cancer associations with their confidence of 1% were valid when 
compared to gold-standard. For other confidences, the statistical results showed 
consistently with high precisions. We thus succeed to identify the TCM herbs-breast 
cancer associations with useful techniques. 

Keywords. Association rule mining, Traditional Chinese Medicine, Cancers 

1. Introduction 

In recent years, the utilization rate of complementary and alternative medicine (CAM) 
has rapidly increased from 5 - 75% worldwide [1]. Traditional Chinese Medicine (TCM) 
has been one of the important categories in CAM. Studies reported the benefit of TCM 
for patients undergoing conventional cancer therapy. Thus, there are 25-47% of cancer 
patients in North America seek TCM as part of their treatment [2]. However, there is 
limited database could provide the information of herbs with their impact to diseases, 
particularly for cancer treatment. Most of the knowledge bases were built upon the 
literature with their limited herbs and diseases [3].  

In Taiwan, TCM has been covered by Taiwan National Health Insurance (NHI) by 
1996, that consisted of all medical records of whole 99.6% population. It would be an 
opportunity to have large-scale prescriptions in order to build up a TCM knowledge base. 
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In addition, TCM prescriptions were prescribed by certified physicians with the use of 
ICD-9-CM as the diagnosis codes instead of simple text. Studies reported the utilization 
of TCM with conventional cancer therapy in patients with breast cancer, leukemia, liver 
cancer, and prostate cancer through NHI database [4]. 

In this study, we aim to identify the meaningful associations between TCM herbs 
and cancers by using association rule mining technique in Taiwan’s NHI claim database. 
Thereby, breast cancer is considered as an example of a given disease in order to explore 
the associations with TCM herbs. We also aim to build a knowledge base for TCM by 
generating such associations and compare to existing information from text documents. 

2. Methods 

2.1.  Collecting and Gathering data 

In this study, we collected data from a cohort of randomly two million patients from 
Taiwan’s NHI claim database that consists of 410.1 million out-patient prescriptions in 
between Jan. 1, 1999 to Dec. 31, 2013. Out of 410.08 million prescriptions from the 
database, we excluded 378.27 million prescriptions due to the following reasons: a) 
without using any TCM herbs/compounds; b) missing, and/or invalid diagnosis codes. 
11.9 million prescriptions were also excluded as they were prescribed to male patients. 
Remaining 19.9 million prescriptions with 22.4 million diagnosis ICD9-CM 3-digit 
codes (ie. the ICD9-CM code of 174 is considered to all types of breast cancer such as 
174.0, 174.8, 174.9, etc.), and 119.8 million Taiwan TCM herb codes. Thus, we used a 
diagnosis code for breast cancer and the result of 405 unique TCM herb codes. 

2.2. Quantifying the associations between TCM herbs and breast cancer 

To quantify the associations between TCM herbs and breast cancer, we employed the 
association rule mining technique that was widely used in computer science and business 
fields. The association rules can be normally filtered by their two measurements, support, 
and confidence; there are some potential measurements that can be used to filter the 
association rules such as interestingness, chi-square, and conviction. 

Interestingness/interest is the ratio between the joint probabilities of disease–
medication with respect to their expected probability under the independent assumptions 
[5]. Chi-square is well-known as Pearson formulation to evaluate how likely it is that 
any observed difference between the sets arose by chance. Conviction is the ratio 
between the expected error rate assuming independence and the observed error rate. 
Higher conviction value indicates strongly associated in between breast cancer and TCM 
herb [6]. 

For the filtering associations, then, the breast cancer and TCM herb pairs with less 
than 20 of support, by default were considered as “rare associations” and were not 
included in the study. We also considered different confidences such as 0.1%, 0.3% and 
1% in further analysis. All associations were computed by implementing the Apriori 
algorithm. Other statistic measurements were computed by using R package v3.2. 
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2.3. Evaluation 

After generating the association rules for breast cancer and TCM herbs, we evaluate the 
rules by comparing them to a gold standard. We curated the information of each TCM 
herb from Chinese Wikipedia (ie. http://fenlei.baike.com/). We use the following text 
words as search terms:  or  or  (ie. tumor, cancer, carcinoma, malignant), 
and the detailed anti-tumor information of each herb was then checked by our research 
team members. Thus, the TCM herbs with their systematic anti-tumor effects were used 
as gold standard. 

For the evaluation, we identified all associations according to each of the 
measurements (ie. interest, chi-square, conviction) with different confidences, yielding 
9 lists of items. The TCM herb-breast cancer associations of each list were ranked based 
on their measurement. Subsequently, we compared each association to the reference 
sources in order to determine whether the association was found at the gold standard 
references. Upon these comparisons, we computed the precision, recall statistics and to 
carry out the precision-recall curve. 

3. Results 

3.1. The TCM herb-breast cancer associations 

By using the association rule mining technique, 364 associations between TCM and 
breast cancer were derived from 19.9 million prescriptions with their supports, 
confidences and other measurements. After filtering associations with their supports of 
20 or over, 296 unique TCM-breast cancer associations were observed and separated into 
different datasets by their confidences (ie. 0.1%, 0.3%, and 1%) and measurements (ie. 
interest, chi-square, and conviction).  

3.2. Evaluation 

Table 1. 14 TCM-breast cancer associations with confidence at least 1% under interest 
Chinese 
Name English Name Pin Yin Name Sup. Conf. 

(%) 
Interes

t 
Chi-

square 
Con

v 

 Ulva lactuca Shi Chun 37 60.66 281.04
4 10347.11 2.53

6 

 Scutellariae Barbatae Herba Ban Zhi Lian 540
2 12.70 58.842 308477.47 1.14

3 

 Hedyotis Diffusae Herba Bai Hua She She Cao 987
1 11.19 51.870 495719.76 1.12

4 

 Trichosanthis Fructus Quan Gua Lou/Gua Lou 289 5.57 25.801 6906.32 1.05
7 

/
 Prunellae Spica Bai Hua Cao/Xia Ku 

Cao 443 5.47 25.356 10391.03 1.05
6 

 Rhapontici Radix Lou Lu 89 1.97 9.107 643.85 1.01
8 

 Pogostemonis Herba Guang Huo Xiang 20 1.55 7.178 106.58 1.01
4 

 Pyrolusitum Wu Ming Yi 74 1.46 6.755 363.69 1.01
3 

 Lonicerae Caulis Ren Dong Teng 269 1.43 6.621 1287.56 1.01
2 

 Asparagi Radix Tian Men Dong 951 1.34 6.218 4188.34 1.01
1 

 Notoginseng Radix San Qi 102
7 1.21 5.606 3912.02 1.01

0 
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 Taraxaci Herba Pu Gong Ying 572
0 1.18 5.458 21395.69 1.01

0 

 Aeruginous Turmeric 
Rhizome E Zhu 155

2 1.15 5.321 5494.25 1.00
9 

 Sargassum Hai Zao 231 1.07 4.966 734.14 1.00
9 

Note: Conf., confidence; Conv., conviction; Sup., support; Refs., references 
 
A total of 14 TCM-breast cancer associations with the confidence at least 1% were 
identified. Table 1 shows these associations based on the sorted interest. A review of the 
table found that all 14 associations were clinically valid when compared to gold standard. 
The herb  (Shi Chun) had the highest confidence, meaning at least 60.7% of 
prescriptions with the herb “Shi Chun” were prescribed to breast cancer patients.  

There were 269 and 134 TCM herb-breast cancer associations with the confidence 
over 0.1% and 0.3% were observed, respectively. Figure 1 presents the precision-recall 
curve of different confidences and measurements. The precisions were observed over 
50% and 60% for the confidence of 0.1% and 0.3% for both interest and chi-square, 
respectively. Thus, these herbs with high association strength were more likely used in 
the treatment of patients with breast cancer. 

 

 
Note: Precision-recall curve for A, C, Interest; B, D Chi-square. 

Figure 1. Precision-recall curves of different confidences and measurements 
 

4. Discussion and Conclusion 

We were successful to identify the associations between TCM herbs and breast cancer 
by using the association rule mining techniques. We were able to analyze and build a 
Traditional Chinese Medicine knowledge database through a large-scale dataset. We 
found that both statistical measures interest, chi-square had similar performance for 
identifying the TCM-cancer associations. Although, we mentioned about conviction 
statistic that were not performed due to the similar results with interest measurement.  

Our study provides the potential information of TCM herbs usage for cancer patients 
by constructing the knowledge base using the medical big dataset. A previous 
comprehensive systemic review reported that the TCM usage prevalence was up to 40% 
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by cancer patients from 18 countries such as USA, England, Korea, Netherlands, etc. [7]. 
The present study is the first large-scale investigation of automatically identifying the 
TCM herbs and diseases worldwide, particularly in Taiwan. The TCM usage has 
increased up to 28.7% by 2010 for both chronic and other non-communicable disease 
treatments. In the theory usage of TCM, the treatments were different from Western 
medicine. Hence, our techniques may reflect the current practice patterns of TCM; it can 
infer both on- and off-label TCM herb uses. 

In this study, however, the techniques used and results have some limitations. First, 
it was a first study to build the TCM herb-cancer knowledge base with a single-site study 
with a good advanced of the clinical system for TCM. Second, we only analyzed the 
TCM prescriptions with their structured data. There may be some valued information 
related to cancer patients from unstructured data (ie. physician notes). Finally, we used 
only the information from Chinese Wikipedia to evaluate to TCM herb-cancer 
associations, it may have its limited with no existing information. 

One obvious future work to extend this work is improved the gold standard. For 
example, to collect the results from the text mining of different sources such as books, 
articles, etc. In addition, the confirmation of the herbs to cancer treatment from human 
experts could be considered. We also plan to extend our work to consider genetics by 
linking cancer to genetics, and to understand how TCM herbs involve in cancer-specific 
genetic pathways. Further, there may be some values in attempting to find the active 
ingredients in TCM herbs (ie. herb often consists of multiple chemicals with their own 
antecedent and/or consequent). 

The data mining techniques described in our study were observed as the “best” 
choice to automatically identify the association between TCM herbs and breast cancer. 
These associations with their ‘interesting’ measurements were verified consistently when 
compared to a gold standard. Thus, with the methods, we were able to build up a TCM 
knowledge-based database through a large-scale medical data; it could be an important 
role in patient care. 
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Abstract. Organised repositories of published scientific literature represent a rich 
source for research in knowledge representation. MEDLINE, one of the largest and 
most popular biomedical literature databases, provides metadata for over 24 
million articles each of which is indexed using the MeSH controlled vocabulary. In 
order to reuse MeSH annotations for knowledge construction, we processed this 
data and extracted the most relevant patterns of assigned descriptors over time. 
The patterns consist of UMLS semantic groups related to the MeSH headings 
together with their associated MeSH subheadings. Then, we connected the patterns 
with the most frequent predicates in their corresponding MEDLINE abstracts. 
Thereafter, we conducted a time series analysis of the extracted patterns from 
MEDLINE records and their associated predicates in order to study the evolution 
of manual MeSH indexing. The results show an increasing diversity of the 
assigned MESH terms over time, along with the increase of scientific publication 
per year. We obtained evidence of consistency of the relevant predicates 
associated with the extracted patterns. Moreover, for the most frequent patterns 
some predicates predominate over others such as Treats between substances and 
disorders, Causes between pairs of disorders, or Interacts between pairs of 
substances. 

Keywords. MeSH, Pattern extraction, Predicate induction, Time series analysis 

1. Introduction 

Scientific publications are crucial sources for continuously building the knowledge of a 
domain. The massive accumulation of scientific knowledge is reflected by the growth 
of literature databases, like MEDLINE. Maintained by the US National Library of 
Medicine (NLM), the biomedical literature database MEDLINE currently contains over 
24 million literature records, a.k.a. citations. A distinguishing feature of MEDLINE is 
the manual indexing of its content using the Medical Subject Headings (MeSH) 
thesaurus. Due to its thematic scope, polyhierarchical architecture and rich collection of 
synonyms and term variants, MeSH records enable a semantic search functionality, 
which greatly improves the efficiency of biomedical literature queries. 

To keep up with the increase content of scientific databases, several methods have 
been applied to reduce the human effort needed to process them. These methods aim at 
extracting meaningful pieces of knowledge from scientific literature. For example, 
named entity recognition methods have been applied to identify and classify mentions 
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of proteins, genes, etc. in literature abstracts [1, 2], supplemented by relation extraction 
methods [3, 4], which identify semantic relationships between them. Whereas these 
strategies are centred on article titles and abstracts using natural language processing, 
fewer efforts have been invested in exploiting structured record elements like the 
MeSH annotations. The identification of groups of co-occurring semantic types in 
MEDLINE was an early attempt [5] to apply knowledge extraction methods to 
MEDLINE metadata. 

In our previous work, we investigated how MeSH annotation patterns can be used 
to induce semantic predicates between MeSH terms [6]. We used the MRCOC file 
from the Unified Medical Language System (UMLS) to accumulate, for each pair of 
co-occurring MeSH headings, their corresponding MeSH subheadings, which are 
qualifiers that contextualise the meaning of the MeSH main headings. For example, a 
MEDLINE record can be indexed with the MeSH heading Diabetes Mellitus, Type 2 
with the MeSH subheading Drug Therapy to represent a possible treatment of the 
disease with a substance. 

In this paper, we analyse the evolution of the MeSH subheading patterns used for 
indexing MEDLINE records, as well as the induced predicates. Thus, we studied the 
frequency and diversity of the patterns of MeSH annotations over time and the 
evolution of induced predicates of a list of the most frequent MeSH annotation patterns. 

2. Methods 

2.1. Pattern extraction 

The metadata for pattern extraction was collected from the MeSH annotations of 
MEDLINE provided by NLM in the UMLS MRCOC file. MRCOC includes pairs of 
co-occurring MeSH concepts, together with their associated list of subheadings. Table 
1 shows a fragment of MRCOC that is associated to the MeSH annotations of the 
record with PubMed identifier (PMID) 25348036. For our purposes, we took only 
those MeSH headings & subheadings into account that had been tagged by the indexers 
as “major headings”, representing the central topics of an article. The focus is here on 
MeSH subheading combinations for pairs of MeSH headings. Therefore, we abstracted 
all MeSH headings to their semantic groups provided by the UMLS. 
Table 1. Fragment of the MRCOC file. The elements from left to right are: PubMed identifier (PMID); the 
publication year; first MeSH descriptor as MeSH unique identifier (MeSH DUI), the UMLS concept 
identifier (UMLS CUI) and list of MeSH subheadings; and second MeSH descriptor with DUI, CUI and 
MeSH subheading list. 

PMID YEAR MeSH Descriptor 1 MeSH Descriptor 2 
MeSH DUI UMLS CUI Qualifiers MeSH DUI UMLS CUI Qualifiers 

25348036 2015 D011818 C0034494 EP, PC D011819 C0034496 IM, IP 
25348036 2015 D011818 C0034494 EP, PC D014611 C0042196 EC, MT 
25348036 2015 D011819 C0034496 IM, IP D014611 C0042196 EC, MT 

 
The method consists of three steps: (1) Grouping major co-occurrences associated 

to the same MEDLINE record; (2) Obtaining for each MeSH heading in the created 
group its corresponding UMLS semantic group; and (3) Computing the frequency of 
the distinct combinations of semantic groups/MeSH subheadings by year. 
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The resulting pattern of applying the described method with the content in Table 1 
is CHEM|IM,IP;DISO|EP,PC;PROC|MT,EC. The pattern describes three elements: (i) 
the MeSH heading C0034496|Rabies Vaccines from the semantic group Chemicals and 
Drugs (CHEM), which has the MeSH subheadings Immunology (IM) and Isolation and 
Purification (IP); (ii) the MeSH heading C0034494|Rabies from the semantic group 
Disorders (DISO), which has the MeSH subheadings Epidemiology (EP) and 
Prevention and Control (PC); and (iii) the MeSH heading C0042196|Vaccination from 
the semantic group Procedures (PROC), which has the MeSH headings. 

2.2. Predicate association 

The induction of predicates uses SemMedDB [7], a repository of semantic predications 
(subject-predicate-object triples), extracted from MEDLINE titles and abstracts. These 
triples relate MeSH headings by semantic relations from the UMLS Semantic Network 
[8]. We process these predications in order to collect only those that relate the major 
MeSH headings from every MEDLINE record. Predications in SemMedDB are also 
linked to the MEDLINE record where they were extracted from and, therefore, these 
references were used to establish the associations between the predicates and the 
extracted patterns from MEDLINE records. Then, the amount and frequency of 
predicates associated to each extracted pattern are calculated. 

3. Results 

The MRCOC file (2017 baseline) contains co-occurring MeSH descriptors from 
1966 to 2016. The increasing rate of published scientific papers is evidenced by the 
number of MEDLINE records, e.g. 749,131 articles published between 1966 and 1970 
opposed to 3,653,572 articles published between 2010 to 2015. Besides, the diversity 
of the extracted patterns also increases overtime, with 189,022 unique patterns in the 
first five-year period and 1,755,738 different patterns in the second period (cf. Table 2). 
Table 2. Amount of unique extracted patterns and total number of MEDLINE records processed in five-year 
periods from the MRCOC file. 

 1966-
1970 

1971-
1975 

1976-
1980 

1981-
1985 

1986-
1990 

1991-
1995 

1996-
2000 

2001-
2005 

2006-
2010 

2011-
2015 2016 

Patterns 189,022 208,050 269,452 357,654 477,708 662,440 1,072,577 1,283,637 1,572,453 1,755,738 383,113 
Records 749,131 873,692 1,076,534 1,284,206 1,560,435 1,770,607 2,916,485 3,198,973 3,392,463 3,653,572 804,882 

3.1. Extracted patterns 

We obtained the list of patterns from MEDLINE records and their frequency year by 
year. These results show the evolution of MeSH indexing overtime. The ten top 
frequency patterns we obtained are in Table 3. It demonstrates that the indexed 
MEDLINE records are frequently associated to the semantic groups Disorders (DISO), 
Chemicals and Drugs (CHEM) and Procedures (PROC). The subheadings in Table 3 
are: Complications (CO), Etiology (ET), Therapeutic Use (TU), Drug Therapy (DT), 
Diagnosis (DI), Pathology (PA), Therapy (TH) and Chemistry (CH). We can observe 
how the first, third, fourth and fifth patterns in table 3 combine a pair of DISO semantic 
groups with different combination of subheadings. Besides, the sixth pattern includes 
the second as well as the semantic group CHEM and TU subheading. 
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Table 3. Top patterns with higher accumulated frequency in the period from 1966 to 2016. The patterns are 
sorted by overall decreasing frequency and each column represent the frequencies for a five-year period. 

Patterns 1966-
1970 

1971-
1975 

1976-
1980 

1981-
1985 

1986-
1990 

1991-
1995 

1996-
2000 

2001-
2005 

2006-
2010 

2011-
2015 

DISO|CO;DISO|ET 7,548 8,748 9,191 9,520 11,512 10,132 9,495 10,081 9,653 8,405 
CHEM|TU;DISO|DT 9,983 10,206 10,187 10,127 12,979 11,961 6,552 7,660 7,948 6,549 
DISO|;DISO| 8,750 7,123 5,936 1,784 4,358 4,795 18,869 23,898 12,313 4,052 
DISO|DI;DISO|DI 4,255 5,200 6,684 9,567 8,882 7,265 7,826 8,231 9,123 8,577 
DISO|PA;DISO|PA 2,938 3,130 5,272 8,636 9,556 7,383 6,831 6,765 6,778 5,952 
CHEM|TU;CHEM|TU;DISO|DT 3,768 4,161 5,450 5,482 5,264 3,872 7,294 8,454 8,976 8,100 
PROC|;PROC| 5,658 5,821 6,242 4,732 5,039 4,405 7,708 6,872 3,882 3,234 
DISO|TH;PROC| 3,690 4,159 4,048 4,407 5,601 4,944 6,348 6,700 5,371 5,153 
DISO|DI;PROC| 4,947 5,735 5,138 5,806 6,156 4,003 5,095 5,108 3,855 3,493 
CHEM|CH;CHEM|CH 0 1 0 0 0 4,030 5,173 8,330 13,080 13,311 

3.2. Extracted patterns 

In order to investigate the influence of the MeSH subheadings with the association and 
frequency of predications, we obtained the predicate frequency from the predications 
provided by SemMedDB. However, we only used those predications that relate MeSH 
headings tagged as “major” in MEDLINE. Figure 1 depicts the most frequent semantic 
relationships associated to the top extracted patterns from Table 3. 

4. Discussion and Conclusions 

The results in Table 2 show that the number of unique extracted patterns increases as 
the amount of MEDLINE records also increases over time. However, this evolution is 
not noticeable in the frequency of top extracted patterns in Table 3 where in some cases 
the number of MEDLINE records associated with a particular pattern decreases, e.g. 
the frequency of pattern CHEM|TU;DISO|DT in the 1966-1970 period is 9,983 
whereas in the 2011-2015 period is only 6,549. This is likely due to the proliferation of 
patterns overtime with diverse combinations of “major” MeSH headings and 
subheadings that increase the variability of the extracted pattern. Thus, in the 1966-
1970 period, the proportion of unique patterns in the total number of published papers 
is much lower (25%) than in the 2011-2015 period (48%). This can be also influenced 
by the increasing scope and coverage of journals indexed in MEDLINE. In 1996 there 
were 3,868 journal indexed and in 2017 there were 5,617. Other factors may influence 
the increasing amount of patterns is the addition of new MeSH codes overtime and the 
variation of guidelines that were used to index the MEDLINE records. 

The rise in the number of unique patterns provokes the existence of patterns that 
are included in other patterns such as the pattern CHEM|TU;DISO|DT in the pattern 
CHEM|TU;CHEM|TU;DISO|DT. These patterns are considered different but we can 
observe in Figure 1 that the most significant predicate (treats) is the same for both. We 
can also observe in Figure 1 that the different combinations of MeSH subheadings with 
the same semantic groups can represent different semantic relationships. For example, 
we obtained more evidences of the association of the pattern DISO|TH;PROC| with the 
semantic relationship Treats, whereas the pattern DISO|DI;PROC| is more related to 
the semantic relationship Diagnoses. Besides, the most frequent relationships are also 
the most relevant associations between semantic groups, such as Treats between the 
semantic groups CHEM and DISO, or Causes between pairs of DISO. 
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Figure 1. Evolution of predicate frequency associated to the top MeSH heading/subheadings patterns from 

MEDLINE. The list of patterns from left to right and from up to down are: DISO|CO;DISO|ET, 
CHEM|TU;DISO|DT, DISO|;DISO|, DISO|DI;DISO|DI, DISO|PA;DISO|PA, 

CHEM|TU;CHEM|TU;DISO|DT, PROC|;PROC|, DISO|TH;PROC|, DISO|DI;PROC| and 
CHEM|CH;CHEM|CH. The number of predicates associated to each pattern is shown in five-year periods. 
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Abstract. Associations between dental and chronic-systemic diseases were 
observed frequently in medical research, however the findings of this research have 
so far found little relevance in everyday clinical treatment. Major problems are the 
assessment of evidence for correlations between such diseases and how to integrate 
current medical knowledge into the intersectoral care of dentists and general 
practitioners. On the example of dental and chronic-systemic diseases, the 
Dent@Prevent project develops an interdisciplinary decision support system (DSS), 
which provides the specialists with information relevant for the treatment of such 
cases. To provide the physicians with relevant medical knowledge, a mixed-
methods approach is developed to acquire the knowledge in an evidence-oriented 
way. This procedure includes a literature review, routine data analyses, focus groups 
of dentists and general practitioners as well as the identification and integration of 
applicable guidelines and Patient Reported Measures (PRMs) into the treatment 
process. The developed mixed methods approach for an evidence-oriented 
knowledge acquisition indicates to be applicable and supportable for 
interdisciplinary projects. It can raise the systematic quality of the knowledge-
acquisition process and can be applicable for an evidence-based system 
development. Further research is necessary to assess the impact on patient care and 
to evaluate possible applicability in other interdisciplinary areas. 

Keywords. Interdisciplinary care, Decision support system (DSS), Dental disease, 
Chronic-systemic disease, Evidence-oriented data acquisition. 
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1. Introduction 

The research of interrelations between dental and chronic-systemic diseases is a current 
topic in scientific literature [1]. Since these medical disciplines work more or less 
autonomously in Germany, it is difficult to transfer specific knowledge into mutual 
clinical practice. Especially the absence of a joined medical record leads to a lack of 
coordination between the medical specialties of dentistry and general practitioners in the 
treatment process.  

To tackle this problem and since interdisciplinary patient care provides a significant 
potential for improvement [2], a decision support system (DSS) is being developed in 
the Dent@Prevent project, which should support dentists and general practitioners in 
decision making for therapy and raises awareness for interdisciplinary correlations.  

In order to achieve high motivation for the use of the DSS by the physicians and to 
provide most recent medical insights for the treatment, the knowledge acquisition is done 
in an evidence-oriented approach.  

Since, to the best of our knowledge, there is no established procedure known for this 
purpose, a process for the evidence-based knowledge and data acquisition is developed 
and tested in the Dent@Prevent project. 

2. Methods 

We suggest an evolutionary general evidence-based knowledge acquisition approach, 
starting with the disease patterns of dental and chronic-systemic diseases, for which the 
highest evidence of a correlation is already known. To examine these correlations, real 
claims data can be analyzed. Based on the results, an interdisciplinary ontology is 
developed which formally represents the concepts and their relations. The ontology 
serves as the knowledge base of the DSS and rules are established to construct the logical 
framework of the DSS. 

After implementation and feasibility test of the DSS, the knowledge base can be 
iteratively extended in breadth and depth, by adding further disease correlations and by 
increasing the evidence base. 

3. Results 

We applied the general knowledge acquisition process, mentioned above, for the DSS of 
the Dent@Prevent project. This results in the following procedure: 
 

i. A systematic literature review for the identification of scientific publications, 
which indicate connections between chronic-systemic and dental diseases, was 
performed. Since various systematic reviews of different quality have already 
been published, an umbrella review of systematic reviews is carried out [3]. 

ii. An evidence measure to assess the evidence established by multiple systematic 
reviews, regarding the interrelations between different dental and chronic-
systemic diseases, is developed.  

iii. The evidence measure is applied on the selected articles. 
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iv. Methods are identified which can be applied for the analyses of claims data. 
The aim is to identify additional relationships between dental and chronic-
systemic diseases and to verify those already discovered by the umbrella review. 

v. Based on the results of (iii & iv), an analysis of claims data from health insurers 
is carried out. 

vi. Subsequently, the treatment options from the literature and existing guidelines 
are determined for the diseases with the highest evidence. 

vii. In order to involve patients in the treatment process, relevant parameters from 
patient perspective (Patient Reported Measures - PRMs) are identified from 
literature. 

viii. In order to involve practitioners early and all along the project, focus groups [4] 
with dentists and general physicians are conducted in which the results of the 
preceding steps are discussed and evaluated. Upon the results will be finally 
decided which decisions the DSS is going to support. 

ix. Finally, rules for decision-making in the DSS are formulated taking the results 
of literature research, routine data analyses and focus groups with general 
practitioners and dentists into account. 

 
 

In the Dent@Prevent project, first results of the literature review (i) indicate 
evidence for relationships between chronic-systemic diseases and the dental diseases 
periodontitis, caries and tooth loss. To focus on the most relevant disease patterns for 
practice further steps (ii) to (ix) are initially carried out for the previously mentioned 
dental diseases associated with the ten chronic-systemic diseases with the highest burden 
of disease. Particularly, the relation of chronic periodontitis and diabetes mellitus type 2 
[5], coronary heart disease [6] and stroke [7] seem to be of high relevance.  

The measure for evaluating the robustness of interrelations between the diseases is 
currently being developed. In order to make the process as patient-oriented as possible, 
a mobile application will be developed to collect PRMs as essential parameters for the 
DSS. In order to cover the health status in both medical specialties, PRMs are considered 
based on well established, high quality tools in the area of dental and general medicine 
as well as Quality of Live (QoL) (e.g. EQ-5D [8]).  

The DSS and the PRM-app (Patient Reported measure - Application) will be tested 
in collaboration with general practitioners, dentists and patients. It is planned to develop 
both applications easily expandable in case new evidence is available. 

4. Discussion 

The developed procedure has the potential to raise the systematic quality of the 
knowledge-acquisition process and is applicable for an evidence-based system 
development. Further progress will show how compatible the heterogeneous tools, used 
in the mixed-methods approach, can be used together and if they can complement and 
verify each other. 

Both disciplines should be involved in the knowledge acquisition and the decision 
support should be optimally integrated into the treatment processes. Through the active 
inclusion of the patient in the data collection, and therapy finding they should also be 
sensitized for disease interrelationships. 

M.W. Seitz et al. / Evidence-Oriented Knowledge and Data Acquisition 673



The use of PRMs has the potential to integrate information from the patient’s 
perspective into the decision making process. In the interdisciplinary approach of dental 
and general medicine this leads to the necessity to capture data from two different 
disciplines and therefore to a higher number of parameters. To achieve a good response 
rate, relevant parameters have to be chosen carefully, so that as much relevant 
information as possible are collected with as few questions as possible. Anyway, PRMs 
always bear uncertainty how well informed the patient is about his health status. 

A limitation of our approach might be that the identified correlations are verified on 
the basis of administrative insurance data, which have (due to the process of data 
collection) limitations in the scope of information.  

For further improvement, the knowledge base of the DSS could be extended by 
structured case descriptions and a similarity algorithm. In case no suitable guideline can 
be applied for decision support the case base could be searched for similar cases and the 
physician could be supported with the experiences made during former treatments.  

5. Conclusion 

Evidence orientation and the use of mixed methods for knowledge acquisition are 
particularly important in interdisciplinary projects such as Dent@Prevent. Especially in 
relatively autonomous areas such as dental and general medicine, an improved 
information management with conjoined treatment recommendations, designed based on 
an evidence-oriented approach, could offer great potential for improvements in the 
interdisciplinary patient care.  

Further tests are necessary to validate benefits for interdisciplinary patient care 
through the developed process, and if the approach is also applicable for other 
interdisciplinary medical disciplines.  
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Abstract. The Arden Syntax for Medical Logic Systems is a standard for encoding 
and sharing knowledge in the form of Medical Logic Modules (MLMs). Although 
the Arden Syntax has been designed to meet the requirements of data-driven clinical 
event monitoring, multiple studies suggest that its language constructs may be 
suitable for use outside the intended application area and even as a common clinical 
application language. Such a broader context, however, requires to reconsider some 
language features. The purpose of this paper is to outline the related modifications 
on the basis of a generalized Arden Syntax version. The implemented prototype 
provides multiple adjustments to the standard, such as an option to use programming 
language constructs without the frame-like MLM structure, a JSON compliant data 
type system, a means to use MLMs as user-defined functions, and native support of 
restful web services with integrated data mapping. This study does not aim to 
promote an actually new language, but a more generic version of the proven Arden 
Syntax standard. Such an easy-to-understand domain-specific language for common 
clinical applications might cover multiple additional medical subdomains and serve 
as a lingua franca for arbitrary clinical algorithms, therefore avoiding a patchwork 
of multiple all-purpose languages between, and even within, institutions. 

Keywords. Domain-specific language, Arden Syntax, Medical Logic Modules 

1. Introduction 

The Arden Syntax for Medical Logic Systems is a Health Level 7 standard for encoding 
and sharing knowledge in the form of Medical Logic Modules (MLMs) [1]. In contrast 
to all-purpose programming languages such as Java or Python, the Arden Syntax is 
specifically designed to meet the requirements of data-driven clinical event monitoring 
[2]. Such special-purpose languages are commonly referred to as domain-specific 
languages (DSLs). An MLM typically makes a single clinical decision; it corresponds to 
a production rule insofar as it evaluates a condition and possibly performs an action. 
Each MLM has a mandatory frame-like structure, consisting of categories and slots. The 
behavior of an MLM at runtime is determined by procedural programming language 
constructs within specific slots. Consequently, an MLM is both a program and a 
production rule, also known as the hybrid character of the Arden Syntax. 

In 2006, University Hospital Erlangen (UHER) introduced a commercial patient 
data management system (PDMS); at the largest intensive care unit (ICU) with currently 
35 beds, a commercial Arden Syntax environment has been integrated [3]. Ever since the 
PDMS is in routine use, clinicians repeatedly demanded various kinds of add-ons to 
process electronic medical record (EMR) data, such as specific views of microbiology 
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results, billing support functions, or the calculation of multiple ICU-related clinical 
scores in the form of a graphically displayed time series. Although most of these add-
ons were clearly outside the original scope of the Arden Syntax, its language constructs 
nevertheless proved mostly suitable for such purposes. The rich set of operators and the 
timestamped data type system, both tailored to EMR data, resulted in concise and easy-
to-understand code. Therefore, we increasingly used the Arden Syntax in multiple other 
subdomains, such as information retrieval at the bedside, or patient recruiting. However, 
some features of the Arden Syntax that are suitable for its original purpose need to be 
revised with regard to additional application areas. The modifications resulted in a 
generalized version of the Arden Syntax that may be used as a DSL for common clinical 
applications. The purpose of this paper is to introduce this language, to outline those 
features that differ from the standard, and to discuss the necessity for such a DSL. 

2. Methods 

A prototype of a domain-specific language for common clinical applications has been 
created in the form of a generalized Arden Syntax version. The language was named 
Programming Language, Arden-INspired (PLAIN) to point out its origin. Syntax and 
semantics of statements and operators have been defined to largely comply with version 
2.8 of the standard [4]; several language features, however, have been altered, and some 
new conceptual approaches have been introduced, such as a means to use an MLM in 
arbitrary expressions as a user-defined function (UDF), identified by an MLM name 
prefixed with "@" (see example in Figure 1). The execution environment has been 
implemented in the form of a compiler and a virtual machine. Most parts have been 
written in the Haxe programming language [5], which supports the translation of the 
prototype into multiple all-purpose target languages. 

The grammar provided by the Arden Syntax specification has been rewritten from 
scratch to remove some ambiguities. The definition of the frame-like MLM structure has 
been relocated from the grammar to a frame detector component that is capable of 
defining arbitrary alternative structures. The data type system has been harmonized with 
the JavaScript Object Notation (JSON) format, whereby the handling of time stamps has 
been retained. In contrast to the Arden Syntax, JSON supports nested lists, so two 
additional operators have been introduced to support their handling. To provide access 
to EMRs from network resources, native support of restful web services has been 
integrated, complemented with a data mapper that automatically transforms the query 
results into congruent PLAIN data types. To support a convenient mapping of entire 
EMRs, a minimalist PLAIN Data Markup Language (PDML) has been specified, which 
largely complies with the approach described in [6]. 

3. Results 

The prototype of PLAIN is an application program, including a lightweight development 
environment designed for users with little programming knowledge. The most obvious 
difference from the Arden Syntax standard is that the frame-like MLM structure can be 
omitted, enabling “free-style” code that supports the benefits of well-tried statements and 
operators without the complexity of complete MLMs. While the Arden Syntax standard 
is limited to the frame type data-driven, PLAIN supports alternative types, such as user-
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driven, or sub-module for code reuse. Additional types can be defined using the frame 
detector, where appropriate. In case MLMs invoke each other, MLMs with and without 
frame structure can be mixed. 
 

 
Figure 1. Basic PLAIN example MLM comprising two statements. The first statement reads an entire patient 
record and maps its contents to the variable emr. The variable casenumber is automatically set in any MLM 
that has a single patient context. The second statement graphically displays the patient's procalcitonin values. 

 
The basic example MLM in Figure 1 shows multiple features that distinguish PLAIN 
from the Arden Syntax standard. It contains free-style code without frame structure. The 
first statement reads an entire EMR, using the UDF patientrecord, which internally 
applies a REST statement to retrieve the EMR for the specific case number from a 
network resource. The variable casenumber is automatically set in any MLM that has a 
single patient context. The retrieved EMR is mapped onto the variable emr, whereby its 
internal structure is fully preserved. The data mapper natively supports PDML and JSON 
encoded data structures. The second statement graphically displays the patient's 
procalcitonin values, which the EMR contains in the form of a time series. It utilizes the 
UDF lineplot, which takes a JSON encoded object as the argument. An object 
instantiated by means of this notation is of the generic type structure. In contrast to the 
static Arden Syntax object type, the attributes of such an object can be extended at 
runtime. This enables MLMs for generic and fully reusable preprocessing of patient data. 
After about one year of using PLAIN for research and teaching at the local chair of 
medical informatics, it replaced the Arden Syntax in clinical routine at UHER. 

4. Discussion 

This study introduces a generalized version of the Arden Syntax, motivated by the 
repeated observation that this standard might be beneficial in many application areas 
beyond its originally intended scope. The literature provides multiple examples of such 
an "off-label" use. Although Arden Syntax MLMs have been specifically designed for 
modularly independent data-driven event monitoring functions, they have been used for 
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clinical protocols and care plans [7, 8], user-driven decision support functions [3, 9, 10], 
multi-patient clinical dashboards [11], patient recruiting [12, 13], discharge letters [14], 
and telemedical training of patients [15]. Such attempts may at least indicate a demand 
for a generalized version. The personal view of an individual user regarding this matter 
will mostly depend on his programming skills, the intended application area, and the 
computational environment at the specific institution. 

Only a minority of those working in medical informatics are trained information 
scientists. Many colleagues originating from other disciplines frankly admit that they are 
not willing or able to learn an all-purpose programming language, but nevertheless show 
considerable interest in a simple and easy-to-learn programming language tailored to the 
medical domain. Algorithms used in clinical routine are not necessarily of high 
complexity. An easy-to-understand medical informatics DSL, such as a generalized 
version of the Arden Syntax, may be used as a lingua franca for such programming tasks, 
therefore avoiding a patchwork of multiple all-purpose languages between, and even 
within, institutions. The Arden Syntax itself may be seen as a lingua franca with respect 
to clinical decision support functions, especially in the context of data-driven event 
monitoring. A more generic Arden Syntax version may cover multiple additional medical 
subdomains, such as billing support, information retrieval, clinical dashboards, or patient 
recruiting. Moreover, it may decrease the dependence on healthcare information system 
vendors, as an integrated medical informatics DSL could provide the customer with a 
simple yet generic tool for defining versatile customized add-ons. 

Whenever a new technology is introduced, one should be aware of the ubiquitous 
danger of creating "yet another standard" that hardly anyone uses in the end. However, 
PLAIN is not a new technology, but closely related with the proven Arden Syntax 
standard, which has been constantly improved during its evolution and is in routine use 
for more than two decades [16]. Furthermore, the number of publications in recent years 
reflects a continued interest in this standard, and the prototype described in this study is 
a result of an actual clinical demand. Representatives from several universities in 
German-speaking countries expressed their interest in a simple but generic medical 
informatics DSL, and the further development of PLAIN will be based on continued 
cooperation with periodic feedback, under the supervision of the working group for 
knowledge-based systems of the German Association for Medical Informatics. 

The overall extent of the adjustments to generalize the Arden Syntax is limited. An 
important modification refers to the frame-like MLM structure. In Arden Syntax, each 
MLM behaves like a production rule, which is reflected in the characteristics of those 
slots that contain programming language constructs. For data-driven monitoring 
functions, a production rule behavior is beneficial. For several other use cases, this 
behavior is needless, like in case of user-driven information retrieval. In case MLMs 
process multiple EMRs, for example in patient recruitment or clinical dashboards, this 
behavior can even be obstructive. The resulting separation of the frame-like structure 
from the other language constructs considerably simplified the grammar. Such a 
separation could likewise simplify the maintenance of the Arden Syntax. It is at least 
conceivable that some characteristics of PLAIN could have an impact on the further 
evolution of the Arden Syntax standard. 

Some of the differences between PLAIN and the Arden Syntax may require 
additional user skills. For example, PLAIN supports nested lists, while the designers of 
the Arden Syntax decided not to support them because they are difficult to handle and 
not necessarily required for data-driven clinical event monitoring. However, in more 
generic algorithms that process complex data structures such as lists of entire EMRs, the 
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list handling of the Arden Syntax (many operators implicitly process lists by element) 
would in some cases unavoidably result in nested lists. Thus, a more generic language 
must be able to handle such situations that will rarely occur within the original 
application range of MLMs. There may be other solutions to the issue of potentially 
nested lists and some other language details that may require reconsideration, and PLAIN 
is also intended as a testing area for future research in order to find an optimum in a 
spectrum of potential solutions, in particular to find a balance between computational 
performance and ease-of-use. Currently, there are multiple ongoing investigations in this 
field that concentrate on specific details, such as the handling of timestamps in medical 
calculations, the introduction of a specific time range data type, the creation of clinical 
dashboards, multi-patient reporting functions, and patient phenotyping in clinical trials. 
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Abstract. This paper describes our approach to construct a scalable system for 
unsupervised information extraction from the behaviour change intervention 
literature. Due to the many different types of attribute to be extracted, we adopt a 
passage retrieval based framework that provides the most likely value for an 
attribute. Our proposed method is capable of addressing variable length passage 
sizes and different validation criteria for the extracted values corresponding to each 
attribute to be found. We evaluate our approach by constructing a manually 
annotated ground-truth from a set of 50 research papers with reported studies on 
smoking cessation. 

Keywords. Behavior Change, Smoking Cessation, Information Extraction 

1. Introduction 

Behavioural change interventions (BCIs) are policies, activities, services or products 
designed to cause people to act differently from how they would have done otherwise. 
They involve attempting to change either members of the target population (in terms of 
their knowledge, skills, feelings or habits), or their social or physical environment.  

Research findings have the potential to provide invaluable knowledge to help with 
developing or selecting BCIs but this evidence needs to be synthesised and interpreted 
[4]. Since the scientific literature on behaviour change is vast and accumulating at a 
rapidly accelerating rate, it is difficult to achieve this manually. This necessitates the 
development of automatic information extraction (IE) approaches to construct a 
knowledge base of behaviour change findings. An automated IE approach that extracts 
relevant pieces of information from BCI reports can act as a first step to design navigable 
interfaces that allow domain experts to easily find relevant pieces of information from 
previously reported studies. The extracted information can also be used as features to 
develop predictive models of outcomes for BCI thought experiments. 

IE approaches are typically supervised in nature. Sequence models, such as 
conditional random field, have been applied to extract information from unstructured text 
[2, 1]. Such supervised approaches mainly rely on the availability of manually annotated 
data to train the IE models. In contrast, this paper describes our work towards 
unsupervised information extraction (IE) from a collection of BCI evaluation studies. 

The main advantage of an unsupervised approach is that it does not rely on the 
availability of a labelled training data. The labelled data needed for an unsupervised 
method is for evaluation only. We make use of a manually annotated ground-truth from 
a set of 50 research papers with reported studies on smoking cessation. Our unsupervised 
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IE approach is based on a general passage retrieval framework for extracting a wide 
range of attribute values, ranging from characteristics of the study subjects to behaviour 
change techniques (BCTs). 

2. Passage Retrieval based IE Approach 

We approach the problem from an information retrieval (IR) point of view. We formulate 
a query for each information unit that we want to extract to obtain a list of passages 
ranked in descending order by their similarities with the query. To extract the answer 
value, we first make use of a validation criterion to filter out the likely answer candidates. 
We then score the candidate answers by a term proximity model that takes into account 
the differences in position between the query terms and the candidate answers.  

We now describe each component of our IE framework in more details. 
Indexing and Information Units. Text from each document is extracted and stored 

into separate fields such as ‘Introduction’, ‘Content’, ‘Table body’, ‘References’ etc. 
Such a field based representation of documents in the index allows application of field-
based retrieval models [5, 6]. Field-based representation provides the flexibility of 
incorporating prior beliefs in the passage scoring function. For example, the passage 
scoring function can consider the fact that a valid answer candidate found in the 
‘references’ section is less likely to be correct than those found in the ‘experiments’ 
section of a paper.  

For each attribute value to be extracted, we define an information unit (IU) 
comprised of: i) a type, ii) a query, iii) a validation criterion for the answer (e.g. the value 
of the average age attribute must be numerical) and iv) a threshold cosine similarity 
value between the query and retrieved passages. An IU can be either of type: i) value 
extraction (VE), where the system aims to extract a value of an attribute, e.g. the average 
age of the participants in the BCI study; or ii) detect presence (DP), where the system 
predicts whether there exists enough evidence in a reported study to suggest the presence 
of an attribute, e.g. the whether a study prescribed self monitoring of behaviour for the 
participants. The VE type IUs are associated with a validation criterion function, whereas 
the DP type ones are associated with a threshold similarity value.  

Equation 1 represents answer validation criterion function associated with a VE-type 
IU which assigns a value of 1 to a candidate answer term  (  being the vocabulary) 
if  satisfies some constraint, e.g.  is numerical. 

 (1) 

Equation 2 denotes the similarity threshold function associated with a DP-type IU, 
indicating that the function evaluates to 1 if the similarity between a retrieved passage 
and a query, denoted by , is higher than a threshold .  

 (2) 

Proximity-based Ranking Function. Each query in an IU can range from simple 
factoid seeking type, e.g. ‘the minimum age of the participants’ to more complex types, 
where the information resides in an arbitrarily long passage, e.g. ‘the follow up treatment 
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after intervention’. The queries are structured in nature with Boolean operators 
connecting the constituent terms. As a particular example, the query for extracting the 
‘age’ attribute is ‘participant AND (age OR year OR old)’, i.e. we are interested to 
retrieve passages that must contain the word ‘participant’ and should also have one or 
more of the words - ‘age’, ‘year’ or ‘old’. 

Given a query, the retrievable units comprise arbitrary passages of text. The system 
constructs an in-memory transient index of passages of text while processing each 
document in turn. A passage in this case is comprised of a fixed length window of w 
words. To account for different granularity in the range of contextual evidences, we use 
different values of w to define different retrievable units. In our experiments, we set w to 
5, 10, 20 and 30 words. The intention of retrieving passages is to restrict extraction of 
factoid answers to potentially relevant small semantic units of text rather than the text of 
the whole document. This passage based retrieval also ensures that the proximity of the 
answer terms to the query terms is taken into account. 

The position of the candidate answer term with respect to the query terms can 
potentially be useful to predict the relevance of a retrieved passage. Consequently, the 
ranking function needs to consider the relative distances between the positions of the 
query terms and the candidate answer terms. Equation 3 formally describes the proximity 
based ranking function between a passage  and a query , denoted by . 

 (3) 

The set A denotes the set of candidate answer terms, i.e. those terms for which the 
validation criterion function  returns 1. Practically, for each word in the passage that 
matches the query terms (q), the similarity function increases the score for passage by an 
amount that depends on the distance between that word and the candidate answer (

) . Specifically, we use a Gaussian function centered at each query term to determine 
the increase in similarity score. The parameter  controls the bandwidth of the Gaussians 
and is set to 1 in our experiments. Such term proximity based language models for 
ranking documents have been proposed in [7, 3]. The main difference between these 
approaches and our work is that our similarity function aggregates the positional 
differences for only the candidate answer terms instead of aggregating this over each 
term as in [7, 3]. 

To illustrate how the similarity function of Equation 3 works in practice, we consider 
the following four passages retrieved from a document in our dataset with the query 
defined for the ‘age’ attribute, i.e. the query ‘participant AND (age OR year OR old)’. 

Passage-1: ...avoided by smokers quitting before age 30 years... 
Passage-2: We enrolled participants aged 18 years and older... 
Passage-3: Age of smoking initiation (years)... 
Passage-4: ...3 additional years of life for every 100 40-year-old smokers... 
It can be seen that there are multiple places in the text where query terms occur 

(shown in bold). Passage-2 contains the relevant piece of information that needs to be 
extracted, suggesting that the age of the participants was 18 and over. The key 
observation is to note the number of query terms found in a passage and the differences 
in positions between the candidate answer term (which in this case is an integer number 
shown in italics) and those of the query terms. The lower this number is, the better is the 
likelihood of the passage to be relevant as modeled by Equation 3. For example, in 
passage-2, we can find 4 query terms at positions -2, -1, 1 and 3 relative to the candidate 
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answer term (the number 18). Passage-4, on the other hand, has 3 candidate answer terms 
and 3 query terms. The query terms ‘years’, ‘year’ and ‘old’ are placed -6, 1 and 2 
positions apart relative to the candidate answer term 40. It is easy to see that the sum of 
Gaussians, centered at the positions of the candidate answer terms (Equation 3), assigns 
a higher score to passage-2 as compared to passage-4. 

 
Table 1. Information extraction effectiveness of different IUs in our experiments 

Information to Seek Type Query Representation  Criteria/ 
Threshold 

Accuracy 

Minimum Age VE Participant AND (age OR year 
OR old) 

Integer 0.31 

Maximum Age VE Participant AND (age OR year 
OR old) 

Integer 0.12 

Average Age VE Average OR mean) AND (age 
OR year OR old) 

Numerical 0.46 

Gender VE Male OR female OR gender ‘male’,’female’ 0.32 
     
Average Accuracy for  Value Extraction Information Units 0.30  
Goal Setting(Behaviour) DP (goal OR target) AND (quit OR 

plan) 
0.25 0.74 

Problem Solving DP cope overcome identify 
problem relapse 

0.25 0.62 

Action Planning DP action plan intention quit 0.25 0.64 
Feedback on behaviour DP patient feedback 0.25 0.50 
Self-monitoring of 
behaviour 

DP self monitor diary track 0.25 0.88 

Social support 
(unspecified) 

DP quit instruction advice training 0.25 0.50 

Information about health 
consequences 

DP hazard smoking 0.25 0.60 

Information about social 
and environmental 
consequences 

DP harmful chemical 
environmental consequences 

0.25 0.82 

Pharmacological support DP nicotine gum patch NRT 
transdermal 

0.25 0.86 

Reduce negative 
emotions 

DP negative emotion stress 0.25 0.82 

Average Accuracy for Detect Presence Information nits 0.698 

3. Evaluation 

Dataset. The dataset used for evaluation is composed of a set of 50 published papers on 
BCI studies. The papers were selected by a team of 4 domain experts. Annotation 
corresponding to each IU for a particular document was performed by two human 
annotators using the EPPI tool 1 . Conflicts were resolved through discussions. The 
annotation process involved highlighting relevant pieces of text. For VE-type attributes, 
the highlighted text comprises the answer value, e.g. the value of average age. For DP-
type attributes, the highlighted text comprises evidence in the text which supports a given 
claim, e.g., the highlighted text ‘set a target quit date’ provides evidence to the DP 
attribute ‘Goal setting (behaviour)’.  

                                                           
1 http://eppi.ioe.ac.uk/CMS/Default.aspx?alias=eppi.ioe.ac.uk/cms/er4& 
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Results. Table 1 shows the average accuracy values measured per IU across the 
collection of 50 documents. For VE-type IUs, we consider the extracted answer to be 
correct if it matches exactly the ground-truth answer among papers with an annotation. 
In other words, the accuracy for VE type is measured as the ratio of the number of papers 
with correct prediction divided by the number of papers annotated with the attribute. For 
DP-type IUs, the system prediction is a Boolean value based on the similarity threshold 
(see Equation 2). The predicted answer is considered to be correct if the ground-truth 
contains an annotation for this attribute. We see that the overall accuracy is satisfactory 
for DP-types. While average accuracy for VE-type is around 30%, this should be 
understood as the baseline performance of our system. 

4. Conclusions and Future Work 

This paper presents initial research direction towards development of an 
unsupervised IE system for extraction of relevant features from BCI reports. We 
proposed a passage retrieval based approach that uses a combination of a term-proximity 
based model, answer validation criterion and a similarity threshold for extracting 
attribute values from relevant passages in BCI reports. Experiments conducted on a set 
of 50 documents show that the proposed approach yields adequate baseline effectiveness, 
with average accuracy of about 58%. In future, we would like to explore ways of 
dynamically setting the similarity threshold values for different DP-type attributes to 
further improve results. We also intend to explore ways of automatically formulating 
queries for the IUs based on the context of manually highlighted text from the documents. 
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Abstract. Researchers tested the functionality, and evaluated the feasibility of a 
telemedicine software, Doxy.me, to complete informed teleconsent sessions 
remotely with prospective research participants. Twenty healthy volunteers 
completed a teleconsent session, and web survey assessing overall experience and 
satisfaction with the Doxy.me software. There was a statistically significant 
correlation found between age and mean response for the overall reaction category 
(r = 0.398, p = 0.091) and the systems capabilities category (r = 0.380, p = 0.099). 
Results suggested that younger users are more satisfied than older users with using 
teleconsent as a modality for informed consenting. This information will be used to 
improve the software design and functionality of the Doxy.me software to make the 
teleconsent experience as simple and intuitive as possible. 

Keywords. teleconsent, consent, informatics, satisfaction, telemedicine, telehealth 

1.  Introduction 

Clinical research studies play a pivotal role in the improvement and development of new 
treatments and interventions in healthcare. However, there are numerous challenges in 
conducting clinical research studies, including study length, budget restrictions, ethical 
and regulatory requirements, and attrition [1,2]. Recruitment itself is a large hurdle, as 
75% of clinical trials fail to reach recruitment targets [3]. This number grows when 
looking at trials around the world, with 90% of trials failing to recruit the target number 
of patients within the allocated timeframe [3]. Failure to meet recruitment goals leads to 
costly time extensions, and impedes the translation of knowledge, treatments and 
interventions into routine clinical practice [4-6].  

The traditional consent approach requires participants to travel to complete the 
informed consent process, which is an inefficient use of their time and increases study 
costs. There are many options for obtaining informed consent remotely, including phone 
call for verbal consent, mailing, or faxing a paper consent form to obtain written consent, 
or obtaining consent by electronic means (e.g., eConsent) [7]. However, these approaches 
have limitations. There is evidence that study participants do not read click-through 
consent forms on computers and mobile devices, and it may be difficult to verify the 
identity of the participant if the researcher does not witness the process [8].  

Teleconsent uses telemedicine software to obtain informed consent from 
participants worldwide. Teleconsent has been successfully utilized in settings of various 
sizes, from small specialty clinics to large academic medical centers [1]. The purpose of 
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this study is to test the functionality and evaluate the feasibility of using the Doxy.me 
software to complete informed teleconsent with prospective participants.  

2.  Methods 

2.1 Study Design and Recruitment   

A diverse convenience sample of 20 healthy volunteers were recruited. Research 
assistants (RA) followed up with interested participants via phone or email to schedule 
the consent session. Participants were sent a scheduling email with instructions on how 
to access the Doxy.me web application, as well as a URL to the virtual waiting room. 
Demographics such as the participants name, age, gender, zip code, race, ethnicity, 
profession, and highest level of education were collected before the teleconsent sessions. 

Teleconsent sessions were completed within a two-week period based upon 
participants’ availability. Participants were instructed to click on the RA’s link provided 
in the scheduling email and enter their name to sign into the waiting room. The RA then 
selected the participant from the waiting room, automatically starting the teleconsent 
session in the Doxy.me software. See Figure 1.  

2.2 Teleconsent Sessions  

Doxy.me is HIPAA (Health Insurance Portability and Accountability Act of 1996) 
compliant. The software adheres to the U.S. regulations to protect the privacy and 
security of health information by using encrypted point-to-point connections, and photo 
capture when obtaining signature to verify the participant's identity [1]. During the 
teleconsent session, the RA read the sections of the electronic consent form to the 
participant, and paused periodically to answer the participant’s questions. The electronic 
consent form was created from an existing IRB consent form template, and it consisted 
of nine sections: A) Purpose of the Research; B) Procedures; C) Duration; D) Risks and 
Discomforts; E) Benefits; F) Costs; G) Compensation; H) Disclosure of Results; and I) 
Contact Information.  After answering questions from participants, the RA requested the 

Figure 1. Teleconsent Session Workflow 
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participant read the statement of consent and state if they agree to participate in the study. 
See workflow in Figure 1. 

If the participant agreed, they were asked to click on the photo button underneath 
the signature of adult subject field. This allowed the participant to enter their name in the 
signature field and produced a cursive electronic signature and a picture of the participant 
to sign the consent form. See Figure 2. Finally, the RA then signed and dated the consent 
form. The participant and the RA downloaded a pdf copy of the completed consent form 
and stored it electronically for record-keeping.   

2.3 Teleconsent Software User Interface Satisfaction Survey 

After completing the teleconsent sessions, participants were sent a link to the Teleconsent 
Software User Interface Satisfaction Survey (TSUIS) via an email sent from Qualtrics, 
online survey software. The TSUIS was developed using an adapted version of the 
validated Questionnaire for User Interaction Satisfaction (QUIS) [9]. Two questions 
were removed, because power adequacy and noise level of the system did not apply to 
the Doxy.me software. The TSUIS includes five categories: overall reaction to the 
software, information representation, language clarity, ease of use, system functionality. 
Response options for each question were displayed on a bipolar Likert scale of 0 to 9. 
All of the 23 quantitative questions were weighted equally. The survey included two 
qualitative questions which asked to list the most positive and negative aspects of the 
software separately in multi-line text fields.  

3. Results  

Of the 20 participants recruited for the study, 13 (65%) were female. 50% of the 
participants were white, and 40% were black. 65% participants were 21-35 years old, 
10% were 36-50, and 25% were 51 or older. 90% of participants had a bachelor’s degree 

Figure 2. A screenshot of a teleconsent session. The participant and person obtaining consent complete 
the consent form and electronically sign the document in real-time.  
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or higher. On average, each teleconsent session lasted eight minutes with a standard 
deviation of three minutes.  

3.1 Overall Satisfaction Results 

Questions focused on five different factors of the teleconsent experience, which were 
collapsed into five average scores for each of the participants. The domains were overall 
reaction to the software, screen, terminology and system information, learning, and 
systems capabilities. Questions to which participants responded “NA” were not included.  

Participants’ mean responses for each of the five categories of questions were 
determined from a bipolar Likert scale ranging from 0 to 9. The mean score for each 
category ranged from 7.24 to 7.85. See Table 1. Due to the small sample size, an alpha 
level of .10 was used to assess statistical significance, as research has suggested that 
preliminary hypothesis testing should be conducted with a higher Type I error rate to 
ensure aims of pilot studies are completed in a timely manner with a smaller sample size 
[10]. A one-way ANOVA was used to assess whether responses varied by race. There 
was found to be no significant difference in mean responses in any category by race (F 
= 0.526). Similarly, a one-way ANOVA found no significant difference between mean 
responses in any category by education level (F = 1.431).  

Table 1. Summary of Mean Scores for the Five Domains of Teleconsent Satisfaction Survey 

 N Minimum Maximum Mean Std. Dev. 
1. Overall Reaction Mean Score 19 1.00 9.00 7.24 1.96 
2. Overall Screen Mean Score 20 1.50 8.75 7.25 2.09 
3. Terminology and System 

Information Mean Score 19 2.50 9.00 7.98 1.48 

4. Learning Mean Score 19 1.00 9.00 7.85 1.80 
5. System Capabilities Mean Score 20 .00 9.00 7.41 2.55 

3.2 Age and Satisfaction Correlations 

A Pearson correlation between age and mean response by category was determined using 
a two-tailed alpha level of .10 to assess statistical significance. The results found a weak 
yet statistically significant correlation between age and mean response for the overall 
reaction category (r = 0.398, p = 0.091) and the systems capabilities category (r = 0.380, 
p = 0.099). Also, Participants were asked to list the top three strengths and weaknesses 
of the software. The most common strengths were: the software’s ease of use, the high 
quality of the video feature, and the clean interface. The most common weaknesses 
reported were: difficulties scrolling through the consent form on Mac computers, some 
fields cut short on the finalized form, and difficulties navigating between screens. 

4. Discussion 

Results of the study showed that younger users noted higher satisfaction with the 
teleconsent software. However, a positive overall reaction to the Doxy.me software was 
observed by participants of all age categories. Teleconsent is a viable solution to 
overcoming barriers to enrollment in studies that are present with more traditional 
methods, such as in-person consent. Offering teleconsent as an option for prospective 
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participants reduces burden on the participant and provides greater access to people who 
may not be able to otherwise participate. This increases the generalizability of study 
results by allowing for recruitment outside the geographic region of the study team, 
which may increase the size and diversity of the study population.   

4.1 Limitations 

The main limitation of the study was the sample size of 20 participants, all of whom are 
English speakers. Most participants were 35 years old or younger, located in urban or 
suburban areas within the state of North Carolina, and had access to high-speed internet 
to complete the teleconsent session. Majority of the participants were college educated, 
reporting having at least a bachelor’s degree. Another limitation was that the consent 
form used was for obtaining consent to test the Doxy.me software and complete a user 
satisfaction survey. This cross-sectional study may be less burdensome than consenting 
to and participating in a longitudinal clinical research study. 

5. Conclusion 

Teleconsent software is an effective tool for obtaining informed consent for research 
studies. The study showed that use of the Doxy.me software was well received among 
all participants. Due to a gap in literature we are unable to compare usability test results 
of the software to similar software used for teleconsent. Future work will include 
collaborating with actively recruiting studies to offer the Doxy.me software as a mode to 
obtain informed consent from participants. Any feedback from participants or study staff 
about the software will be used by the developers to improve the design and functionality. 
The goal is to make the teleconsent interaction as simple and intuitive as possible for 
users, facilitating a positive informed consent experience.   
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Abstract. Health information and communication technologies such as 
telemedicine provide alternatives for patient and physician communication. An 
increasing number of patients, providers and institutions are using this 
technologies to seek or provide health care. Asynchronous consultations requires a 
service of storing and forwarding health related information by the patient to the 
specialist physician or other healthcare provider. Dermatology is one of the major 
medical specialties in which telemedicine as proven benefits. There are many 
described deployments of asynchronous teleconsultation for dermatology, but in 
most cases telemedicine applications work as stand alone solutions. The present 
work describes the design and deployment of an asynchronous dermatological tele-
consultation service which uses the interaction of the Electronic Health Record and 
the Personal Health Record in a high complexity university hospital.  

Keywords. Telemedicine; Remote Consultation; Electronic Health Records. 

1. Introduction 

Health systems can be evaluated considering 3 major challenges: (a) better access to 
health services, (b) increase quality of care, and (c) decrease costs. Health Information 
and Communication Technologies in Health (HIT) have a set of tools that could 
facilitate the overcoming of these challenges [1]. Telemedicine is part of HITs and, far 
from being an application, is a new form of health care delivery, in which technology is 
one of its components: a channel for the exchange of medical information [2]. Every 
day, an increasing number of patients, physicians and institutions are using 
telemedicine, based on different researches that show the therapeutic benefits in several 
specialties such as Psychiatry, Pathology, Cardiology and other specialties [3,4]. 
Among them, Dermatology seems to be one of the ideal specialties to deploy 
telemedicine, because many research papers describe its use in this mode of care [5–7]. 
One of the modalities in which telemedicine can be deployed is through asynchronous 
consultations (AC), also known as store and forward telemedicine, in which physicians 
and patients (or primary care providers) exchange information at different times. It has 
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already been shown that this type of consultation has similar reliability compared to 
synchronous consultations (through videoconference). Many health professionals 
prefer AC’s because they are considered to be more cost-effective in relation to 
synchronous consultation [8]. Also, the effectiveness of teledermatology in the 
detection, diagnosis, treatment and results of skin diseases is well known, allowing 
better, cheaper and faster skin care [9]. Usually this modality is used between primary 
care providers and dermatologists, and there are many available vendors offering AC 
tools for different medical specialties, especially those based on images. These 
solutions generally use platforms and databases not integrated with the underlying 
hospital information systems, requiring that both patient and provider must prove 
identity and log-in in the teleconsultation system. The objective of this paper is to 
describe the planning and deployment of a system for AC in dermatology integrated 
within a Personal Health Record (PHR) and an Electronic Health Record (EHR). 

2. Methods 

2.1. Scenario  

This project was carried out in a highly complex University Hospital founded in 1853. 
Hospital Italiano de Buenos Aires (HIBA) is a non-profit health care academic centre 
founded in 1853. HIBA has a network of two hospitals with 750 beds, 1000 home care 
patients and 25 outpatient clinics. On an annually basis, the hospital discharges 50,000 
patients and provides 3 million outpatient visits. The hospital has a Health Maintenance 
Organization with 160,000 members. Since 1998 HIBA has deployed a Healthcare 
Information System (HIS), an in-house project which currently handles all the 
healthcare related information from capture to its further analysis. The EHR is a fully 
web based, problem oriented, and patient centered record with customized 
functionalities depending on the level of care (outpatient, inpatient, emergency care and 
home care). The Clinical Data Repository (CDR) integrates information from different 
sources including multimedia objects such as digital imaging from our institutional 
PACS (Picture Archive and Communication Systems). In 2017 was certified as HIMSS 
LEVEL 7. Since 2007 the EHR is linked to the PHR giving patients access to health-
related data (laboratory, diagnosis, preventive information, medications lists), and 
administrative task. In 2010, “messaging” functionality was introduced in our PHR 
allowing our patients to communicate with their primary care physician [10–12]. 

2.2. Dermatology 

Given the numerous studies that talk about the effectiveness of teledermatology, we 
opted to start with this service for the implementation of AC. In order to understand the 
dermatologist workflows and their complexity, as well as the needs for a structure 
form, we worked together with specialist from the dermatology service. 

2.3. Model of care 

There was no model of care that was not based on the classic model of outpatient 
consultation, emergency room or hospitalization. We developed this new model of care 
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along the dermatology team, which was validated through a special committee of the 
institution, involving legal advice to evaluate the possible risks in terms of privacy, 
confidentiality, information security and possible impact on professional practice. 

The possible problems of relying on patients’ completeness of the questionnaire 
were handled trying to improve the comprehensibility of the questionnaire to the 
maximum so that the patients put the necessary information for the resolution by the 
dermatologists. Possible cases of consultation were analyzed regarding whether or not 
the case was accepted by dermatologists, problems in billing, failure to transmit 
information, incomplete or inadequate information and/or poor-quality images that 
didn’t fit for a diagnostic orientation.  

2.4. Development 

The development of the interface was following requirements engineering 
methodologies. For development, JAVA language was used on an ORACLE database. 
As a work team, software developers and healthcare professionals from the IT area 
worked on the interface design of the tool within the PHR, its integration with the EHR 
and processes impacted in the dermatology service. An iterative method was used in 
the interface design, changes were made with each use case until the final version was 
achieved. We reached a generic model which was first deployed in Dermatology, with 
the scope of later replicating it in other departments.  

2.5. Deployment 

The deployment process was planned in 2 stages, the first in which a pilot in charge of 
the residents of Health Informatics in conjunction with the specialists in Dermatology 
was carried out. A second stage in which it will be actively deployed for patients (PHR 
users) and physicians (EHR users). At the close of the present work we have completed 
the first stage of pilot simulating 10 cases, and being able for a fine tuning of the model 
of care. The second stage has just been started and 8 patients are performing 
teleconsultations with the dermatologists. 

3. Results 

For the realization of the project, the PHR and EHR were integrated. The dermatologist 
responsible for AC visualizes the list of consulting patients on the home page of the 
HER. The AC document sent from the PHR is a standard document (Clinical 
Document Architecture Standard). Physicians have the possibility to close the 
consultation with a recommendation to the patients and register a final clinical note 
only visible in the patient's EHR. 

3.1. Personal Health Record 

Patients access the PHR through a secure log-in (user name and password, sent to their 
registered email). A new module called "My Virtual Health" was added to the PHR, 
including a link to "Deferred Consultations", the name assigned to AC. Once a patient 
starts a deferred consultation, terms and conditions must be accepted. The next step is 
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to fill the structured fields defined by the specialist. There are 5 steps in the form of a 
wizard: 1) Personal Data, 2) Consultation, where images can be attached images; 3) 
Personal history and skin diseases history, 4) Complementary Studies, 5) Payment of 
service. It is also possible to preview the CDA document prior to being sent to the EHR. 

Once the consultation has been sent to the EHR, it is shown as “in progress” in the 
"Active Consultations" tab, waiting for the physician to start the communication. The 
messaging was configured in such a way that only physicians can send the first 
message and begin the communication with de consulting patient. In addition, when a 
physician closes the consultation from the EHR, the messaging is disabled and the 
query is automatically archived in the medical record with the CDA document that was 
sent at the beginning. 

3.2. Electronic Health Record 

Access to EHR is done through the institutional Intranet. Two types of user roles were 
defined for this tool: "coordinating physician”, who receives the consultations sent 
from the PHR and can also answer the consultations and finish it, or otherwise refer it 
to other providers. Second type of user is the "care physician” who is only able to 
perform medical care of those consultations or to refer them back to the coordinating 
physicians. About the status of each consultation (after being taken by the 
professionals) there are three available status, "Answered", "Pending” and "Completed", 
applicable for both types of users; in the case of medical coordinators have 2 extra 
status for those new queries: "Referring Pending" and "Referred".  

When entering the patients listed, a button allows to accept the consultation or to 
refer it. The PHR-EHR messaging service, allows providers to exchange messages with 
the consulting patients. Dermatologist can request more information regarding the 
description of an injury or even a new photograph if the one presented initially is not 
entirely clear or image quality is not acceptable. When the consultation is closed, 
dermatologist must perform a final progress note and associate a problem. Document is 
stored in the patient’s CDR making it accessible through the EHR. 

4. Discussion 

We didn’t find evidence of any AC systems, where patient request a consultation 
through a PHR, integrated with the EHR, and forwarded to the specialist physician. 
Taking into account users’ Technology Acceptance Model (TAM) [13], whether they 
are providers or patients, is mandatory in order to deploy the tool. Carrying out a new 
healthcare modality, where distance plays a major role, without taking into account our 
users’ needs, would make the deployment fail [14]. The development of the tool was 
defined taking into account dermatologist’s opinions. 

Regarding the limitations of the article, it should be noted that the care flow 
proposed, the different questions asked in the form and other characteristics may not be 
reproduced nor replicated in other institutions. However, the general model of care with 
the description provided in this article could generate new ideas and provide the basis 
for future modalities of distance care. In future works we plan to survey the operation 
of the system quantitatively, the satisfaction of professionals and patients with the care 
received and the interfaces used, as well as long-term cost-effectiveness studies. 
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5. Conclusion 

This article set out to describe a deployment of Telemedicine. To date there are no 
teleconsultation solutions that integrate a PHR and an EHR. In our proposal, patients 
access their PHR and request a consultation. In a second time, a professional access the 
EHR. In this way, the patient is taken care of by an accredited professional of our 
network, virtually they are “inside” the hospital. 
 
Images available at: https://drive.google.com/open?id=1HFY_MoxvOVFl3O36ZfH9_kjZoS41tEPS 
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Abstract. Addiction treatment outcomes are strongly determined by relational 

factors. We present the interactive documentation system Tele-Board MED (TBM) 

developed as an adjunct to therapy sessions aimed at enhancing the therapeutic 

alliance and patient empowerment. The objective of this work is to find factors that 

predict the acceptance of TBM in face-to-face addiction treatment sessions. We 

combined the methodologies of survey and focus group and based the data collection 

and analysis on the Unified Theory of Acceptance and Use of Technology. The 

studies, which involved therapists (n=13) and clients (n=33), were conducted in an 

addiction counselling center in Germany. Therapists see a flexible, context-

dependent usage as a basic condition for TBM acceptance and its greatest benefit in 

providing a discussion framework and quick access to worksheets—in both 

individual and group sessions. Clients are inclined to use the system with the 

expectation of improved communication and better recall of the discussed topics 

based on a personal copy of the session notes. 

Keywords. Addiction care, computer-mediated therapy, therapeutic alliance, 

UTAUT, doctor-patient relationship, evaluation 

1. Introduction 

In 2012 in Germany approximately 3.4 million people suffered from alcohol use 

disorders, i.e. alcohol dependency and / or abuse [1]. Common drug abuse treatment 

approaches are cognitive behavior approaches, including functional analysis of drug use 

and social skills training [2]. Besides treatment techniques, also known as specific factors, 

there are relational factors, which are considered significant determinants of addiction 

treatment outcome. Such factors, including therapist empathy, client self-efficacy and 

therapeutic alliance, are appropriate subjects to further investigation [3]. The potential 

for using information technologies (IT) in addiction counselling is actively explored, but 

seems to be limited to computerized treatment (i.e. stand-alone technology that provides 

client support independently of a therapist, such as web-based applications or mobile 

apps) [4]. Various theories are used in health care to predict IT acceptance [5]. 

We have developed the interactive, whiteboard-inspired documentation system 

Tele-Board MED (TBM) as an adjunct to therapy sessions, aimed at enhancing the 

relational factors of therapeutic alliance and patient empowerment. TBM allows for 
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visual and collaborative note taking during treatment sessions and the creation of 

templates for common therapy contents (cf. fig. 1). It supports the subsequent use of 

notes (i.e. clients can get print-outs to take home and therapists can receive case reports 

created semi-automatically). As a web-based system TBM can be used with multiple 

hardware setups, such as a digital whiteboard or a laptop with a beamer. 

In earlier studies [6] we investigated computer-mediated therapy in the domain of 

mental health care, a field that shares similarities with addiction counselling especially 

in the usage of cognitive behavioral treatment approaches. While we learned that TBM 

successfully addresses patient needs, therapists’ barriers to adoption of the system have 

remained high. This is the case despite an easier adherence to the legal requirements of 

providing patients access to their records and the efficient use of digital notes [6]. Thus, 

we seek to find out what determines the willingness of addiction therapists and clients to 

use a collaborative documentation system such as TBM in treatment sessions. 

 

    

Figure 1. Tele-Board MED user scenario and anamnesis panel with patient data on digital sticky notes. 

2. Methods 

We used a mixed-method approach and combined surveys and a focus group as 

quantitative and qualitative approaches to data collection and analysis [7]. The studies 

were guided by the Unified Theory of Acceptance and Use of Technology [8] (fig. 2) 

and conducted in group rooms of an addiction counselling center in Germany. 

2.1. Survey and Focus Group with Therapists 

The study with addiction therapists lasted 70 minutes and involved all of the center’s 

therapeutic staff (n=13). The system was introduced by a 7 minute video showing the 

TBM system used in a roleplay of a behavior psychotherapy treatment session. A 

therapist speaks to a patient with an anxiety disorder. Furthermore, the film summarizes 

earlier findings on data security measures and its influence on the patient-therapist 

relationship. Following a joint viewing, the therapists were asked to fill out an 

anonymous questionnaire. The survey items represented the five UTAUT variables: 

performance expectancy (PE), effort expectancy (EE), social influence (SI), facilitating 

conditions (FC), and intention to use (IU) or acceptance. They were rated on a five-point 

Likert-type scale ({-2} disagree, {-1} rather disagree, {0} uncertain, {1} rather agree, 

{2} agree). PE is representated by seven items that constitute the  goals of TBM, namely 

supporting faster high-quality documentation, doctor-patient communication, and patient 
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Figure 2. UTAUT model with the main constructs in black, moderators in grey (adapted from [8]). We added 

the dotted parts and numbers representing Pearson correlation coefficients. 

 

empowerment. For the EE variable, seven items were included, which represent the TBM 

software and hardware features, as well as the system as a whole. SI is represented by 

two items relating to people, who influence the therapists’ professional work and other 

people who are important to them. FC was covered by four items that represented the fit 

of TBM to the therapists’ personal attitude on client counselling and to the addiction 

center’s mission statement as well as TBM's integrability in existing work routines and 

documentation practices. Finally, IU was assessed with two items. The data analysis 

included descriptive and inferential statistics with SPSS 25. 

Directly after the film and survey we took 45 minutes for a focus group that involved 

11 of the 13 therapists and the administrative head (n=12). The discussion was moderated 

by two members of the research group. The facilitator guided the discussion with open 

questions inspired by the UTAUT core constructs and the rapporteur handled audio 

recording once we obtained written consent from all participants. After the recording was 

transcribed verbatim with a slight smoothing, the written text was analyzed with 

MaxQDA 12. We took a deductive approach to qualitative content analysis and used the 

five UTAUT variables as a predefined coding scheme. However, PE was split up into 

perceived usefulness and perceived disadvantage, and both were further segmented into 

context-dependent subclasses. The coding was double-checked by a second researcher. 

The responses cited here were correspondingly translated from German into English. 

2.2. Survey with Clients 

The inclusion criterion for clients (n=33) was their presence in group sessions at certain 

times. The clients were introduced to TBM in groups by a shortened version of the 

mentioned film of the roleplay. Afterwards they were asked to complete an anonymous  

questionnaire including items on the perceived effects of TBM (scale as above -2 to 2). 

3. Results 

The quantitative analysis of the therapist survey data focused on finding 

interrelationships between the UTAUT variables. In the qualitative content analysis of 

the focus group data, we looked for meaning related to the UTAUT variables (cf. fig. 2). 

The analysis of the client survey data assesses TBM's perceived usefulness. The 

therapists’ perspective is covered in greater depth, since they are decisive in the 

implementation of systems such as TBM. 
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3.1. Clients’ Acceptance of Tele-Board MED 

The clients (n=33, 26 m, 7 f; addiction: 24 alcohol, 5 gambling, 3 illegal drugs, 1 

medicines; age: 27–69, avg. 48) perceive TBM as beneficial in the areas we assessed (fig. 

3). The acceptance in both individual and group sessions is positive and fairly balanced. 

One client stands out, rating all but two items as very negative. He states that he cannot 

imagine using TBM, yet gives no reason for his assessment. 

 

 

Figure 3. All average client ratings fall within the positive realm (std. deviation ± std. error of the means). 

3.2. Therapists’ Acceptance of Tele-Board MED 

The therapists (n=13, 3 m, 10 f; age: 33–56, avg. 46) follow behavioral approaches that 

they have used in their working experience of 2 up to more than 10 years. 8 specialize in 

alcohol addiction, 2 focus on illegal drugs, and another 2 are concerned with substance-

free addictions (gambling, media). The Pearson coeffient r was used to measure pairwise 

correlation among the predictor variables (PE, EE, SI, FC) and the intention to use (IU). 

The values show moderate (.3<r<.5) to high (r>.5) correlation (fig. 2). In addition to the 

UTAUT variables, our survey also contained an item representing the attitude to 

technology (AT), which appears to be the strongest predictor of IU (.74). A regression 

analysis shows that the 4 UTAUT predictor variables account for up to 50% of the 

variance in IU (adjusted R
2

=.16). However, a regression with AT as additional variable 

explains 92% of the variance (adj. R
2

=.85). Remarkably, a regression with AT as a single 

item allows for a better prediction of IU (R
2

=.55, adj. R
2

=.51) than the 4 UTAUT factors 

together, which integrate 20 items in total. A principal component analysis yields two 

components in the respondents, who agree to system usage. Group 1 sees TBM’s greatest 

potential in supporting the client encounter itself in respect to communication, 

counselling process and client engagement. Group 2 expects support in documentation 

by allowing reports to be created faster and errors reduced. The discussion revealed 

additional factors of perceived usefulness that were not represented in the survey, e.g. 

TBM's potential for facilitating a session: “I think technology could add structure and 

maybe there’s a way to avoid the constant search for worksheets, instead to just give a 

keyword, like ‘relapse model’, and the sheet appears immediately.“(F6). There is a broad 

consensus that the system should flexibly go into action whenever it seems useful for the 

client and the session content: “Our work lives from relationship building. Therefore, 

what matters most is to utilize technology in order to connect with the client and create 

a win-win situation.“(F1). Therapists are concerned with the effects on their clients: 

“For me getting a client’s feedback is critical, to hear the client’s opinion about whether 

something is disruptive or helpful. This assessment will strongly influence my final 

judgement.”(M1). Unexpectedly, we observed that some therapists did not see the core 

benefit in supporting case-specific documentation: “We try to put as few private details 

as possible in therapeutic reports because any insurance employee might read it, and 
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such sensitive data is none of their business.”(F4). The suggestion to use TBM in group 

sessions came up increasingly: “While the issue of trust also plays an important role in 

the group, not everything is officially put on paper and printed.”(F3). 

4. Discussion 

This study aims at finding factors that predict the acceptance of TBM in face-to-face 

addiction treatment sessions. The moderate to high, but not significant, correlations 

between the four UTAUT predictor variables and the intention to use, as well as the 

limited amount of explained variance, suggest that other factors strongly influence the 

therapists’ acceptance. One of these factors is their attitude toward technology which 

surprisingly is explicitly excluded from UTAUT [8]. However, adding variables to IT 

acceptance models is common in research [5]. The therapist focus group clearly showed 

that acceptance is strongly dependent on specific treatment situations. The findings show 

shortcomings of the UTAUT model when a secondary user, and thereby a more dynamic 

user scenario, is involved. We found inclincation in clients to use the system with the 

expectation of improved communication and better recall of discussed topics. Therapists 

see great benefits in capturing non-personal, auxiliary information for supporting session 

facilitation and structuring since TBM could provide a discussion framework and quick 

access to worksheets. Interest in efficiently creating case-related documents with TBM 

seems less paramount than for psychotherapists [6]. The acceptance of a technology like 

TBM can hardly be assessed in a general manner because the process of care influenced 

by computer-mediated therapy is intrinsicially very context-dependent. Nevertheless, 

therapists expect TBM to meet the requirement of flexible, situation-specific use. Future 

research will investigate other implications of TBM in practice and their effect on clients. 
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Abstract. The International Patient Summary (IPS) standards aim to define the 
specifications for a minimal and non-exhaustive Patient Summary, which is 
specialty-agnostic and condition-independent, but still clinically relevant. 
Meanwhile, health systems are developing and implementing their own variation of 
a patient summary while, the eHealth Digital Services Infrastructure (eHDSI) 
initiative is deploying patient summary services across countries in the Europe. In 
the spirit of co-creation, flexible governance, and continuous alignment advocated 
by eStandards, the Trillum-II initiative promotes adoption of the patient summary 
by engaging standards organizations, and interoperability practitioners in a 
community of practice for digital health to share best practices, tools, data, 
specifications, and experiences. This paper compares operational aspects of patient 
summaries in 14 case studies in Europe, the United States, and across the world, 
focusing on how patient summary components are used in practice, to promote 
alignment and joint understanding that will improve quality of standards and lower 
costs of interoperability. 

Keywords. International Patient Summary, Interoperability, eHealth, standards 

1. Introduction 

Patient summary is a standardized set of basic medical data that includes the most 
important clinical facts required to ensure safe and secure health care. Presented as a 
concise clinical document this information is applicable and relevant both in unexpected, 
as well as in expected healthcare contacts. Patient summaries piloted in large scale during 
epSOS (2008-2014), prepared the ground for the European Directive 2011/24 on patients’ 
rights on cross border care 1 . The eHealth Network (eHN) of health ministry 
representatives established under article 14 that meets twice a year to discuss cooperation 
in cross-border Health services, adopted the patient summary guideline in 2013 and its 
revision in 20162. Supported by the eHN, Patient Summary services are now entering 
production within the Connecting Europe Facility (CEF) eHDSI in 2018-20213. This 
infrastructure is exploited by 23 European Countries to run in period 2017-21 and beyond, 
the Cross-Border eHealth Interoperability Services for Patient Summary (18 countries), 
and ePrescription (17 countries) services. CEF eHDSI is based on specifications of the 
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National Contact Point for eHealth, whose reference implementation is maintained by 
EC DG Santé, DG DIGIT and DG CONNECT. Meanwhile, different jurisdictions in 
Europe, the United States and around the globe, develop their own patient summary 
services to fit their specific needs and requirements in an inclusive multi-stakeholder 
approach, as health systems are transformed by digitization and citizens increasingly 
depend on apps and online resources for health decisions. Trillium Bridge, working 
under the auspices of the EU/US memorandum of understanding on cooperation in 
eHealth, recommended joining forces to support global standardization efforts. Trillium 
Bridge put forward 20 recommendations in seven areas, namely, future standardization, 
cross-vendor integration, innovative business models, clinical research, incentives, 
privacy and security and education4. A follow-up initiative, Trillium-II pursues the core 
recommendation of Trillium Bridge to “advance an International Patient Summary (IPS) 
standard to enable people to access and share their health information for emergency or 
unplanned care anywhere and as needed. At minimum the IPS should include 
immunizations, allergies, medications, clinical problems, past medications, and 
implants.” The eStandards project (www.estandards-project.eu) developed a roadmap for 
eStandards adoption in Europe, to drive adoption of eHealth in a sustainable and cost-
effective way. The eStandards roadmap recognizing the shift from documentation to 
sharing and productive use of data for better decisions, advocated renewed focus on open 
innovation and user experience. Building on a co-creation, governance, and alignment 
paradigm, the roadmap argues for eStandards driven by an iterative process that focuses 
on quality and stakeholder engagement, to build trust in the use of health data by 
individuals, health systems, and the industry. HL7 and CEN have joined forces to transfer 
the eHN patient summary guideline and associated best practices into consistent IPS 
Standards  agreeing on the set of principles and approach shown in Figure 1. 

   
Figure 1: The eStandards lifecycle and IPS principles aim to broaden adoption and consistent 

implementation of patient summaries as a window to a patient’s health information. 

Given that patient summary information may be captured and held in multiple 
heterogeneous electronic health record systems, when extracted, data needs to be mapped 
to shared structures and value sets to support safe information sharing as part of the 
medical practice. Since there are presently several specifications, clinical model and 
terminology standards in use, it will help standards adoption if shared information 
structures are published with ready-made and quality assured mappings to commonly 
used, code systems or value sets.  Interoperability assets ranging from specifications to 
software libraries implementing components, are the tools to support alignment and 
advance interoperability. However, these interoperability assets are embedded in diverse 
operational environments. Patient summaries pilots in different countries were analyzed 
in the JAseHN project focusing on the specifications and semantic infrastructure used in 
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different member states [1]. The IPS workshop hosted by the European commission 
explored the role of the patient summary in the health ecosystem of selected member 
states [2]. To our knowledge, this is the first study that considers the elements of the 
patient summary components or building blocks in detail. This paper results of our efforts 
to understand the variation in patient summary components across jurisdictions as the 
first step in a comprehensive gap analysis to assist creating a robust patient summary 
specification that is lean and cost-effective.  

2. Methods 

After reviewing various patient summary specifications available in Art Decor 
(www.art-decor.org)  a survey was prepared and distributed to the Trillium-II 
community. The survey was accompanied by an introduction and instructions on how to 
complete the survey. The survey consisted of a questionnaire and a Topic Matrix. The 
questionnaire asked questions about the patient summary services related to 
organizational, legal aspects, as well as short and long-term desiderata.  The Topic 
Matrix summarized the use of individual components or building blocks of the patient 
summary using HL7 FHIR resources as baseline. Following receipt of the completed 
surveys, personal interviews clarified responses and helped in quality assuring input to 
the Topic Matrix. Twenty-eight (28) initiatives were contacted via email with a request 
to participate in the survey and fourteen (14) responded. Despite the expected variations 
in concepts and practices from the eHDSI patient summary and IPS, capturing these 
differences in a structured way and developing tools to bridge gaps and promote best 
practices, is essential. 

3. Results 

Fourteen (14) of the twenty-eight (28) initiatives contacted, responded. Ten initiatives 
have national scope (Finland, Greece, France, Austria, Luxemburg, Portugal, Italy, 
Germany, Netherlands, Australia), one is regional (TicSalut Foundation, Catalonia), and 
one is health management organization (Kaiser Permanente, US). The EU Guideline 
implemented in the eHDSI and the current ballot of the IPS in HL7 were also analyzed.  

3.1. Organizational aspects 

Asked about the scope and purpose of the patient summary, ninety percent (90%) of 
respondents reported that the patient summary is for providers in cases of unplanned care 
and seventy percent (70%) also think that the patient summary is good for the patient. 

Asked about the steps of use case definition, specification/balloting, 
implementation, and productive use (see eStandards lifecycle in Figure 1), while 90% 
have a patient summary in production, 75% completed a patient summary specification, 
but in only two cases a balloting process has been initiated. On the question “how the 
patient summary is initialized/operationalized”, four options were provided: on demand; 
stored & regularly updated; manually/semi-automatically/automatically; other. The 
responses indicated that the creation of the patient summary is not well-regulated and 
varies. Other questions addressed how the content is determined and what are the sources 
of information. In most cases, rules derived from the specification are used to collect 
relevant parts and providers are the sources of information for the patient summary. In 
70% of cases information from the patient is also included. Adoption varies and, in some 
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cases, a large percentage of the population with a patient summary was reported. 
Assurance of whether the patient summary is up-to-date is provided by the policy or 
governance model of the jurisdiction. Most of the member state generate automatically 
the Patient Summary upon request. In one case, biannual update was reported. Finally, 
to the question where the patient summary is accessed, the most frequent response was 
outpatient/ambulatory and inpatient/hospitals rather than emergency. Home care as a 
setting for the use of patient summaries was reported in US, Finland, and Luxemburg. 
Similar results were reported by CEF eHDSI: patient summaries are created 
automatically in Austria, Czechia, Switzerland, Ireland, Spain, Romania, and Croatia. In 
other countries, patient summary creation is semi-automatic followed by General 
Practitioner (GP) validation (Portugal and Malta). In Italy, France, and Luxemburg, 
patent summaries are created manually by GPs. 

3.2. Legal Aspects 

The question of ownership for patient summary data is quite prevalent, and some 
respondents indicated explicitly the patient as owner. Responses included also national 
social security agencies, or a dedicated custodianship agency. The quality and accuracy 
of the patient summary is attested by patients or professionals. However, in most cases, 
provenance was not captured in detail. Similarly, the legal aspects of deploying patient 
summaries at a scale are not clearly, uniformly, and unambiguously defined. 

 
Figure 2: Most valuable topics in a patient summary, N=12 (left) 

3.3. Topic Matrix 

In situations of unplanned care there is a group of “Emergency Data” that informs a 
physician confronted with an emergency, referred as “SAMPLE”: S – Signs/Symptoms; 
A-Allergies; M-Medications; P-Past Illnesses; L-Last meal; E-Events. Drawing an 
analogy to the building blocks of the patient summary, we asked what the most valuable 
topics in a patient summary are. The response appears in Figure 2. The question “which 
are the components of the patient summary that have been implemented” revealed that 
Allergy/intolerance and Condition in (93%), Procedure (86%), Medical History (82%), 
Medication (79%), Immunization (68%), encounter (57%), and Care Plan (54%). 
Substance and Device were used in 50% of the cases. Another somewhat surprising 
finding was that in most cases the richness of the content model of the component was 
not fully exploited. Figure 3 and Figure 4 show medication statement and 
allergies/intolerances. Maturity of the studies in terms of years in operation differs. Also, 
the level of coded information present also varies with most countries using custom 
subsets and versions of ICD10 for active problems, SNOMED-CT for immunizations 
and social history, ATC for medications, etc. 
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4. Conclusions 

The practical use of patient summaries components was investigated using a 
questionnaire and interviews to develop a topic matrix. The results indicate the actual 
implementations are mostly in a pilot phase and do not operate under a clear 
administrative, operational, and legal framework. In fact, one of the goal of the eHDSI 
initiative is to harmonize the previously mentioned dimension in order to achieve not just 
interoperability but also mutual recognition, Moreover, in most cases the richness of the 
HL7 FHIR resources for the patient summary building blocks are not used, raising the 
question whether a constrained lean patient summary specification would accelerate 
adoption of patient summaries in the daily practice.  

 

 
Figure 3: Part of the HL7 FHIR medication statement (left) and medication & substance models (right) used. 

 

 
Figure 4: A small part of the HL7 FHIR model for allergies/intolerances is in use in patient summaries. 
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MedicationStatement 

status active | completed | entered-in-error | intended | 
stopped | on-hold 

55% 

category Type of medication usage 25% 
medication[x] What medication was taken 82% 
effective[x] The date/time or interval when the medication 

was taken 
90% 

dateAsserted When the statement was asserted? 11% 
informationSource Person or organization that provided the 

information about the taking of this medication 
42% 

taken y | n | unk | na 11% 
reasonNotTaken True if asserting medication was not given 0% 
reasonCode Reason for why the medication is being/was taken 0% 
reasonReference Condition or observation that supports why the 

medication is being/was taken 
0% 

note Further information about the statement 36% 
dosage Details of how medication is/was taken or should 

be taken 
73% 

Medication 

code Codes that identify this medication 92% 
status active | inactive | entered-in-error 33% 
isBrand True if a brand 27% 
isOverTheCounter True if medication does not require a 

prescription 
9% 

manufacturer Manufacturer of the item 20% 
form powder | tablets | capsule + 67% 
ingredient Active or inactive ingredient 67% 
package Details about packaged medications 58% 
image Picture of the medication 0% 

 
Substance 

status active | inactive | entered-in-error 0% 
category What class/type of substance this is 33% 
code What substance this is 56% 
description Textual description of the substance, 

comments 
50% 

instance If this describes a specific 
package/container of the substance 

13% 

ingredient Composition information about the 
substance 

25% 

clinicalStatus active | inactive | resolved 36% 
verificationStatus unconfirmed | confirmed | refuted | entered-in-error 10% 
type allergy | intolerance - Underlying mechanism (if known) 50% 
category food | medication | environment | biologic 36% 
criticality low | high | unable-to-assess 45% 
code Code that identifies the allergy or intolerance 55% 
onset[x] When allergy or intolerance was identified 55% 
assertedDate Date record was believed accurate 36% 
recorder Who recorded the sensitivity 36% 
asserter Source of the information about the allergy 45% 
lastOccurrence Date(/time) of last known occurrence of a reaction 20% 
note Additional text not captured in other fields 40% 
reaction Adverse Reaction Events linked to exposure to substance 73% 
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Abstract. In this work we analyze the syntactic complexity of transcribed Swedish-

language picture descriptions using a variety of automated syntactic features, and 

investigate the features' predictive power in classifying narratives from people with 

subjective and mild cognitive impairment and healthy controls. Our results indicate 

that while there are no statistically significant differences, syntactic features can still 

be moderately successful at distinguishing the participant groups when used in a 

machine learning framework. 

Keywords. cognitive impairment, syntactic analysis, natural language processing. 

1. Introduction 

Dementia is characterized by a decline in cognitive skills, memory, language, and 

executive function which has far-reaching effects on peoples’ everyday activities. Early 

diagnosis of dementia has important clinical significance and impact on society, 

considering the fact that the total estimated worldwide cost of dementia in 2015 was 818 

billion US$, while it is estimated that by 2018, dementia will become a “trillion dollar 

disease” [1]. The research presented here is part of a larger project which investigates 

how multimodal data resources and language related measures can be used for the 

development and evaluation of classification algorithms for differentiating between 

healthy adults and persons in various stages of cognitive decline. In this study, we use 

automated methods to evaluate the syntactic complexity of spoken narratives to 

investigate whether syntactic ability is affected in the preclinical stages of dementia, and 

whether automated measures of syntactic ability may be useful in detecting early 

cognitive impairment. 

2. Background 

Although progressive memory impairment is generally considered the primary cognitive 

feature for neurodegenerative diseases such as Alzheimer’s disease (AD), it is known 

that language deficits also occur in AD patients as a primary symptom early in the disease 

[2].These language disturbances seem to be an intrinsic part of AD and appear to be 

among the earliest of symptoms. Mild cognitive impairment (MCI) is often considered a 

prodoromal state of dementia [3], and is characterized by minor problems with cognition 
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that are not severe enough to interfere significantly with daily life, and that do not warrant 

a dementia diagnosis. A person diagnosed with subjective cognitive impairment (SCI) is 

perceiving a decline in cognitive function, but does not differ from healthy persons on 

standardized tests. SCI is a risk factor for MCI but the majority of persons with SCI do 

not develop dementia, and SCI can have other underlying causes such as depression [4]. 

There have been conflicting findings about whether the syntactic complexity of 

spoken language is affected in MCI and AD. Ahmed et al. [5] found that syntactic 

complexity in persons with MCI was impaired compared to healthy controls, and that 

there was a degradation in syntactic complexity with disease progression. Roark et al. 

[6] reported shorter clauses and fewer left-branching structures in MCI speakers on a 

story-retelling task. In their review, Boschi et al. [7] found that a greater number of 

inflectional errors in persons with AD is the only relatively consistent result on the 

morpho-syntactic level, but that several studies report a simplification of syntax. 

However, other research shows that the assessment of syntax in people with possible AD 

results in both grammatical and coherent structures [8]. There appears to be some effect 

of the speech task on the resulting complexity. For instance, Sajjadi et al. [9] found that 

the picture description task was more sensitive to semantic deficits, while directed 

interviews were more sensitive to morpho-syntactic deficits in semantic dementia and 

AD. However, previous work analyzing picture description narratives in English has 

uncovered some signs of syntactic simplification in AD speakers on this task, including 

reduced number of prepositional phrases and subordinate clauses [10]. Automated 

analyses of picture descriptions also reported some evidence for syntactic simplification 

in AD, although not to the extent or severity seen in other types of dementia, such as 

primary progressive aphasia [11,12]. 

3. Data Set 

The participants in this study are all part of the longitudinal ongoing Gothenburg MCI 

study [13]. All patients in the study undergo baseline investigations, such as neurological 

examination, psychiatric evaluation, and brain imaging. The demographic information 

for the participants is presented in Table 1. All participants gave informed written 

consent. Both the Gothenburg MCI-study and the current one are approved by the local 

ethical committee review board (ref. nr: L09199, 1999; T479-11, 2011 & 206-16, 2016). 

The difference in age between the groups is not statistically significant, but there is a 

significant difference in years of education. A post-hoc LSD test reveals that the SCI 

group is significantly more educated than both the HC group (p = 0.001) and the MCI 

group (p = 0.026). The MMSE score differs significantly between the three groups, and 

post-hoc LSD tests show that scores in the MCI group are significantly lower than in the 

HC group (p < 0.0001) and the SCI group (p < 0.0001), whereas there is no difference 

between the SCI group and the HC group. 

The Cookie-Theft picture from the Boston Diagnostic Aphasia Examination [14] 

was used to elicit spontaneous speech. The participants were presented with the picture 

and were asked to describe everything that they could see and everything that was 

happening in the picture. They were told that they would not be interrupted and could 

talk for as long as they liked. The narratives were recorded and manually transcribed. 

During speech transcription, special attention was paid to non-speech acoustic events 

including speech dysfluencies such as filled pauses, hesitations, false-starts, and 

repetitions. 
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Table 1. Demographic information: age, education, and Mini-Mental State Exam (MMSE) scores are given in 

the format: mean (standard dev.). The MMSE is a general test of cognitive status and has a max score of 30. 

 HC (n=36) MCI (n=31) SCI (n=23) Group comparison 

Age (years)         67.9 (7.2) 70.1 (5.6) 66.3 (6.9) F(2, 87) = 2.287, p = 0.108   

Education (years)   13.2 (3.4) 14.1 (3.6) 16.1 (2.1) F(2, 87) = 6.014, p = 0.004   

MMSE               29.6 (0.61) 28.2 (1.43) 29.5 (0.90) F(2, 86) = 16.275, p <0.0001 

Sex (F/M)          23/13 16/15 14/9

4. Methods: syntactic analysis 

Here we examined the syntactic complexity of the Cookie-Theft transcriptions using 

tools from natural language processing. Most of the syntactic measures operate on parse 

trees, one for each sentence in a text. These parse trees were generated by two Swedish 

parsers, a dependency one [15] and a constituent-based one [16]. The following syntactic 

features were extracted from the text, in addition to sentence length and number of false 

starts and interrupted or incomplete sentences: 

• Dependency distance: Dependency distance is measured as the number of 

words between a given word and its dependency head, calculated for each word 

in the sentence. We compute average, maximum, and total dependency distance 

for each sentence, and then average these quantities over each sentence in the 

transcript. 

• Phrase type proportion: Phrase type proportion and length (below) are derived 

from work on rating the fluency of machine translations [17]. The phrase type 

proportion is the total number of words belonging to a given phrase type (here 

prepositional phrases, noun phrases, and verb groups), divided by the total 

number of words in the narrative. We additionally extend this feature to apply 

to clauses; namely main finite and infinitive clauses, and subordinate clauses. 

• Phrase type length: The phrase type length is the total number of words 

belonging to the given phrase or clause type, divided by the total number of 

occurrences of that phrase or clause type. 

5. Results 

The results of the syntactic analyses are displayed in Table 2. After correcting for 

multiple comparisons, our alpha value is 0.003. Using leave-one-out cross-validation, we 

train a random forest classifier [18] with 50 trees, and with the maximum number of 

features and maximum depth hyperparameters selected in a nested validation loop. In the 

task of distinguishing the MCI and HC groups, the classifier achieves a mean F-score of 

0.68, and in the task of distinguishing between the MCI and SCI groups, an F-score of 

0.66. However, when distinguishing between the SCI and HC groups, the F-score is only 

0.54. 
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Table 2. Means and standard deviations of the syntactic measures in the three groups. �� = distance; † = 

proportion; ‡= length. The fifth column displays the results of the ANOVA. 

Feature HC MCI SCI Comparison 

Mean length of sentence 14.05 (4.233)   15.11 (3.633) 16.44 (4.040) 2.524 (p=0.086) 

False starts          0.005 (0.008)   0.009 (0.009) 0.003 (0.005) 4.243 (p=0.017) 

Interruptions     0.006 (0.006)   0.01 (0.012) 0.008 (0.007) 3.064 (p=0.052) 

Average dependency * 1.85 (0.206)   1.90 (0.229) 1.92 (0.209) 0.686 (p=0.506) 

Total dependency * 27.82 (11.528) 31.19 (12.361) 34.71 (11.750) 2.395 (p= 0.097) 

Maximum dependency * 5.94 (2.047)   6.58 (2.017) 6.81 (2.024) 1.515 (p=0.225) 

PP type †          0.18 (0.056) 0.18 (0.048) 0.19 (0.033) 0.821 (p=0.443) 

VG type †          0.26 (0.035) 0.26 (0.033) 0.25 (0.035) 0.264 (p=0.769) 

NP type †          0.45 (0.050) 0.45 (0.052) 0.44 (0.051) 0.611 (p=0.545) 

PP ‡                  2.43 (0.248) 2.53 (0.354) 2.48 (0.181) 1.101 (p=0.337) 

VG ‡                  1.46 (0.186) 1.44 (0.151) 1.48 (0.186) 0.327 (p=0.722) 

NP ‡                   1.41 (0.154) 1.42 (0.135) 1.43 (0.135) 0.090 (p=0.914) 

Main clause; finite verb † 0.52 (0.092) 0.47 (0.102) 0.47 (0.061) 4.146 (p=0.019) 

Main clause; non-finite verb † 0.08 (0.058) 0.13 (0.059) 0.09 (0.059) 5.669 (p=0.005) 

Subordinate clause † 0.29 (0.102) 0.28 (0.110) 0.33 (0.096) 1.569 (p=0.214) 

Main clause; finite verb ‡ 5.14 (0.772) 4.92 (0.666) 5.16 (0.753) 0.940 (p=0.395) 

Main clause; non-finite verb ‡ 5.87 (2.125) 6.20 (1.293) 6.19 (1.477) 0.381 (p=0.685) 

Subordinate clause ‡ 5.60 (1.20) 5.50 (0.908) 5.88 (0.935) 0.949 (p=0.391) 

6. Discussion and Conclusion 

The results of the statistical analysis indicate that there are no syntactic features which 

vary significantly between the groups after correcting for multiple comparisons. 

However, there are some trends which approach significance, namely an increase in the 

number of false starts, an increase in the proportion of main clauses where the main verb 

is nonfinite, and a reduction in the proportion of main clauses where the verb is finite in 

the MCI group. Since nonfinite verbs typically occur in auxiliary verb constructions, this 

result is somewhat unexpected given previous work reporting a decrease in auxiliary 

verb phrases and an increase in simple verb phrases in preclinical AD [19]. However, 

more work is needed to gain a clear interpretation of this effect, and to fully account for 

the effect of language differences (here Swedish, as opposed to Spanish in [19]). It may 

also be useful to evaluate verb use on a discourse level, as narrative style may have an 

effect on verb tense [20]. 

Despite a lack of statistical significance, when taken together the features were still 

moderately successful in training random forest classifiers to distinguish between the 

MCI group and the HC group, and the MCI group and SCI group. In both cases, output 

from the classifiers indicate that the most “important” features are false starts and 

proportion of main infinitive clauses, reinforcing the findings from the statistical analysis. 

However, the classifier was unable to distinguish between the HC and SCI groups, which 

is perhaps expected given that the SCI participants perform as well as the controls on all 

other cognitive and language tests in the battery. 

The work presented here is a preliminary analysis of syntax in MCI and SCI. In 

future work we would like to increase the number of features to look at more specific 

syntactic structures, as well as to compare spoken and written Cookie-Theft descriptions. 

Additionally, we would like to compare and contrast with other elicited speech tasks, 

including conversational speech and story-telling. Finally, we plan to incorporate the 

syntactic features with measures of semantics, information content, discourse-level 
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processing, and acoustic/phonetic production to gain a more complete picture of speech 

in mild cognitive impairment. 
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Abstract. Medical data is multimodal. In particular, it is composed of both 
structured data and narrative data (free text). Narrative data is a type of unstructured 
data that, although containing valuable semantic and conceptual information, is 
rarely reused. In order to assure interoperability of medical data, automatic 
annotation of free text with SNOMED CT concepts via Natural Language 
Processing (NLP) tools is proposed. This task is performed using a hybrid 
multilingual syntactic parser. A preliminary evaluation of the annotation shows 
encouraging results and confirms that semantic enrichment of patient-related 
narratives can be accomplished by hybrid NLP systems, heavily based on syntax 
and lexicosemantic resources. 

Keywords. Interoperability, narrative data, SNOMED CT, NLP 

1. Introduction 

Medical data is composed of both structured and unstructured data. Narratives are a type 
of unstructured data that contains crucial semantic information but not readily usable by 
computers. Moreover, narratives constitute a challenge for interoperability between 
healthcare systems, hospitals and departments.[1] SNOMED CT (henceforth SCT), 
created in 2002, constitutes a terminology organized as a directed graph with concepts 
as nodes and relationships as edges. Currently, SCT contains more than 350,000 concepts. 
Property rights and developments are held by SNOMED International (London, UK). 
The goal of SNOMED International is to develop SCT and to ensure that it becomes the 
“most comprehensive and precise common global language for health terms in the 
world”[2]. Since SCT supports post-coordination, i.e. a formal grammar that can 
associate existing concepts, qualifiers, and predicates, it has similar properties to a 
natural language. In this paper, a method for automatic annotation of French medical 
narratives with SCT codes is proposed.  
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2. Related work 

Processing medical data with various terminologies, and recently SCT, has been a 
research focus of other studies as well[3], [4]. Those studies have pursued two kinds of 
goals. The first goal was the classification of documents, such as pathology or radiology 
reports[5], [6] in categories related to the disease mentioned in the text. The second one 
was a more general information retrieval task that aimed at extracting codes or annotating 
free text with concepts[7]. Commonly used terminologies are the ICD10[8], the 
UMLS[9] or SCT[10]. In some cases, preliminary work involves creating a subset of 
those terminologies in relation to a specific goal. It is the case with the UMLS because 
its Metathesaurus contains more than 100 terminologies, classifications and thesauri.  

The methods used to annotate or classify free-text documents vary. Rule-based 
methods need to be manually or semi-manually developed but require no training corpus 
and can produce very satisfying results when combined in a pipeline[11], [12]. On the 
other hand, machine learning and statistical methods, such as Naïve Bayes or Support 
Vector Machine, do not require the manual creation of rules. However, access to large 
gold standard corpora used as training sets is essential[13]. Hybrid NLP systems 
integrating both statistical and linguistic approaches have also been proven very efficient 
at NLP tasks targeting the medical language[13]. The work presented in this article 
differs in several ways from the studies previously mentioned. First, the language of the 
free-text documents used in those references is mostly English. Working with another 
language requires to translate the terms and adapt the rules to the specificities of the 
target language. Second and most important, the absence of syntactic-semantic parsing 
of the text to detect terms in different morphological or syntactic structures makes the 
method presented in this paper innovative. Our system performs analysis of free medical 
text in French on the morphological, syntactic and semantic level and annotates the 
recognized terms with SCT concepts simultaneously. 

3. Method  

In this research, SCT is approached as a natural language. Automatic annotation of 
narratives with SCT concepts therefore requires the processing of texts using NLP tools.  

3.1. Tool 

The tool used for this goal is the hybrid multilingual syntactic parser Fips [14]. It relies 
on generative grammar concepts and is made of a generic parsing module which can be 
refined to suit the specific needs of a particular language or sublanguage. The lexicon is 
one of the key components of the parser. It contains detailed morphosyntactic and 
semantic information, selectional properties, valency information, and syntactic-
semantic features that influence the syntactic analysis. To achieve automatic annotation 
of medical narratives, modifications were needed to correctly process the specificities of 
the French medical language such as abbreviations or technical terms.  

3.2. Creation of electronic dictionaries 

Specific lexicons have been developed and incorporated in the parser:  
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a) A French medical language dictionary was created by extracting simple words and 
collocations from a corpus of discussions of 11,000 discharge summaries from the 
internal medicine division of the University Hospitals of Geneva during 2012 to 2014. 
In its current version, the lexicon comprises 4,454 simple words and 5,640 
collocations (groups of words) manually processed.  

b) A SCT dictionary. To perform automatic annotation of French narratives with SCT 
codes, the SCT terminology was added as a new language in the parser. 173,067 SCT 
concepts and their equivalent code were entered in this dictionary. 

c) A bilingual French-SCT dictionary. In the aim of automatic annotation, the target 
language (SCT) must be linked to the source language (French medical language) in 
a bilingual dictionary. In the current version of the system, 5,842 medical terms have 
been mapped to SCT concepts. 

3.3. Automatic annotation 

In this research, the automatic annotation procedure consists of parsing the initial text 
and recognizing medical terms. Then, the system looks up the dictionaries (both 
monolingual and bilingual) and proceeds to the SCT code attribution. Terms in medical 
terminologies can be affected by syntagmatic and paradigmatic variation to different 
degrees or may be too precise or complex to actually be used in electronic health 
records[15]. By providing syntactic analysis and a proper recognition of collocations, the 
parser can detect concepts regardless of the specific morphological or syntactic form 
under which they appear in the text. Table 1 shows an example of a sentence annotated 
with SCT concepts: 
 

Table 1. Example of SCT annotation 

Initial phrase SCT Annotation 
En raison des douleurs abdominales, un 
traitement de morphine iv est débuté et les 
traitements habituels du patient sont 
poursuivis 
 

{21522001 | douleur abdominale |}, 
{373529000 | morphine |}, 
{255560000 | intraveineux |}, 
{40451002 | habituel |}, 
{116154003 | patient |}, 
{266714009 | poursuivre le traitement |} 

We can observe that the system is capable of recognizing structures in various forms, i.e. 
iv, the abbreviated form of intraveineux ‘intravenous’. It can also identify complex 
structures even if their constituents do not follow the canonical order and are found in 
different positions, i.e. the verbal collocation poursuivre un traitement ‘continue a 
treatment’, les traitements … sont poursuivis ‘the treatments … are being continued’. 

4. Results 

4.1. Automatic annotation 

Automatic annotation using the syntactic parser was performed on a corpus of 11,000 
discharge summaries. Table 2 below displays the results of the automatic annotation 
procedure. 
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Table 2. Automatic annotation of a corpus of 11,000 discharge summaries 

Words 4481,191 
Annotated terms 892,787 
Unique SCT concepts 7,569 
Annotated terms per sentence 4,17 

4.2. Preliminary evaluation 

A preliminary evaluation was completed on a small corpus of five discharge summaries 
(1,820 words) written by 4 different clinicians, chosen randomly. The corpus was first 
de-identified (i.e. Protected Health Information (PHI) was removed) and then manually 
annotated with SCT concepts by one expert. The concepts used for the annotation were 
selected from the set of codes that are incorporated in the parser’s SCT dictionary. The 
same corpus was processed by the parser and 421 medical terms were automatically 
annotated. Then, a comparison of the two outputs was performed manually in order to 
evaluate the system. The performance of the system is very encouraging since precision 
of 0.7173 and recall of 0.517 were achieved. However, an evaluation on a bigger corpus 
would allow a more precise measurement of the efficiency of the method.  

5. Discussion 

5.1. Annotation procedure  

The rules used to annotate a narrative with SCT concepts are subject to debate. Since the 
terminology is structured as a graph with a treelike disposition, there are various levels 
of granularity for each concept. For instance, douleur abdominale ‘abdominal pain’ 
could be annotated with a unique SCT code (21522001, cf. Table 1) or could be annotated 
several more specific concepts (22253000 | douleur ‘pain’ |, 277112006 | abdominal 
‘abdominal’ |). At the current stage of the research, the annotation was performed 
choosing the concept that corresponded to the largest text structure.  

5.2. Limitations and future work 

Medical documents contain sensitive information, as a consequence access to corpora 
and in particular annotated corpora, is a well-known challenge in this field. This is 
especially true for languages other than English. The size of the evaluation corpus is one 
of the major limitations of this paper. In addition, evaluation of medical free-text 
annotation must be performed in a specific setting to affirm that the results are reliable. 
The manual annotation task, in particular, should be performed by at least two annotators 
not directly involved in the development of the automatic annotation tool to avoid bias. 
Having more than one annotator is important to compute the inter-annotator agreement 
and set an upper-bound on the annotation task. The annotation of French narratives with 
SCT concepts is a first step toward the ultimate goal which is the complete representation 
of patient-related narratives into a formal language. The next step in this research will be 
the processing of post-coordinated concepts according to the SCT compositional 
grammar. Post-coordination will enable the storage of the full information contained in 
the text into SCT post-coordinated sentences.  
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6. Conclusion 

In this paper, a method to annotate French medical free-text with SCT concepts is 
proposed. This method relies on a syntactic-semantic parser specifically modified to 
meet the needs of this task. Lexico-semantic resources (monolingual and bilingual 
dictionaries as well as grammar rules) were constructed taking into consideration the 
specificities of the French medical language. A preliminary evaluation has shown 
encouraging results with a precision of 0.7173, a recall of 0.5171 and an F-score of 
0.6009. Further research is needed to produce post-coordinated structures and full 
representation of medical narratives into SCT. 
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Abstract. Medical reports often contain a lot of relevant information in the form of 
free text. To reuse these unstructured texts for biomedical research, it is important 
to extract structured data from them. In this work, we adapted a previously 
developed information extraction system to the oncology domain, to process a set 
of anatomic pathology reports in the Italian language. The information extraction 
system relies on a domain ontology, which was adapted and refined in an iterative 
way. The final output was evaluated by a domain expert, with promising results. 

Keywords. information extraction, text mining 

1. Introduction 

Textual medical reports include a great amount of valuable information that can be 
exploited for research purposes. To enable the reuse of such information, it is important 
to convert the available unstructured texts into structured data to be queried and 
examined in an automatic way. In the Papa Giovanni XXIII hospital in Bergamo (Italy), 
there are ongoing efforts to implement an i2b2 platform [1] for research in the oncology 
field. The objective is to create a repository that integrates all the data available for more 
than 23,000 cancer patients, and make them available for researches to answer a variety 
of questions. Since a lot relevant data are currently stored in the form of free text, 
developing automatic information extraction (IE) techniques is fundamental. Although 
many systems have been developed to process clinical narratives written in English, the 
related research for other languages, such as Italian, is still limited [2].   

In previous work, we developed a pipeline that processes medical reports in the 
Italian language to identify mentions of events (e.g., diagnostic procedures) and their 
related attributes (e.g., test results) [3]. The pipeline, which was designed on a set of 
molecular cardiology reports, exploits a domain ontology to define the events and the 
attributes to be extracted from the text. This feature facilitates the extension of the IE 
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system to a variety of different domains, since only an ontology modification would be 
needed to adapt the pipeline. In this work, we showed how the developed pipeline could 
be tailored to the oncology domain, with a particular focus on the field of breast cancer. 

2. Materials and Methods 

2.1. Dataset and Reports Structure 

The corpus considered in this paper was provided by the Papa Giovanni XXIII hospital, 
and consists of 221 anatomic pathology reports belonging to patients with breast cancer. 
Pathologists generate the reports using an electronic form, which includes a set of 
predefined sections to be filled in. Figure 1 shows an example of a complete report, with 
four sections: “clinical information”, including the references to previous tests, “sent 
specimen”, which lists all the analyzed specimens, “specimen description”, containing 
details about these specimens, and “diagnosis”, which reports the diagnostic conclusions. 

 
Figure 1. Example of an anatomic pathology report. 

It is important to point out that, whenever multiple items are mentioned in the “Sent 
specimen” section, each of them is identified with a different number (specimen number). 
These numbers are used in the other sections to keep track of the specific item that is 
being referred to. As another important remark, each report might include different 
diagnoses, each related to one specific specimen. For example, in the report shown in 
Figure 1, an invasive ductal carcinoma was found in the first analyzed specimen (a breast 
quadrant), while the second specimen (a margin) did not show any sign of neoplasia. 

2.2. Information Extraction Task 

In this work, an ontology-driven IE pipeline for the extraction of events and their 
attributes was exploited. In this IE pipeline, the events of interest are extracted by 
performing a search on external dictionaries. Then, for each identified event, the related 
attributes are searched for by exploiting the relations defined in the ontology, which is 
manually created. This ontology is structured in Event and Attribute classes, each related 
to a regular expression which allows searching for concept mentions inside the text. 

To adapt the ontology to the oncology domain, it was first necessary to formalize 
the IE problem, defining the information to be extracted from the texts. To this end, a set 
of 20 reports was randomly selected to be manually reviewed and discussed with 
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physicians (set for ontology design), thus selecting the relevant concepts to be included 
in the ontology. Moreover, to facilitate the identification of concepts’ variants, the n-
grams (i.e., sequences of n words) that are most frequent in the considered dataset were 
extracted. As the result of these analyses, the following relevant entities were identified: 

� Specimen. Anatomic pathology reports describe pathologic findings on one or 
more specimens, such as core biopsies or organ portions. 

� Diagnosis. Each document contains relevant diagnostic conclusions (even in a 
negated form). 

� Histopathological stage. In the case a breast cancer is found, the report often 
includes its histopathological stage. 

� Prognostic factor. Reports often include an assessment of a few prognostic 
factors, such as the expression of estrogen and progesterone receptors. 

To reuse the event-attribute ontology structure to analyze the anatomic pathology 
reports, the four identified entities were modeled as ontology events, and for each of 
them a set of attributes of interest was identified. For example, analyzed specimens can 
be characterized by their size (e.g., “6x6x2 cm”), while prognostic factors can be linked 
to a test result (positive or negative). Moreover, both specimens and diagnoses can be 
related to a specimen number. 

In the automatic processing of anatomic pathology reports, it is important to keep 
the relation between each extracted diagnosis and the specimen it refers to. As both 
diagnoses and specimens were represented as ontology Events, an extension of the 
ontology was required to allow creating diagnosis-specimen links. In particular, relations 
between pair of events were added, too. In the proposed IE process, the link between 
each diagnosis and its related specimen is derived in two different ways. First, a specimen 
mention is searched for in the same sentence containing the diagnosis. Second, for those 
diagnoses that are linked to a specific specimen number within the text (e.g., “1- invasive 
ductal carcinoma”), this number is used to retrieve the associated specimens. 

3. Results 

3.1. Ontology Development 

To develop and refine the ontology and the annotation process, an iterative approach was 
followed. The first version of the ontology (version 1) was manually built on the set for 
ontology design, considering the information written in reports and the available domain 
knowledge. Then, both the ontology and the IE system were iteratively refined, 
evaluating the performance through several discussions with the domain expert. This 
process led to the creation of a version 2, which we evaluated on an independent test set. 

The final ontology contains 44 events and 16 attributes. Figure 2 shows the complete 
class structure, implemented in the Protégé framework [4]. Both events and attributes are 
arranged into four main classes: Specimen, Diagnosis, Histopathological Stage, and 
Prognostic Factors. Specimens are grouped into biopsies and surgical resections, which 
are divided into organs (e.g., left breast) or organ portions (e.g., left nipple). As an 
interesting characteristic, all specimens are specific to an organ, and some specimens can 
be linked to an organ portion or a nodule, too. Therefore, Localized Organs, Organ 
Portions, and Nodules can represent both events and attributes. 

N. Viani et al. / Automatic Processing of Anatomic Pathology Reports in the Italian Language 717



 
Figure 2. Domain ontology class structure: events (left) and attributes (right). 

3.2. Validation with Expert 

To evaluate the performance of the pipeline, version 2 was run on a test set made up of 
34 documents. To give a sense of the task complexity, we computed the number of items 
that were automatically extracted from each report (system items): a total of 476 system 
items were identified, corresponding to an average of 14 items per report. 

To enable the evaluation of the IE system, the information extracted from each report 
was written on an output file, including both the original report and the system items. 
This output was manually reviewed by a domain expert, who was trained to identify three 
types of errors: 

� Missing items, i.e., relevant information that was not considered and thus not 
included in the ontology. 

� False negatives (FN), i.e., information that should have been extracted but was 
not found in the system’s output. 

� False positives (FP), i.e., errors found in the system’s output, such as incorrect 
specimen-number associations or attributes linked to the wrong event. 

In Table 1, the total number of missing items, false negatives, and false positives is 
shown (“raw count” column). These three groups were further analyzed by removing 
duplicates or similar entries (“distinct count” column); for example, the string “c-erbB-
2” was marked as a missing item in several reports, but it was counted only once in the 
“distinct count” column. As it can be noticed from the table, most errors were due to 
items that are currently not searched for (38 distinct items). As regards false negatives 
and false positives, which are instead a more direct measure of the performance of the 
IE system itself, the raw counts were 15 and 26, respectively. 

Table 1. Evaluation results: error types (test set). 

Items Raw count Distinct count 
Missing items 57 38 

FN 15 11 
FP 26 21 

Starting from the identified error types, it was possible to compute the precision (P), 
the recall (R), and the F1 score (F1) of the IE system: 
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 (1) 

In these formulas, true positives (TP) were computed by substracting FPs from the 
total number of system items. The finally computed values were 94.5%, for precision, 
96.8%, for recall, and 95.6% for the F1 score. 

4. Discussion and Conclusions 

In this work, we adapted an ontology-driven IE approach (originally developed for 
molecular cardiology reports) to analyze a set of anatomic pathology reports on breast 
cancer. Despite the differences between the cardiology and the oncology domains, the 
proposed ontology structure was reused without major modifications, exploiting the 
event-attribute framework to model the relevant entities to be extracted. 

The major adaptation that was performed was the inclusion of a new IE task, which 
is the extraction of Event-Event relations. Although the proposed approach for linking 
diagnoses and specimens does not allow reconstructing relations that are reported in a 
complex way, it performs well when the relation to be extracted is clearly stated within 
the text (for example with the specimen number or name). 

The developed IE system was manually evaluated by a domain expert, with 
promising results. In particular, most relevant items were extracted in the correct way, 
leading to an F1 score of 95.6%. Moreover, the evaluation allowed identifying 38 
relevant items that were not previously considered in the existing ontology. In a future 
version of the system, these items will be added, and the ontology will be enriched to 
enable the processing of reports related to multiple cancer types. As a final step, the 
extracted information will be integrated into the i2b2 data warehouse of the Papa 
Giovanni XXIII hospital. According to the positive results of the conducted validation, 
the IE system could be effectively used to help retrieve useful information for research. 

Future developments will address the limitations of the proposed IE approach. First, 
the extraction of specimen-number links was not trivial: specimen sizes were often 
mistaken for specimen numbers, leading to the construction of an incorrect link. To 
address this issue, future work will focus on how to disambiguate these items. Another 
limitation regards the small size of the test set. In future work, all the available anatomic 
pathology reports will be processed and evaluated. As a matter of fact, the domain expert 
is currently validating more documents, which will allow gathering further suggestions 
to improve the system. Finally, while in this work the most frequent n-grams were 
manually analyzed to support the ontology creation, in the future it would be interesting 
to automatically propose the ontology structure starting from the extracted n-grams. 
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Abstract. The online patient question and answering (Q&A) system attracts an 
increasing amount of users in China. Patient will post their questions and wait for 
doctors' response. To avoid the lag time involved with the waiting and to reduce the 
workload on the doctors, a better method is to automatically retrieve the 
semantically equivalent question from the archive. We present a Generative 
Adversarial Networks (GAN) based approach to automatically retrieve patient 
question. We apply supervised deep learning based approaches to determine the 
similarity between patient questions. Then a GAN framework is used to fine-tune 
the pre-trained deep learning models. The experiment results show that fine-tuning 
by GAN can improve the performance. 
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1. Introduction 

Recently there is a significant increase of the popularity of the online patient Q&A 
service worldwide. In China, the most popular patient Q&A website, 
(www.haodf.com), has more than 130,000 registered doctors and accumulated more than 
18 million Q&A pairs and the most popular mobile application (ChunYu 
Doctor) has 92 million registered users and 490,000 registered doctors, and it has built 
up a question and answer archive with 95 million pairs. The similar situation happens in 
U.S. as a study by Pew Internet Project’s research reported 87% of U.S. adults use the 
Internet and 72% of Internet users sought health information online [1]. Given the larger 
number of accumulated Q&A pair archive, it is likely that a newly posted question by a 
user would have been asked by another user previously. Instead of waiting for hours for 
the response from doctors, a better method is to automatically retrieve the semantically 
equivalent question from the archive and reply the answer to the users immediately. 

However, it is not trivial to measure the equivalence between two questions due to 
the lexico-syntactic gap. Two questions that are semantically equivalent may be 
represented in very different ways. Most researches relies on UMLS (Unified Medical 
Language System) to annotate the semantic types and medical concepts from the 
questions [2, 3]. Recently, deep learning methods show their superiority in question 
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retrieval task [4, 5]. The deep learning can learn high-level feature representations by 
designing a deep neural network. In patient question retrieval task, Tang et al. [6] propose 
a supervised neural attention model learned in a labelled patient question dataset. The 
training data contained similar question pairs and non-similar question pairs. Similar 
question pairs labelled by human are treated as positive samples.  But the number of 
similar question pairs are much smaller than the number of non-similar pairs. To make 
the number of positive samples and negative samples balance and reduce the 
computation cost, the non-similar pairs are usually randomly down-sampled. But the 
negative pairs which are not chosen can also provide useful information to the model. 
More recently, IRGAN [7] applied Generative Adversarial Networks to information 
retrieval area. The IRGAN framework unified generative models and discriminative 
models in information retrieval via adversarial training in a minimax game. 

In this work, we apply deep learning-based approaches with supervised learning to 
determine the similarity between patient questions. Then a GAN framework are used to 
fine-tuned the deep learning models:  the generator provides the most difficult negative 
samples for the discriminator to retrain itself in an adversarial way. The experiment 
results show that fine-tuning by GAN can improve the performance. This work is the 
first approach using GAN technology in patient question retrieval task. 

2. Methods 

In this section, we first illustrate the deep learning approaches we have explored for 
similar patient question retrieval. Then, we will introduce the GAN framework we use 
to fine tune the pre-trained deep learning model. 

2.1. Supervised deep learning model for patient question retrieval 

We explore two deep neural networks for patient question retrieval task: Siamese 
Bidirectional LSTM (BiLSTM) and Enhanced BiLSTM[8]. The deep neural networks 
are used to predict similar or not given a pair of questions. Then the probability of similar 
labels can be used to rank the candidate questions. 
Siamese BiLSTM: In this research, we adopted one of the most popular architectures, 
Siamese Recurrent Neural Network structure, to learn question similarity. Figure 1(a) 
shows the network architecture of Siamese BiLSTM.  The network structure consists of 
two share-weights Bidirectional Long Short Term Memory (BiLSTM) networks, each 
processes one of the questions in a given pair and  element-wise absolute distance and 
element-wise multiplication are used to calculated similarity between the last states of 
the two BiLSTMs. And then a dense layer and a log-softmax layer are on top of the 
similarity to output the label. 
Enhanced BiLSTM: The enhanced BiLSTM model [8] combines attention mechanism 
on top of BiLSTM encoder and achieves the best performance in the pure deep learning 
models in the 1st place solution of Kaggle Quora Question Pairs competition2 which is a 
general domain question retrieval competition held by Kaggle in Quora Questions data. 
Figure 1(b) shows the network architecture of Enhanced BiLSTM. This model also 
consists of two share-weight BiLSTMs to encode the word vectors of two questions into 
hidden states. The model performs matching by computing dot products between each 
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word in the one question and each word into the other. Given two question vectors: 
question 1  and question 2   we compute . The attention 
weights are used to compute context vectors capturing a view of question 1 for each word 
in the question 2 and vice versa: , . The 

model then uses a subcomponent generation module with the following features: 
 . Finally, in order to aggregate the results, a 

second BiLSTM is run over the subcomponent vectors. The resulting hidden states are 
then combined in two different ways, by computing the max and average over the time 
dimension. At last, a dense layer and a log-softmax layer are used to output the label.

 
 (b) Enhanced LSTM 

Figure 1. The architecture of supervised deep learning models. 

2.2. Supervised deep learning model for patient question retrieval 

In this work, we follow the idea of IRGAN [7]. Traditional GAN consist of a 
discriminator and a generator. Likely, in information retrieval, there are two schools of 
thinking: generative retrieval and discriminative retrieval. Generative retrieval assumes 
that there is an underlying generative process between documents and queries and 
retrieval tasks can be achieved by generating relevant document  given a query q. 
Discriminative retrieval learns to predict the relevance score r given a labelled relevant 
query-document pairs. The aim of IRGAN is to combine these two thoughts into a unified 
model, and make them to play a minimax game like the generator and discriminator in 
GAN. The generative retrieval aims to generate relevant documents similar to ground 
truth to fool the discriminative retrieval model. 

We apply this framework in patient question retrieval. Generator is used to generate 
negative samples to fine-tune discriminator. Assume we have a labelled question pair 

 where  and  are equivalent questions. The generator  would try 
to generate question pairs that are similar to those in . The discriminator  would try to 
distinguish such generated question pairs from those real question pairs. In practice, to 
generate a question pair through generate , we first pick a question pair  from 

, then pair  with a question  selected from question sets and are not in . 
The selection of the question  is based on the criterion that  should be more similar 

(a) Siamese LSTM 
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than  according to the current generator. The probability of choosing a particular 
question   can directly proportional to 

 where  represents the generative retrieval model which tries 
to approximate the true questions' similarity distribution . The 
Discriminator  would try to distinguish such generated question pairs   from 
those real question pairs . The probability can be estimated by the 
discriminative retrieval model:  The 
overall object can be formulated as follows: 

                   (1) 

where   and   are true and generated question pairs for question 
, which means are both similar with question  and in   , is 

similar question and  is non-similar question selected by the generator.  
Based on the supervised deep learning model we use in section 2.1,  and 

 can be modelled by the output of the softmax layer. And the parameters of 
generator and discriminators are initialized with the pre-trained models and then fine-
tuned respectively. The training processes are the same as IRGAN [7]. 

For the dataset, we have invited the medical experts to annotate the semantically 
equivalent questions.  We collected 4705 hyperlipidemia questions from the internet. For 
validating and testing, we randomly selected 300 questions respectively as validate and 
test dataset.  The medical experts construct a FAQ list which contained 571 questions 
and link the 300 test questions to the FAQ list manually. For training, the medical experts 
labelled 49587 positive similar question pairs. For negative similar question pairs, we 
randomly sample question pairs in the training dataset which are not labelled similar as 
negative samples. The ratio of positive and negative numbers are 1:4. 

In details of implementation, to deal with Chinese questions, we use character as the 
basic unit. The 50 dimension character embeddings we used are trained in a corpus of 
120K Chinese Q&A pairs by Skip-Gram model [9]. The numbers of BiLSTM cell in 
both supervised deep learning models are set as 75. The dense layer in the two models 
are both include a dropout, a batchnorm, a fully connected layer with 150 units and Relu 
activation, and a dropout in sequence. The dropout rate is 0.5. Training is done through 
stochastic gradient descent over mini-batches with the size of 512 and Adam [10] update 
rule and the number of epochs is set to 20. 

3. Evaluation 

Table 1. Experimental result where p@1 means precision at top 1 and p@5 means precision at top 5. 

Model  p@1      p@5 
Siamese BiLSTM 0.540 0.784 

Siamese BiLSTM with GAN 0.566 0.784 
Enhanced BiLSTM 0.579 0.778 

Enhanced BiLSTM with GAN 0.617 0.803 
Table 1 shows the performance on the test dataset for Siamese BiLSTM and Enhanced 
BiLSTM, Siamese BiLSTM fine-tuned with GAN, Enhanced BiLSTM fine-tuned with 
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GAN.  We retrieved the 300 test questions in 517 FAQ question. 300 validating questions 
are used to tune the model parameters. We evaluated the performance with Precision at 
Top 1 (p@1) and Precision at Top 5(p@5). From the result, we can see the performance 
of Enhanced BiLSTM is better than Siamese BiLSTM. This suggests the effectiveness 
of attention mechanism. Siamese BiLSTM with GAN and Enhanced BiLSTM with GAN 
outperforms Siamese BiLSTM and Enhanced BiLSTM respectively. This is because the 
generator tries to select negative samples close to the discriminator's decision boundary 
while the discriminator tries to score down the generated samples. During the iterative 
adversarial training, the discriminator is largely boosted by examples selected by the 
generator. 

4. Conclusions and Future Work 

In this work, we explore deep learning models for similar patient question retrieval and 
firstly use GAN framework in patient question retrieval task. The experiment result show 
that fine tuning with GAN can improve the performances. This proves the negative 
samples selected by generator in GAN can help train the supervised model in 
discriminator. 

Although the GAN methods in this work show superiority in performance, human 
annotation dataset is still needed for supervised learning. And the difference between 
train and test data will cause performance reduction, In the future, we plan to investigate 
different approaches to further reduce human effort such as transfer learning and 
integrate medical knowledge with the deep learning network structure. 
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Abstract. We report on the development and evaluation of a prototype tool aimed 
to assist laymen/patients in understanding the content of clinical narratives. The tool 
relies largely on unsupervised machine learning applied to two large corpora of 
unlabeled text – a clinical corpus and a general domain corpus. A joint semantic 
word-space model is created for the purpose of extracting easier to understand 
alternatives for words considered difficult to understand by laymen. Two domain 
experts evaluate the tool and inter-rater agreement is calculated. When having the 
tool suggest ten alternatives to each difficult word, it suggests acceptable lay words 
for 55.51% of them. This and future manual evaluation will serve to further improve 
performance, where also supervised machine learning will be used. 

Keywords. Text simplification, electronic health records, natural language 
processing, unsupervised machine learning, distributional semantics, word2vec 

1. Introduction 

Clinicians write narratives on a daily basis to document administered care of patients in 
hospitals. These narratives (clinical notes) are stored in electronic health records (EHRs). 
Allowing patients to access their EHR notes has a positive impact on self-management 
and communication, helps them feel more in control of their care and improves their 
understanding of their diseases and outcomes [1, 2]. However, the special (sub-)language 
that clinicians use tends to contain incomplete sentences, abbreviations and medical 
jargon, making it sometimes difficult for laymen to read and understand the text [3, 4]. 

In this paper we present the ongoing development and evaluation of a prototype tool 
for assisting laymen in understanding the content in their EHR notes. This is a tool with 
an interactive web-based interface where the users can upload and read their health 
records, e.g. through an online patient portal. Further, by clicking on difficult words that 
the user does not understand, the tool will try to suggest alternative words that are more 
widely used and easier to understand by laymen. Such an alternative word may be a 
(near) synonym that is more widely used (e.g. suunnitellusti / planned (Fin/Eng) instead 
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of elektiiviseen / elective (Fin/Eng)) or it could be the full-form of an abbreviation (e.g. 
hemoglobiini / hemoglobin (Fin/Eng) instead of hb). The underlying system relies largely 
on unsupervised machine learning (ML) trained on distributional information from large 
unlabeled free-text corpora. Word-space models of distributional semantics have been 
shown to be promising at extracting synonyms and abbreviation-expansion pairs from 
large corpora in the health domain [5]. Here we explore the use of a clinical corpus 
combined with a general domain corpus in an attempt to identify layman expressions for 
difficult words, similar to what is suggested in [5]. 

Our approach can be described as word-level synonym replacement which is 
commonly categorized as a text simplification operation [6]. Several related studies focus 
on using lexical resources like MeSH, WordNet, UMLS and Wiktionary to map difficult 
words to synonyms that are easier to understand, where less common words are identified 
mainly through word frequency counts in relevant corpora [7–9]. In the ShARe/CLEF 
eHealth Challenge 2013 Task 2 [4] the focus was on normalizing acronyms and 
abbreviations in clinical text by mapping them to concepts in the UMLS. Others have 
worked on identifying words that are important to the patients [10]. However, we are not 
aware of anyone who has used an unsupervised data-driven approach similar to the one 
we explore in this experiment. With this study we aim to answer the following questions: 
How good is the tool/system at generating alternative suggestions for difficult words? 
How good is the tool/system at classifying if words are (or are not) difficult to 
understand? What is the inter-rater agreement between humans evaluating the tool? 

2. Evaluation Prototype 

We have so far implemented an evaluation interface, shown in Figure 1. When clicking 
on a word the user can provide feedback by selecting one out of 13 options. Options  
1-10 are ten candidate words suggested by the underlying system. The remaining three 
options are ‘unknown word’, ‘original word’ and ‘other’, where the latter allows the user 
to input the correct word manually. In the interface planned for layman users, the idea is 
to only present one or two words when they click on a difficult word. 

Figure 1. Evaluation interface for the health record reading assistance tool. 
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To generate score and rank word suggestions we use a combination of unsupervised 
distributional semantic modeling together with text features such as word length and 
frequency (see below). The data used consist of two relatively large unlabeled free-text 
corpora: One is a clinical corpus, consisting of clinical notes from patients admitted due 
to any heart-related conditions, written by physicians and nurses in a Finnish hospital. 
This corpus consists of 136 million tokens (1.5 million unique tokens); The other corpus 
is a general domain corpus, extracted through Internet crawling for pages identified to 
contain Finnish language. This corpus has 4.58 billion tokens (5.2 million unique tokens). 
As preprocessing we applied standard tokenization and lowercasing. 

2.1. Cross-Domain Semantic Word Space 

First we produce a word-level semantic vector space where words with similar meaning 
have similar vector representations. To achieve this we first combine the two corpora 
into one corpus (shuffled on sentence level). Then we produce semantic vectors for each 
unique word/token using the neural network based word2vec package [11]2, where 
unsupervised training result in words with similar distributional properties having similar 
vector representations – one vector for each unique word. From this we produce two 
separate vector sets, one for each corpus. Since these two sets belong to the same vector 
space, a word vector from one set, i.e. corpus, can be used to also query the other 
set/corpus for similar words. Thus, even if the query word/vector has not occurred in the 
other corpus, it might still contain words with similar distributional properties, thus one 
can assume that they have similar semantic meaning. 

We also incorporate some context-specific information on top of the global semantic 
word vectors when using them to query the vector space for similar words by adding 
document vectors as well as context window vectors. The latter is created by weighting3 
and summing the vectors of the three neighboring words (left and right) of a query. All 
vectors are normalized to unit length in advance. Document vectors are calculated as the 
sum of all word vectors, weighted by their inverse document frequency (IDF) weight 
calculated from the whole clinical corpus. Document vectors and context window vectors 
are then normalized to unit length before multiplied with a weight of 0.3 and finally 
added to the word vector of the query. 

2.2. Retrieving, Scoring and Ranking Lay Word Suggestions  

Given a query word for which lay words are to be suggested, the system uses a set of 
relatively simple rules to score candidates. First the semantic vector for the query word 
is retrieved (with the added context). This is used to query and retrieve two lists of the 
top 30 most similar words from each corpus (clinical and general domain). For each 
candidate word, we assign scores based on the below rules. These rules add to and 
subtract from the score of each candidate, from both lists. Finally the two lists are 
combined and the candidate words are sorted according to their score, where the top 
candidate is the word with the highest score. Semantic similarity rule: To start with, each 
candidate word is assigned a score equal to its cosine similarity to the query, multiplied 
with 150. In addition, two similarity thresholds are used, upper (0.7) and lower (0.6) 
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SkipGram architecture and a dimensionality of 300. 
3 weighti = 21−distit , where distit is the distance to the target word. 
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threshold. Candidate words are rewarded (i.e. add a value to their score) if their cosine 
similarity is equal or above the upper threshold, but penalized (i.e. subtract a value from 
their score) if below the lower threshold. Length rule: If the candidate’s length is greater 
than or equal to the length of the query, reward (extra if it is longer), penalize if not. 
Character rule: Check if the query and candidates contain letters of the alphabet, 
numbers or other special characters. Penalize the candidates if they do not contain the 
same type of characters as the query, but increase their score if they only contains letters 
of the alphabet. Word frequency rule: Given two word-frequency thresholds, one for the 
clinical corpus and one for the general domain corpus. Reward candidates with a 
frequency count higher than the given thresholds for the respective corpora.  
Abbreviation rule: This rule tries to determine if the query and candidate has the 
properties of an abbreviation, and/or if the candidates may be full forms of the query. 
Penalize if the candidates are short (a threshold of 4 is used) and reward if any of their 
first letters (1, 2, or 3) matches those of the query. 

For many tokens/words found in clinical notes, there simply does not exist any better 
lay words. Thus, we also made the system try to classify which words that may be 
considered as difficult. To do this we simply have the system check if any words fail on 
a set of thresholds and rules similar to those described above. We also include a list of 
names to exclude as potentially difficult words. 

2.3. Supervised Learning  

As a result of using the evaluation interface, the system generates a new version of 
each evaluated clinical note where the options selected by the evaluators are included. 
With this data (training examples consisting of difficult words, their contexts and the 
suggested layman words) we can train a classification model using supervised ML. Such 
a classifier can be used to suggest layman words alongside the unsupervised approach 
described above. Naturally, the more manual evaluation conducted, the more training 
data will be generated. 

3. Experiment, Results and Discussion 

Two domain experts with a background as hospital nurses used the evaluation interface 
to separately evaluate 30 randomly selected discharge summaries. A discharge summary 
provides an overview of a completed care episode and are most natural for the patient to 
read. The instructions given to the evaluators were to assess each word as difficult or not 
for laymen to understand, and if so, pick suitable words among those suggested by the 
system or provide their own custom suggestions. The data resulting from the evaluations 
was put into the following 4-scale classification form: Class 1: top 1 suggestion by the 
system; Class 2: suggestion 2–10 by the system; Class 3: other suggestion provided by 
evaluator; Class 4: original word is not difficult or it is unknown to the evaluator. Inter- 
rater agreement was calculated using Cohen’s Kappa. 

The 30 discharge summaries varied in length from 82 to 667 words/tokens, with a 
total word count of 9777. Among the words classified by the system as being difficult, 
22.80% were also considered by the evaluators to be difficult. However, among the 
words that the system selected as not difficult, it was correct 99.41% of the time. In sum, 
944 words were identified by the evaluators as being difficult for laymen (assigned to 
the classes 1, 2 or 3). See Table 1 for the results. 
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Table 1. Evaluation results for words assessed as difficult for laymen. Class 1: top 1 suggestion by the system; 
Class 2: suggestion 2–10 by the system; Class 3: other suggestion provided by evaluator. 

Class Percentage Count 
1 34.64% 327 
2 20.87% 197 
3 

Sum 
44.49% 

100.00% 
420 
944 

 
As a comparison, the tool presented in [7] provides correct alternatives for 68% of 

identified difficult terms. However, in contrast to our approach, this relies on manually 
crafted lexical resources. The average Kappa value for the inter-rater agreement is 0.6039 
(95% C.I. 0.55–0.66), indicating that the agreement between the evaluators was in the 
borderland between moderate and substantial [12]. 

These results are promising and we are confident that further tuning of the scoring 
rules will improve performance. Additional improvements will be gained through 
exploiting the supervised training data that results from evaluation work. As future work 
we also plan to incorporate some existing lexical resources such as MeSH and Wikipedia 
for mapping difficult words to lay words. 
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Abstract. Exchanges between diabetic patients on discussion fora permit to study 

their understanding of their disorder, their behavior and needs when facing health 

problems. When analyzing these exchanges and behavior, it is necessary to collect 

information on user profile. We present an approach combining lexicon and super-

vised classifiers for the identification of age and gender of contributors, their 

disorders and relation between contributor and patient. According to parameters of 

the method, precision is between 100% for gender and 53.48% for disorders. 

Keywords. Natural Language Processing, Machine Learning, Online Discussion 

Fora, Demographic Information 

Introduction 

While many medical documents (scientific papers, newspapers, etc.) are easily accessi-

ble and can help patients to understand and manage their disease [1,2], patients often 

use social media and, in particular, health online discussion fora [3] to discover health 

related information and to share their experience. These online communities are a very 

useful source of information for the therapeutic education [4]. Exchanges between 

patients are indeed helpful to study their disease understanding, behavior and needs 

regarding health problems but also their learning strategies. We focus here on analysis 

of exchanges between diabetic patients on French online discussion fora. This analysis 

needs available information on patient profile, in particular demographic information 

such as gender and age range, but also diseases. But, this information is barely  

explicitly accessible on online discussion fora (cf. 3.1). This can be explained by the 

pseudo-anonymity which characterizes the health fora [5]. In that context, development 

of automatic approaches aiming at identification of demographic information but also 

the relation between the patient and the writer of the message is required
2

. 

In the following, we present a state-of-the-art on the detection of demographic 

information (section 2), the material, i.e. the health online fora and the used resources, 

and a manual analysis of fora (section 3). Our approach for identifying the targeted 

information is described in section 4. Results are presented and discussed in section 5. 
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1. Related work: demographic information in social networks 

Indexing of diseases is now a basic task which leads to a huge amount of scientific 

publications. On contrary, demographic information (gender, age, patient/writer 

relation) is studied less often. Several works focus on identification of gender in social 

networks [6,7,8]. They use SVM classifiers or decision trees with a great variety of 

descriptors to achieve precision between 56% and 87%. Moreover, the use of very 

simple descriptors (n-grams of characters from user names) leads to precision up to 

89% [9]. Some approaches use supervised methods to identify age of users, with 

precision between 60% and 80% [7]. To our knowledge, there is no work on detection 

of patient-writer relations. 

2. Material 

2.1.  Diabetes discussion fora 

Several works showed that the experience sharing between forum contributors is easier 

when caregivers are not involved in discussions [10,11]. It also leads to contents with 

sentiments and subjective information. Thus, we have selected two French online 

discussion fora related to diabetes mellitus: LesDiabétiques
3

 and FemmesDiabétiques
4

. 

The first forum has been open since June 2004 and mainly gathers Canadian 

contributors. The second forum has been created in October 2006, and aims to gather 

diabetic women, even if there are some male contributors. All the messages from the 

two fora have been collected during the first semester of 2017. Table 1 quantitatively 

describes the fora. Demographic information is sparse and incomplete. Indeed, even if 

the gender is available of the two fora, only 15% of contributors provide it (Table 2). 

Similarly, only 38% of contributors from FemmesDiabetiques provide their birthdate 

(Table 3). This information is not available on LesDiabétiques. 

Table 1. Description of the exploited online discussion fora 

Forum Threads Messages Contributors Words First message 

LesDiabétiques 1,5631 11,040 586 943,358 11/06/2004 

FemmesDiabétiques 4,770 186,246 1,400 10,782,312 21/10/2006 

Table 2. Distribution of the gender explicitly indicated by the contributors 

Forum Number of contributors Gender indication Female Male 

LesDiabétiques 586 48 (8%) 26 22 

FemmesDiabétiques 1,400 222 (16%) 217 5 

 

A preliminary manual analysis indicates that signatures of contributors can provide 

useful information, such as Maman x 3 (Mummy x 3), Papa de... (Daddy of...), age of 

contributors, as well as type and duration of diabetes ((Diabète de type 1 depuis 21 ans 

(Diabetes mellitus for 21 years)) or even the care protocol or material (pompe Animas 

(Animas pump), Traîtement : 1 Lantus + 3 NovoRapid / jour (Treatment: 1 Lantus + 3 

NovoRapid / day)). However, signatures are only available on LesDiabétiques. 
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Table 3. Distribution of the age range for the FemmesDiabetiques contributors who explicitly provide it 

Age range Number of 

contributors

Age range Number of 

contributors 

baby (B) / 0-3 0 adult (A) / 26-60 506 

child (C) / 4-12 1 senior (s) / 61-80 5 

adolescent (a) / 13-18 0 senior+ (S) / 81-150 0 

young adult (Y) / 19-25 24  

2.2. Manual annotation 

Two annotators have identified the gender and the age range of contributors from 

LesDiabétiques. The disease and the patient-writer relation have been annotated by one 

annotator. Those annotations are the reference data for the development and evaluation 

of supervised categorization methods, but also to estimate the difficulty of the task. The 

annotators can use pseudos and signatures of contributors, subjects of threads, text of 

messages, and must assign the gender and the age range to each contributor. According 

to Cohen Kappa, inter-annotator agreement is strong (0.67) for gender and moderated 

(0.562) for age range. Consensus shows that the main difficulty to identify the gender 

is related to the size of text to read, and over-interpretation of some clues. Moreover, it 

seems that the beginning of the first messages of contributors is crucial to retrieve the 

information. Besides the explicit gender indication, the firstnames as well as the 

adjective endings are important clues (prêt/prête (ready)). The age range identification 

is more complex: age can be indicated in the signature or the first message when the 

contributor introduces herself/himself, but in many cases, it is necessary to compute the 

absolute date (je suis diabétique depuiis l’âge de 16 ans c’est à dire depuis 3 ans et 

demi (I’m diabetic since I’m 16 year old, that is for 3 years and half)). 

2.3. Resources 

To identify the gender from pseudos, we compile a list of 3,246 firstnames from 

several Wikipedia pages. We pre-processed this resource to keep firstnames, their 

variants and the corresponding gender. Ambiguous firstnames (Dominique, Camille) 

are explicitly marked as such. The first observation of corpora leads to assume that 

audible inflected forms (such as prête (ready) or curieuse (curious)) are suitable clues 

to the gender identification. Regarding these observations, we build a resource with 

phonological representations of adjectives issued from the lexicon lexique.org
5

. We 

select 5,163 adjectives with several phonological forms including the feminine 

inflected form. 

3. Methods 

To identify demographic information and patient-writer relation, we used several 

supervised classifiers provided by Weka: J48, REPTree, RandomTree, RandomForest 

and BayesNet. For the classification, the unit is the forum contributor, with whom all 

her/his messages from a given forum are associated. The experiments rely on various 

sets of descriptors, from which the best are presented here. Gender: firstname and 
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adjectives with audible feminine inflection in text and signatures. Patient-writer 

relation: firstnames; removal of numbers from pseudos; occurrence of firstnames in 

pseudos, message, signature and subject; number and mean length of subjects and 

messages; presence of signature and firstnames in signatures; the first and last 3 

occurrences of year in messages. Disease: same descriptors as for the patient-writer 

relation. 

The main evaluation measure is micro-precision which is the ratio of correct 

answers computed for the contributors. We perform two series of experiments: (1) 

models trained on forum and evaluated with a 10-fold cross-validation; (2) models 

trained on LesDiabétiques, which contains more exhaustive reference data, and 

evaluated on FemmesDiabétiques. Hence, we intend to evaluate the reusability of the 

models. 

4. Results and Discussion 

We perform four experiments to identify the gender, the age range, the disease of 

contributors, and the patient-writer relation. We used the manual annotations and data 

associated to messages from LesDiabétiques. On the other hand, manual annotations 

are not available for FemmesDiabétiques while the data associated to contributors are 

partial: only 16% of contributors provide their gender, 38.6% provide their age, and 

42% the diabetes type (Diabetes mellitus type 1 and 2). 

Experiments are performed on each forum separately (Tables 4 and 5). Table 6 

presents the results obtained on FemmesDiabétiques with models trained on 

LesDiabétiques. We observe that disease identification is the most difficult task since it 

achieves precision between 54% and 62% (Table 4). Identification of other categories 

is better: the patient-writer relations are recognized with precision close to 87%, while 

precision of the age range and gender is between 76 % and 80 %. On 

FemmesDiabétiques, identification of gender is better with precision varying between 

97% and 100%, while the age range recognition is more complex with precision 70%. 

Those performances are similar to results obtained by previous related work. 

We observe that feminine adjectives are very useful for the gender detection. The 

most useful adjectives are very common (e.g. contente (pleased), inquiète (worried), 

haute (high)) or related to the forum management (e.g. inscrite (registered)). All these 

adjectives have audible feminine inflections except normale (normal). It confirms our 

hypothesis that in such texts, the phonetisation of the writing helps the gender 

identification. As for the patient-writer relation, the patient and the writer are often the 

same person. Thus, the model aims to over-generate this category. This explains the 

good results for this category, while other categories are poorly or not at all predicted. 

Use of models generated from LesDiabétiques on FemmesDiabétiques leads to 

various results (Table 6): even if the age range identification shows 94% precision, 

results are worse for the gender (63 to 86%) and disease recognition (about 43%). 

Table 4. Micro-precision on LesDiabétiques 

 REPTree BayesNet J48 RandomForest 

Gender 75.64 78.20 75.64 NA 

Age range 76.68 79.85 79.85 NA 

Patient-writer relation 87.55 86.94 87.55 77.74 

Disease 61.69 NA 53.48 NA 
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Table 5. Micro-precision on FemmesDiabétiques 

 REPTree BayesNet J48 RandomForest 

Gender 97.74 98.20 97.74 100 

Age range 70.07 69.72 70.07 70.07 

Table 6. Micro-precision obtained on FemmesDiabétiques with models trained on LesDiabétiques 

 REPTree BayesNet J48 RandomForest 

Gender 63.51 NA 63.96 86.49 

Age range 6.32 93.47 94.40 93.47 

Disease 5.7 42.90 43.03 43.28 

5. Conclusion and Future Work 

Through several experiments, we observed that our methods relying on supervised 

classification, linguistic resources and text analysis, allow to identify demographic 

characteristics of health forum contributors. Our results show that some information 

(gender and age range) is easier to recognize than other (patient-writer relation and 

disease). Availability of these characteristics is important to have a first appreciation of 

contributors to health fora but also for the analysis of their healthcare trajectory and 

therapeutic education. In future, the current models will be enriched to improve the 

patient-writer relation and disease recognition. We will pay particular attention to the 

reuse of language models from one forum to another. Moreover, the predicted 

information will be used for analyzing the behavior of contributors in the context of 

therapeutic education.  
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Abstract. The prevention of cardiovascular diseases needs first to quantify the 
cardiovascular risk. To estimate this risk, French national health authorities 
provided clinical practice guidelines extending the existing European SCORE, 
which doesn't include all the cardiovascular risk factors (e.g. diabetes). Hence, 
French national clinical practice guidelines to quantify the cardiovascular risk is able 
to deal with more clinical situations than the SCORE. The goal of this paper is to 
formalize knowledge extracted from these guidelines and implement the rules so 
that they can be used into an auto-assessing tool of cardiovascular risk. 
Formalization followed five steps and was conducted under the guidance of medical 
experts. It resulted into a decision tree fed by eight decision variables. Evaluation of 
the accuracy of the decision tree showed 80% of agreement with an expert in 
medical informatics in predicting the cardiovascular risk level for 15 different 
clinical situations. Discrepancies correspond to the knowledge gaps within Clinical 
Practice Guidelines. We intend to extend the implementation of the decision tree to 
a complete tool, for allowing patient to auto-assess their cardiovascular risk. This 
tool will be integrated into a platform providing recommendations adapted to the 
calculated level of cardiovascular risk. 

Keywords. Cardiovascular risk, Clinical Practice Guidelines, Formalization 

1. Introduction 

Cardiovascular (CV) Diseases are the most common cause of death in Europe [1]. Many 
risk factors are associated with CV diseases and can be controlled by prevention actions. 
To trigger prevention, many scores exist to auto-evaluate CV risk, proposed by 
international, national or local groups. Framingham-D'Agostino CV risk scale [2] is used 
to assess the global CV morbidity and mortality risk. It was validated for United States 
population, and needs calibration to be transposed to other countries [2].  In Europe, the 
Systematic Coronary Risk Estimation (SCORE) [3], provided by the European Society 
of Cardiology, gives an estimation of ten-year risk of fatal CV disease given the patient 
profile. But this score is restricted to patients in a specific age range (40-65 y), and 
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shouldn’t be used for patients with risk factors such as blood pressure over 180/110 or 
diabetes. Discrepancies were also observed between the Framingham-D'Agostino and 
SCORE results on patient profiles associated to a high CV risk [4]. French national health 
authorities provided clinical practice guidelines (CPGs) to estimate the CV risk. In these 
guidelines, the cardiovascular risk is assessed by the SCORE, and when SCORE cannot 
not be applied (e.g. if diabetes), others parameters are used [3]. However, French CPGs 
are textual and complex documents dedicated to General Practitioners (GPs) [5]. Their 
use by patients within an computerized tool require their formalization [6]. The goal of 
our work was to build and implement an algorithm to auto-assess the CV risk by 
formalizing knowledge contained in CPGs. 

2. Methods 

2.1. Formalization of Clinical Practice Guidelines 

To formalize the recommendations related to the assessment of the CV risk, we followed 
5 steps [7]: 

� Step 1: Identification of the decision variables.  
� From textual recommendations, we manually extracted all the terms 
related to the decision making and grouped them into categories of variables 
for which we associated a set of values. For each variable, the set of values was 
built from the values found in CPGs, and was completed with the help of 
medical experts. For example, we extracted “moderate renal failure”, and 
“serious renal failure” and then grouped them into the variable “renal failure” 
for which we associated the following set of value {absent, moderate, serious}. 

� Step 2: Definition of the hierarchy of decision variables in the decision tree. 
� The hierarchy of decision variables was first established according to 
the level of risk: the decision variables leading to a “very high CV risk” were 
put on the top, followed by those leading to a “high risk”, then those leading to 
a “moderate risk” and then to a “low risk”. The hierarchy was then validated by 
medical experts. They could decide to change the hierarchy according to the 
order in which the variables are usually tested in clinical practice. 

� Step 3: Creation of a decision matrix. 
� A decision matrix including all the combinations of the values of the 
decision variables was built to check if all situations were well taken into 
account.   

� Step 4: Creation of the decision tree. 
� The decision tree was created by ordering the decision variables 
resulting in a given output, as it was identified in previous steps. 

� Step 5: Checking by medical experts. 
� Medical experts checked whether the decision tree was compliant with 
textual recommendations from CPGs. 
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2.2. Evaluation of the accuracy of the decision tree 

We simulated a set of 15 clinical cases by attributing randomly some values for each 
decision variable, based on the prevalence of each risk factor in the population. For each 
clinical case, we compared the level of CV risk suggested by our tool to a gold standard. 
The gold standard was derived by a medical informatics expert – not involved in the 
building of the decision tree – from the reading of the guidelines in blind. For each 
clinical case, the expert was asked to give the clinical risk level associated by following 
faithfully the CPGs. For each clinical situation, the level of accuracy of the decision tree 
was considered as “exact” if it matched exactly to the gold standard. We determined the 
percentage of clinical situations for which the match was “exact”. 

3. Results 

3.1. Decision variables taking part in the assessment of the cardiovascular risk 

Eight decision variables were identified and ordered as taking part in the assessment of 
the CV risk (See Table 1). Some variables share the same rank in the evaluation order, 
to be in accordance with the decision of the medical experts. 
Table 1. Sets of values of decision variables. Variables are described according to their type, universe of discus, 
and position in the hierarchy. 

Variable Type Universe of discourse Hierarchical 
position 

Heterozygote 
Familial 
Hypercholesterolemia  

Boolean 
{yes, no} 1 

Cardiovascular 
disease documented 

Boolean {yes, no} 2 

Chronic renal failure Enumeration {severe, moderate, absent} 3 
Diabetes and related 

complications  
(Boolean, 
Boolean) 

{(yes, yes) ;(yes, no), 
(no, no)} 

4 

Age Integer <40 ; ≥40 and ≤65 ; >65 5 

Blood Pressure (BP) (Integer, Integer) ≥180 or ≥110 ; <180 and <110 5 
At least one risk 

factor 
Boolean {yes, no} 6 

SCORE Integer <1 ; ≥1 et<5 ; ≥5 et <10 ; ≥10 6 

3.2. Decision matrix 

All 1728 variables combinations were generated and associated to the devoted risk level 
according to the CPGs. This allowed us to identify the CPGs gaps. For instance, the CV 
risk level of a patient over 65 years old with no risk factor is not made explicit. 

3.3. Decision tree 

The decision tree is showed in Figure 1. Compliantly with the guidelines, it can lead to 
five levels of CV risk: “very high”, “high”, “moderate”, “low” and “Unknown”. 
“Unknown” corresponds to clinical situations for which there was a gap in CPGs. Nine 
gaps were found. 

A. Ugon et al. / Building a Knowledge-Based Tool for Auto-Assessing the Cardiovascular Risk 737



3.4. Accuracy of the decision tree 

The accuracy of the decision tree was 80%. For three clinical cases, the level of CV risk 
calculated with the decision tree didn’t fully match with the gold standard because of 
knowledge gap within CPGs. In these situations, the decision tree considered that the 
risk was “unknown” because it could only be assessed at least at the level given in the 
CPG, whereas the evaluator gave a specific value for these situations. For example, for 
one clinical situation, the CV risk was calculated at “at least high level” (gap “?*5”) 
because it could be “high” or “very high” depending on the existence or not of risk factors 
which were not considered in CPGs, but taken into account by our panel of medical 
experts when building the decision tree (e.g. smoking or unbalanced food intake). By 
considering all outputs, without the “at least” mention, we obtain 100% of matching. 

 

 

 

Figure 1. Decision tree of "Cardiovascular risk assessment". The decision tree shows levels of cardiovascular 
risk in circle, decision variables in rectangle and knowledge gaps in lozenge. 

*cvrf stands for “cardiovascular risk factor” 

4. Discussion 

We formalized CPGs as a decision tree in order to build an algorithm for assessing the 
CV risk. The formalization considers the European SCORE, to which other risk factors 
were added among which diabetes, chronic renal failure, severe hypertension or age over 
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65 years old. Including more risk factors and their relationships in the algorithm is 
important for an overall appreciation of the CV risk [8]. 

Yet the formalization has still limitations. Some CV risk factors, like overweight 
and inactivity weren’t considered, since CPGs ignore some of them. Thus, the estimation 
cannot be global; overall recommendations are still in discussion. But the formalization 
can follow evolution of knowledge because the method may update decision tree 
according to upgraded recommendations. Formalizing CPGs allowed to identify gaps [9]. 
Submitted to medical experts, a recommendation can be provided in all cases. 

Our study has limitations. First, our formalization depends on a subjective 
interpretation of CPGs content. This was reduced by including six experts with different 
background: four general practitioners, two computer scientists. Second, the evaluation 
was limited by the number of clinical situations considered (n= 15) and the derivation of 
the gold standard by a single expert. However, the tree had been previously formally 
validated and, the expert had a good experience in reading CPGs and derived the gold 
standard blindly of the decision tree. A more robust evaluation should be conducted 
combining static and dynamic testing methods [10]. 

We intend to implement the algorithm in a tool, integrated into a platform, allowing 
people to get recommendations adapted to the calculated level of CV risk.  
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Abstract. Bayesian Networks (BNs) are often used for designing diagnosis decision 
support systems. They are a well-established method for reasoning under 
uncertainty and making inferences. But, eliciting the probabilities can be tedious 
and time-consuming especially in medical domain where variables are often related 
by qualitative terms rather than probabilities. The goal of this paper is to propose a 
method for eliciting the probabilities required in BNs by using and transforming 
causal rules which are often used in medicine. The method consists in first 
constructing the structure of BNs by reporting medical expert’s knowledge in the 
form of causal rules, and then constructing the parameters of the BNs by 
transforming the terms used for qualified causal rules into probabilities. Example is 
given in obesity domain. Further works are needed to reinforce our method like the 
consideration of circular causal rules.  

Keywords: Bayesian networks, Causal rules, Decision support systems 

1. Introduction 

The design of decision support systems first needs to formalize the knowledge and 
reasoning of the domain concerned [1]. In medical domain, many formalisms are used 
for knowledge representation: logical (e.g. argumentation theory [2]), graphical (e.g. 
Bayesian networks [3], cognitive maps [4]), or decision trees [5] [6]. The choice of the 
formalism depends on the studied problem, the nature and availability of decision 
variables, the type of relationships between variables (e.g. causality), and so on. 

Bayesian Networks (BNs) are often used for designing diagnosis decision support 
systems [1,3]. They are probabilistic models specified by two components: (i) qualitative 
component (structure) which represents independence relations by a directed acyclic 
graph, where each node represents a variable, and arcs represent relationships between 
these variables, and (ii) quantitative component (probabilities) which quantifies the 
uncertainty of the relationships between variables. BNs are a well-established method 
for reasoning under uncertainty and making inferences, but eliciting the probabilities is 
tedious and time-consuming. Indeed, it requires capturing the probabilities from medical 
experts or medical literature, where relationships between variables are often qualified 
by terms (e.g. “low”, “strong”) rather than probabilities. 

The goal of this paper is to propose a method for eliciting the structure and 
probabilities required in BNs by using and transforming causal rules which are often met 
in medicine. The method will be tested in obesity domain.   
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2. Methods 

The methodology for the construction of a Bayesian network from causal rules consists 
in two steps.  

2.1. Step 1: Construction of the structure of the BN (qualitative component) 

This requires first to report expert's knowledge in the form of causal rules. Two kinds of 
causal rules can be distinguished: 

� Positive rules* (e.g. rules 2 and 3 in table 1):  

o {Increasing} in x causes {Low/Medium/Strong/Very Strong} {Increasing} 
in y  

o {Decreasing} in x causes {Low/Medium/Strong/Very Strong} {Decreasing} 
in y  

� Negative rules* (e.g. rule 1 in table 1):  

o {Increasing} in x causes {Low/Medium/Strong/Very Strong} {Decreasing} 
in y  

o {Decreasing} in x causes {Low/Medium/Strong/Very Strong} {Increasing} 
in y.  

(* x is a causal concept, y is an effect concept, “low, medium, strong, and very strong” 
represents the strength of the causal relation). 

Then from the causal rules, the structure of the BN can easily be built since BN is 
considered as a causal network. Thus, each concept (causal or effect) is represented as 
variable of the BN and the causal relation between two concepts is represented as 
dependency relationship in BN. For each rule, the causal (resp. effect) concept is 
considered as a parent (resp. child) variable in the obtained BN.  

2.2. Step 2: Construction of the parameters of the BN (quantitative component) 

In this step, we utilized the term used to quantify the strength of each causal rule to build 
the conditional probabilities tables (CPT). The process is the following: 

First, we associated to each variable of the BN its corresponding states. The domain 
of each variable is defined in two states, for example: (Yes, No) for Obesity, Exercise 
and Antidepressants, or (Increase, Decrease) for Food Intake, and so on.  

Second, we associated a priori probabilities to variables without parents. If we have 
information about the problem, we can introduce them in the model and they will be 
represented as probabilities. In our case, as there are two states for each variable, the 
associated a priori probability for each state is 0.5 by default (there is no reason to specify 
another distribution). 

Third, we computed CPT for variables having parents. Let’s take the example of the 
variable Obesity (O) having three parents: Exercise (E), Antidepressants (A) and Food 
Intake (F). The aim is to generate CPT of Obesity regarding its parent variables. Let’s 
take the configuration (E=Yes, A=No, F=Decrease) to explain how to compute (Table 
1). The process is the following: 
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� Compute sumi=1…,n (di) for each variable given its parents. The strength of the 
causal relationship (d i=1,…,n) is quantified as followed: d(Low) = 1, d(medium) 
= 2, d(strong) = 3, d(VeryStrong) = 4, but can be positive or negative depending 
on the state of the parent variable. In our example, using the causal rules 1, 2 
and 3 (see table 1), we have to compute 8 values (Obesity variable has 3 parents 
having each one two states, so the CPT requires 23 

 values). For example, if the 
state of E is Yes, A is No and F is Decrease then sumi=1…,n (di) = sum(d(E=Yes), 
d(A=No), d(F=Decrease)) = (-4) + (-2) + (-2) = -8. 

� Associate the obtained sum to the corresponding state of the variable x. The 
obtained sum will be associated to the state (+) or (-) of x if the sum is 
respectively positive, or negative. In our example, the obtained sum is negative 
which means that the concerned probability for the concerned configuration is 
associated to the state No of Obesity. 

� Transform sumi=1,…,n (di) into probabilities. This step requires normalization 
because sumi=1,…,n (di) can be > 1, which is not accepted in the probability theory. 
We use the following equation to normalize:  

� p(x) = (|sumi=1,…,n (di)|/10) *0.5 + 0.5  

� where |sumi=1,…,n (di)| is the absolute value of the sum of causal strengths ; 
10 represents the sum of the strengths used to qualify the severity of causal 
influences (i.e. d(Low)+d(medium)+ 
d(strong)+d(VeryStrong)=1+2+3+4=10) ; the choice of 0.5 is justified by 
the existing of two possible states for each variable in the BN 

� Applying this equation guarantee the fact that probability of the state of interest 
of x be greater than the probability of the counterpart state of x. In our example, 
p(O=No| E=Yes, A=No, F=Decrease) = (| - 8|/10)*0.5 + 0.5 = 0.9. Thus, 
p(O=Yes| E=Yes, A=No, F=Decrease) = 1 – 0.9 = 0.1. 

Table 1. Example for explaining how to generate CPT for Obesity variable by considering the configuration 
E=Yes, A=No, F=Decrease (E= Exercise, A = Antidepressants, F = Food Intake). 

 Obesity = No Rules used to deduce weight 
Exercise = Yes -4 Rule 1: Increasing in 

Exercise causes very strong 
decreasing in obesity 

Antidepressants = No -2 Rule 2: Decreasing in 
Antidepressants causes medium 
decreasing in obesity 

Food Intake = Decrease -2 Rule 3: Decreasing in Food 
Intake causes medium decreasing 
in obesity 

Sum -8  
p(O=No| E=Yes, A=No, 

F=Decrease)  
(|-8|/10)*0.5 + 0.5 = 

0.9 
 

 
Once the BN is built, we can deduce the causes responsible for some effects (i.e. 

what are the factors that cause or not obesity) or from existing causes we can deduce the 
probability to have some effects (i.e. what are the effects given some observations or 
causes).  
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3. Results 

From [7], we extracted 10 positive and 6 negative causal rules (see examples table 2), 
which were then used to build the structure of the BN. Then we computed all the CPT 
according to our method by using the software Netica [8]. 

Table 2. Examples of causal rules used for constructing the BN 

Causal rules Type of 
rules 

Increasing in Stress causes strong increasing in Food Intake Positive 

Increasing in Psychosocial Barriers causes low increasing in Exercise Positive 
Decreasing in Exercise causes strong Increasing in Depression Negative 

Increasing in Obesity causes medium decreasing in Fitness Negative 
Increasing in Obesity causes strong decreasing in Physical Health Negative 
Increasing in Age causes low decreasing in Fitness Negative 

 
Figure 1 shows the scenario example regarding some observations (variables on grey 

color). Applying propagation in the BN, the probabilities of the rest of variables are 
updated.  In this example, the observations concern three variables (Gender, Stress and 
Exercise). Namely, we consider a young woman having high stress, and doing no 
Exercise. The probability of many variables related to obesity is computed. For this case, 
p(Obesity = Yes) = 0.69, which represents the probability that the young women would 
be obese. As said above, abductive reasoning is also allowed. For example, from a 
determined probability to be obese, we can deduce the role of the different factors 
causing obesity.  

 
 

 
 

Figure 1. The final BN with parameters. The probability to be obese for a woman having high stress and 
doing no exercise is estimated at 0.69 (“gender”, “stress”, and “exercise” variables are colored in grey for 

illustrating our example).  
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4. Discussion and conclusion 

We proposed a method for constructing BN from causal rules. Causal rules are first used 
to build the structure of the BN, and then used for computing probabilities from the 
strength of the relation between variables. 

Building Bayesian networks usually required either the intervention of medical 
experts, or the use of machine learning on medical data for establishing the relationships 
between variables and their probabilities. However, in medicine the task can be hard 
because causal rules between variables are often expressed by qualitative terms rather 
than probabilities. We try to take into account this problem in this paper.  

We tested our method in obesity domain from data extracted from medical literature. 
It would be interesting to test our method in other domain like in infectious diseases. In 
this domain, probabilistic hypothesis is done to determine if the etiology is viral or 
bacterial, and thus to decide if antibiotic treatment is required or not. The probability 
depends on many variables like the presence and the degree of severity of symptoms (e.g. 
bacteria cause very high temperature). Be able to transform these qualitative 
relationships into probabilities would be helpful for designing decision support systems 
in antibiotherapy [9].   

Further works are still required to confirm the validity of our method. Our 
methodology needs to be reinforced by the consideration of circular causal rules to take 
into account dynamic relations between variables over time like feedbacks (for example, 
stress can lead to diabetes and diabetes can cause stress). Furthermore, the resulting BNs 
with its parameters should be assessed by a medical expert to determine the validity of 
our approach.  
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Abstract. We propose a new approach to clinical decision support with interpretable 
recommendations from multi-view data. We introduce a Bayesian network structure 
learning method to help identify the relevant factors and their relationships. Guided 
by minimal domain knowledge, this method highlights the significant associations 
among the demography, medical and family history, lifestyle, and biomarker data to 
facilitate informed clinical decisions. We demonstrate the effectiveness of the 
method for detecting mild neurocognitive disorder in the elderly from a real-life 
dataset in Singapore. The empirical results show that our method achieves better 
interpretability in addition to comparable accuracy with respect to the benchmark 
studies. 

Keywords. Heterogeneous, Multi-view, Clinical, Data Integration, Bayesian 
Networks 

1. Introduction 

Dementia or neurocognitive disorder (NCD) is a serious neurodegenerative condition 
affecting many people, especially the elderly aged over 65. The number of affected 
individuals is increasing at an alarming rate due to rapid aging and higher life expectancy. 
By the time clinical symptoms such as memory loss or speech impairment appear, 
significant neuronal degeneration has already happened and is often irreversible. It is, 
therefore, important to detect the condition early, before or at the mild NCD stage, but 
effective early-stage diagnostic tests such as structural and functional neuroimaging or 
cerebrospinal fluid tests are inaccessible to most of the world population. This paper 
explores the possibility of mild NCD detection in a community care setting with limited 
bio- and clinical marker resources. We examine the associations among the relevant 
background factors of the subjects and show how these factors may individually or 
collectively impact their cognitive conditions. 

Prior association modeling studies were mostly hypothesis-driven [1, 2] and focused 
on the specific factors affecting predefined hypotheses. Jin et al. [3] analyzed a highly 
selective list of 16 features in the Alzheimer’s Disease Neuroimaging Initiative (ADNI) 
data set [4] from different modalities in a Bayesian network (BN) to study the 
associations among these heterogeneous features. They used specific structural and 
functional neuroimaging biomarkers and genetic factors and did not consider related 
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groups of variables separately from each modality or source. Other studies adopted 
different machine learning methods based on naive Bayes, decision tree, back-
propagation neural network, and support vector machines (SVMs); most are “black box” 
algorithms, i.e., they do not explicate the relationships among the different factors. These 
studies also treated the multi-source data as a flat data structure like a vector, i.e., 
different categories of factors such as background or biomarkers were not differentiated. 

We note, however, that the data collected for such studies are often from multiple 
sources, e.g., questionnaires, medical test results, etc., and of different types and nature, 
e.g., background factors and biomarkers, continuous-valued and discrete-valued 
variables, etc. There are also groups of factors, or views, with related information, e.g., 
lifestyle-related, diet-related, etc., within a data source or across the sources. The views 
represent different perspectives of the same subject or phenomenon. 

To effectively support clinical decision-making, it is imperative that the underlying 
models are explainable – the relevant factors can be identified, and their relationships 
clarified across different views and under different assumptions. We propose a solution 
based on the directed acyclic graph framework of conditional Gaussian Bayesian 
networks (CGBN) that can model both continuous and discrete variables. We design a 
BN structure learning procedure to include structural constraints from domain 
knowledge to improve discovery of the relevant associations within a view. We then 
integrate the BNs to combine the knowledge from various related data sources, or views, 
to produce overall understanding of the relationships. We aim to efficiently identify the 
protective and risk factors using lifestyle-related and other clinical variables that are 
relatively easy to collect in a dementia-specific data set, Aging in a Community 
Environment Study (ACES) [5] from Singapore. 

2. Participants and Procedures 

ACES [5] is a Singapore-based study with participants aged over 60 years from 
geographically defined areas in Jurong, a western district in Singapore. A major objective 
of this study is to examine the complex relationships among dietary intake, biological 
markers and cognitive outcomes. We included the baseline measures of 645 individuals 
(mild NCD = 96) (refer to Table 1 for subject demography) from the ACES data set and 
variables from the groups listed in Table 2. Our data preprocessing included i) 
oversampling: to handle the class-imbalance problem in the ACES data set, we add 
copies of instances from the under-represented class and ii) normalization of continuous 
variables. We performed an outer ten-fold cross validation (CV) to split the data set into 
train and test sets, and an inner ten-fold CV on the train set to validate the parameters 
learned. Area under the Receiver Operating Characteristic (AuC) is the performance 
metrics used to evaluate the diagnostic model for mild NCD.  
Table 1. Subject Demography 

Variable Mild NCD  
71(F), 25(M) 

Healthy  
379(F), 170(M) 

Age Mean 68.95 
SD 5.99 
Range 60-86 

Mean 67.25 
SD 5.05 
Range 60-85 

MMSE Mean 25.73 
SD 2.56 
Range 19-30 

Mean 29.06 
SD 0.99  
Range 27-30 

Table 2. Predictor variable groupings 

Views (# of variables, type (continuous or 
discrete)) 
Biomarkers (11, c) Background (146, d) 

Physical ability (4, c), 
Cognitive exams (4, c), 
Clinical measures (3, c) 

History: Family (2, d), 
Medical (26, d), Nutrition 
(59, d), Demography (10, c 

& d), Lifestyle (33, d) 
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3. Methods 

Our data set consists both discrete and continuous variables; we use conditional Gaussian 
Bayesian networks (CGBN) to model them without data type transformations. BNs are 
directed acyclic graphs with variables as nodes and edges capture i.e. conditional 
dependences among the variables. CGBNs are BNs with 3 types of nodes; discrete, 
Gaussian and conditional Gaussian. Discrete nodes represent discrete variables and are 
parameterized by conditional probability tables. Gaussian nodes represent continuous 
variables using conditional probability distributions. Conditional Gaussian nodes 
represent continuous variables with both discrete and continuous parents. They are 
modeled as linear Gaussian regressions on their continuous parents, with parameters, i.e., 
mean and variance depending on each possible instantiation of their discrete parents. In 
this formalism, discrete nodes cannot have continuous parents because of the restrictions 
imposed for parameter learning. BNs modularize the full multivariate joint probability 
distribution (probabilities at each node depend only on its parents) and enable better 
visualization and interpretation of relationships among the variables. A variable in a BN 
is conditionally independent of all other variables given its Markov blanket (MB), which 
consists of the variable’s parents, children and its children’s other parents. For 
classification, the MB represents the minimal set of variables that are needed to predict 
the target outcome. The pipeline for modeling the associations is depicted in Figure 1. 
We split the data into training and test sets and use the training data to learn the structure 
and parameters of the BN. The mild NCD status is then inferred using the test set.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Bayesian network modeling of  
clinical variables. 

Algorithm 1. Learn BN structure from data with 
arc constraints 

Our framework comprises four major steps: 
1) Structure learning: corresponds to learning the edges of a BN. It involves identifying 
the parent set for each of the variables. We use a score-based structure learning approach, 
which searches for a possible distribution of edges, while trying to maximize the 

Require: 
 

1: for  in Variables ( ) do 
2: if Edge ( )   then 
3:Prior ( )   ( ) 
4: end if 
5: end for 
6:   1 
7: while   100 do 
8:  TestTrainSplit ( ) 
9: SearchAndScore (

 ) 
10: if satisfies ( ) then 
11: Add  to  
12: else 
13: break 
14: end if 
15:     
16: end while 
17:  Model Average of 
   
18: return  
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Bayesian information criterion (BIC) score. We use hill climbing as the search strategy, 
which adds, deletes and reverses edges at a node trying to reach the best network. We 
incorporate domain knowledge in this procedure by designing topological constraints 
that permit or disallow arcs between nodes [7]. We use the term query variable to 
describe the variable (mild NCD diagnosis) whose value is of prime interest in the 
problem. The variables that could be potential factors that affect the query variable are 
called contributors. Contributor variables can be beneficial or risky if their effects on the 
query variable is positive (e.g., Physical activity) or negative (e.g., Age) respectively. 
Finally, the variables whose values are measured to indicate the status of the query 
variable are called indicators (e.g., MMSE score). The topological constraints that we 
place while learning the BN structure are shown in Table 3. We can specify prior 
probability of certain arcs and thereby the network structure by means of the structure 
prior. Algorithm 1 depicts the structure learning procedure. We learn the structure from 
the training data over 100 iterations (lines 7- 16). We include arcs with strength and 
direction of probabilistic relation greater than a pre-defined threshold (lines 10- 14). The 
final network is the average of the candidate structures (line 17) that satisfy the 
topological constraints (lines 10-14). 
2) Integration of multiple views: We extract the MB of the query node from the 
networks learnt from each variable subgroup (view). We perform the structure learning 
procedure again with only these selected variables and construct the final integrated 
CGBN structure. Parameter learning and inference are performed on this final BN.  
3) Parameter learning: We use multinomial, Gaussian and conditional Gaussian 
distributions to model discrete nodes, continuous nodes with continuous parents only and 
continuous nodes with discrete and continuous parents respectively. We use maximum 
likelihood estimation over the  training samples to learn the parameters of each 
node or variable iteratively. 
4) Inference: Since exact inference (finding the probability of an event given some 
evidence) is hard, we use rejection sampling to approximate inference results. The 
posterior probability is estimated from the number of times the event occurs when the 
evidence holds, i.e., the number of samples agreeing with the evidence.  

4.  Results and Discussion  

We present the results for classifying mild NCD patients from healthy controls in Table 
4. The MB resulting from the final integration of view-specific BNs is shown in Figure 
2. We compare the results with a previous study [6], which used Montreal Cognitive 
Assessment (MoCA) scores that can identify mild NCD with high AuC and classifiers 
such as SVM and random forests. The impact of the clinical features in the MB of the 
disease variable can be assessed from the probability of mild NCD conditioned on 
different values of these features. 
The results highlight that a higher MMSE (p=0.89 for score<25) and years of schooling 
(p=0.39 for years<5), frequent participation in spiritual activities (0.47 if never), 
consumption of eggs (0.47 if never) and green vegetables (0.63 if never) and tea (0.69 if 
never) as protective factors and contribute to lowering the probability of mild NCD. 
Though frequent bowel movement is identified as a protective factor, its contribution is 
still being debated among epidemiologists. Excessive consumption of curry (p=0.65 for 
1-2 times/day) and coffee at a younger age (p=0.5 for 3 or more times/day), and having 
a close family member with dementia (p=0.53) are identified as risk factors. 
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Table 3. Topological constraints 

 
 
 
 
 

   

 

Figure 2. MB of the final network on ACES data 
  

 Table 4.Comparison with benchmark: ACES [5] 

5. Conclusion 

We proposed a framework for learning the relationships in multi-view heterogeneous 
clinical data sets. We obtained encouraging results on par with specific scores that are 
designed for mild NCD diagnosis. The ability to visualize the relationships among the 
factors in a BN is an added advantage. The framework is being tested on other data sets 
and use cases. This work focused only on factors that are directly observed from the 
clinical data. In future, it would be interesting to use latent variables to abstract and 
explicate the relationships within and between the views.  
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Types Description 
Roots Demographic and genetic 

contributors cannot be children of 
other variables 

Leaves Indicator variables cannot be parents 
of other variables.  

Known 
links 

Links that domain experts know 
exist. For e.g.: association of age to 
dementia status, variables measured 
at two time points.  

Forbidden 
links 

Links that domain experts know don’t 
exist. For e.g.: no incoming links to 
age/ genotype and no outgoing links 
from indicators.  

Ordering Chronological or precedence-wise 
ordering of variables. For e.g.: blood 
glucose at present is influenced by 
blood glucose at age 45.  

Study Variables N  AuC 
Linear SVM refer Table 2. 648 0.73 

Random Forests refer Table 2. 648 0.67 
Liew et al. [6] MoCA score 251 0.77 

Our method refer Table 2 648 0.81 
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Abstract. Older age is associated with an increased accumulation of multiple 
chronic conditions. The clinical management of patients suffering from multiple 
chronic conditions is very complex, disconnected and time-consuming with the 
traditional care settings. Integrated care is a means to address the growing demand 
for improved patient experience and health outcomes of multimorbid and long-term 
care patients. Care planning is a prevalent approach of integrated care, where the 
aim is to deliver more personalized and targeted care creating shared care plans by 
clearly articulating the role of each provider and patient in the care process. In this 
paper, we present a method and corresponding implementation of a semi-automatic 
care plan management tool, integrated with clinical decision support services which 
can seamlessly access and assess the electronic health records (EHRs) of the patient 
in comparison with evidence based clinical guidelines to suggest personalized 
recommendations for goals and interventions to be added to the individualized care 
plans. 

Keywords. Chronic disease management, personalized care plans, multimorbidity 

1. Introduction 

A growing share of the population (15% in 2010) in OECD countries is over 65 and 
expected to reach 22% by 2030 [1]. Older age is associated with an increased 
accumulation of multiple chronic conditions [2]. The clinical management of patients 
suffering from multiple chronic conditions is very complex, disconnected and time-
consuming with the traditional care settings. Integrated care is seen as a means to 
transform health services to meet these challenges of 21st century by addressing the 
growing demand for improved patient experience and health outcomes of multimorbid 
and long-term care patients [3].  
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Care planning is a prevalent approach of integrated care, where the aim is to deliver 
more personalized and targeted care creating shared care plans that map care processes 
(care pathways) by clearly articulating the role of each provider and patient in the care 
process. In the state of the art practices, the multidisciplinary teams (MDT) meet face-
to-face to discuss and revise the care plans of several patients at once, in regular time 
intervals; usually monthly. Individualized care plans are created by manually going over 
the standard steps of care pathways, i.e. template care plans which are documentation of 
the optimal management for typical, defined disease patterns.  

Although implementation of integrated care via these manual processes is already 
an enhancement over traditional fragmented care practices, we believe significant 
improvement can be achieved if MDTs can be equipped with intelligent services to 
suggest personalized goals and interventions for the care plan of the patient based on the 
most recent context of the patient and evidence based guidelines.  

In this paper, we present a method and corresponding implementation of a semi-
automatic care plan management tool, integrated with clinical decision support services 
which can seamlessly access and assess the electronic health records (EHRs) of the 
patient in comparison with evidence based clinical guidelines to suggest personalized 
recommendations for goals and interventions to be added to the individualized care plans.  

2. Background 

Clinical guidelines are used in the healthcare domain to improve the quality of care [4]. 
It has been demonstrated that clinical guidelines provided as real-time decision support 
systems improve patient care significantly [5] and decrease undesired practice variability 
[6]. Yet, the success of clinical decision-support systems requires that they are 
seamlessly integrated with clinical workflows [7].  

Several methodological approaches exist to implement clinical guidelines into 
operational practice. Narrative guidelines can be formalized via computer interpretable 
guideline representation languages such as Arden Syntax and PROforma[8]. These can 
be served as modular CDS services to be utilized by hospital information systems during 
patient treatment to provide alert and reminders about missing or contraindicating 
interventions (e.g. EBMeDS [9]). However, this does not directly support healthcare 
professionals to follow a standardized plan of care for a specific condition as a clinical 
workflow. Clinical pathways are appropriate for that purpose, however clinical 
guidelines and care pathways are often viewed as separate entities, their synergistic 
potential remaining only partially exploited [10].  

In this paper, we present an approach to effectively integrate clinical guidelines and 
care pathways: we will demonstrate that it is possible to semi-automatically personalize 
care pathways to create individualized care plans, by automatically processing 
knowledge in clinical guidelines and patient’s EHRs. In this way, it will be possible to 
follow the recommendations of clinical guidelines as a clinical workflow executed via 
integrated care plans for addressing the demanding needs of patients suffering from long-
term chronic conditions.  
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3. Method and Results 

In order to ensure wide adoption, we have chosen to build a standards-based architecture, 
where widely accepted industry standards are chosen as building blocks of our 
implementation. In the following, we first briefly present these standards, then outline 
the details of the architecture that integrates these to implement an intelligent platform 
to support integrated care by enabling the personalization of care pathways as care plans 
dynamically in the light of evidence based guidelines.  

Machine Processable Care Plan Model 
As a machine processable standard based care plan model, we have chosen HL7 FHIR 
STU3 Care Plan Model [12] developed based on the guidance provided in HL7 Care 
Plan Domain Analysis Model (DAM) [13]. It is a FHIR resource to clearly document the 
Health Concerns addressed, targeted Goals, and planned Activities (such as Medication 
Requests, Diet Plans, Procedure Requests, Appointments, Referrals, etc.), Outcomes 
achieved, Care Team Members and their responsibilities in detail.  

3.1.  Addressing the needs of interoperability to access EHRs: HL7 FHIR  

To seamlessly access and assess the EHRs of the patient to provide individualized care 
plan goals and activities, there is a need for a technical interoperability layer between the 
local care systems and care plan development environment. We have chosen to build our 
technical interoperability layer based on HL7 FHIR STU3 clinical resources and 
RESTful interfaces. The Personalized Care Plan Development Platform (PCPDP) 
accesses patient’s most recent EHRs through these FHIR based interfaces implemented 
on top of the proprietary APIs provided by local EHR systems in our pilot sites.  

3.2. Addressing the needs of interoperability with CDS Services: CDS Hooks  

CDS Hooks [14] is open API for CDS services. It provides a standard based mechanism 
to share the patient context with CDS services via FHIR resources, and to present the 
results of the CDS process as information cards or suggestion cards in a standard schema. 

3.3. Addressing the needs of authoring and sharing of CDS logic: GDL  

Guideline Definition Language (GDL) is a formal language for expression CDS logic 
based on clinical models and terminology systems [16]. Direct support for FHIR 
resources and CDS Hooks added in the version 2 of GDL makes it ideal to develop CDS 
logic in the project. 

3.4. Personalized Care Plan Development Platform 

As depicted in Figure 1, the Personalized Care Plan Development Platform (PCPDP) is 
implemented as a Web based portal, which can access the most recent context of the 
patient via FHIR based interfaces developed on top of local APIs. PCPDP implements 
the HL7 Care Plan DAM, and enables health professionals to design a care plan for a 
patient from scratch by selecting health concerns to be addressed from the EHR of the 
patient, and setting goals and activities to address the needs of this health concern.  
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To be able to intelligently propose individualized suggestions for goals and activities 
for the selected health concerns, PCPDP is integrated with external CDS services via 
CDS Hooks API. The retrieved patient context as FHIR resources are passed as prefetch 
data to CDS services. Within CDS logic, processing these patient specific diagnosis, lab 
result, medication data enables the selection of individualized goals and interventions for 
this specific patient. As response, textual recommendations as information cards and 
computable recommendations as suggestion cards are received in conformance to CDS 
Hooks API. In suggestion cards, the recommended goals and activities are represented 
as FHIR resources (such as MedicationRequest, Goal, Appointment resources) which can 
readily be included into the care plan model. The finalized personalized care plan can be 
shared back with the local EHR Systems by exporting the care plan as a FHIR CarePlan 
resource serialized as a JSON instance. 

 

 
Figure 1. Proposed Architecture for Personalized Care Plan Development Platform. 

 

To demonstrate the validity of the approach, we have examined NICE Type 2 diabetes 
in adults: management clinical guideline (NG28) [15]. 19 flowcharts have been designed 
by clinical experts covering the recommendations of NG28. These flowcharts have been 
examined in detail, the ones that can provide computable suggestions via CDS services 
have been identified and the inputs and possible outputs of these possible CDS services 
have been specified as FHIR resources. The specifications of these CDS services have 
been validated once again by clinical experts. Among the validated CDS specifications, 
till now 7 CDS services have been implemented in conformance to CDS Hooks API, 
namely: Blood Pressure Management, Blood Glucose Management, HbA1c Targets, 
Lipid Management, QRISK2 Cardiovascular Risk Stratification, Foot Disease and Diet 
Plan. These services realize 80 clinical rules checking 108 different patient criteria and 
recommending 119 personalized goals and interventions to the care team. 

 

4. Discussion and Conclusion 

Usability studies held with the clinical experts have shown that the proposed method is 
able to address the needs of care plan personalization via CDS services implementing 
clinical guidelines. In a next step, the system will be validated in three pilot sites specially 
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to examine effectiveness of personalized care plans for chronic disease management: 
Basque Country (Spain), Region of Jämtland (Sweden) and South Warwickshire NHS 
Foundation Trust (UK) via a 15 months pilot study with 600 patients.   

In this prototype, CDS services have been utilized for listing the recommendations 
of clinical guidelines designed for individual chronic conditions. Work is about to be 
completed for further CDS services covering three other major diseases: renal failure, 
heart failure and depression. In the second prototype, reconciliation CDS services will 
be implemented and validated to detect conflicting guidance by disease-specific 
guidelines in the case of multimorbidity. 
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Abstract. Breast cancer is one of the most common cancers in Western countries 
and the first cause of death among women in France. Studies have reported that the 
compliance of the treatment with breast cancer clinical practice guidelines (CPGs) 
is accompanied with a significant improvement of recurrence-free survival and 
overall survival rates. However, compliance of multidisciplinary tumour board 
decisions with CPGs remains non-satisfactory. The European project DESIREE 
aims at building a software package to support the guideline-based management of 
breast cancer patients. The aim is to select multiple relevant contemporary CPGs 
published on the management of breast cancer and to concurrently apply them to 
benefit of the complementarity of the recommendations issued, and leverage the 
guideline-based decision support. We used a clinical case to compare NCCN and 
ESMO CPGs in terms of concordance, complementarity, and conflicts. Out of the 
757 decision rules extracted from both CPGs, 64 rules were triggered (32 from 
NCCN, and 32 from ESMO) by the clinical case. Ten rules were concordant, 52 
complementary, and two conflicting. Complementarity relies on the different 
levels of granularity of the IF-parts of the rules that lead to different specific 
THEN-parts. Another type of complementarity comes from the provision of 
specific care apart from the breast cancer therapeutic management. The few inter- 
and intra-CPGs conflicts show the limits of CPGs in particular situations still 
debated by medical research. 

Keywords. Clinical Practice Guidelines, Decision Support Systems, Decision 
Rules, Breast Cancer 

1. Introduction 

With nearly 1.7 million new cases diagnosed in 2012, breast cancer is the most 
common cancer in women worldwide. It is one of the cancers with the best survival 
rates at five and 10 years (87%, resp. 76%). However, margins for improvement are 
both possible and necessary (especially for triple-negative and HER2+ breast cancers). 
Clinical practice guidelines (CPGs) are developed as best evidence-based 
recommendations for the management of patients with specific conditions. Studies 
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have reported that guideline-conforming treatment for breast cancer patients is 
accompanied with significant advantages in terms of recurrence-free survival and 
overall survival rates [1]. However, practice variations are still observed with 
unsatisfactory rates of compliance with CPGs [2].  

Clinical decision support systems (CDSSs) that provide patient-specific 
recommendations do have the potential to improve the compliance of physician 
decisions with CPGs [3]. However, the choice of the guidelines to be selected as the 
resources for the knowledge bases of CDSSs is not so easy. Indeed, a large number of 
guidelines are available in the field of evidence-based diagnosis and treatment of breast 
cancer. Since guideline authors interpret the available evidence and include their 
expertise to formulate the recommendations, contemporary breast cancer CPGs, 
although published on the same topic and at the same period, are quite different in 
length, structure, and content. The US National Comprehensive Cancer Network 
(NCCN) Guidelines for Breast Cancer and the European Society for Medical Oncology 
(ESMO) Breast Cancer Guidelines are among the most utilized comprehensive 
guidelines. Although there is a substantial concordance between NCCN and ESMO 
CPGS, Zagouri et al. [4] evidenced several points of discrepancy.  

Different CDSSs have been developed to support the decision of multidisciplinary 
tumour board (MTB) decisions for breast cancer patients [5], but few have been 
actually routinely used, e.g. OncoDoc [6]. DESIREE is a European-funded project 
which aims at developing a web-based software ecosystem for the personalized, 
collaborative, and multidisciplinary management of breast cancer MTBs. DESIREE 
offers guideline-based, case-based, and experience-based decision support. The work 
described in this paper concerns the guideline-based decision support system of 
DESIREE (GL-DSS). The principle is to select multiple relevant contemporary CPGs 
published on the management of breast cancer and to concurrently apply them to 
leverage the GL-DSS on the basis of the complementarity of the recommendations 
issued by CPGs. We defined and assessed the concordance, complementarity, and 
conflicts attached to the recommended actions issued by both NCCN and ESMO CPGs. 
The method is exemplified on a case study.  

2. Methods 

2.1. Materials 

NCCN CPGs are described in a comprehensive document of 199 pages, 75 pages 
of "blocks" describing decisional algorithms, and 124 pages of narrative guidelines. 
ESMO CPGs are described in an article of 23 textual pages including two decision 
trees and eight synthetic tables. 

Five scenarios have been defined within the DESIREE consortium to characterize 
the patient management stage along the breast cancer clinical pathway: 

� Scenario A: After Diagnosis – Treatment has not started 
� Scenario B: After Neo-adjuvant Therapy – No surgery 
� Scenario C: After surgery – After Neo-adjuvant Therapy 
� Scenario D: After surgery – No Neo-adjuvant Therapy 
� Scenario E: After surgery – Incomplete Adjuvant Therapy 
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2.2. Methods 

Once CPGs have been selected, the difficulty for their implementation in CDSSs 
comes from their translation into a computer-executable format. This task is usually 
manually performed although natural language processing techniques have proposed 
methods to semi-automatically formalize the content of narrative CPGs [7]. Like in the 
DeGeL method [8], NCCN and ESMO CPGs have been first manually structured as 
semi-formalized human-readable decision rules: “IF [Clinical_Profile] THEN [Actions] 
[Recommendation_Level] WITH [Grade]”. Clinical profiles are defined as a 
conjunction of criteria: Clinical_Profile = C1 AND C2 ... AND Cn. Actions are 
described as ordered care plans: Actions = T1 AND T2 ... AND Tm. The 
Recommendation_Level describes if the Action is “mandatory”, “recommended”, 
“possible”, “not recommended”, or “forbidden”. We have for instance, from NCCN 
CPGs: “IF Stage I AND No_Clinical_Axillary_Lymph_Node THEN 
Sentinel_Lymph_Node_Biopsy Recommended WITH NCCN Cat. IIA”. 

We used Shiffman's method [10] to build the decision rules. From the blocks, 
tables, decision trees, and the narrative part of CPGs, we performed the atomization 
step to identify the useful concepts, the de-abstraction step to provide quantitative 
definitions when notions were qualitatively mentioned, and the disambiguation step 
(including vocabulary normalization) to identify criteria Ci and cares Tj. The 
completion step was not performed because as opposed to both case-based reasoning 
and experience-based reasoning processes that offer solutions to manage the knowledge 
gaps of CPGs in the DESIREE project, guideline-based decision support is expected to 
only rely on evidence-based guidelines. 

To compare NCCN and ESMO CPGs, we have defined “concordant” 
recommendations, when identical or similar Clinical_Profiles provide identical Actions, 
“complementary” recommendations, when identical or similar Clinical_Profiles 
provide different Actions that could be added without conflict or when 
Clinical_Profiles uncovered by one guideline are covered by the other and provide 
recommendations, and “conflicting” recommendations, when identical or similar 
Clinical_Profiles provide opposite or contradictory Actions that cannot be added. 

The method is demonstrated on the clinical case of a patient, aged 71, breast size 
90C, no wish for breast conservation, with a nodule of 25 mm and no clinical axillary 
lymph nodes. The nodule is confirmed by the mammography (ACR5) and ultrasounds 
(no axillary lymph node). The pathology of the nodule is a ductal invasive carcinoma, 
ER= 95%, PR=90%, SBR 3, KI67=30%, HER2=1+. The tumour is classified as 
cT2N0M0 i.e. Stage IIA. The decision of the MTB is to perform a lumpectomy with a 
sentinel lymph node biopsy (SLNB) followed by a whole breast irradiation. After 
surgery, the initial histology is confirmed, there are negative margins, and two negative 
lymph nodes. The patient case is discussed in two TMBs, first to establish the initial 
treatment (Scenario A) and the second to establish the adjuvant treatment after surgery 
and no neo-adjuvant therapy (Scenario D). 

3. Results 

We have built 519 decision rules from NCCN CPGs among which 114 in the 
Scenario A and 113 in the Scenario D. ESMO CPGs produced 238 decision rules, 75 in 
the Scenario A and 92 in the Scenario D. The first decision (Scenario A) of the clinical 
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case triggered 12 NCCN rules and 5 ESMO rules. The second decision (Scenario D) of 
the clinical case triggered 20 NCCN rules and 27 ESMO rules.  

For the Scenario A, there were four concordant rules (2 + 2), 11 complementary 
rules (9 from NCCN and 2 from ESMO) and two conflicting rules (cf. Table 1). 
Gathering the different recommended actions issued for the Scenario A, and using the 
complementarity, the final recommended care plans is: 
� Distress assessment + Mastectomy + Sentinel Lymph Node biopsy + No Axillary 

Lymph Node Dissection + No Contralateral Prophylactic Mastectomy  
� Distress assessment + Lumpectomy + Sentinel Lymph Node biopsy + No Axillary 

Lymph Node Dissection + Whole Breast Radiation Therapy (WBRT). 
Table 1. Comparison of NCCN and ESMO CPGs on Scenario A 

Rules NCCN CPGs ESMO CPGs 

Identical 

IF Stage (I OR IIA OR IIB OR T3N1M0) 
AND No_Clinical_Axillary_Lymph_Node 
THEN Sentinel_Lymph_Node_Biopsy 
Recommended WITH Cat. IIA 
IF Invasive_Breast_Tumor AND 
Mastectomy_Recommended THEN 
Surgical_Axillary_Staging Recommended 
WITH Cat. I 
 

IF Breast_Surgery_Recommended AND 
No_Clinical_Axillary_Lymph_Node 
THEN Sentinel_Lymph_Node_Biopsy 
Recommended WITH Cat. IIA 
IF Invasive_Breast_Tumor AND 
Mastectomy_Recommended THEN 
Sentinel_Lymph_Node_Biopsy 
Recommended 
 

Complementary 
(excerpt) 

IF Invasive_Breast_Tumor THEN 
Distress_Assessment Recommended 
WITH Cat. IIA  
IF Stage (I OR IIA OR IIB OR IIIA) 
THEN Mastectomy Recommended WITH 
Cat. I 
IF Stage (I OR IIA OR IIB OR IIIA) AND 
Mastectomy_Recommended AND 
No_High_Risk_Of_Contralateral_Breast_
Cancer THEN 
Contralateral_Prophylactic_Mastectomy 
Not_Recommended WITH Cat. IIA 
 

IF Invasive_Breast_Tumor AND 
(Tumor_Size>3cm OR SBR=3) THEN 
Sentinel_Lymph_Node_Biopsy 
Recommended 
IF Invasive_Breast_Tumor AND 
Breast_Surgery_Recommended AND 
No_Clinical_Axillary_Lymph_Node 
THEN 
Axillary_Lymph_Node_Dissection 
Not_Recommended 

Conflicting 

IF (Stage I OR Stage II) THEN 
(Lumpectomy AND WBRT) 
Recommended WITH Cat. I 
 

IF Invasive_Breast_Tumor AND 
Tumor_Size> 2cm AND 
No_Wish_For_Conservative_Surgery 
THEN Mastectomy Recommended 

 
For the Scenario D, we found six concordant rules (3 + 3), 41 complementary rules, 

17 from NCCN CPGs, and 24 from ESMO CPGs, and no conflicting rule.  Table 2 
provides an excerpt of the results.  
Table 2. Comparison of NCCN and ESMO CPGs on Scenario D 

Rules NCCN CPGs ESMO CPGs 

Complementary 
(excerpt) 

IF Postmenopausal_Patient AND 
Adjuvant_Endocrine_Therapy_Recomme
nded THEN 
5_Years_Aromatase_Inhibitors 
Recommended WITH Cat I 

IF Positive_Hormonal_Receptors AND 
Endocrine_Therapy_Recommended 
THEN Calcium_and_Vitamin 
D3_Supplements Recommended 
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4. Discussion 

We have compared NCCN and ESMO CPGs on the management of breast cancer. 
The aim was to assess how much they were in coherence, complementarity, or conflict 
prior to their implementation in the guideline-based decision support component of the 
DESIREE system. On a clinical case involving two decisions, we found 16% of 
concordance, 81% of complementarity, and 3% of conflict.  

Globally, CPGs are coherent and using the complementarity of CPGs to enlarge 
the coverage of decision support seems to benefit the production of enriched 
recommendations. Complementarity essentially relies on the provision of specific care 
apart from the breast cancer therapeutic management (e.g. distress assessment, calcium 
and VIT D3 supplements). The few inter- and intra-CPGs conflicts show the limits of 
CPGs in particular situations still debated by medical research (e.g. Mastectomy and 
Lumpectomy are recommended with the same level of evidence by NCCN CPGs). In 
this case, both recommendations are displayed to MTB physicians to let them make the 
best decision for the patient. Mixing atomic recommendations issued by NCCN and 
ESMO CPGs to build a global care plan is another issue. Indeed, the final care plan 
does not have any level of confidence since there is no algebra to allow such 
computation. Further work needs to be done to formalize the remaining CPGs and 
implement the five CPGs in the DESIREE guideline-based decision support. 
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Abstract. The high number of seniors that feels excluded of society highlights the 
necessity to promote active ageing. This intention can be supported through online 
platforms that encourage participation in social activities. The goal of the present 
study was to identify design principles of online support platforms for seniors 
through focus groups and to ideate the platform through co-creation sessions. The 
results show that a social platform for seniors must, among other, help to foster 
contact between users, and must provide services and meaningful activities. A first 
mock-up of the platform’s design has been created based on the co-creation 
sessions and will be iteratively evaluated and enhanced in future studies in four 
countries across Europe. Our findings are in line with those of other studies 
demonstrating that seniors attach importance to trustworthiness and need to 
maintain social ties. 

Keywords. Aged, software design, social participation, social media 

Introduction 

Active participation in social activities is considered worldwide as a key aspect in 
active and healthy aging, and is correlated with a good quality of life [1, 2]. When 
people reach retirement, the routine of work and social life with colleagues can ends 
abruptly. It could lead to experiencing a feeling of emptiness or depressiveness. A 
survey conducted in 2007 demonstrated that almost one in ten (9.6%) persons aged 65 
and over in Europe felt excluded of society [3]. Active participation in society can be 
supported by an online platform that stimulate elderly to engage in social activities and 
contact with family peers and others. These activities include recreation, work, 
socialization, but also cultural, spiritual, and educational activities; therefore, being a 
central feature of social capital [4]. 

While research have studied accessibility for older users and have identified 
guidelines [5, 6], only few studies focused on the needs of seniors concerning online 
social support [7]. PaletteV2 is a European project aiming to build an online service 
platform for seniors. The service intends to be easy to use and will assist seniors in 
staying active in society. The core value of the project is centered on the engagement in 
active life, one of the three dimensions of the successful aging model [8]. 
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The development of the PaletteV2 platform followed a participatory design 
approach, including the use of co-creation sessions. This approach involves users as 
partners during the entire product development cycle to identify the needs of the end-
users and translate them into design concepts, and ideate platform solutions [9]. In this 
article, our goal is to present the design principles that support the construction of an 
online platform that promote active ageing. 

1. Methods 

Two rounds of focus-group were organized to identify users’ needs. Their analysis lead 
to the definition of the design concepts. These resulting concepts were used as input to 
ideate the platform with end-users during co-creation sessions. Each focus group and 
co-creation session included 4-8 participants [10]. Participants included were between 
50 and 80 years old and used at least once a week a PC, Smartphone or tablet. 

1.1. Focus groups 

Two rounds of focus group took place in three countries in order to collect people’s 
feeling or thinking about the topic of interest [10]. The first round aimed to identify the 
most important issues of elderly life and focused on what users need to engage in social 
and productive activities. The second round of focus groups aimed to obtain a deeper 
insight about how an online platform can support social engagement.  

1.2. Design concept identification 

Literature search, focus group sessions, input from experts, and general design 
guidelines contributed to development of design concepts. In order to select the most 
important design concepts, the requirements were rated and labeled using a MoSCoW 
analysis [12] dividing requirements into Must-, Should-, Could-, and Would-haves. In 
this paper, only design concepts that must be part of the platform are presented. 

1.3. Ideation through co-creation  

Co-creation sessions were organized to ideate platform solutions. Involving senior end-
users as co-creators during product development allows to meet their needs and to 
gather creative and appreciated ideas [11]. Our co-creation sessions are intended to 
reflect on first ideas about required functionalities and preconditions of the platform, in 
order to come up with more concrete ideas about possible platform designs. 

2. Results 

2.1. Participants 

The first round of focus groups took place in august 2016, 4 participants (Mean age = 
75 years) were involved in Switzerland and in the Netherlands. 
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The second round of focus groups took place in December 2016, and consisted of 
2 to 3 sessions per country (Netherlands, Romania and Switzerland) with 4 to 6 
participants in each session. 33 participants involved were 64 years old in average. 

The co-creation sessions took place in March 2017 and consisted of three sessions 
in each country (Netherlands, Romania, and Switzerland) with 4 to 6 participants in 
each session. In total, 47 participants involved were 67 years old in average. 

2.2. Design concepts 

The following design concepts describe the elements of an online social support tool 
that have been considered as important by the participating seniors: 

Facilitate human contact rather than substituting it 
The participating seniors are not interested in a platform that would replace valuable 
face-to-face contact with online contact. Therefore, a social platform for seniors must 
not only help people learn or share experiences by talking through online chatting but 
must also stimulate “offline” activities.  

Facilitate connection between users 
Seniors experience the need to connect with others, find or provide services, or 
participate in meaningful activities. Meaningful activities can range from voluntary 
work, courses to interests (e.g. music, theatre, walking, etc). Concerning services, a 
social platform should facilitate the connection between people offering and requiring 
services (e.g. changing a light bulb, trim the hedge, etc). For instance, a social platform 
could act as a matching platform; to match people, services and meaningful activities. 

Focus, without limiting, on a local operating scale 
Seniors are interested in meaningful activities that take place relatively close to their 
dwelling place. The social platform’s content should therefore be adapted on a local 
scale when people are browsing through the platform. However, the distance is not 
always a barrier and it should be possible to search activities on a larger area or based 
on another location.  

Create confidence 
Trust is critical for senior end-users to use a social platform and connect with activities 
and/or each other. A lack of trust in the online platform could restrain them from using 
the platform. Appearance and content while giving online advice can influence the 
level of trust. Recommendations include the provision of a platform easy to navigate, 
free of errors, and without clutter, while being credible, personal, and predictable [13]. 

Respect the privacy of personal information 
Privacy seems important for seniors in order to trust an online environment especially 
when personal information is collected. Seniors should to a certain extent, have control 
over the kind of information that is shared. For example, they should be able to decide 
when and with who to share their personal phone number or e-mail to have contact 
outside the platform.   

Provide a content rating  
Connecting users with others and offer them activities implies to get in touch (online or 
offline) with unknown people. To deal with this concern, senior end-users emphasize 
the need to implement a rating feature. For instance, a rating tool/functionality could 
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allow users to review proposed activities and services. This could help create 
confidence regarding offers and their organizer. 

Testing before subscribing 
The personalization of the platform’s offers often requires the user to provide personal 
information. Although this personalization was highly valued by the participants, some 
seniors strongly objected to provide personal information before knowing its use. They 
highlight the importance to have the ability to discover the functionalities of the 
platform having to share personal information.  

2.3. Ideation through Co-creation  

The design concepts were used by experts as input for the design of several 
propositions of the platform’s main pages. These screens were iteratively altered, 
enhanced and updated by seniors in co-design sessions in the Netherlands, Romania, 
and Switzerland. The majority of participants preferred to regroup access to events and 
services in a single page and proposed to illustrate links to functionalities with pictures 
to enhance comprehension. For some users, it was also important to have a profile to 
describe themselves and to define their main interests in order to match them with other 
activities, courses or services. After the paper prototyping sessions, a first mock-up of 
the platform was built based on the different paper prototypes of the participants and 
their requirements. The first mock-up prototype is presented in figure 1. 

 
 

Figure 1. First mock-up of the platform 

y p g
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3. Discussion  

Active participation in social activities can diminish seniors’ feeling of emptiness [1, 2]. 
We aimed to define design principles for a social support platform that promotes active 
ageing through participatory design approach. Focus groups and inputs from experts 
allowed us to identify 7 design principles to follow when developing an online social 
community for older users. The main principles advise to foster offline social contact 
rather than substituting it, to respect the privacy of users and to enhance trustfulness. 
These principles were taken into account when co-designing the platform with end-
users. A first mock-up was developed and will be tested and further enhanced in future 
co-design sessions. These findings are in lines with those of other studies, 
demonstrating that seniors attach importance to a trustworthy platform to maintain 
social ties and to have access to meaningful activities [7, 14]. 
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Abstract. Stroke survivors have a nearly 40% risk of recurrent stroke during the 
first 10 years. Effective secondary stroke prevention strategies are sub-optimally 
used, and hence, developing interventions to enable healthcare professionals and 
stroke survivors to manage risk factors more effectively are required. In this paper 
we describe the usability evaluation of a decision aid designed in collaboration with 
stakeholders to reduce the risk of a recurrent stroke. The decision aid was found 
usable and acceptable by both general practitioners and stroke survivors. Concerns 
and suggestions for improving the decision aid are discussed.  

Keywords. Stroke, decision aid, decision support system, usability testing, learning 
health system 

1. Introduction  

In 2015, there were 3.7 million people living with stroke as a chronic condition in Europe 
and this number is expected to reach 4.6 million in 2035 [1]. Stroke survivors have a 
nearly 40% cumulative risk of recurrence within 10 years [2]. Risk factors associated 
with recurrent stroke can be reduced by patients changing lifestyle behaviours (e.g., 
smoking, obesity) and adhering to preventative medications (e.g., blood pressure). 
However, these risk factors are currently not well managed or controlled post stroke. 
Physician adherence to treatment guidelines is sub-optimal and compliance among 
patients is low [3]. Interventions designed to improve risk factor management among 
stroke survivors have shown modest or no effect. Possible reasons for this limited 
success is that these interventions were not integrated into the clinical decision making 
process of practitioners.  

In collaboration with a range of stakeholders [4], we designed and developed DOTT, 
a decision aid software tool intended for use in primary care during the clinical 
consultation between the healthcare professional (HCP) and stroke survivor. The 
decision aid is based on a learning health system (LHS) approach, and uses knowledge 
generated from routinely collected data, by integrating with the HCP’s electronic health 
records (EHR) system, to improve clinical outcomes. The rules in DOTT are generated 
from linked primary care datasets including the South London Stroke Register (SLSR) 
[5] and Lambeth Datanet [6]. The tool enables the stroke survivor to indicate their 
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perceived risk of having a recurrent stroke and calculates their predicted stroke risk. 
Based on the stroke survivor’s characteristics, the system will suggest the most effective 
evidence-based treatments to reduce the risk of stroke recurrence (e.g., take 
anticoagulants, stop smoking), enabling the HCP and stroke survivor to jointly decide on 
treatments that best suit the stroke survivor’s preferences.  

The aim of this paper is to describe the formative usability evaluation of the decision 
aid with stroke survivors and general practitioners (GPs) in order to understand whether 
they find it usable and acceptable and what are their concerns and suggestions for 
improving the tool.  

2. Methods 

2.1. Participants 

Ten participants, 5 stroke patients and 5 GPs, participated in usability testing. Patients 
were recruited from the SLSR dataset and GPs were recruited from South London 
practices. Testing with five users provides maximum benefit-cost ratio and identifies the 
majority of the usability problems [7]. 

2.2. The decision aid  

For the usability evaluation, the decision aid had the following functionality and flow: 

� Patients indicated their perceived risk of having a recurrent stroke. 

� GPs entered the patient’s characteristics (age, gender, clinical conditions). 

� The system displayed a typical recurrent stroke risk (average according to age) 
and the most effective treatments based on the patient’s characteristics.  

� The benefit of each treatment in terms of reducing the stroke risk was displayed. 
Estimated benefits were calculated based on existing literature. 

� Information and common concerns for each treatment were displayed.  

� The GP and patient would decide on a management plan whilst identifying 
desired clinical and patient outcomes. 

� Patients were told that their management plan would be printed to take home. 

2.3. Usability sessions 

The usability sessions were simulated consultations using the DOTT decision aid tool. 
GPs were given a short tutorial on how to use the decision aid before the simulated 
consultations and patients were given a short explanation about the decision aid. GPs and 
patients were interviewed after the simulated consultation and answered an acceptability 
questionnaire [8] and the System Usability Scale [9]. Ratings were provided on 5-point 
Likert scales from 1 (strongly disagree) to 5 (strongly agree), with higher ratings 
indicating higher satisfaction. A thematic analysis approach was used to identify themes 
[10] related to the usability and acceptability of the decision aid, concerns and 
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suggestions for improving the tool.  

3. Results 

3.1. Demographics 

Five GPs participated in the usability testing (3 males). Average years of experience as 
a GP was 12.6. All GPs had experience consulting stroke patients. GPs had medium to 
high confidence in using new technology and low to medium experience using decision 
support tools. Five stroke patients participated in the usability testing (3 males), average 
age was 64.6 years. All were diagnosed with hypertension. One had heart problems, one 
was suffering from depression, two had minor mobility issues. Three of the participants 
had minor cognitive deficiencies (attention and memory). 

3.2. Usability and acceptability 

Both GPs and patients found the decision aid usable and acceptable. GPs found the 
decision aid easy to use (score 4.2), easy to understand (4) and felt very confident using 
it (4.2). They thought that this decision aid is better than how they usually help patients 
decide about treatments for controlling their risk factors (4.4), that this strategy is 
compatible with the way they think things should be done (4.2), that this type of decision 
aid is suitable for helping patients make informed choices (4) and that the decision aid 
complements their usual approach (4.4). Stroke patients would like to use the decision 
aid frequently (4), thought that it was easy to use (4.2) and felt confident using it (4). 
Utilising thematic analysis for the interview transcripts, we identified 5 main themes 
relating to the usability and acceptability of the decision aid.  

3.2.1. Logical and structured process that facilitates discussion 

GPs and stroke patients (n=10) found the decision aid to be clear, consisting a logical 
flow that structures the consultation. They felt that the decision aid facilitates discussion 
on the different proposed treatments and elicits patients’ preferences.  
 

 “GP pointing out what to do but the patient makes the decision since it’s hard to get 
your head around everything. More doable if you have specific areas to work on with 
specific targets that suits you” [P2] 

3.2.2. Powerful risk display showing the benefit of each treatment 

GPs and stroke patients (n=9) found the risk display easy to understand and powerful. 
 
“The most powerful thing is the visual shifting of risk” [GP5]  

3.2.3. The patient takes home printed information 

GPs and patients (n=4) thought that it is very important that the patient has the 
management plan and all the information printed so they can review it at home. 
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“The important thing is that the patient goes out with a piece of paper that 
summarises in bullet points the outcome of the consultation. If its black and white on 
paper it makes a difference” [P3] 

3.2.4. Importance of a learning system 

GPs (n=2) raised the importance of a learning system providing up-to-date information. 
 
“The learning aspect is very important, since this system is based on evidence and 

evidence can change” [GP3] 

3.2.5. Can motivate patients to change behaviour 

All GPs and patients (n=10) believed that the decision aid could motivate patients to 
change behavior. Patients were asked this question and gave an average score of 4.4. 

 
 “I believe discussing the different options with the patients, shared decision making, 

is likely to improve adherence” [GP1].  

3.3. Concerns 

GPs and stroke patients raised two main concerns from using the decision aid. 

3.3.1. Deals with one aspect of the consultation 

GPs and patients (n=5) felt that the decision aid is good but focuses on one aspect of the 
consultation (reducing risk) and patients may have other concerns. 
 

“This is good, but for me the most important thing is the emotional aspect, and this 
tool doesn’t relate to that” [P4] 

3.3.2. Time  

The main concern for GPs was time (n=3), claiming they have only 10 minutes for the 
consultation, and they will not manage to fit it in.  

3.4. Suggestions for improvement 

GPs and stroke patients provided suggestions for improving the decision aid:  
1. Cumulative risk should be added, the system should show reduction of the 

stroke risk for more than one treatment. 
2. The terminology is too clinical, for example “treatments” and “management”, 

could be changed to “possible strategies or approaches”. 
3. In addition to the management plan, information (a leaflet) on each of the 

selected treatments should also be printed. 
4. Add clinical data, for example when clicking on “cholesterol” show the 

patient’s last three values, same for blood pressure.  
5. Enable more than one display of risk, each one prefers a different display and 

understands risk differently.  
6. Add the emotional/mental aspect (e.g., depression) 
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4. Discussion 

Stroke survivors and GPs found the decision aid to be both useful and usable. GPs felt 
that the decision aid helped with structuring the consultation and eliciting patients’ 
preferences for treatments. Stroke survivors felt it provides a good way to understand the 
different treatment options and select the ones that best suits their preferences. There 
were also concerns. GPs main concern was that the decision aid would increase 
consultation times, indeed time constraints were identified as the main barrier for the 
adoption of innovations by GPs [11,12]. A possible solution could be to use the decision 
aid as part of a clinical review after stroke, which is usually longer (e.g., 3 month, 6 
month and annual review). Another important concern, particularly for patients, was that 
the decision aid covers only one aspect of stroke survivors’ needs (secondary prevention), 
and that they may have other concerns they wish to discuss with the GP. In this study the 
emotional aspect (such as depression) was raised as a concern and was suggested to be 
added to the decision aid. Depression is indeed a risk factor of stroke [13], and we will 
consider adding it to the decision aid. Improvements suggested by users will be 
incorporated into the updated version of the decision aid.  

5. Conclusion 

The decision aid was found useful and usable and has the potential to improve secondary 
stroke prevention by patients understanding their risk and taking ownership for the 
treatment decisions, improving their adherence to the agreed management plan and 
reducing their risk of a recurrent stroke. We identified some concerns that could be 
barriers to adopting the decision aid and should be addressed in the updated version.  
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Abstract. Comprehensive Geriatric Assessments (CGAs) have been recommended 
to be used for better monitoring the health status of elder residents and providing 
quality care. This study reported how our nurses perceived the usability of CGA 
component of a mobile integrated-care long term care support system developed in 
China. We used the Continuity Assessment Record and Evaluation (CARE), 
developed in the US, as the core CGA component of our Android-based support 
system, in which apps were designed for all key stakeholders for delivering quality 
long term care. A convenience sample of 18 subjects from local long term care 
facilities in Shanghai, China were invited to assess the CGA assessment 
component in terms of Technology Acceptance Model for Mobile based on real 
field trial assessment. All (100%) were satisfied with the mobile CGA component. 
88.9% perceived the system was easy to learn and use. 99.4% showed their 
willingness to use for their work. We concluded it is technically feasible to 
implement a CGA-based mobile integrated care support system in China.  

Keywords. Continuity Assessment Record and Evaluation, Mobile health, 
Comprehensive Geriatric Assessment, Integrated Care, Long Term Care, Support 
System  

Introduction 

The global is facing great and serious challenges of caring the elder people. This is 
especially important for us in China because of the national aging pace and the size 
which there have been more than 100 million elder people, aged over 65, living in 
China. This creates a significant caring need in our national public health.  

It has been proposed and proved that the use of Comprehensive Geriatric 
Assessments (CGAs) is the good start to plan, provide and assure the delivery of 
quality care to the aged. The use of CGA has resulted in prognosis prediction, 
reduction in functional decline, and reduced hospital readmission [1; 2]. Continuity 
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Assessment Record and Evaluation (CARE), one of the CGA instruments, developed 
by the US Centers for Medicare and Medicaid Services to standardize assessment of 
patients’ medical, functional, cognitive and social support status across acute and PAC 
settings[3]. The CARE is designed to better integrate other four federal assessment 
tools in the US and planned to replace them. The advantages of this tool are its 
nonproprietary feature, sensitivity to functional changes, multidimensionality, and 
reliability. For the purpose of easy operating, it was modified that not only the health 
professionals but also other care givers could do the assessment. High reliability and 
validity have been reported [3; 4]. 

However, because of the complexity and lack of expertise, the CGAs are always 
hard to be successfully applied  not mentioning it is a very new concept in China and 
no institute has ever used it. Mobile health (mHealth), a term used for the practice of 
medicine and public health supported by mobile devices, have transformed care 
models[5]. With mobile apps, assessment could be carried out anytime, anywhere; 
records could be sent to data center through internet directly other than second key 
typing. M-Health combining the CGA, service and care delivery, might provide us a 
new long term care model.  

In this study, we reported the results of our pilot study, which is believed to be the 
first mHealth solution for the long term care in China, to evaluate nurses’ perceived 
usability of the mobile CGA assessment in field settings. 

1. Materials and Methods 

1.1.  The Total Mobile Long Term Care Support System 

An integrated care based model, called the Precision Care Compass Model as shown in 
Figure 1, was designed to serve as the design base for the system. Elderly, are put first 
as the core of the compass. The CGA instruments, composed of international standard 
CGA as well as local needs, is used to set the contents of plan, delivery and monitoring 
of services and care, which covers from prevention, treatment to rehabilitation so all 
institutes in the community with team members including care givers and family can 
work together to achieve better health and multiple outcomes. Techniques of big data, 
guideline knowledge, network and mobile technology are put together for the solution. 

The system was designed to compose one center and four categories of Android-
based apps, such as care giver and the elder, family, manager and care providers 
(Figure 2.) The contents of the app for care providers are shown at the top-right corner. 

 
Figure 1. The Integrated-Care-based Precision Care Compass Model 
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Figure 2. The Framework of Total Mobile Long Term Care Support System 

1.2. The CARE Component 

The CGA CARE item set contains four domains, including medical status/clinical 
complexity, functional status, cognitive status, and social support factors and was 
released in 4 versions: institutional admission, home health admission, discharge, and 
expired [10]. Each version contains same core assessment items. There are 58 A4-sized 
pages in the Chinese CARE documentation form, composed of 11 sections with a total 
of 220 assessment questions. 

The CARE component is only used by the care providers, and was designed based 
on a set of usability principles [14]. The entire CARE were organized into 12 main 
categories and 28 subcategories, which could be easily navigated and switched among 
each other freely in 2-3 taps. A circle proceeding bar was used to indicate the 
completeness of each category and subcategory. Information and explanation regarding 
the assessment question was described in details and hidden by the question title. The 
algorithm of problem Triggers and Care Plans were built in. Once assessment was done, 
care plans and actions were recommended immediately.  

1.3. Evaluation of Perceived Usability and Analysis 

18 nurses, from one secondary community hospital and its affiliated nursing home in 
Yangpu District, Shanghai were conveniently invited as the subjects. The study was 
approved by the Yangpu Health and Family Planning Commission (Registry No.LL-
2017-KY-001) and done in March 2017. The subjects attended a 4-hour CARE training 
workshop with materials consisted of the basic CARE principles and contents, and the 
detailed introduction of the app and the introduction to use it comfortably. All subjects 
were required to do the CARE assessment based on protocols at least from 5 to 10, 
based on availability, real elder residents randomly selected from 8 local LTCFs. 

The Kaasinen’s Technology Acceptance Model for Mobile (TAMM) questionnaire, 
containing four areas of issues, as perceived value, ease of use, ease of adoption, and 
trust, was used to evaluate subjects’ perceived usefulness of the CARE component [4]. 
Two extra questions related to the overall satisfactory and one on how much you would 
like to pay for the system was added. A five-point Likert scoring method was applied to 
all questions, where 1 means Strongly Agree and 5, Strongly Disagree. The evaluation 
questions were automatically embedded within the app. Subjects were averagely 
assigned to do assessment for real random cases. All data were extracted into Excel 
2007 for analysis. Descriptive statistics were used to analyze results. 
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2. Results 

2.1. Participant Demographics 

12 subjects came from a 140-bed community hospital and 6 from its 90-bed affiliated 
nursing home. All were female. 10 were younger than 50; 14 had a college degree; all 
nurses served more than one year in long term care setting with one escept. Most of 
them (17) have little experience in mHealth Apps and none of them knew CARE or any 
CGA prior to the study. Two thirds of participants completed assessing more than 5 
cases, and 8 of them did more than10 cases. The average finished cases were 8.  

2.2. Perception of Value and the Ease of Use of CARE Component 

All (100%) subjects perceived the tool positively in terms of satisfactory and perceived 
it useful in improving assessment quality, collecting massive data, and standardizing 
information; more than 94.4% subjects either strongly agreed or somewhat agreed that 
the system was good for data sharing and future analysis.  

With regarding to the eight “ease of use” items, 88.9% subjects perceived the tool 
was easy to learn, operate, and navigate; also 88.9% felt confident to use the tool; as 
many as 94.4% agreed that the tool was easy to interact with and locate the missing 
items. While evaluating ease of adopting, 94.4% showed their willing to use in their 
working place; 83.3% considered the tool was worth using; 77.8% would recommend 
the tool to their colleagues. Privacy and security were main concerns of subjects. 83.3% 
showed trust in the system. Interestingly 66.7% showed no worry about data safety. All 
subjects were satisfied with the current tool but 77.2% thought it still needs upgrading. 
When asked their willingness to use the CARE, 61.1% were willing to use the paper 
form of CARE and increased to 83.3% in using it in mobile system. Most participants 
(77.8%) suggested the completion of assessing 6 real cases was sufficient for being 
skillful with the mobile CARE. The average CARE documentation time for the first 
case was 32.5 minutes, which dropped to 21 minutes when familiar with the tool. 

3. Discussions 

In this study, the results showed the high feasibility of promoting the use of CARE 
CGA in long term care facility, given a well design of mobile tools. We highly believe 
that the usefulness and ease of use of the technology were greatly related to the 
adoption of mhealth by health professionals[6].  

It is believed that participants’ past experiences could impact on their willingness 
of acceptance of new technology [7]. In this study, almost all participants are new to 
the mhealth. It is encouraging to observe that all participants showed a very positive 
attitude to introduce the complex CARE in the workplaces and showed no difficulty. 
During our field test, most subjects averagely took around an hour to finish one 
assessment at the beginning and were improved to around 20 minutes when they 
become more familiar with the tool. This performance was acceptable by 94.4% of 
participants. 

When the medical and nursing informatics in China is just getting its momentum, 
many revolutionary development and use of mobile technologies in China nowadays 
seem already had silently changed the competency of our people, including healthcare 

Y. Cui et al. / Making the CARE Comprehensive Geriatric Assessment 773



professionals and the elderly, in using the new technologies to face challenges in the 
new age of healthcare. We will next to extend the use of the CARE CGA total mobile 
long term care support system to evaluate its effectiveness in supporting the delivery of 
the quality long term care for the huge amount of the elderly in China. 

4. Conclusion 

This study indicated that though there is no much experience in China in using the 
CGA to provide quality long term care for the elderly people, it was very feasible to 
introduce and implement the CGA in the long term care settings with mHealth tools. 
This might also suggest a new solution to the healthcare informatics reform in many 
developing and underdeveloped countries in using the affordable and useful mobile 
technology in their healthcare systems. 
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Abstract. Social isolation and loneliness among older people is a growing problem 
with negative effects on physical and mental health. In co-creation with older adults 
individualized social activities were designed where older adults through computer 
mediated communication were able to participate in social activities without leaving 
their homes. Four types of activities were designed; outdoor activity, music event, 
visiting a friend and leisure activity. A participatory action research design was 
applied, where end users together with scientists from two research fields developed, 
tested and evaluated online participation in the activities. Usability and safety of the 
systems were major concerns among older adults. The evaluation pointed out that 
level of simplicity, usability and audio-video quality determined the level of 
satisfaction with the human interaction during the activity, thereby affecting the 
meaningfulness of the activity. The research presented in this paper constitutes the 
first step in a long-term research process aiming at developing a digital coaching 
system that gives older adults personalized support for increasing participation in 
meaningful social activities. 

Keywords. Co-creation, participatory action research, social activity, healthy 
ageing, computer mediated communication, personalization 

1. Introduction 

Systematic reviews show how social isolation and loneliness among older people is a 
substantial problem (affects 7-17% and 40% respectively) and that lack of social 
inclusion and a feeling of loneliness negatively effects physical and mental health [1]. 
These issues are especially prevalent in older people with health problems and are 
associated with socio-demographic factors (gender) and social factors (e.g., civil status 
and meaningful social contacts) [2]. Research findings call for attention to the provision 
of service for meeting societal ideals in caring for the older generation, confront rising 
isolation and subjective loneliness which harms individual health and burdens national 
and global economies [3]. Research has also over the past decades demonstrated the 
importance of social relations and social engagement for older people’s health, well-
being [4] and cognitive health [5]. Strong mortality effects also exist; in fact, loneliness 
induces mortality and disease at rates comparable to life style diseases such as smoking 
and exceeds that for obesity and inactivity. Participation in activities and social networks 
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often decrease in correlation with higher age. This is partly due to physical limitations 
that prevent people from leaving home to participate in social life [6]. 

This research aims to explore a participatory design methodology where older adults 
co-create and maintain person-adaptable meaningful social activities using web 
technology, as a means to prevent social isolation and loneliness, and that can be used as 
complementary health intervention to other interventions targeting older people.  Key is 
allowing the older adults to take control over the content of the activities [7]. Aim of this 
research is to, in co-creation with older adults, develop and design a model for enabling 
online participation in individualized meaningful social activities. 

The research presented in this paper constitutes the first step in a long-term research 
process aiming at developing a digital coaching system that gives older adults 
personalized support for increasing participation in meaningful social activities. The 
results will provide a compass for further development of a health support application 
targeting both physical and social, presented in [8]. The following research questions 
form the basis of the research: i) Which types of social activities do older adults wish to 
access in order to maintain or increase their involvement in meaningful, social activities? 
ii) How can these activities, when offered online, be designed to meet individuals’ needs? 

2. Methods 

A participatory action research design was applied, where end users (older adults) 
together with computer science and occupational therapy researchers developed and 
tested meaningful online social activities. The activities should be personalized and 
tailored to the needs of each individual. The design was based on a user perspective, 
focusing on the user, the activity and the interaction. Through a co-design process and 
participatory action research the elderly together with researchers in the creation of 
activities and technology [9]. Three workshops were conducted with totally 14 older 
adults (five men and nine women, age 70 and older), exploring their opinions and desires 
in relation to the research questions. Field notes and discussions were analyzed using 
qualitative content analysis [10]. Four older adults participated in a subsequent pilot 
study, where they evaluated the created activities and the first prototypes that mediated 
each type of activity.  

Computer Mediated Communication, CMC, was chosen as technical medium. CMC 
was performed synchronously with audio-video communication where geographically 
distantly located people held meetings in real-time [11]. The selected software was 
available free of charge and commonly used worldwide among families, businesses and 
organizations. It was chosen also because it allows the user to create multiple social 
meeting place very easily, which can be integrated in the digital coaching application in 
further development. For the pilot testing common equipment for accessing the web and 
social media was used. Simplicity was strived for and all participants used equipment 
they already had available, all older adults in their own homes used a laptop. 

3. Results 

During the workshops, partnership and working together in sharing knowledge and 
information was emphasized. The older adults were active participants, initiating topics 
they found significant and alternately leading the dialogues. The following topics were 
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brought forward and explored: “fears and expectations”, “consequences of rejecting 
technology”, “what is social activity”, “what counts as meaningful” and “correlation 
between health and activity“. 

3.1. Fears and Expectations  

Usability and safety of the systems were major concerns. Minimizing occurrence of 
anticipated technical issues was desired. Common application systems easily available 
on the web, with user friendly interface and low demand for user technology skills was 
desired. Fears as well as expectations were pointed out (Table 1). 
 
Table 1. Examples of fears and expectations pointed out by older adults, concerning social activities online. 

Fears Expectations 
Undesired appearance on public internet space  Having company 
Others having unauthorized access to my activities Someone to talk to 
Uncertainty about who can see what I do online Experience adventure 
Technology difficulties: Improve life situation for other older adults 

- not knowing which buttons to push Improve my skills as internet user 
- making mistakes leading to destroying technology Digital inclusion 

 

3.2. Types of Social Activities Desired by Older Adults 

The second workshop explored what types of social activities older adults wish to 
participate in to maintain or increase their involvement in meaningful social activities 
when their life situation prevent them from physically attending activities outside the 
home. Four types of activities were identified, listed and exemplified in Table 2. 

 
Table 2. Types of meaningful social activities as identified by older adults. 

Type of Activity Examples of Activities 
Outdoor activities Hiking, picking berries, walking in the forest 
Public arrangements Social events arranged by the local church, attending music events 
Visiting a friend Read newspaper together, discuss news, have coffee, talk 
Leisure activities Splitting and stacking firewood, building things 

 

3.3. Design of Activities and Mediating Technology  

The different types of activities desired by older adults (Table 1) implied diversity 
regarding characteristics of inter-human interaction and served four types of motives: 
experiencing nature, experiencing cultural events together with people, nurturing 
relations, and conducting leisure activities where one can create things. These motives 
are at the core of the user model to be implemented for personalized coaching.  

Engaging an external partner in design and execution was necessary for all types of 
activities, as each one required someone who would be the Remote Companion (RC) 
physically present in the remote location. Older adults who wanted to participate in 
outdoor activities remained in their homes, connected to the RC through CMC, while the 
RC was performing the activity on location.  

The desired activities called for various social meeting points, where a variety of 
environmental factors needed consideration when selecting technology; a) quality of 
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Internet access, b) indoors/outdoors and weather conditions, c) lighting conditions and 
positioning of webcamera for video quality, d) microphone capacity and positioning for 
audio quality, e) noise management, f) choosing suitable device, for RC’s transmission. 
Figure 1 overviews how activities in the pilot test were designed and set up.  

 
Figure 1. Examples and description of activities in pilot test.   

 

3.4. Pilot Test and Evaluation 

Purpose of the pilot test was to evaluate user experience of a) technology and b) 
participating in the selected activity from a distance, regarding quality factors audio, 
video and human interaction between older adults at home and RC. Experiences were 
graded using values; bad, not so good, good, very good or fluctuating (Table 3). All older 
adults enjoyed being able to participate in activities from their home but experiences 
varied. Visiting a friend was rated high on all factors by both participants. Hiking was 
rated as very good by the senior, while the RC experienced limitations in video function, 
related to user interface.  

Music event at church was the most difficult regarding all tree quality factors and 
also generated the least satisfactory experience. The environment was challenging, 
primarily with regards to audio (crowd in the room and musicians’ sound system). Also, 
the internet capacity was insufficient which caused problems for video quality.  

 
Table 3. Older adults’ (S) and remote companions’ (RC) user experience of using the technology, software 
and quality factors audio, video and human interaction (HI).  

User Activity Technology Audio Video HI 
S1 Hiking easy to use very good very good very good 
S2 Music at church easy to use fluctuating  fluctuating bad 
S3+S4 Visiting a friend easy to use very good very good very good 
RC1 Hiking fluctuating Good fluctuating good 
RC2 Music at church easy to use Good not so good fluctuating 

4. Discussion and Conclusions 

Enabling social participation through simplified web technology is an essential step 
towards preventing social isolation and loneliness among older people, and to promote 
healthy ageing [12,13]. Co-created social activities where older adults through CMC 
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were able to participate in activities without leaving their homes were designed. Pilot 
testing and evaluation contributed with knowledge about user experiences of mediating 
online social activities for older adults through simple and commonly available web 
technology.  

The results presented will provide a compass for further development of a digital 
coaching system offering older adults personalized support for increasing participation 
in meaningful social activities [8]. Conclusions: levels of usability and simplicity, in 
combination with the quality of basic functions of CMC, had essential impact on the 
quality of personal interaction during the activity, thus affecting the meaningfulness of 
the activity. All older adults found the technology simple to use which indicates that 
commonly available software can be suitable for activities targeted at older adults.  
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Abstract. Caregiving relatives have to manage very diverse tasks and need a lot of 
care-relevant knowledge. For most of them it is not easy to find the knowledge 
required. Thus, a personalized knowledge transfer for caregiving relatives is 
necessary. Against this background, methods to determine the personal relevance 
and importance of knowledge resources for caregiving relatives are developed. To 
evaluate these methods, an exemplary fictitious person is created by experts in 
Nursing Science. In this evaluation, the approach’s results are compared with an 
expert opinion. The approach indicates that a personalized knowledge transfer is 
possible, providing caregiving relatives with necessary care knowledge according 
to their personal life situation.  

Keywords. Knowledge Transfer, Informal Care, Learning 

1. Introduction 

For many people, it is part of their daily life to take care of relatives. This includes the 
care of life or marriage partners as well as the support of parents. In Germany, there are 
about 2.9 million people in need of care, with 1.38 million being generally supplied by 
relatives only [1]. But even in case of home care or care provided by an outpatient nursing 
service, relatives perform a variety of caring tasks. For many caregiving relatives, this 
situation can involve considerable physical and emotional burden [2, 3]. 

Caregiving relatives have to manage very different tasks and need a lot care-relevant 
knowledge. Beyond information about legal aspects, caregiving relatives need practical 
knowledge about care activities and background knowledge on how to deal with the 
special needs and behavior of persons in need of care. Although most of the relevant 
information exists, for instance on the Internet, caregiving relatives often complain about 
a lack of required knowledge. For most caregiving relatives it is not easy to find the 
relevant knowledge.  

Against this background, one aim of the project “Mobile Care Backup” (MoCaB)2 
is to provide caregiving relatives with the necessary care knowledge according to their 
personal life situation. This paper describes methods for determining the personal 
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relevance and importance of knowledge resources. The results are compared with an 
expert’s opinion. 

2. Methods 

In the project MoCaB, an expert group in Nursing Science writes knowledge resources 
for typical problem situations that caregiving relatives have to deal with. To design a 
method for calculating the caregiving relatives’ personal relevance, sixteen of these 
knowledge resources were used. 

2.1. Matching knowledge resources to personal profile data  

For a personalized provision of knowledge, knowledge resources have to match with the 
profile data of the target group. A profile data matrix for caregiving relatives is defined 
using the Caregiver Burden Inventory (CBI) [4] and a German survey assessment (NBA) 
[5]. The CBI is an assessment tool for caregiver’s burden. It includes 24 items divided 
into five segments: time dependence, developmental burden, physical burden, social 
burden and emotional burden. In Germany the NBA is used to determine the amount of 
financial relief due to a persons’ needs of assistance. The assessment measures the degree 
of a person’s independence in six different areas like mobility, cognitive and 
communicative abilities, psychological problems, self-reliance and organising everyday 
life. In this approach the NBA is used to inference from the patients’ needs to the 
caregivers issues. 

In a second step, for each knowledge resource, experts in Nursing Science defined 
a weighting for each item in the matrix, ranging between zero and three. Thereby, zero 
stands for ‘the item is not important for the provision of this knowledge resource’ and 
three stand for ‘the item is highly important for the provision of knowledge resource’. 
The ratings were peer-reviewed by members of the expert group in Nursing Science and 
critical ratings were discussed in the whole expert group. 

2.2. Mr. H. as a fictional example 

To develop and test the calculation of the personal relevance of knowledge resources, 
the fictitious person Mr. H. was created. His profile data was used as a sample.  
Mr. H. is 65 years old and cares for his wife suffering from dementia. In this scenario, 
Mr. H. himself suffers from sleep deprivation by the fact that his wife is restless at night 
and stands up for going to the toilet. With Mr. H. in mind, the experts in Nursing Science 
set the optimal order of the knowledge resources (see Table 1). 

2.3. Calculation of the personal importance for knowledge resources 

With the weighting of a knowledge resource and the profile of the caregiving relatives, 
it is possible to calculate a score. Based on this score, relevant knowledge resources for 
the caregiving relative, in this case Mr. H., can be selected and ordered by importance. 
The importance of a knowledge resource for a person increases with the score, which 
ranges between zero and one. To calculate this score three different methods (see (1), (2) 
and (3)) were compared.  
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 (1) 

 (2) 

Where  is the number of profile items marked with weight  and  is the number of 
profile items of weight  fulfiled by the caregiving relative. In  the score is the 
weighted percentage of fulfilled items. Since every knowledge resource has a different 
number of weighted items, knowledge resources with a lower amount of weighted items 
are more likely to reach higher scores by chance. To qualify this unwanted behavior, the 
second equation extends by a factor, which is the unweighted percentage of fulfilled 
items. 

 (3) 

A different approach is used in . While in  and  fixed weights assigned by the 
experts were used, in  the score is calculated with dynamical weights. These dynamical 
weights are obtained by dividing a fixed portion by , which is the number of items 
marked with . The chosen portions follow the same order and distances like the weights 
in  and . An advantage of these dynamical weights is that the percentile for a 
weighting group  is independent of the number of items with this weight. As in  and 

, these weights are multiplied with the number of profile items fulfiled by the 
caregiving relative of weighting group  ( ). 

3. Results 

Table 1 shows the order of the knowledge resources according to the expert’s opinion 
and the order based on the calculation of the three scoring functions. According to the 
opinion of the expert, the most important knowledge resource for Mr. H. is nocturia 
(awakening from sleep at night to pass urine). Followed by knowledge resources about 
different financial reliefs (care services, domestic assistance and shopping) and 
communication strategies (nonverbal communication, asking the right questions and 
disease adapted communication). For the expert, the first seven knowledge resources, as 
shown in Table 1, are most important for Mister H. Thereby, the internal order is not 
obligatory, yet nocturia as main issue should be ranked highest. 

In the order received by , some relevant knowledge resources are ranked high, like 
nocturia, financial shopping relief and financial relief for domestic assistance. However, 
most of the seven important knowledge resources from the expert’s order have no high 
priority in and also nocturia is not the highest ranked knowledge resource. Beside this, 
there is a difference in the position of financial relief for care services, with position 2 
in the opinion of the expert and position 11 in . 

Comparing the rankings of  and , the order is nearly the same. However, all 
scores of  are smaller compared to . Nocturia is still on the second place, but has a 
lower score compared to the first place than in ranking from . 
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Table 1. Ordered listing of the knowledge resources (with calculated scores) 

Expert    

nocturia financial shopping relief 
(0.846) 

financial shopping relief 
(0.705) nocturia (0.861) 

financial relief for 
care services nocturia (0.815) nocturia (0.598) financial shopping relief 

(0.767) 

financial relief for 
domestic assistance 

financial relief for 
domestic assistance 

(0.68) 

financial relief for 
domestic assistance 

(0.433) 

financial relief for domestic 
assistance (0.667) 

financial shopping 
relief 

environmental design 
for anal continence 

(0.526) 

environmental design 
for anal continence 

(0.292) 

asking the right questions 
(0.467) 

nonverbal 
communication 

daily life with anal 
incontinence (0.526) 

daily life with anal 
incontinence (0.292) 

nonverbal communication 
(0.466) 

asking the right 
questions 

handling of 
incontinence 

consumables (0.526) 

handling of 
incontinence 

consumables (0.292) 

disease adapted 
communication (0.466) 

disease adapted 
communication 

managing anal 
incontinence (0.526) 

managing anal 
incontinence (0.292) 

financial relief for care 
services (0.452) 

effects of spiced food asking the right 
questions (0.457) 

effects of spiced food 
(0.191) 

effects of spiced food 
(0.358) 

managing elderly 
wandering behavior 

nonverbal 
communication (0.441) 

asking the right 
questions (0.183) 

maintaining anal continence 
with environmental design 

(0.208) 

fall prevention 
disease adapted 
communication 

(0.441) 

financial relief for care 
services (0.178) 

daily life with anal 
incontinence (0.208) 

ambient design for 
diseased people 

financial relief for care 
services (0.432) 

nonverbal 
communication (0.176) 

handling of incontinence 
consumables (0.208) 

daily activities for a 
mobile life 

effects of spiced food 
(0.413) 

disease adapted 
communication 

(0.176) 

managing anal incontinence 
(0.208) 

daily life with anal 
incontinence 

managing elderly 
wandering behavior 

(0.231) 

managing elderly 
wandering behavior 

(0.058) 

managing elderly wandering 
behavior (0.125) 

environmental design 
for anal continence fall prevention (0.231) fall prevention (0.058) fall prevention (0.125) 

handling of 
incontinence 
consumables 

daily activities for a 
mobile life (0.222) 

daily activities for a 
mobile life (0.051) 

daily activities for a mobile 
life (0.125) 

managing anal 
incontinence 

ambient design for 
diseased people (0.167) 

ambient design for 
diseased people (0.03) 

ambient design for diseased 
people (0.095) 

 
The order obtained by  is similar to the experts order. The seven highest ranked 

knowledge resources are the seven most important according to the opinion of the expert, 
but with little differences in the order. Nevertheless, nocturia is the highest ranked 
knowledge resource. Between the seventh and eighth and the eighth and ninth resources 
are gaps in the scores.  

D. Wolff et al. / Personalized Knowledge Transfer for Caregiving Relatives 783



 

 

4. Discussion 

Nocturia is ranked high by all three scoring functions. But results from  and  differ 
from the experts order. Some of the seven highly important knowledge resources are 
located at low positions in these rankings. However, the additional factor in  shows an 
effect, since the scores from  are smaller and the order differs in low ranked positions 
compared to  . 

 performed best. All important knowledge resources score high, while the less 
important resources reach smaller scores. The three most important resources are set 
apart from the rest. The expert’s classification of the seven most important resources is 
reflected by the gap between the seventh and eighth score. Maybe these gaps divide the 
knowledge resources in areas of different importance. By that, a fixed cut off threshold 
is unnecessary.  

By now the proposed method was only tested with a dataset of one fictional person 
and only for sixteen knowledge resources. The next step is to test the approach with real 
caregiving relatives and to increase the number of knowledge resources. 

5. Conclusion 

The approach indicates that a personalized knowledge transfer is possible, providing 
caregiving relatives necessary care knowledge according to their personal life situation.  
Three scoring functions were introduced and evaluated against an expert. The proposed 
methods work with the used profile dataset. All three scoring functions show some good 
results, but  performs best. 
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Abstract. Developmental delay is a deviation development from the normative 
milestones during the childhood and it may be caused by neurological disorders. 
Early stimulation is a standardized and simple technique to treat developmental 
delays in children (aged 0-3 years), allowing them to reach the best development 
possible and to mitigate neuropsychomotor sequelae. However, the outcomes of 
the treatment depending on the involvement of the family, to continue the 
activities at home on a daily basis. To empower and educate parents of children 
with neurodevelopmental delays to administer standardized early stimulation 
programs at home, we developed a mobile early stimulation program that provides 
timely and evidence-based clinical decision support to health professionals and a 
personalized guidance to parents about how to administer early stimulation to their 
child at home. 

Keywords. Developmental disabilities, early intervention, mobile health, health 
education, decision support. 

1. Introduction 

Recently, in Brazil, child development became a major public health problem because 
of the increasing number of children with microcephaly due to Zika vírus, a 
neurological condition that leads to developmental delays and other chronic 
neurodevelopmental disorders. Treatment of developmental delays requires a 
continuous rehabilitation process [1]. Early Stimulation Programs (ESP), comprising 
multidisciplinary clinical and therapeutic intervention techniques aim to enhance motor, 
cognitive, sensory, linguistic and social development. Early Stimulation Programs have 
enabled children to achieve normative development milestones, and to mitigate the 
neurodevelopmental sequelae [2]. However, in Brazil the provision of early stimulation 
programs is limited due to the lack of early stimulation expertise and resources at the 
healthcare centers. Consequently, a significant number of affected children remain 
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untreated especially in remote and low-income areas. One option is to deliver early 
stimulation programs is to engage and educate the child’s parents to administer early 
stimulation exercises at home on a daily basis setting [2,3]. However, currently the 
education material provided to parents is insufficient - there is no coherent therapeutic 
plan for the child, motivational reminders for the parents, and communication 
mechanisms for to report progress and receive feedback from healthcare practitioners.  

In this paper, we present the BraziLian Early Stimulation System (BLESS) that is a 
mobile early stimulation delivery platform to deliver personalized, culturally compliant 
and monitored early stimulation programs to parents of children with developmental 
delays. BLESS operates in concert with a therapist/health professional, featuring a 
shared decision making environment between the parent and the therapist, to develop 
an early stimulation program for the child, and then based on the program delivers 
educational material such as videos of early stimulation exercises, pamphlets about 
self-manage and handling of the child in a scheduled manner. BLESS offers a mobile 
patient diary for parents to record their early stimulation activities in terms of images 
and videos of the child and responses to child progress evaluation questionnaires—the 
patient diary serves an objective evaluation of the child’s progress and the effectiveness 
of the early stimulation program. Based on the child’s progress, the therapist provides 
feedback and adjusts the child’s early stimulation program. BLESS is accessible to 
registered parents as a mobile app which is the most effective communication medium 
since 242.2 millions of Brazilians have access to mobile phones, and it is to be 
deployed at a referred center for Mother and Child healthcare in the Northeast of Brazil. 
The region has seen a significant rise in neurodevelopmental disorders after the Zika 
virus epidemy, with about 46.7% of the 4.302 cases currently monitored [4]. 

2. BLESS Design Rationale 

BLESS is designed to improve the parent's skills levels, getting them fluency and 
maintenance in performing ESP at home. Considering that the developmental delay due 
to neurological disorders is a lifelong condition, the theoretical base of BLESS is 
grounded on the Innovative Care for Chronic Conditions (ICCC) model, proposed by 
World Health Organization [5]. This model posits that better outcomes in chronic 
diseases start at the micro-level of the healthcare system, at the patient interaction level. 
The core of the ICCC is the patient and family, who need to be prepared (getting 
behavioral skills), informed (about the chronic condition and disease life cycle) and 
motivated (to self-manage their health and keep the treatments), to handle the chronic 
condition.  In this regard, BLESS is based on a shared decision making environment, in 
which the parent and the therapist can discuss the therapeutic options for the child and 
design an early stimulation program that conforms to the parent’s ability to administer 
early stimulation exercises, social responsibilities and preferences. Taking an integrated 
Knowledge Translation approach, we have used the Brazilian Early Stimulation 
Guidelines (BESG) [2] to guide the development of the early stimulation program’s 
decision making for therapeutic options and progress evaluation.  

In operation, BLESS will be used right after the diagnosis of developmental delay. 
The early starter of the treatment is essential because every external stimulus received 
between 0-3 years old, can sculpt the brain and improve the neurodevelopment. 
Besides, at the first months after the diagnosis, parents need to deal with unknown 
situations, demanding extra support to learn about the health disorder and to get skills 
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to manage the child’s daily care at home, keeping parents engaged and motivated to 
maintain the treatment [6]. During this critical period, BLESS will be delivered to the 
family’s mobile phones, given them systematic support based on the ICCC triad 
"prepared-informed-motivated" model as follows: (1) Patient educational materials: 
short texts and videos about the developmental delay and child's care (to be informed) 
and short videos and narrative step-by-step instructions about ESP (to be prepared); (2) 
Diaries for capturing child’s progress, proactive alerts and reminders to encourage ESP 
tasks at home and feedback communication with the health professional for rapid 
advice (to be motivated).   

3. Methodology 

Our proposed research methodology comprises the following stages (Figure 1):  

 
Figure 1. BLESS System Architecture. 

3.1. Formulation of a localized ESP as a knowledge model (knowledge layer) 

To implement this project we leveraged knowledge translation strategies, engaging the 
stakeholders (health team, families, and local experts) in an interactive, 
integrated/inclusive and innovative process, taking into account factors such as 
evidence, context and facilitation [7]. This process was done through meetings with 
families and health professionals to discussion and evaluation of the meaningful 
knowledge would be included in the system. We developed an Early Stimulation 
Library (ESLib) that contains evidence-based educational information, activities and 
exercises, organized at three levels. The first level deals with general type of stimulus – 
daily care stimulation or motor stimulation. The second level deals with daily care 
stimulations (bathing, dressing, feeding, sleeping and playing) and the motor 
stimulations (head control, rolling, sitting, standing, walking), based on the normative 
milestones. The third class details the goals that need to be reached, based on the ICCC 
triad “informed-prepared-motivated”, where each triad element is linked with the type 
of educational content (texts or audio-visual material). We implemented the ESLib as 
an ESP ontology [7, 8], to provide a semantic description of the early stimulation 
knowledge in a scalable, human readable and computer interpretable format that can be 
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operationalized to select the relevant ESP exercises as per a child’s ES program.  

3.2. Generation of Personalized ES Programs (application layer) 

The application layer is responsible for generating personalized ESP based on patient’s 
clinical data, obtained from the child’s assessment by instruments based on the 
Windows of Achievement of Gross Motor Milestones [5], determines the type of 
stimulus from the ESP ontology that need to be prescribed to the patient. The families’ 
preferences and health literacy level are used to personalize the ESP. We use semantic 
web methods to reason over the ESP ontology, based on the patient’s needs and the 
family’s preferences, to generate the personalized ES program. 

Considering a real scenario (shown in Figure 2), of a child who needs motor 
stimulation to improve head control and to relieve hypertonia, BLESS selects relevant 
information and activities, next on the family’s ESP efficacy (say health literacy level) 
BLESS personalizes the ESP to deliver audio-visual based educational material, 
avoiding materials based on texts. In this case, the therapists could delivery the 
orientation to parents’ mobile phones, right from the start of treatment, explaining why 
the head control and stretching are important (to be informed), teaching them skills to 
perform the child’s prone position and stretching exercises (to be prepared) and giving 
positive messages to remember the prescribed tasks (to be motivated). Also, they 
would have a continuum feedback about the parent’s doubts, through the diaries that 
capturing the child’s progress, so they can reinforce orientations and correct mistakes 
about stretching, for example. Besides, the difficulties to bathing and dressing the child 
would be recorded in the feedback communication application feature and discussed 
during the sessions, in a shared-decision setting. New data from child’s progress and 
families’ need can be inputted, generating a new program, with an additional 
orientation about daily care stimulation class and subclasses, and so on. 

 
Case scenario:  

A 1-month old female child, diagnosed with microcephaly due to Zika virus, and atypical 
development, is showing hypertonia in upper and lower limbs and lack of head control. Five days 
after the evaluation, she starts the ESP, at the Rehabilitation Center, in 20-minutes individual session, 
once a week, with exercises to strengthen the neck muscles, and stretching to improve the range of 
motion. The therapists showed the exercises to the patient's parents (who have a low health literacy 
level) asking them to perform it every day, at least 3 times a day. After three months of ESP, the 
reassessment has shown an improvement in the head control and hypertonia maintenance. At this 
time, the parents mentioned difficulty to perform the stretching exercises at home, because they did 
not remember how and when to do it. Also, they were having trouble to make the daily care (bathing 
and dressing) because of the muscle rigidity. 

Figure 2. Case scenario of patient in Early Stimulation Program 

 

3.3 Development of a Mobile Early Stimulation Program (delivery layer)  

This phase involves the technical development of the front-end interface of the system, 
comprising the delivery component of BLESS. The personalized program will be 
received on parent’s mobile phones by a mobile application to Android Platform, in the 
Portuguese language. The support features of the BLESS mobile application provide 
self-efficacy attainment with educational material, proactive alerts and reminders, 
diaries for capturing child’s progress, and feedback and communication with health 
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professionals. The modules of ESP progress and feedback in the BLESS application 
allow the continuum assessments of the users, giving them resources to follow the 
progress and to plan new ESP based on goals reached and desired outcomes.  

4. Conclusions and Future Directions 

In the next steps, BLESS will be evaluated in a pilot study to assess the usability of the 
e-health interventions and the impact on patient’s development and on parent’s 
engagement and knowledge, using mixed methods methodology. For quantitative 
analysis, validated assessment tools, such as the Windows of Achievement of Gross 
Motor Milestones and the Short Test of Functional Health Literacy in Adults (S-
TOFHLA), will be used. The qualitative data collection tools will be developed during 
the project and it is estimated that 10 to 12 participants will be needed to reach data 
saturation.  The deployment of BLESS can benefit children who currently are unable to 
access early stimulation treatments due to long waiting lists of overwhelmed healthcare 
system in Brazil. This innovative solution will develop and demonstrate the potential of 
e-Health technologies and the impact at the patient level to improve access to 
standardized early stimulation programs and parent level to strengthen the bond with 
the child, integrating the he/she into the family toward an inclusive and functional life.  
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Abstract. Several high profile, problematic UK health data-sharing projects have 
shaped NHS professionals’ and the public’s opinion about NHS data-sharing 
projects, and there is a substantial body of evidence identifying barriers to Health 
Information Exchange (HIE) adoption.  Socio-technical factors are a significant 
consideration and this paper describes the approach taken to address these 
concerns in the design and implementation of a HIE for Greater Manchester.  
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Introduction 

Although exchange of healthcare data has historically been difficult, development and 
improvement of applications and standards have made it technically easier, with 
growing recognition of the benefits for direct care of doing so. Nevertheless, huge 
barriers to adoption continue to exist, demonstrated by high profile failures such as 
NPfIT[1] and Care.Data[2], and it is clear that socio-technical factors are a significant 
consideration in such implementations, in the UK and internationally [3]–[5]. 

The DataWell Exchange Platform, a federated approach to the sharing of patient 
records for Greater Manchester (GM), UK, considered the socio-technical constraints 
that need to be adequately addressed during its design and deployment, including 
information governance, compatibility with local systems and practices, varying digital 
maturity and clinical and public engagement and involvement. Here, we discuss the 
approaches and processes used by the DataWell programme to address these concerns, 
and reflect on the lessons learned during this implementation. 
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1. Background 

Greater Manchester (GM) is a city region in Northern England with ten localities, each 
with their own local government, health and care organisations. There is a history in 
the region of partnership working to develop innovative approaches to care and 
research, including the only Academic Health Science System in Northern England [6]. 
However, it was also recognised that linking data across organisations was ad hoc, and 
often based on the success of research projects including the Salford Lung Studies [7]. 
There was a clear need to build a health information exchange (HIE). In 2014 the 
Greater Manchester Academic Health Science Network (GM AHSN) was established, 
with 36 member organisations representing primary care, acute, community, mental 
health and ambulance services. As part of its programme plan, agreed with all the 
members, it would undertake the work to begin development of a HIE branded as 
DataWell.  

1.1. Addressing Barriers to Adoption: DataWell Design and Implementation 

Several high-profile, problematic UK health data-sharing projects (e.g.[1], [2]) have 
shaped professional and public opinion about NHS data-sharing. Meanwhile there is an 
emerging body of evidence looking at barriers to adoption of health technology 
generally, and specifically for HIEs [3]–[5].  The DataWell programme aimed to 
address these barriers when designing the requirements, architecture and 
implementation approach for the project. Table 1 provides a summary of these barriers 
and the design and implementation principles adopted in response.  These principles 
are discussed below. 

Barriers DataWell Design and Implementation Principles 

Concerns about centralised ownership and 
control[1]. 

Support local ownership, federation of data, and control. 

Changes to culture and practice [3] End user involvement and co-design 

HIE does not meet user needs [3] Use Case Driven, End user involvement and co-design 

Varying digital maturity across region [8] Enable fit with local practices and systems 

Shortage of Implementation Resources [8] Build Once 

Unclear value proposition [9] Use Case driven 

Variation in terminology and language used 
by providers and systems [8] 

Interoperability and use of open data standards 

Patients outside of HIE catchment area[4] Interoperability and use of open data standards 

Table 1: Barriers to HIE Adoption and DataWell responses 

1.2. Local Control and Ownership 

Studies of NHS IT failures [1][2] emphasise local buy-in and control. Data owners 
need to control their data, and organisations and individual stakeholders value existing 
relationships and trust when sharing sensitive data [10]. The DataWell programme 
supported this in two ways.  Firstly, the geographic footprint provided a suitable scale 
and reach, covering a set of localities and organisations that were already working 
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together. This relationship has been codified by devolution of delivery of health and 
social care to the region[11].    

Secondly, the design of the DataWell Exchange system architecture is such that 
each participating organisation has control of its own virtual server or node (see figure 
1), choosing what data items to share, with whom, and to what purpose.  Rather than a 
central data warehouse, the Exchange maps the location of data items from each node, 
and accesses the data only when required to service a user request. Whilst this is 
technically less efficient than a shared data warehouse, a federated approach enables 
organisational ownership and control, crucial to stakeholder buy-in.  

 
Figure 1: DataWell Information Architecture 

1.3. Enable Fit with Local Practice and Systems 

National assessments of NHS digital maturity indicated that participating organisations 
would have widely differing systems, resources and working practices[8], and it was 
important that the DataWell programme worked with this variation. For example, 
DataWell maps local data to a standards-based data model to harmonise terminology. 
Similarly, we do not enforce the mechanisms by which data is consumed from the 
Exchange. Instead organisations choose what is most appropriate given the use case, 
existing local systems and workflows. 

1.4. “Build Once” 

There are multiple aspects to the principle of ‘Build Once’. Firstly, that the region 
would develop a HIE that supports integrated direct care, but also creates anonymised 
records for planning and research, supporting GM-wide solutions for audit, research, 
service planning and population health.  

Secondly, we anticipated that moving from existing point-to-point solutions for 
interoperability between NHS organisations to a single ‘hub’ with multiple spokes 
would reduce maintenance requirements for NHS Informatics teams. 

Thirdly, supporting the development of applications on the Exchange against a 
standardised, harmonised dataset, rather than against local systems, enables the rapid 
redeployment of software and algorithms that have been shown to work well in one 
GM locality, into other localities. DataWell is currently supporting the development of 
medications management and GP prescribing tools in two localities, with the intent to 
roll these tools out across GM should they be proven to be useful. 
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1.5. Open data standards 

Whilst the DataWell programme is building a solution for GM, it is essential to also 
consider wider interoperability with neighbouring localities who are adopting a similar, 
standards driven approach to HIE, e.g. [12] . This approach has been further developed 
at a national level in the development of the NHS England reference architecture[13] 
and is also locally essential because patients who live on the boundaries of GM will 
sometimes be treated in neighbouring locales.  

1.6. Use Case Driven 

Development of the Exchange is Use case driven; workflows and interfaces are 
informed by discussions and co-design workshops with clinicians and informaticians 
from the early adopter organisations.  This enabled the programme to develop 
‘Accelerator’ projects, focused on specific user needs rather than developing a ‘one 
size fits all’ approach (see figure 1.) This allowed us to draw up value propositions 
based on those use cases; the failure to articulate value associated with HIE 
implementation can be a significant barrier to adoption. The sharing of pathology 
results was identified as a priority via a series of clinical workshops. In parallel, an 
Accelerator Pipeline was set up to enable organisations to design and specify their own 
interoperability projects based on DataWell.  This focuses on organisations with the 
need and capacity to engage with the programme, but also look for opportunities to 
share software and learning from early adopters with fast followers.  

1.7. End User Involvement and Co-design 

Clinician, patient and public involvement in the platform’s development was 
considered a critical success factor [3], [2], [14]. Co-design approaches to involve 
clinicians in the requirements, design, testing and roll-out of use-cases aim to ensure 
the platform effectively supports clinical goals and workflows. There is a growing body 
of research considering public views on uses of health care data, and the DataWell 
programme was sufficiently complex that it was felt a Public Experience Group (PEG) 
[15] should be established to understand public expectations around use of their data in 
care and research, to support communications work, and to incorporate the public voice 
into the development of new use cases via the DataWell Accelerator Oversight 
Board.Progress to date and Conclusions 

Currently Datawell is being rolled out across 12 organisations, with 6 actively 
sharing data. An evaluation of the pilot is taking place in parallel with the development 
of new use cases, and this phased approach allows us to test principles and adapt as we 
move forward.  Meanwhile, the project has been incorporated into the GM-wide digital 
strategy for devolution and there is increasing interest in developing new accelerator 
projects. Both clinical and patient support for the project has been very strong. 
Discussions about security, and privacy, coupled with a use case-driven approach has 
helped clinicians and patients quickly identify and support benefits for themselves[16]. 

The programme continues to develop new accelerator projects with localities as 
they join, working with them on their own digital maturity plans. This ‘use case’ driven 
approach enables the support of local teams and interoperability needs, whilst building 
resources and a sharing culture that supports the GM region. As devolution progresses 
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the flexibility of approach and design of DataWell will be important in adapting to new 
strategic approaches and ongoing changes in national policy. 

There is now a recognition nationally of the value of regional approaches to HIE 
implementation, based on Open Standards and local ownership [13], DataWell 
provides an early opportunity to assess the effectiveness of this approach. 
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Abstract. As the reference terminology SNOMED CT is gaining in significance and 
seems without alternative in interoperable Electronic Health Records, the holder of 
its intellectual property, the non-for-profit organization SNOMED International has 
achieved a quasi-monopoly status as a provider. We examine the current dealing 
with corporate transparency regarding SNOMED CT licensing together with policy 
recommendations derived from the research project ASSESS CT, in the context of 
collaboration with Standardization Organizations. In addition, transparency 
improvement is proposed based on the economic Principal-Agent-Theory, assuming 
SNOMED CT Licensees as principals. In this paper we introduce improvement 
measures with regard to increase transparency in the licensing process addressing to 
the reference terminology users and especially the terminology provider. The aim is 
to present strategies towards transparency, with the intent to remove barriers 
concerning indecisive organization stakeholders and users of a license and fee-based 
terminology solutions, as well as to overcome resentments connected to the quasi-
monopoly status of the provider.  

Keywords. Non-for-profit organization, SNOMED International, SNOMED CT, 
monopoly, transparency  

1. Introduction 

In recent years, there is a growing demand of using meaningful healthcare terminologies 
to provide semantic interoperability in electronic health records (EHR). The reference 
terminology SNOMED CT has achieved a first choice status in this context, regarding 
wide medical expressivity and a high level of detail [1,2,3].  

The SNOMED CT intellectual property (IP) rights are owned by the non-for-profit 
(NPO) organization SNOMED International (SCT Intl.), formally known as IHTSDO 
[4]. Each use of the terminology is subject to authorization and regulated via complex 
license policies. Regarding licensing, there is a major distinction between SCT Intl. 
Member- (MC) and Non-Member Countries (NMC). When in MC single user licenses 
can be obtained free of charge from a National Release Center, each SNOMED CT use 
in NMC is fee-based. The amount of the license costs depends on the licensees’ 
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organizational background (e. g. higher fees for hospitals in contrast to medical practices) 
[5]. 

As the membership in SCT Intl. for industrialized countries includes an annual fee 
that may reach a digit million amount, the country of Germany identifies just one obstacle 
to join the organization. The German government is critical towards non-proven benefit 
connected to a national implementation of a reference terminology in EHR, as well as 
primarily unpredictable expenses for terminology adoption (e.g. technical infrastructure 
or education). Furthermore, a lack of transparency about the use of membership fees 
inside SCT Intl. aggravates the decision on accession [6].  

As SNOMED CT is being considered without alternatives in the reference 
terminology domain, SCT Intl. holds a quasi-monopoly which occurs frequently in 
information technology [7]. The quasi-monopoly is primarily based on single possession 
of the exclusive IP-rights or it would rather imply incalculable effort for other 
competitors to create an alternative reference terminology with a comparable impact. As 
an NPO, SCT Intl. states to administer and develop a global language for health, with the 
leading intention to further a particular social cause. From an economic viewpoint, an 
NPO uses surplus revenues for investment in its mission, self-preservation and -
expansion, without distribution of dividends to the stakeholders. A common NPO 
indicator is the exemption from sales - or property tax [8].  

The aim of this study is to examine the dealing with transparency regarding SCT 
Intl. licensing and to propose improvement measures. Therefore we refer to policy 
recommendations derived from the EU funded project ASSESS CT as well as the 
economic Principal-Agent-Theory.   

2. Methods 

As a basis, SCT Intl. is assigned as a healthcare terminology provider into the common 
scheme of market structure, to gain a fundamental understanding about the 
organizations` monopoly position in the field [9].  

2.1. Transparency approach referring ASSESS CT policy recommendations  

We take on five policy recommendations that were formulated in the framework of the 
project Assessing SNOMED CT for large scale eHealth deployments in the EU (ASSESS 
CT) [1]:   

� Coherent and priority-driven eHealth interoperability strategy for the EU  
� SNOMED CT is the best reference terminology for eHealth in the EU  
� SNOMED CT should be a part of an ecosystem of terminologies (e.g. WHO-

classifications)  
� SNOMED CT adoption should be realized incrementally rather than all at once  
� Common areas of governance across terminology centers within the EU  

       These recommendations are examined in terms of transparency, regarding the 
collaboration of Standardization Organizations (SDOs) e.g. HL7 or IHE with SCT Intl.  
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2.2. Transparency improvement referring the Principal-Agent-Theory  

The Principal-Agent-Theory (PAT), derived from New Institutional Economics, deals 
with contract problems due to asymmetric information. Whenever in a contract situation 
one party is dependent on the act of another, there is an agency problem. In PAT, the 
principal is described as the originator and the agent as the contractor. A classic example 
of a principal-agent-relationship is buyer (principal) and seller (agent). The principal 
expects a fair compensation from the agent for the purchase price paid. Naturally, the 
agent has an informational advantage respective his product. However, the contractual 
partners have problems in monitoring the actions of the other party before and after the 
agreement, because of an associated lack of transparency [10].  
       The central improvement criterion in this constellation is an incentive-efficient 
contract design through institutional arrangements. This includes the widest possible 
exchange of information between the contracting parties ex ante and compliant 
contractual behavior ex post. 

We describe an exemplary approach to deal with agency problems that may occur 
between SNOMED CT Licensees (principals) and SCT Intl. (agent) as suggested by 
Goebel [11]. 

3. Results  

SCT Intl. providing SNOMED CT is assigned into the common scheme of market 
structure shown in Table 1.  
Table 1. Assignment of SNOMED Intl. providing SNOMED CT into the market structure scheme 

Perfect  
competition 

Monopolistic 
competition  

Oligopoly Monopoly 

Large of providers Large of providers Small of providers Single provider 
Identical product Differentiated product Ident. or diff. product Unique product 

Easy entry/exit 
NO market power 

Easy entry/exit 
SMALL market power 

Difficult entry 
LARGE market power 

Impossible entry 
COMPLETE 
market power 

   SCT Intl.  
 
SCT Intl. is the single provider for SNOMED CT. The reference terminology is a 

unique product, that no other competitor is able to offer (impossible entry). As such, SCT 
Intl. has the complete market power respective the product and holds the monopoly. 

 
Suggestions for the improvement of transparency respective the collaboration of SDOs 
and SCT Intl., derived from ASSESS CT policy recommendations, are shown in Table 
2. 

 
 
 
 
 
 
 
 

H. Dewenter and S. Thun / Quasi-Monopoly Status of a NPO Reference Terminology Provider 797



Table 2. Transparency improvement respective SDOs and SCT Intl. collaborations on EU-Level 

Collaboration in terms of semantic interoperability alignment, e.g. consistent binding of terminology systems 
to information models. 

Negotiation of flexible and transparent license arrangements between SDOs with adopting SNOMED CT as a 
reference terminology, to support health care and research use cases 

Collaboration to support the use of interface terminologies in native languages, referring SNOMED CT 

Establishment of superordinate governance structures monitoring the collaboration on the EU-Level 
 
Exemplary options to deal with agency problems in contractual relationships between 
SNOMED CT Licensees and SCT Intl. are shown in Figure 1. 

 

Figure 1. Solution options for agency problems between SNOMED CT Licensees and SCT Intl. 

4. Discussion 

By the assignment of SCT Intl. as a provider into the common scheme of market structure, 
we demonstrate the organizations monopoly status in the healthcare terminology field. 
From the position of complete market power over the product SNOMED CT, fee-setting 
in the context of licensing is primarily up to SCT Intl. The non-for-profit thought of the 
organization and the fact that interoperable eHealth applications using a potent reference 
terminology establish themselves via functioning collaborations with principals, limit 
monopolistic expressions. As the ASSESS CT economic cost-benefit analysis and 
impact assessment on SNOMED CT states, that operated indicators are rather descriptive 
than quantifiable, this means lower incentives to use the terminology or at least to join 
SCT Intl. as a member state [12].   

Regarding transparency improvement respective SDOs and SCT Intl. collaborations 
aligned to the ASSESS CT recommendations, the focus is on intensive and open 
cooperation on the EU-Level and beyond. The development and use of SNOMED CT 
works through harmonized and coordinated processes between SDOs and SCT. Intl., 
respective semantic interoperability alignment, terminology development and adoption 
options. A common area of governance across national terminology centers within the 
EU is recommended, to serve as a superordinate monitoring institution respective the 
SDOs and SCT Intl. cooperation. The institution shall harmonize the work as well as to 
protect the interests of the parties and other stakeholders, e.g. licensees. 

In the context of dealing with agency problems between SNOMED CT Licensees 
and SCT Intl., there is a distinction between preliminary and post contractual issues. It is 

Licensee SCT Intl. Licensee SCT Intl. Licensee SCT Intl.
Solution options for 

agency problems
Reduce asymmetries Harmonize goals Build trust

preliminary contractual 
issues

Screening Signaling 
Submit contracts 

for selection 
Self-Selection 

Reputation
Screening for 

trustworthiness
Signalize reputation

 Extrapolation of 
good experiences 

Build social capital  post contractual 
issues 

Monitoring Reporting
Create incentive 

agreements

Commitment/ 
Bonding 

Reputation

 Coherent and priority-driven eHealth interoperability strategy for the EU 

SNOMED CT is the best reference terminology for eHealth deployments in the EU 

SNOMED CT should be a part of an ecosystem of terminologies (e.g. WHO-classifications) 

SNOMED CT adoption should be realized incrementally rather the all at once 
Definition of valuable and clear use cases to work out quantifiable costs and benefits 
A common area of governance across national terminology centers within the EU 
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proposed that in the context of reducing information asymmetries, the Licensee invests 
in screening SCT Intl. actions (ex ante) and to monitor contract compliance ex post. From 
the agents´ view, a transparent license contract design should be established in terms of 
signaling. Reporting obligations for SNOMED CT Licensees have already been 
implemented by SCT Intl.  

Before concluding the contract, the SNOMED CT Licensee should be able to check 
the contract conditions as transparent as possible, and it should include the option of 
incentive agreements within the contract, e.g. the use of a determined SNOMED CT 
reference set for a pilot application free of charge. With the creation of transparent license 
contracting, SCT Intl. invests in an improved self-reputation and a better starting position 
respective harmonized goals of stakeholders connected to a growing use of SNOMED 
CT.  

The screening of trustworthiness on the part of the SNOMED CT Licensees with 
regard to SCT Intl. may be positively influenced by the example of transparent and fair 
cooperation in existing contractual relationships, especially SDOs. It would be an option 
for SCT Intl. to create an appropriate space for licensing, licensee experiences and 
contracting issues on the yearly SNOMED CT EXPO, to increase transparency, to 
address usage barriers and to reach indecisive new stakeholders as users of a reference 
terminology. In this context, an improved and more detailed presentation of the use of 
license and member state fees inside SCT Intl. is just one starting point.  

The implementation of a superordinate governance structure monitoring the 
collaboration and licensing activities respective SNOMED CT on the EU-Level, seems 
to be an appropriate institution to guarantee a higher level of transparency. 
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Abstract. Current frameworks postulate the success of health IT innovations to be 
determined by the professionalism of the information management (PIM). Still, 
empirical knowledge about PIM is scarce up until today. This study seeks to answer 
three research questions: (1.) How can PIM be measured in a reliable and valid way, 
(2.) how pronounced is PIM in German hospitals and (3.) do hospital characteristics 
have an impact on the degree of PIM? Based on the results of an expert workshop 
and frameworks for information management (IM) items for a PIM inventory were 
developed and the inventory sent to 1349 chief information officers of German 
hospitals. A principle component analysis based on the responses of 196 hospitals 
confirmed the three components that had been proposed by the frameworks: the 
strategic, the tactical and the operational level. The full inventory implied satisfying 
reliability and allowed a PIM composite-score to be calculated. The PIM scores for 
strategic and tactical IM were found to be far lower than for operational IM which 
hints at strong deficits in these areas. A stepwise regression model indicated that the 
degree of PIM significantly increased with the size of the hospital, which had been 
expected and hints the validity of the PIM inventory. This tool offers potentials for 
hospitals to classify and improve their IM.  

Keywords. Hospital information technology, innovation, information management 

1. Introduction 

Although health information technology (HIT) innovations possess great potentials to 
improve the quality and efficiency of patient care within the hospital environment [1], a 
growing body of knowledge indicates that the realisation of HIT innovations is a complex 
undertaking. It seems to follow no straightforward process but is subject to dynamic 
cycles of iteration as technological, social and organisational dimensions incrementally 
align over time [2]. In the course of these processes, diverse barriers may arise and 
endanger or even halt the digitalisation agenda of hospitals. In order to better understand 
the underlying mechanisms, these barriers can be investigated in relation to the three 
stages of the adoption process (initiation, implementation, institutionalisation) and with 
regard to the inter-organisational level where they occur (strategic, tactical and 
operational level) [3]. In the initiation stage, where a new HIT solution is typically 
recognised as a potential way for improvement, a misalignment between the strategic 

                                                           
1 Corresponding Author, Jan-David Liebe, Osnabrück University of AS, Health Informatics Research 

Group, PO Box 1940, 49009 Osnabrück, Germany; E-mail: j.liebe@hs-osnabrueck.de. 

Building Continents of Knowledge in Oceans of Data: The Future of Co-Created eHealth
A. Ugon et al. (Eds.)

© 2018 European Federation for Medical Informatics (EFMI) and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms

of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/978-1-61499-852-5-800

800



hospital objectives and the technology in question may prevent further developments 
right from the outset [4]. The late participation of key stakeholders, i.e. representatives 
of future end users, can lead to similar consequences [2, 5]. Once the decision to purchase 
the new technology has been made, successful implementation can be jeopardised by an 
insufficient fit between the attributes of the end users (e.g. computer anxiety), attributes 
of the HIT (e.g. usability), and attributes of the processes (e.g. task complexity) [6]. 
Finally, even if the new HIT solution was effectively initiated and implemented, the 
innovations process cannot yet be described as being successful. Quite frequently HIT 
innovations fail as end-users fall back into old patterns [2, 3] or because the value 
contribution of the new HIT seems hard to detect from a strategic point of view [4, 7].  

Against this background it can be assumed that the professionalism of the 
information management (PIM) might be a decisive factor to overcome barriers in HIT 
innovation processes. IM in hospitals and other large organizations is a crucial multiplier 
of health information management itself. Only they have the power and strength to 
provide a highly sophisticated IM that is necessary to turn data into knowledge. Winter 
et al. (2011) define IM as activities, which are carried out to manage the hospitals 
information system (HIS). On a strategic level, IM deals with the HIS‘ long-term 
development. Tactical IM introduces HIT components by projects. Operational IM 
ensures the daily IT operation of the HIS [8]. According to industrial IT governance and 
best practice frameworks like COBIT® and ITIL® IM activities can be conducted ad 
hoc (whenever there is a need) or on a regular and formalised basis [7]. Up until today, 
the application of these frameworks was not empirically tested in a larger hospital 
population and transferred into a valid and reliable measure. This measure could help to 
empirically identify facilitating conditions as well as outcome effects of PIM. 
Furthermore this measure could be an efficient way to capture PIM and therefore 
complement more differentiated approaches like COBIT® or ITIL®. The presented 
study seeks to answer three research questions: (1.) How can PIM be measured in a 
reliable and valid way, (2.) how professional is the IM in German hospitals and (3.) do 
hospital characteristics have an impact on the degree of PIM? 

2. Methods 

We developed a standardised questionnaire based on established procedures for construct 
measurement in information system research [9]. In a first step we defined 
professionalism of information management (PIM). Essentially, the definition was 
derived of the normative work by Winter et al. (2011) [8] and industrial IT governance 
frameworks like COBIT® and ITIL® [7]. Building on these frameworks PIM should 
focus in particular on IM activities to realize of HIT innovations. Aiming on a measurable 
concept, which implies a continuum between more or less professional IM, we conducted 
an expert workshop including five CIOs and seven scientists on the field of medical 
informatics. The workshop also ensured the applicability of the concept to the hospital 
setting. PIM was defined as the quantity, the regularity and the formalisation of IM 
activities, which need to be conducted to successfully initiate, implement and 
institutionalize HIT innovations. Following this definition an item set was developed to 
operationalise the construct. The item set consisted of 15 statements about activities on 
the strategic, tactical and operational level (five items each). All items could be answered 
on a 4-point Likert scale ranging from “No, this activity is not carried out at all” to “Yes, 
this activity is carried out in a regular and formalised way”. The items where 
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implemented in the IT-Report Health Care [10], which is a major survey that is send to 
a majority of German hospital-CIOs on a regular basis. To ensure criterion validity, an 
additional question was added with which the participants should estimate the hospitals 
HIT innovation power [11] on a 10-point Likert scale. At the end of December 2016 the 
survey was sent to 1349 CIOs, responsible for 1950 hospitals.  
In order to explore underlying patterns of the data and to develop an empirically rooted 
composite-score, we performed a principal component analysis (PCA). Applicability of 
the matrix was evaluated based on the Kaiser-Meyer-Olkin (KMO) criterion and 
Bartlett’s test of sphericity. Components were extracted if their eigenvalue exceeded 1. 
The corresponding item sets of the identified components were tested for reliability using 
Cronbach's alpha. To quantify PIM we calculated a composite score ranging from 1 to 
100 points. To test for criterion validity the composite score was correlated with 
perceived HIT innovation power of the hospital. Finally we tested the impact of hospital 
characteristics on PIM by calculating a stepwise regression model. Teaching status (yes 
vs. no), ownership (private vs. public hospital), system affiliation (part of a hospital 
group or stand alone hospital) and size (number of beds) served as independent variables 
and the calculated composite score served as dependent variable. To ensure that the data 
fulfilled all assumptions of linear regression we tested for homoscedasticity, normality, 
linearity and multicollinearity.  

3. Results 

Data from 196 CIOs were included in the analysis after the original data set (n=224) was 
adjusted. According to a KMO measure of .908 and a highly significant result of 
Bartlett’s test of sphericity (p < .000) applying PCA to our data seemed appropriate. 
Moreover, our sample to variable ratio was 13:1 which is above recommended minimum 
ratios that typically range between 5:1 to 10:1 [12]. The PCA resulted into three 
components (table 2). Items, which previously were labelled as IM activities on the 
tactical level did load onto one component (component 2). With the exception of two 
items this was also true for items relating to operational IM activities (component 1) and 
strategic activities (component 3). The full scale and the three sub-scales showed 
acceptable to good reliability in terms of internal consistency (tab. 1). The correlation 
between the PIM score and the estimated HIT innovation power was rp = .45 (p < .000). 
The highest average score resulted for PIM on the operational level and the lowest for 
PIM on the strategic level. Overall the average PIM score was 49.1 (tab. 1). The stepwise 
regression analysis resulted in a significant model (p < .000) with an adjusted R2 of .31, 
which indicated that 31% of the overall PIM was explained by the model. Hospital size 
was the only predictor, which remained in the final model (β = .58 p < .000). The impact 
of the hospitals teaching status, ownership and system affiliation did not remain 
significant. The data fulfilled all assumptions for linear regression. 

 
Table 1. Cronbach's alpha and descriptive statistics (1value range 1 to 100; n=196,) 

Composite Indicator  α Mean1 SD1 Range1 
PIM overall  .92 49.1 18.6 82.2 
PIM on the operational level (component 
1)  

.85 64.3 21.3 86.7 

PIM on the tactical level (component 2) .81 45.3 20.4 100.0 
PIM on the strategic level (component 3) .80 37.6 21.5 100.0 
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Table 2. Component loading matrix (loadings below .4 are left blank; n=196) 

Item Component 
1 2 3 

"Management and monitoring of the technical performance (e.g. infrastructure, networks)." .89   

"Application support and maintenance." .86   

"Operation of the help desk and/ or service desk." .77   

"Training of clinical end users." .59   

"Long term HIT related finance- and investment planning." .48   

"System specification (e.g. requirements definition, specifications, migration plan)."  .76  

"System selection (e.g. market analysis, tendering, bid comparison)."  .74  

"System analysis and evaluation (e.g. process modelling, evaluation of the current state)."  .62  

"System implementation (e.g. implementation strategy and adaptation)."  .60  

“Further collaboration with HIT vendors (e.g. joint product development)."  .51  

"Evaluation of the user satisfaction."   .73 
"Identification of efficiency gains (e.g. evaluation of value contribution)." 

 
 .67 

"Preparation and further development of an information management strategy."   .55 
“Strategic risk management (e.g. development of a HIT emergency plans).”   .52 
“Preparation and development of a HIT project portfolio (e.g. project prioritisation for 1-2 years)." .47 

4. Discussion 

In the context of complex and multi-staged innovation processes it seems likely that a 
professional information management (PIM) facilitates the initiation, implementation 
and institutionalisation of HIT on different inter-organisational levels. We defined PIM 
by applying normative frameworks for IM and IT governance and on the basis of an 
expert workshop. According to this definition the operationalisation of PIM particularly 
emphasised IM activities, which where found to be critical for the successful realisation 
of HIT innovation. The PCA conducted confirmed our approach as the regularity and the 
formalization of IM activities on the operational, tactical and strategic level were 
identified as three distinct and reliable descriptors for PIM in hospitals. The moderate 
positive correlation with the perceived HIT innovation power hints to criterion validity 
of the PIM measure.  
This inventory constitutes an easy to apply diagnostic test for the degree of IM 
professionalism. The composite score as well as its sub scores reveal different areas, 
where the participating hospitals have potentials to professionalise their IM. Although 
PIM on the operational level like the day-to-day support of clinical end users seems to 
be acceptable in most hospitals, the execution of tactical and especially strategic IM 
activities need to be improved rigorously. Particularly, the successful implementation of 
HIT innovations calls for increased efforts to establish a professional requirements 
management and a sustainable strategic management appear imperative. The results 
furthermore indicate that potentials for improvement also lie in the way how IM activities 
are executed in the majority of the observed hospitals. It seems that IM activities are 
rather conducted ad hoc or whenever specific needs and demands are involved.  
To leverage their HIT innovativeness, hospitals need to make efforts for establishing an 
IM methodology that constantly and proactively seeks to identify and to introduce the 
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most appropriate solutions. Finally, the calculated regression model points to the hospital 
size as the most essential hospital characteristic to determine PIM. These results offer a 
new perspective on several HIT adoption studies, which regularly report size as a positive 
key factor for HIT innovations [e.g. 13]. It can be assumed that larger hospitals have 
more slack resources to establish a professional IM so that not the size in itself but the 
moderating effect of PIM plays a facilitating role regarding higher HIT adoption rates. 
This study is limited with regard to the response rate of 14.5% that might have caused a 
non-response bias. The results can therefore require further validation. Future approaches 
could on the one hand examine which organizational and social factors determine PIM. 
On the other hand, the effects of PIM on the implementation of HIT innovations can be 
investigated. 
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Representing the Aboutness of a Diagnosis 

William Hogan a,1 
a

 Department of Health Outcomes and Biomedical Informatics, University of Florida 

Abstract. Clinical statements such as diagnoses are correct only if all the entities 
they reference exist and stand in the requisite relationships. Representing the 
aboutness of a diagnosis to this entire configuration of entities is not straightforward. 
Past approaches require extraneous entities like “situation” and cannot indicate 
specifically which relationships in a configuration are relevant for the diagnosis to 
be correct. I use the paradigm of referent tracking to represent the aboutness of a 
diagnosis in a manner that addresses these shortcomings. 

Keywords. Diagnosis, data accuracy, referent tracking, biomedical ontology 

1. Introduction 

Diagnosis data are a key component of electronic health records (EHRs) and common 
data models (CDMs) designed to facilitate reuse of EHR data for research. For example, 
two prominent and widely used CDMs—the PCORnet CDM and the OMOP CDM—
both have specific facilities for incorporating EHR diagnosis data. In the former, there is 
an explicit table called ‘DIAGNOSIS’ [1], whereas in the latter, diagnoses belong in a 
table called ‘CONDITION_OCCURRENCE’, which also captures problem list entries 
and statements about symptoms, signs, injuries, and so on [2]. By and large, diagnosis 
data tell us what diseases and other conditions led to patients seeking and receiving care. 

Because of the importance of diagnosis data, researchers have drawn significant 
attention and study to issues with their accuracy [3, 4]. In this vein, Ceusters and I have 
been conducting detailed ontological analyses of diagnoses and what it is in reality that 
makes them correct or incorrect [5, 6]. These analyses have identified the necessary and 
sufficient conditions for a diagnosis, as well as the various conditions under which a 
diagnosis is correct. The results of these analyses have identified heretofore unconsidered 
kinds of mistakes in diagnoses based on what it is in reality that a diagnosis is about. 

Based on our work on diagnosis, itself based in part on Smith and Ceusters’ work 
on the aboutness of information content entities in general [7], we arrived at the 
conclusion that a diagnosis of disease is minimally about the configuration of 1) the 
patient (e.g., Mr. Ortiz), 2) the disease that inheres in the patient and that is the focus of 
the diagnosis (e.g., Mr. Ortiz’ asthma), and 3) the type that the disease instantiates (e.g., 
Asthma). In this example, the configuration includes not just the three entities but also 
the relationships in which they stand. Furthermore, a diagnosis that fails to be about this 
configuration (e.g., the diagnosis incorrectly claims Mr. Ortiz has emphysema rather than 
asthma) at the level of compound expression is still nevertheless individually about Mr. 
Ortiz, his asthma, and the type Emphysema at the level of individual reference.   
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Our goal has been adding to EHR data stores—whose primary purpose is reuse of 
the data for research—representations of the reality on the side of the patient that must 
exist for a diagnosis to correctly reflect that reality. Thus, we would add to a warehouse 
a representation of Mr. Ortiz’ asthma minimally (assuming that a representation of Mr. 
Ortiz already exists in a “person” or “patient” table and that a representation of the type 
Asthma exists in an appropriate ontology). We would link multiple diagnoses of Mr. 
Ortiz’ asthma over time to this single representation of his asthma. 

However, creating an ‘is about’ link from a diagnosis all at once to the entire 
configuration of entities is not straightforward. Smith and Ceusters [7] provide no 
guidance on making such linkages explicit for machine readability or interpretability. 
The Web Ontology Language (OWL) allows one to connect the diagnosis with one entity 
in the configuration at a time. This approach enables capturing what the diagnosis is 
about on the level of individual reference. But asserting on the level of compound 
expression that the diagnosis is correctly about the entire configuration is not possible.  

A workaround—as we did in [6]—of adding something like “configuration” or 
“portion of reality” (POR) to an ontology and asserting that Mr. Ortiz, his asthma, and 
the type Asthma are somehow “included in” an instance of “POR” is also too limited. 
Specifically, in this this approach we cannot affirmatively include in the POR—and thus 
in the aboutness relation—only the pertinent relations among entities (that is, it is left 
entirely open to assumption which particular relations among the entities are in the POR). 

This workaround is similar to the approach taken by Martinez-Costa et al. [8]  
Instead of “configuration”, they create an ontology class they call “situation”, which is 
related to disease via a “hasCondition” relation. They define ‘situation’ as …a part of an 
entity’s life, in which a certain condition is fully present. They then relate information 
entities to situations via an is about relation. However, as before, it is not possible to 
specify which specific relations among entities are pertinent (or not) to the situation. 

In this work, I propose an approach to representing the aboutness of a diagnosis to 
an entire configuration of entities using the representational facilities available in the 
referent tracking (RT) paradigm, which Ceusters and I used to develop our account of 
diagnoses in the first place. This approach avoids both 1) the incompleteness of leaving 
the relationships of the configuration unspecified and 2) the introduction of extraneous 
entities such as “configuration” (which is not sanctioned by Smith and Ceusters [7] nor 
Basic Formal Ontology generally) or “situation” in the first place. 

2. Methods 

I analyze the case of a single patient with a single disease, as diagnosed on a single 
occasion by a single physician. Specifically, Dr. Keshawn Johnson diagnoses Mr. Juan 
Ortiz with asthma. I begin by representing the entities and their interrelationships that 
must exist for Dr. Johnson’s diagnosis to be a correct representation using a set of RT 
tuples (Table 1). Following the method of RT, I assign each particular an instance unique 
identifier (IUI). I then refer to that entity in subsequent RT tuples using that IUI. 

Additionally, per our prior work, a concretization of the diagnosis (such as one 
written on paper or displayed on a computer screen) is about—at the level of individual 
reference—Mr. Ortiz, his asthma, and the type Asthma.  I represent the diagnosis and its 
aboutness at the level of individual reference using a second set of tuples (Tables 2-3). 
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Table 1. Referent tracking tuples that represent the patient and his disease 

Tuple IUI IUI Entity Existence 
period 

Type Notes 

IUI-1001 IUI-1 Mr. Juan 
Ortiz 

t1 – the period 
during which 
IUI-1 exists 

Object  

IUI-1002 IUI-2 IUI-1’s 
disease 

t2 – the period 
during which 
IUI-2 exists 

Disposition  

      

 Relationships among particulars Notes 

IUI-1003 IUI-2 inheres 
in 

IUI-1 at t2 The inheres-in relationship holds as 
long as the disease exists (i.e., it 
cannot inhere in anything else other 
than Mr. Ortiz) 

IUI-1004 IUI-2 instance 
of 

UUI-1 at t2 UUI-1 is a universal unique 
identifier (UUI) denoting Asthma. 

 
Table 2. The diagnosis and related entities 

Tuple IUI IUI Entity Existence 
period 

Type Notes 

IUI-1011 IUI-11 Dr. Johnson’s diagnosis  t11 Diagnosis ICE concretized 
by IUI-13 

IUI-1012 IUI-12 That which is written down on 
paper and forms the sentence. 

t12 Material 
entity 

Mr. Ortiz has 
asthma. 

IUI-1013 IUI-13 Information quality entity (IQE) 
that inheres in IUI-12. 

t13 Information 
quality entity 

 

 
Table 3. Relationships among the diagnosis, its concretization, and what it is about  

on the level of individual reference. 

Tuple IUI IUI Relation IUI When relation 
holds in reality 

Notes 

IUI-1014 IUI-13 concretizes IUI-11 at t13  
IUI-1015 IUI-13 inheres in IUI-12 at t12 The IQE inheres in the sentence on 

paper 
IUI-1016 IUI-13 is about IUI-1 at t13 It is also about Mr. Ortiz 
IUI-1017 IUI-13 is about IUI-2 at t13 And about Mr. Ortiz’ disease 
IUI-1018 IUI-13 is about UUI-1 at t13 And about the type Asthma 

 
Note that the RT paradigm has always provided a facility for assigning an IUI to an 

RT tuple. It is then permissible to refer to those IUIs in subsequent tuples. In tables 1-3, 
I have provided a tuple IUI for each RT tuple, that I will make use of in the next section. 

3. Results 

Dr. Johnson’s diagnosis references Mr. Ortiz, his disease, the type Asthma, and the 
interrelationships among these entities. Thus, the tuples denoted as IUI-1001, IUI-1002, 
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IUI-1003, and IUI-1004 collectively specify all the information that is in the 
configuration—and that the diagnosis (IUI-11) is about. I assign IUI-5001 to this 
collection, assert that it is a statement (Table 4), and that it has tuples IUI-1001, IUI-
1002, IUI-1003, and IUI-1004 as parts (Table 5). 
 

Table 4. Referent tracking tuple that assigns an IUI to the collection of “diagnosis” tuples 

IUI Entity Existence period Type Notes 
IUI-5001 The collection of tuples 

IUI-1001 to IUI-1004 
t5001 – the period during 
which all four tuples exist 

Statement  

 
Table 5. The Statement has as members each individual diagnosis tuple IUI-1001 to IUI-1004 

IUI Relation IUI When relation holds in reality Notes 
IUI-5001 has proper part IUI-1001 at t5001  
IUI-5001 has proper part IUI-1002 at t5001  
IUI-5001 has proper part IUI-1003 at t5001  
IUI-5001 has proper part IUI-1004 at t5001  

 
I then assert that Dr. Johnson’s diagnosis (IUI-11) is co-referential with the RT 

statement (IUI-5001) in Table 6. In past work, Ceusters defined this relation as follows: 
The co-ref-with relationship–short for ‘co-referential-with’–…holds between two ICEs 
whenever concretizations thereof describe the same portion of reality (POR) [9].  

 
Table 6. The statement (IUI-5001) is co-referential with the diagnosis (IUI-11) 

IUI Relation IUI When relation 
holds in reality 

Notes 

IUI-5001 co-ref-with IUI-11 at t5001 The relationship cannot hold until the tuple 
collection exists (at t5001), which is after 
the diagnosis begins to exist. 

 
The net result is that I have connected a (correct) diagnosis with the entities in reality 

that it is about, using the referent tracking paradigm. Specifically, using the facility of 
assigning IUIs to RT tuples, I assert that a collection of tuples is (in the whole) itself a 
statement that is co-referential with the diagnosis. If we subsequently learned that the 
diagnosis is not correct, we would use mechanisms for error correction in RT [10] to add 
an RT tuple that asserts that the “co-referential with” relationship in Table 6 is in error. 

4. Discussion 

I developed a mechanism for asserting that a diagnosis is about a configuration of entities 
in reality on the level of compound expression, using referent tracking tuples. 
Specifically, RT has since the beginning provided for the assignment of IUIs to RT tuples 
themselves, and subsequent use of these IUIs in other tuples to reference them as first-
order objects. Leveraging this facility, I assert that the RT tuples (1) asserting the 
existence and instantiation of Mr. Oritz and his disease and (2) asserting the relevant 
relationships among them are members of a collection that is an instance of Statement.  I 
then assert co-reference between this statement and the physician’s original diagnosis. 

This approach has two key advantages over previous work: (1) there is no 
requirement to create extraneous entities like “configuration” or “situation” in our 
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ontology (let alone in an upper ontology) and (2) we can specifically include relevant 
relationships among particulars in the configuration, and only those relationships. 

Also, it is straightforward to extend my approach to incorrect diagnoses of various 
kinds. For example, assume that Dr. Johnson misdiagnosed Mr. Ortiz’ asthma as 
emphysema (and thus that tuple IUI-1004 referenced UUI-2, which denotes Emphysema, 
instead of UUI-1). Upon discovering the misdiagnosis, we would assert that the two 
tuples are in error: 1) IUI-5001 has part IUI-1004 and 2) IUI-5001 co-ref-with IUI-11. 

We also note that many of the SNOMED CT concepts for which Martinez-Costa et 
al. [8] created situations—namely those concepts that reference two or more 
conditions—could be easily handled in this approach. For example, if the diagnosis code 
was asthmatic bronchitis (405944004), I would have another set of tuples IUI-1005 to 
IUI-1007 (for bronchitis, bronchitis instance-of Bronchitis, and bronchitis inheres-in 
Mr. Ortiz). I would then merely include these additional tuples as parts of the statement 
(that is co-referential with the diagnosis). This representational mechanism is thus 
extensible to complex diagnoses that refer to multiple conditions simultaneously. 

Although representationally accurate, a potential downside to the approach is its 
second order nature. The reference by one representation to other representations could 
require inference capabilities beyond first-order logic, although I have not investigated 
whether in fact it does so. It is future work. Another limitation is that we do not address 
diagnostic precision (e.g., it is correct to say the Mr. Ortiz has a lung disease, but 
insufficiently precise). Handling issues of diagnostic precision also remains future work. 

Future work also includes analysis of additional scenarios for incorrect diagnoses 
and specifying how the error correction mechanisms of referent tracking [10] can be 
applied in scenarios where a diagnosis previously understood to be correct is 
subsequently deemed to be incorrect and vice versa. 
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Abstract. Hyperphosphatemia is known as one of the more challenging conditions 
in end-stage renal disease patients. This study set out to present and evaluate a 
healthcare-oriented decision support tool in the management of 
hyperphosphatemia within hemodialysis therapy. A prototype module was 
designed to fit into the interface of a modern dialysis machine (Fresenius 5008). 
The prototype included three main functions: 1) immediate bedside blood sample 
access, 2) a model based prognosis tool with estimates of P-phosphate and 3) an 
overview of the user´s phosphate related activities during dialysis treatments. The 
prototype was evaluated by a) heuristic evaluation with five human computer 
interaction experts and b) user testing with think-aloud by three users as (clinical) 
domain experts. The two evaluation procedures identified a total of 103 usability 
problems and led to some specific amendments to improve its practical potential. 
The overall results will guide further development of the decision support tool to 
ensure that the functions will support the user’s needs. In conclusion, the prototype 
was evaluated to be relevant and potentially beneficial in the management of 
hyperphosphatemia in hemodialysis patients. Furthermore, it was found that some 
of the functions could be used for educational purposes or as decision support for 
some patient groups, e.g. for patient doing home-dialysis.  

Keywords. Chronic kidney insufficiency, decision support systems, compartment 
modelling, phosphate, hemodialysis. 

Introduction 

Hyperphosphatemia represents one of the most challenging and frequently observed 
electrolyte disturbances in end-stage renal disease patients [1]. The condition is 
associated with severe complications such as secondary or tertiary hyperparathyroidism, 
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renal osteodystrophy and vascular calcification [1]. Prevention and treatment of the 
condition include dietary restrictions, oral phosphate binders and dialysis [2]. However, 
the management of hyperphosphatemia seems challenging due to a number of factors 
e.g. compliance problems related to diet restrictions and inadequate phosphate binder 
intake. One study indicates non-adherence in 80% of patients according to diet 
recommendations [3]. Other studies show that the prescription of a standard phosphate 
binder regimen only covers about 30 % of the meals [4]. An alternative approach 
includes extended dialysis regimes [5]. However, there is currently no standardised 
guidelines of, how long the dialysis should continue in order to achieve an optimal 
phosphate balance. Therefore, hemodialysis (HD) patients often follow a standard 
treatment program of HD four hours three times weekly.   

The removal of phosphate during a dialysis are depending on patient individual 
factors and the P-phosphate level before dialysis [6]. Hence, the regulation of dialysis 
treatment to achieve an optimal phosphate balance would require some suggestions 
about the phosphate kinetics of the individual patient. An approach to increased 
understanding of individual intra- and interdialytic phosphate behaviour could be the 
use of physiological models. Different kinetic models [7-8] have been proposed but 
only cautious suggestions have been made about the practical use of these models [7-9].  

The objective of this study was, using a model based approach, to develop and 
present a decision support tool to help healthcare professionals in the prescriptions of 
HD therapy in order to achieve an optimal phosphate removal in the individual patient 
case during a specific dialysis.  

1. Methods 

1.1. Concept and design  

A prototype was developed to support healthcare professionals in the management of 
hyperphosphatemia in HD patients. The prototype consisted of a module for the 
software of modern dialysis machines. Table 1 presents the three main functions of the 
module. The interface of the machine Fresenius 5008 was used as a proof-of-concept to 
present the prototype.  
Table 1. The three main functions of the phosphate module. 

“PO4 samples” “PO4 prognoses” “PO4 activities” 

Provides immediate 
bedside access to P-
phosphate sampling 
results. → the user to 
compare sampling results 
of different treatments 
including the ongoing HD.  

Provides decision support for the 
healthcare professional: a P-
phosphate prognosis tool with 
predictions about intra- and 
interdialytic P-phosphate levels 
based on model simulation. This 
function presupposes point-of-care 
or machine blood sampling.  

Provides an overview of the 
user’s activities related to 
phosphate during the ongoing 
or previous dialysis treatments. 
This includes time for blood 
samples, use of the prognosis 
tool and changes in HD time. 

1.2. Heuristic evaluation and think-aloud 

The prototype was evaluated by heuristic evaluation (HE) and user testing with think-
aloud (TA) to identify usability problems and to improve user experience. Alternating 
HE and TA produces the best result, as the methods identify different flaws [10]. 
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HE aims to identify and correct user interface design flaws. It involves experts 
evaluating a prototype according to recognised usability principles ("heuristics"). The 
participants included five human computer interaction experts (HCIs). Three of the 
HCIs had a MSc in Biomedical Engineering and Informatics, and two had a MSc in 
Clinical Science and Technology. All HCIs had an understanding of the healthcare 
sector in general, and three had experience with usability testing. The HCIs were asked 
to evaluate the prototype individually against Nielsen’s ten heuristics [11]: 1 – System 
status, 2 – Match between system and the real world, 3 – User control and freedom, 4 - 
Consistency and standards, 5 – Error prevention, 6 - Recognition rather than recall, 7 
- Flexibility and efficiency of use, 8 – Aesthetic and minimalist design, 9 – Help users 
recognize, diagnose, and recover from errors, 10 - Help and documentation. The 
usability problems were evaluated on a severity scale from 1-4 (cosmetic problem to 
catastrophe) [11]. If a problem was found to fit different heuristics, it was evaluated 
individually for each heuristic. Results can lead to ideas for refinements of the system. 

TA was performed to evaluate the interface and functions of the refined version of 
the prototype through analysis of user interactions with the system [12]. During the test 
procedure, the participants were encouraged to think-aloud as they were performing 
specified work-related tasks. The participants were guided individually by a test leader 
through the prototype in sessions of 30-45 minutes. A test assistant observed and noted 
each session. The participants included two dialysis nurses and one nephrologist. They 
were included as work-domain professionals (WDPs) and were all familiar with the 
Fresenius 5008 software. Results can lead to ideas for refinements.  

2. Results 

2.1. Presentation of the prototype  

Figure 1 provides a screen dump of the “PO4 prognoses” tool to illustrate part of the 
user interface and content of the prototype.  

 

Figure 1. Screen dump of the “PO4 prognoses” tool. The graph shows P-phosphate samples (red dots) and 
estimates (blue dots), end of HD (dotted black line) and current HD time (dotted red line). “HD time” is 
treatment time the user chooses to see P-phosphate estimates, and “Estimate” is length of the estimate.  
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2.2. Heuristic evaluation 

The HE identified 66 usability problems after 27 duplicates were removed. The 
heuristics were rated 104 times on the severity scale. Figure 2 shows how the violations 
were distributed against the ten heuristics and the four severity grades. The severity 
grades 1-4 were used 21, 36, 30 and 17 times, respectively, and the average severity 
rating for the ten heuristics was 2.6. Heuristic 8 was assigned the highest number of 
violations with a total of 23. However, 18 of the violations were rated 1. The most 
severe usability problems included heuristics number 2, 6 and 7.  

 
 
Figure 2. Number of times the HCIs used each of the ten heuristics and the distribution of heuristic 
violations for each heuristic against the four severity grades (1-4).  

2.3. Think Aloud  

The TA identified 37 usability problems related to the design and functions of the 
prototype. Table 2 summarises the function related feedback from the WDPs. 
Table 2. Summary of the function related feedback from the think-aloud evaluation. 

 “P-phosphate samples” “Phosphate prognoses” “Phosphate 
activities” 

Possi-
bilities 

1) Bedside information about 
the efficiency of the ongoing 
HD, 2) educational tool.  

1) Indicate if the patient could benefit of 
a prolonged HD, 2) educational tool, 3) 
tool for some patients, e.g.  home-HD. 

Overview of 
the phosphate 
activities. 

Limita-
tions 

Frequent blood sampling 
would provide the most 
applicable tool.  

Requires fast blood analysis, e.g. point-
of-care or machine sampling. 

Questionable, 
if the function 
would be used. 

Sugges-
tions  

Accessibility of numerous 
Pre-HD P-phosphate levels 
→ educational tool. 

1) Requires profound information, 2) an 
app to improve self-management skills 
in patients on home-HD.  

Could include 
blood sampling 
plan.  

3. Discussion 

This study set out to develop and test a decision support tool to help healthcare 
professionals in the management of hyperphosphatemia in HD therapy.  

The evaluation results revealed 103 usability problems. More participants would 
likely have increased the significance of the results. However, according to a statistical 
formula, 3-5 experts will identify 75-80 % of usability flaws [13].  
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The overall results indicate that the decision support was functioning. This tool 
could be beneficial to both healthcare professionals and, as suggested by WDPs, HD 
patients. Access to repeated bedside P-phosphate analysis gives opportunity to 
individualise the duration of HD for the single patient at each dialysis. The patient will 
be able to see how pre-dialysis P-phosphate influences duration of the dialysis. This 
may motivate the patient to stay on the recommended diet and take the oral phosphate 
binders as prescribed. A possibility could be to develop a patient app with the tool. This 
would be a help, especially for patients doing home-HD. However, some challenges are 
present and need to be addressed. One issue includes the required point-of-care or 
machine blood sampling, as this feature is not currently available. Another issue is how 
well the integrated model will fit the patient’s actual P-phosphate levels. This part 
would require further evaluation of current phosphate models [7]. A third issue is how 
the estimates can consider dietary intake during HD and residual kidney function.  

In conclusion, it was possible by use of HE and TA to develop a prototype of a 
phosphate decision support tool for healthcare professionals in the management of 
hyperphosphatemia within HD. However, it remains to be tested whether the patients 
will choose an extended treatment regimen based on model estimates. 
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Abstract. Education in Health Informatics (HI) has been a key priority to 
guarantee knowledge and skills for professionals working in healthcare settings. 
One of the early academic models to teach HI are the recommendations provided 
by the International Medical Informatics Association. The paper describes the 
curriculum developed for master’s degrees and the status of a paradigm used in 
informatics education, as well as research in the health and human services fields. 
The aim is to synthesise the methodological focuses in students’ theses and discuss 
the future needs for development. The paradigm guides informatics research. The 
research focuses, questions and applied research methods were coded for 152 
master’s degree theses. Based on the results, the most often used method was 
qualitative. The most frequent research area was steering and organising of 
information management in work processes. The results guide teachers in 
supervising the theses of the Health and Human Services Informatics (HHSI) 
programme and tutoring new students. 

Keywords: Education, paradigm, informatics, curriculum, thesis, methodology 

Introduction 

Beside the academic development of teaching curricula in health information 
technology, professional associations have had a leading role in compiling lists of 
competencies and the various focuses of teaching. At the European and international 
levels, the European Federation for Medical Informatics (EFMI) [1] and the 
International Medical Informatics Association (IMIA) both have had great influence on 
the multidisciplinary education of professionals [2]. According to the IMIA, as of 
autumn 2017, there were 44 academic institutions providing health and biomedical 
informatics education [2]. The history of health and biomedical informatics education 
can be traced back to the 1960s, when computerised information systems were 
implemented in hospitals [3]. This gave rise to a great need for learning and education, 
which evolved in the form of integrated courses and continuing education and, finally, 
in degree programmes [4]. 

The first recommendations on education in health and medical informatics were 
published in 1999 by the IMIA Education Working Group and were updated in 2010 
[5]. These recommendations guided the establishment of the master’s degree 
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programme in Health and Human Services Informatics (HHSI) at the University of 
Eastern Finland (UEF) in 2000 [6]. The wide scope, covering both health and social 
care in informatics education, is based on the health and social care service system in 
Finland, which has been integrated at the regional level. Furthermore, it has been an 
advantage for graduates to work in the integrated sectors when developing and 
designing digital service systems for the Finnish society. [7] The UEF program was 
among the first to obtain the endorsement “IMIA accredited”, meaning that the 
international criteria for the evaluation had been met [8]. 

In the framework of health and biomedical informatics, the field of HHSI has its 
origin in the implementation of digital technologies in the health and social sciences. 
As an interdisciplinary major, HHSI applies especially to management and the 
computer and information sciences [9]. HHSI is understood as the management of 
information resources of an entity (e.g., of an organisation), covering the activities, 
actors and methods in the production of health and welfare services for the public and 
private sectors and organisations. Resources are understood as data repositories, 
systems, applications, devices, communications tools and models, and, most 
importantly, people as sources and utilisers of information. 

The aim of the research in the field of HHSI at UEF is to produce new, high-level 
scientific information to support the activities of the service system in the social and 
health care sector and to provide a theoretical understanding of the effects of electronic 
systems on the management of information. Furthermore, to guide research in the 
informatics field, the core concepts’ entities were connected to constitute four research 
areas: 1) Steering and organising information management in work processes, 2) Use of 
information and communication technology (ICT), 3) Knowledge management and 
informatics competencies, and 4) Data models and structures [10]. This paradigm has 
been used in teaching the theoretical foundations and research methods in HHSI and in 
supervising master’s degree theses. All basic and equally important issues, including 
research methodology, are highlighted and discussed during the thesis project [11]. 

1. The curriculum for the HHSI programme 

The content of the curriculum is based on the IMIA recommendations, which comprise 
three knowledge and skills areas: Biomedical and Health Informatics core knowledge 
and skills; Medicine, health and biosciences and health system organisation; and 
Informatics/computer science, mathematics, and biometry. The recommended student 
workload totals 120 European Credit Transfer and Accumulation System credits 
(ECTS), which in practice means two years of full-time studies [5]. The master’s 
degree thesis is a compulsory part of the curriculum and accounts for 30 ECTs. The 
methodological component of the curriculum includes the following courses: an 
advanced course in Statistical Methods, Modeling and Analytics, Evaluation Research, 
Evidence-Based Health and Social Care, Research Methods in HHSI, Information 
Retrieval and Research and Development of HHSI (Figure 1). In addition to 120 ECTS, 
25 ECTS of basic computer science courses are compulsory in the HHSI master’s 
programme. A student entering the HHSI programme must have a bachelor’s level 
degree and demonstrated competencies in research methods. Depending on the 
student’s previous education, some students must complete complementary basic 
qualitative or quantitative methods courses. 
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Figure 1. Curriculum of HHSI. 

The purpose of the methods courses in HHSI is to expand and deepen students’ 
methodological competencies. Most of the methods courses in HHSI are taught in the 
spring semester of the first year. The aim of these courses is to prepare the student for 
completion of the thesis. 

2. Aims of the study 

Following the aims of the HHSI programme, the aim of this paper is to synthesise the 
methodological focuses of HHSI research areas found in students’ theses and to discuss 
the future needs for development. 

3. Materials and methods 

The data consisted of accepted master’s degree theses (n=152) from the HHSI 
programme at UEF in the years 2002–2017 (October). Most of the theses were written 
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by a single student. Only five of them were written by a team of two students. Data in 
the following categories were extracted from the theses using an excel tool: year of 
acceptance, theoretical background, purpose, questions, data source, collection and 
analysis, and study context. The research purpose and questions were coded based on 
the paradigm concepts (e.g. actors are health professionals, data is terminology based 
documentation) and focuses (e.g. data models and structures).  At the beginning of the 
coding process, the second author pilot-tested the coding scheme with 30 theses. The 
authors, who were familiar with the coding categories and contents, discussed the 
coding rules many times when applying the paradigm while teaching. The authors 
completed the coding independently. The inter-rater reliability was 82%, with the 
differences due mostly to disagreements about the preliminary concept. The data were 
analysed using descriptive statistics. The results are presented in the narrative 
description of the analyses. 

4.  Results 

The most often used (47%) research method was qualitative (n=71), featuring data 
collection by various methods (e.g., interviews or registry data). Although the 
permission process in Finland is very strict and it is time-consuming to use register data, 
especially from patient records, 31 studies were based on data analyses. Quantitative 
methods in the form of surveys were seldom used (29%). Mixed methods or literature 
review were used almost as often, and data mining was used in two theses. The HHSI 
research area in the theses was most often steering and organising of information 
management in work processes (n=54). Use of ICT was also a frequently used context 
(n=46), as well as Knowledge management and informatics competencies (n=33). Data 
models and structures were found as a research area in 19 theses. The research methods 
used in the theses can be seen in Figure 2. 

 

 
 

Figure 2. Research methods and areas used in theses. 
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5.  Discussion and conclusions 

The HHSI master’s programme follows the IMIA recommendations for educational 
curriculum structure and content [5]. Over the years, the paradigm has guided the 
research, education, and students’ learning objectives [10]. In the program, students can 
choose their research topics and methodology voluntarily, based on their research 
questions. Issues regarding thesis planning and completion, such as critical thinking 
and expanding knowledge and skills, conceptualisation, review of the relevant literature, 
research ethics and research methodology [9] are discussed during the thesis seminars. 
In recent years, the digitisation of health and social services has progressed actively in 
Finland [6]. Thus, this topic may be reflected in students’ research areas, aims and 
questions. It is also expected that new legislation for data reuse will raise needs for data 
analytics methods [7]. 

The results of this study guide the teachers in supervising the theses of HHSI 
programme students and in tutoring new students. The surveyed theses applied mostly 
qualitative methods to explore phenomena in health and social care informatics. The 
results show that students’ theses have focused on widely different research areas. 
More guidance and encouragement to use quantitative methods is needed by us 
teachers.  However, steering and organising of information management in work 
processes and the concepts of data and action as study objects refer to recent ICT 
reform in Finland. Further, use of data from the national data repository  may increase 
the use of data mining as a research method [7]. However, limitations must be 
considered. This study focuses on only one university programme with a small number 
of theses. It would be interesting to analyse international degree programmes at various 
levels to see what types of conceptual models, frameworks and structures are used in 
education and research (e.g., among IMIA academic institutions). [1, 2, 5].   
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Abstract. This paper describes an application of Bayesian Networks to mo-del 
persons with multimorbidity using measurements of vital signs and lifestyle 
assessments. The model was developed as part of a project on the use of wearable 
and home sensors and tablet applications to help persons with multimorbidity and 
their carers manage their conditions in daily life. The training data was extracted 
from TILDA, an open dataset collected from a longitudinal health study of the older 
Irish population. A categorical BN structure was learnt using a score-based approach, 
with constraints on the ordering of variables. The prediction accuracy of the model 
is assessed using the Brier score in a cross-validation experiment. Finally, a user 
inter-face that allows to set some observed levels and query the resulting margi-nal 
probabilities from the BN is presented. 

Keywords. Bayesian network, categorical prediction, multimorbidity, TILDA, UI. 

1. Introduction 

Multimorbidity, referring to having two or more diseases at the same time, has an 
increasing prevalence in the population, partly due to ageing [1]. In the EU, 50 million 
people live with multiple chronic diseases. Persons with multimorbidity (PwM) and their 
informal carers face several issues, e.g., mixed medications or managing interactions 
between conditions or treatments [2]. Unfortunately, health systems are generally built 
using a single disease framework of care, that is not adapted to the needs of PwMs [3]. 
Our research work aims at improving technologies to advance home-based integrated 
care and self-management. It includes proof-of-concept trials in Ireland and Belgium, 
involving national health services, 120 patients equipped with wearable and home 
sensors, and their formal and informal care networks. The main goal is to develop a 
holistic model of PwMs, from collected data, to evaluate and predict their health and 
well-being. We propose to model the PwM using a probabilistic graphical tool, Bayesian 
networks (BN). BNs are widely applied in healthcare, for decision-support in diagnosis, 
prognosis or treatment selection [4]. They allow to combine expert knowledge with data 
input. There is a small body of literature that explores the use of BNs for multimorbidity 
analysis. [5] provide a framework to formalize multimorbidity concepts using BNs and 
[6] apply constraint-based BN modeling to study cancer multimorbidity from a 
diagnostic perspective. Our focus is on studying care and wellness in the context of a 
network of sensors, this problem has been faced for ADLs of elderly people in [7]. 
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Original Contribution. We present an application of BN modelling, the Health and 
Wellness Profile Builder (HWProfile), that aims at representing a PwM through several 
interconnected dimensions: demographics, medical factors, self-reports and behavioral 
factors. The state of the PwM is assessed with sensors and self-report forms through a 
dedicated app. HWProfile provides a variety of outputs including probabilistic estimates 
for all unobserved variables whenever a new observation is made. They can be fed to 
other analytics of the ProACT ecosystem, which include a goal and education 
recommender, an alert system and a condition exacerbation monitor. Attention is devoted 
to the behavioral change framework; another proposed use is to help identifying the most 
beneficial behavioral changes that can be suggested to the PwM. The model has been 
preliminary tested and validated on a publicly available dataset (see Section 2), future 
work will be applied to data gathered from the ProACT trials, with more variables. 

The paper is organized as follows: Section 2 contains a description of the method 
and the dataset used, Section 3 introduces a User Interface to query the model, Section 4 
presents an experiment to assess the prediction accuracy of the model, and Section 5 
presents the conclusion and future developments. 

2. Method 

We used data from the TILDA project: The Irish LongituDinal Study on Ageing2. 
TILDA aims at depicting the older Irish population from a health, cognitive and socio-
economic perspective. The data was collected from 8504 individuals, representative of 
the Irish population aged 50 and over, through a self-filled form, a computer-assisted 
interview and a health assessment [8,9]. We selected 12 variables, considering the target 
population and conditions covered in the ProACT trials (CHD/CHF, COPD, diabetes) 
and the data collection methods used (blood pressure watch, scale, activity 
questionnaire): 4 conditions: Hypertension, Chronic Heart Failure, Diabetes and 
Hypercholesterolemia: 4 vitals: Systolic blood pressure, Diastolic blood pressure, BMI, 
Cholesterol level, 2 demographics: Age and Gender and 2 behavioural variables: Number 
of daily medication and Level of Physical Activity. The International Physical Activity 
Questionnaire (IPAQ) is a standardized assessment of the level of physical activity [10]. 
Almost half of the people in the dataset have either hypertension, hypercholesterolemia 
or a combination of both (4159), but a large group (3636) has none of the four conditions. 
Only 641 persons have diabetes and 89 persons have CHF. The CHF variable was 
discarded due to the small coverage. 

The 4 vitals variables, and the Age, take numerical values. To learn a discrete BN, 
we re-encoded numerical values as categories. To define thresholds, we used guidelines 
from the NHS and the AHA websites3  for the vitals. Systolic and diastolic blood pressure 
were merged using logical disjunctions. Blood pressure values ranging from 75/46.5 to 
222/132 mmHg were re-encoded as low, normal, prehigh, hypertension stage 1, 
hypertension stage 2, critical. Age was discretized into three categories of similar 
population size. The TILDA data is incomplete for some variables: the count of missing 
values ranges from 3 (Age) to 2393 (Blood pressure). We imputed the missing data by 
sampling from the marginal distribution of the considered variable (hot-deck imputation, 
[11]). Finally, for some variables, we merged some categories to have more data per level 

                                                           
2 http://www.ucd.ie/issda/data/tilda/ 
3 https://www.nhs.uk/chq/pages/3215.aspx and http://www.heart.org 

S. Deparis et al. / An Analytical Method for Multimorbidity Management 821



or when category differences were not necessary for the intended use of the HWProfile 
tool. For instance, the final blood pressure variable has 3 levels only: normal, prehigh 
and high. 

To machine learn the BN structure, we used a score-based approach, with the 
Minimum Description Length (MDL) as the optimized score. We applied the A* search 
algorithm, which formulates the search for a MDL solution as a shortest path problem 
( [12], [13]). It is an exact method. We first observed the structure that is directly learnt 
when applying the A* algorithm to the training data. In this free search structure (not 
shown here due to space restrictions), all variables are connected, and many direct 
dependencies reflect expected effects, e.g., the level of physical activity depends on age 
and gen-der, and blood pressure and cholesterol level both have hypertension as a parent. 

In the context of HWprofile, we are not interested in the conditional dependencies 
between conditions, because we already know them for each PwM. We therefore used 
the following constraints on the structure to re-strict the search: demographics nodes 
have no parent and can point to conditions, vitals and goals. Conditions can point to vitals 
and goals. In addition, the edge between Hypercholesterolemia and Cholesterol level was 
enforced. The resulting structure is depicted in Figure 1, left. 

 

 
Figure 1: Left: BN structure resulting from the constrained search. Right: HWProfile User Interface. The user 
can assign a level to one or more variables and observe the updated marginal probabilities. A population count 
in the lower-high number of individuals in the training dataset that correspond to the observations selected.t 
corner indicates the number of individuals in the training dataset that correspond to the observations selected. 

 

3. User Interface 

A UI was built on top of the BN in order to help in understanding the model. It displays 
the variables and their associated levels grouped by color-coded category (see Figure 1, 
right). The vertical order broadly reflects the constraints that were used when searching 
for the BN structure (demographics  conditions  vitals  goals). For a given variable, 
the marginal probabilities of each possible level are indicated both as a percentage and 
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through a horizontal bar chart in the background. The user can assign an “observed” level 
to any variable, by a click. The whole set of marginal probabilities is then updated to 
reflect these observations. Clicking again on an observed variable returns it to the 
unobserved state, with marginal probabilities displayed. Figure 1, right, shows the 
interface after Age has been set to ‘above 70’ and Cholesterol level to ‘> 5 mmol/L’. 
 
Table 1. Brier score for 3 nodes, depending on the number of parents that are also predicted. They are indicated 
between parentheses (A: Age, G: Gender, Dia: Diabetes, Hyt: Hypertension, Hyc:Hypercholesterolemia) . 

4. Prediction accuracy of the model 

We assessed the prediction accuracy of the HWProfile tool on specific nodes. In the 
context of ProACT, some information on the PwMs is known, and the BN is primarily 
used to predict missing vitals or goals, hence we tested the prediction accuracy on the 
nodes of these two categories. We use the Brier score as a prediction metric, in its 
generalized version allowing more than 2 levels [14]. It is well suited for assessing the 
prediction accuracy of a categorical variable (see [15] for a binary example). It is defined 
as the mean squared error between predicted values and observations: 

, where N is the number of predicted instances and L the number 
of levels the variable can take, pni is the probability estimate of level i for instance n, and 
oni is the boolean outcome of level i for instance n. Br ranges from 0 (perfect prediction) 
to L. Thus, the Brier score can only be compared between variables with the same number 
of levels. For each computation, we ran a 5-fold cross validation, where 10% of each 
fold was used for testing. 

Table 1 shows the Br resulting from cross-validation for the three target nodes Blood 
pressure, BMI and Being active, computed when none, one or two parents are also 
predicted. As expected, the prediction is the most accurate when the parents are observed 
(first row). Interestingly some parents influenced the prediction more than others: when 
estimating Being active, knowing Gender yields more accuracy than knowing Age: 
Br(A)<Br(G), in spite of Age taking more levels than Gender. Likewise, the prediction 
of Blood pressure is more accurate when Hypertension is known than when Gender is 
known. The prediction accuracy for Daily medication, a node with 4 parents, was also 
assessed. It ranges from Br=0.641 when all parents are observed to 
Br(A,Hyt,Dia,Hyc)=0.7276 when all parents have to be predicted. Observing the parents 
increases the accuracy fairly. However, the error stays low even in the latter case. These 
results will be taken into account in future works. 

5. Conclusion 

This paper describes an application of BN to build a holistic model for persons with 
multimorbidity using data on conditions, vitals, self-reports, behavioral assessments. It 

 Predicted Node 
Parents predicted BMI (2 levels) Being active (3 levels) Blood pressure (3 levels) 

None Br = 0.4375 Br = 0.6497 Br = 0.6351 
First Br(Dia) = 0.4389 Br(G) = 0.6582 Br(G) = 0.6395 

Second Br(Hyt) = 0.4408 Br(A) = 0.6498 Br(Hyt) = 0.6422 
Both Br(Dia,Hyt) = 0.4430 Br(G,A) = 0.6585 Br(G,Hyt) = 0.6466 
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has been developed as part of the ProACT project investigating several technologies to 
improve the quality of life and self-management capabilities of persons with 
multimorbidity. Our results indicate a good accuracy to predict the category for an 
unobserved variable, even when its parents are also predicted. Our aim is to test the 
methodology and illustrate it using the TILDA dataset. Future work lies in investigating 
whether this accuracy translates to meaningful results in a clinical setting. Future work 
includes performance analysis for a larger network, inclusion of the temporal dimension 
and different sampling rates per variable. Moreover, the model will be evaluated in 
conjunction with additional recommender systems developed within the project. 
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Abstract. Current healthcare systems are struggling with rising costs and 
unbalanced quality of care. Integrated care (IC) is a worldwide trend in healthcare 
reforms designed to tackle these problems. ACT@Scale is a partnership of leading 
European regions, industry and academia which aims to identify, transfer and scale-
up existing integrated healthcare practices. In this context, participating programs 
are applying iterative process improvement cycles using collaborative 
methodologies. The vision of learning health systems (LHS) is similar to IC, but it 
focuses on IT means as a change enabler for rapid and continuous knowledge 
integration into better outcomes. In this paper, we present the ACT@Scale program 
as an example of an LHS that monitors integrated care performance and effects of 
process improvement cycles. 

Keywords. Learning healthcare system, integrated care, coordinated care, telehealth 

1. Introduction 

With a demographic shift towards an ageing population and a relative decrease in the 
burden of communicable disease, there is an upward pressure on overall healthcare 
spending in the developed world [1]. The complexity of the healthcare service delivery 
is demanding new ways to deliver care [2]. The European innovation partnership on 
active and healthy aging (EIP-AHA) endorsed the integrated care (IC) model by 
releasing a European scaling-up strategy, which aims to develop and test innovative 
solutions followed by large-scale implementation of the successful practices [3]. 

The ACT@Scale program (www.act-at-scale.eu) is a partnership of leading 
European regions, industry and academia which aims to develop, test and consolidate 
“best practices” of IC services to allow the participating regions to successfully scale-up 
their services. This is achieved through the collection and analysis of structure, process 
and outcomes data of 14 different IC programs in 5 European regions. In this program 
the Triple Aim approach [4] is followed to improve patient experience of care, population 
health management, and healthcare resource utilization. 

While randomized controlled trials are the gold standard in studying the effects of 
interventions [5], the LHS approach allows to continuously evaluate healthcare systems 
and address the main change questions: when and how to change care more quickly for 
certain groups of patients [6]. It can be regarded as a type of comparative effectiveness 
research where findings can be applicable to patient groups that are often excluded from 
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RCTs (e.g. those with co morbidities) [7]. Moreover, it can be a way to appraise the 
complex interventions of IC programs [8]. In this paper, we present a real world example 
of an LHS framework used as a data collection, analysis and decision making tool 
designed in the context of a large-scale European project.  

2. Methods 

There are a lot of architectural framework models in the LHS field [9], which  vary in 
evaluating program focus (multi or domain-specific), scale of the organization and 
adopted learning process [10]. We focus on Lessard’s LHS architecture framework [11], 
which was selected due to the comprehensive approach of healthcare organizations 
information layers: (1) performance: captures the goals pursued by an LHS, (2) 
scientific: enables learning, innovation and discovery within LHS, (3) organizational: 
focuses on building a community, (4) technical: addresses data integration, and (5) 
ethical and security: a framework to guide all learning activities within the LHS. Each 
layer within ACT@Scale had a particular methodology to achieve their goals: 

Performance layer: the Minimal Data Set (MDS) represents the common 
performance indicators list. It was defined by all consortium partners, based on evidence 
from literature, experience from previous projects, and availability. 

Scientific layer: programs use collaborative methodologies to achieve their scaling-
up goals through process improvement. This is achieved through Plan-Do-Study-Act 
(PDSA) cycles. Each program forms a multi-disciplinary team with local experts that 
lead the PDSA cycle. Document templates have been developed for consistent reporting 
across all programs. First (Plan), the team selects an improvement area in one of the four 
process topics, the package of process changes, the objectives they want to achieve and 
indicators to measure objective achievement. Then these changes are implemented (Do) 
and evaluated (Study). Acting on what is learned, the change can be further spread across 
the organization, further adjusted in a next cycle, or stopped if unsuccessful (Act).  

Organizational layer: programs uses surveys adapted for the consortium to map and 
evaluate their performance based on stakeholder’s engagement. 

Technical layer: the IT tool was introduced as an innovation to help collect and 
analyze data. It contains customized surveys (marked as *) as well as standardized 
questionnaires to collect the opinion of program managers, staff and patients to measure 
whether the organizational layer is established successfully and to define the impact of 
these decisions to the overall system. We collect program manager input on stakeholder 
management*, change management*, staff engagement*, program sustainability 
(SUSTAIN) [12], financial flow & business models*, and maturity of the healthcare 
system [13]. Furthermore, staff engagement* and attitude on patient engagement 
(CSPAM) [13] is monitored. Finally, data related to patient activation [14] and program 
satisfaction [15] is collected. 

Ethical and security layer: The consortium created an ethics’ protocol which was 
submitted at local ethical boards. A clear strategy was defined for the data sharing. 

This framework allows us to consistently present innovations and choices made in 
each of the program layers. It would allow LHS implementation aiming at quicker 
scaling-up of the IC programs in their site. 
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3.  Results 

We demonstrate how the LHS architecture framework can be applied in: (1) the overall 
ACT@Scale program level and (2) a participating region’s IC program level.   
 
3.1. Performance layer 
 
The performance layer requires effort to establish a unified data collection framework as 
it needs to address common and organization specific goals. It can be used as a 
benchmark point for organizational change implementation. Our program has agreed on 
two performance levels that are measured by all participating programs.  
The first one describes areas at process level where the programs choose their 
improvement area: (1) citizen empowerment, (2) service selection, (3) change and 
stakeholder management (4) sustainability and business models. The second level 
describes the common indicators (MDS), defined in three layers: (1) scaling-up, (2) 
cluster (disease-specific), (3) program-specific outcomes, allowing to collect other data. 
In summary, goals of the program were captured by performance layer, which can be 
divided in two levels: common consortium goals and organization specific goals. 

3.2. Scientific layer 

ACT@Scale programs will complete two full 1-year PDSA cycles.  
As an example, one of the programs has selected the service selection (SS) process 

for improvement (first performance layer goal). The program has identified the underuse 
of stratification tools and wants to apply stratification to provide the right services to 
patients and care givers (Plan). The changes implemented by this program are: 
integration of social and mental health in the Electronic Health Records, increasing the 
stratification frequency to every 6 months and using the most relevant clinical, social and 
mental components in the stratification (Do). For the evaluation, they monitor the SS 
process indicators, all MDS outcomes and recommended cluster outcomes, which 
include various resource utilization indicators (Study). The knowledge of this cycle can 
be transferred to coach other programs in the second cycle (Act). 

3.3. Organizational layer 

The interdisciplinary nature of the IC programs requires a well-defined hierarchical 
structure including all stakeholders to improve governance, foster patient engagement 
and facilitate decision making. One of our project aims was to evaluate the success of 
the organizational layer and to define the impact of the decisions made by stakeholders 
to the overall system, which is captured by the surveys used in two PDSA cycles. 

As an example, Figure 1a presents outcomes of the SUSTAIN survey of two 
programs, and highlights program differences in and between regions. The results were 
presented and discussed within the consortium and are a good discussion tool to get 
insight in program differences and similarities. Figure 1b visualizes the association of 
the CSPAM levels and the role of the stakeholder in the organization.  
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The organizational level should considerate the stakeholders as active system users, 
who can influence the system. The continuous organization evaluation might contribute 
to the overall system performance. 

 
Fig. 1 (a) The performance of two programs on eight SUSTAIN domains (b) and the association between 
staff’s role and the CSPAM levels in one program. 

3.4. Technical layer: data and IT layers 

An innovation, the IT tool, was introduced in the project. It allows to collect, analyze and 
visualize patient and organization level data. We have adopted a distributed data analysis 
approach, where patient data are stored and analyzed and accessible only at the region 
by project stakeholders which facilitate learning and further improvement. To overcome 
the heterogeneity of data sources and technologies, we have developed one data scheme 
deployed on the same technology across all regions. This ensures interoperability with 
the developed analytics scripts. Extract-Transfer-Load processes will be implemented by 
the regions to load the database from local data sources. Regions run analysis scripts 
locally and aggregated results are uploaded to the central IT repository. The central 
ACT@Scale evaluation IT tool visualizes results of all programs and serves as a 
repository for best practices. The main advantage of this architecture is the resilience of 
the infrastructure as personal data remains under the control of the regions [16]. 

3.5. Ethics and security layer 

The organization hosting the central IT tool was protected by an external firewall and a 
software based firewall on the machine itself. To ensure incoming Application 
Programming Interface calls, we have protected our endpoints by using technologies that 
keep the internet connection secure and safeguards the data.  

4. Discussion 

This paper presents a real world example of an LHS of the ACT@scale program 
framework applied to scaling-up of IC programs. The layers of an LHS framework, 
proposed by Lessard, allows structuring the large scale European project and create an 
information transfer deliverable, which can be used for other projects aiming to scale up 
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the IC services by achieving the triple aim: improve the patient experience of care, 
population health management, and healthcare resource utilization. The LHS of 
Act@scale program was implemented in steps: first a performance layer goals was 
established by MDS, the programs selected their interest area of improvement and started 
to deploy collaborative methodologies followed by 2 PDSA cycles. The IT tool was 
deployed and ethical procedures upon data collection and analysis in the PDSA cycle 
were agreed. The LHS architecture framework was used in oncology [17] as a quality 
measurement and reporting system, as well in pediatrics [18]. To our knowledge, this 
framework has not been applied for process improvement in IC before. However, it has 
several limitations. First, we lack information on organizational governance for our 
programs, although this may be added in the future. For ethical reasons, the linkage 
between patient survey and outcomes data in all regions is limited.  
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Abstract. The paper reviews experiences and accomplishments in application of 
system dynamics modeling in education, training and research projects at the 
Andrija Stampar School of Public Health, a branch of the Zagreb University 
School of Medicine, Croatia. A number of simulation models developed over the 
past 40 years are briefly described with regard to real problems concerned, 
objectives and modeling methods and techniques used. Many of them have been 
developed as the individual students’ projects as a part of their graduation, MSc or 
PhD theses and subsequently published in journals or conference proceedings. 
Some of them were later used in teaching and simulation training. System 
dynamics modeling proved to be not only powerful method for research and 
decision making but also a useful tool in medical and nursing education enabling 
better understanding of dynamic systems’ behavior. 

Keywords. Computer simulation, Decision Support Techniques, Modeling and 
simulation, Simulation Training, System Dynamics 

Introduction 

Two main types of simulation models are discrete event simulation (DES) and system 
dynamics (SD). DES is aimed for detailed description of system behavior modeled as a 
sequence of discrete events or system's state changes at specific points in time with use 
of stochastic variables. SD aggregates entities and events in stocks and continuous 
flows in order to simulate the behavior of complex systems which are supposed to be 
deterministic in nature although they include variables (flows or rates) of probabilistic 
character [1-4]. Although there are a number of similarities between the two methods in 
regard to basic concepts, objectives, steps in a sound simulation study, application 
domains and analysis of simulation results, simulation software for respective 
applications is based on different techniques [1-4]. Both methods are used in many 
very diverse areas including biomedical research, epidemiology, public health and 
health system research [4]. Their use in education has a long tradition, too [5]. In order 
to simulate real world phenomenon with a set of mathematical formulas one can 
develop special program written in virtually any general-purpose programming 
language (or even use a tool like spreadsheet program) or exploit one of the 
application-oriented simulation packages [1,6-8]. 
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The principles of SD were originated during late 1950-ties at Massachusetts 
Institute of Technology (MIT). Professor Jay Wright Forrester did a lot of work on 
modeling of all aspects of industrial systems and urban growth and published a series 
of books and papers covering methodological fundamentals and including informative 
model examples during 1960s and early 1970s (not cited here).  

The work on SD principles was supported and went along with development of 
simulation programing languages. DYNAMO (DYNAmic MOdels) was the first one 
developed at MIT and released firstly for mainframes and in early 1990-ties also for 
microcomputers [9,10]. STELLA/iTthink software has been developed in 1984 by 
Barry Richmond, former Prof. Forrester’s graduate student as iThink for the new 
Macintosh computers, followed by STELLA for Windows (produced by High 
Performance Systems later renamed in ISEE systems) [11]. Those SD software 
packages have been designed with intention to promote modeling and simulation 
activities and aimed as a tool for system thinking, a disciplined way for better 
understanding of dynamic relationships and supportive tool for decision making and 
policy informing. They include tools facilitating model implementation and validation 
(graphic user interface for model implementation, graphic presentation of simulation 
results including animation) and have become widely used in very different domains. 
Important advantage was systematic approach and availability of well written manuals 
and comprehensive guidebook firstly published in 1992 [11]. Other similar software 
products became available commercially or for free (e.g. PowerSim and Vensim PLE). 
Majority of them enable “step-by-step” approach that integrates validation with model 
developing process and establishment of Windows based environments for modeling 
and simulation with many advanced functions (e.g. the option enabling packaging of 
developed model for distribution in a form of interactive game or medium functional 
for learning/training about real world phenomena in an accurate, realistic, safe and 
secure system thinking learning environment.  

SD proved to be applicable to very different real problems including those 
concerned with processes in a human body or population. Instead with accumulated 
row material or produced goods in stocks (levels or reservoirs), such models deal with 
the amount of drugs, enzymes or nutrients in a particular tissue (e.g. bloodstream) or 
virtual aggregation of units (e.g. molecules, cells, animals or people) in a certain state 
regarding the disease under consideration. The aim of this paper is to present 
experience in use of SD modeling applications in education and research projects at a 
higher education institution in Croatia and to review developed models regarding the 
real problems involved and modeling design, methods and software used. 

1. Experience in the Use of SD Modeling in Medical Education and Research 

Simulation modeling methods with emphasis on SD have been taught to medical and 
graduate students at the Andrija Stampar School of Public Health (AS-SPH) for almost 
40 years within courses in Medical Informatics, Epidemiology, Public Health and 
Research Methods in Public Health and Healthcare [12]. System thinking and modeling 
approach proved to be useful aid enabling better understanding of dynamic systems 
behavior and powerful tool in research including students’ and graduates’ projects that 
were part of their graduation theses.  

Modeling of spread of infectious diseases in population started at AS-SPH in the 
late 1970-ties initiated and steered by Professor Branko Cvjetanovic (1918-2002) as a 
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continuation of his work in the World Health Organization Headquarters in Geneva 
where he used to be chief medical officer in the Department of bacterial diseases till his 
retirement in 1978 and leader of a team developing SD epidemiological models [13]. 
Mathematical theory of infectious diseases’ dynamics has been already well established 
at the time [14]. In multi-compartmental models human population is represented as a 
set of compartments containing people in a certain state regarding the disease under 
consideration (e.g. susceptible, sick, resistant, carriers) with flows between them.  

The model of shigellosis was the first one developed by our group in late 1970s 
and followed by models of other diarrheal diseases [15-18]. Shigellosis model was 
further advanced by introduction of sensitivity analysis to its parameters’ changes. The 
models of whooping-cough and typhoid fever were based on earlier designed models’ 
structures with revisions introduced with the aim to use them for evaluation of different 
disease control strategies [13]. The model of whooping-cough dynamics was the first 
one with age-structured population. Simulation experiments were performed using 
population data estimated from vital statistics and with different assumptions regarding 
immunization coverage. It was shown that the introduction of age-structured population 
was of crucial importance. In addition to age-structured population, time delays were 
introduced in rubella and hepatitis A models [19,20]. These models were aimed for the 
assessment of immunization strategies, namely introduction of immunization programs 
and their evaluation including cost-benefit analysis. 

Population dynamics models of non-communicable diseases were made with the 
aim to envisage efficiency of different healthcare control programs and interventions 
for hypertension, schizophrenia and diabetes [21].  

A very detailed population structure according to gender, age, genotype and 
phenotype was implemented in a research project aimed for validation of population 
control strategy of phenylketonuria, recessively inherited genetic disease affecting 
individuals if they are not diagnosed and treated with appropriate diet timely after birth. 
There were altogether 128 compartments in phenylketonuria model structured for two 
genders, 16 age groups and four classes of genotype and diagnosis/treatment status 
(healthy homozygous, heterozygous, sick not timely treated and sick timely treated). 
Age-specific fertility rates were estimated from vital statistics and enabled calculation 
of number of newborns entering the youngest compartments according to estimated 
phenylketonuria gene frequency in population. Secondary use of this model enabled 
demographic projections of Croatian population.  

Mathematical modeling and SD has been employed in modeling of cancer 
incidence in population in order to enable better understanding and interpretation of 
cancer incidence trends in different populations (e.g. colorectal and testicular cancer) 
[22-24]. Epidemiological data reported by cancer registries as well as experimental data 
acquired from experimental studies were used in modeling of cancer incidence, 
formation of melanocytic nevi during life course, cerebral cortex neurogenesis and 
other cellular and/or histological growth processes and spread of diseases in population 
[22-26]. 

Simulation modeling approach was also employed in an operational research 
project undertaken in 1989 for estimation of future needs and supply of health 
personnel in Croatia. The project was initiated due to surplus and high unemployment 
rate of medical doctors in order to enable decision making and informed policy for 
enrolment into medical and nursing programs at national level. The actual numbers of 
health professionals (MDs, nurses, medical technicians) in 5-year age groups were 
taken as initial values. Simulation experiments were performed with different 
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assumptions about number of enrolled students and other relevant variables. It was just 
one year before we turned from 5-year to 6-year medical curriculum. A decrease of 
enrollment quotas to medical schools based on our recommendations took place in 
1993 [27,28]. Twenty years later we reconsidered and revised model and used it again 
in changed circumstances when a lack of medical doctors became evident and shortage 
of health personnel further deteriorated after Croatia’s accession to EU in 2013. It was 
necessary to further develop the model by inclusion of additional elements (e.g. those 
influencing push and pull factors). The model for planning of medical doctors’ 
specialist training is under development as a part of a research project for PhD thesis 
already presented in Doctoral Colloquium at Medical Informatics Europe 2016 [29]. 
Currently it is a very hot topic seeking informed decision making due to increased 
migration of specialist to other EU countries and claims for centralized and better 
planned specialist training as well as the possibility of changes in immigration policy. 

2. Discussion 

More than 20 simulation models have been developed at our institution within research 
projects or as a part of graduation theses (Master, MSc or PhD). Many of them were 
published in scientific journals and conference proceedings and further used as 
instructive examples in undergraduate, graduate and continuing education. Selected list 
of references is included in the present paper while a complete list of students’ and 
graduates’ research projects and graduate theses could be found elsewhere [12]. 
Introduction of simulation modeling as a topic in higher education curricula was 
accompanied by preparation of textbooks and manuals written in Croatian [2,30].   

In late 1970s and beginning of 1980s we used UNIVAC 1100/42 mainframe 
computer at University Computing Centre in Zagreb and simulation programs were 
written in FORTRAN and capable of giving results in numerical and graphical form 
[15-18]. The appearance of personal computers in 1980s offered new possibilities 
enabling flexible development and use of spreadsheet programs for DES and SD 
simulation models [6-8]. Despite the fact that commercial products for simulation 
modeling were at market already in 1970-ties, they were not always affordable to us 
and that is why we had to develop original tools and software solutions [6]. 

Collaboration was established with colleagues dealing with simulation modeling at 
other departments/schools of the University of Zagreb as well as within the Croatian 
Society for Simulation Modelling (CROSSIM) and the Federation of European 
Simulation Societies (EUROSIM).  

3. Conclusion 

Simulation modeling has been used in many very diverse areas including biomedical 
research, physiology, epidemiology, public health and healthcare systems research. 
System dynamics proved to be powerful method not only when used in research but 
also as a tool in decision making providing necessary information to policy makers. 
System thinking approach should be further promoted. Simulation modeling might be 
included in medical curriculum provided that in higher education it could come to its 
full potential not only as research and decision making tool but also as a teaching tool 
assisting students in better understanding of dynamic systems’ behavior. 
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Abstract. Since the Human Genomic Project discovered the sequencing of human 
genome, the interest about genome content in clinical practice has increased. 
Genetic information has become a key point to understand diseases or improve 
treatments, for example, the nutrigenomic and nutrigenetics. However, the huge 
amount of data generated raises the need for Electronic Health Record (EHR) 
improvements as it becomes increasingly necessary that it includes more specific 
genetic information. Thus, we aim to propose standard genetic archetypes (in 
openEHR) and describe our main challenges in this context. We assessed 2 
bibliographical databases (Pubmed and Web of science) to determine the main 
clinical statements needed to create the archetypes. The clinical statements were 
organized in archetype-concepts, and they were created in openEHR archetype 
editor. One archetype - genetic test results - was created from a set of genetic data 
and submitted to CKM repository for review.  Based on the modeled archetypes, 
an openEHR template can be created from the proposed archetype, mainly in the 
nutrigenomic area, genetic labs and others related to genetic.  

Keywords. Nutrition, Genetics, openEHR, Electronic Health Record, Archetype 

Introduction 

The Electronic health records (EHR) plays a fundamental role in health care systems. 
When compared to paper-based records, EHRs present innumerable advantages such as 
completeness, timeliness, availability, legibility and accuracy  [1, 2] 

Several efforts have been developed to address issues regarding EHR modeling 
and its implementation allowing the development of future-proof EHR systems, mainly 
related with interoperability of health information [3]. One of the outcomes of these 
efforts is openEHR [4]. OpenEHR is a set of open specifications for EHR development 
based on two-level modelling [5]: (1) a reference model (RM) and (2) an archetype 
model (AM) [6]. The purpose of its design is to enable the semantic interoperability of 
health information between EHR systems [7]. This approach also avoids vendor lock-in 
[7] and differs from single-level, which IT developers represent clinical concepts by 
themselves [5]. In openEHR, all clinical knowledge is represented by archetypes [5]. 
Bacelar-Silva and Cruz-Correia (2015) [8] describes archetype as “a computable 
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electronic model of a concept-structured and detailed as completely as possible.” The 
openEHR community have been modeling archetypes to represent several essential and 
specific contents [9-11]. The openEHR-archetypes approach allows a complete and 
adequate clinical practice, improving the Clinical Decision support (CDS) [11], and its 
increasing adoption demonstrates that more and more specifics archetypes are needed, 
e.g. genetic archetypes.  

Since 2001, when the Human Genomic Project sequenced the human genome, the 
interest of this genetic content in EHRs has been increasing [12]. The discoveries into 
genetic testing technologies, new biomarkers test, gene-based diagnostic, and services 
for both rare and diseases have also increased [13, 14]. In a general way, this demand is 
related to personalized information, mainly with the focus on nutrigenomic, 
pharmacogenomics, among other genetic results [14, 15]. These new concepts promise 
personalized care, facilitate decision making between health professional and the 
patient [13], and more effective treatments, mainly to chronic disease [16]. They also 
aim at health outcomes for more accurate diagnosis and consequently targeted therapies, 
improve not just individual health but also public health policies [13].   

However, Scheuner et al. (2009) [13] concluded that although the EHR have 
potential to enable clinical integration of genetic medicine and improve delivery of 
personalized care; the structured and standardized data elements, and functionality 
requirements are needed. Therefore, there is currently an interest to propose genetic 
archetypes for EHR to improve data quality [17]. 

This study aims to describe the process, challenges and resulting archetypes of 
creating an openEHR genetic test result archetype.  

1. Methods 

This work was developed in the following 5 stages. 
Review articles - This study started with a literature review aiming to identify the 

main clinical concepts used in genomic studies. The literature review was carried out 
using Pubmed and Web of Science database to determine the articles published in this 
area. The search in the sources mentioned above was carried having as search query: 
“genetics” AND/OR “Electronic health record” AND/OR “archetype”. This research 
was complemented with books research. A total of 51 articles were found and 26 were 
considered.  

Archetype-friendly concept identification - After analyzing the articles, the 
authors created a set of clinical concepts, and they organized them in possible 
archetypes-friendly concepts.  

The Clinical Knowledge Manager (CKM) analysis - The Clinical Knowledge 
Manager (CKM) is an international repository of clinical knowledge [16, 18]. It is a 
library of openEHR archetypes and templates. The first important point to CKM is to 
avoid duplicate archetypes, so, we have searched all archetypes-friendly concepts in the 
repository. Hence, it was needed to be included the concept name and core data items. 
If the archetype concept was not available in CKM, the authors could create it.  

Archetype modeling in openEHR - The authors used Ocean Archetype Editor 
Software®, which is available on the openEHR site [10]. Each clinical concept 
modeling to archetype was discussed by the authors to the archetype to contain 
complete information. Finally, the new archetype was recorded in Archetype Definition 
Language (ADL), a formal language to express openEHR archetype [18].  
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The Clinical Knowledge Manager submission for review - The archetypes were 
submitted to CKM on 6th August 2017. After the submission, the openEHR editors 
assess if the archetypes proposed are necessary for CKM repository. After editors’ 
approval, the archetypes are reviewed by the international clinical community, and 
after approval, they are made available in CKM. 

2. Results 

After a literature review was possible to identify 11 clinical statements. Our research 
concluded that genetic content was not available in CKM repository, and so our team 
developed an archetype named “Genetic Test Results” that included all statements. 
This archetype was modelled in English as an observation class. It aims to record 
genetic test results of an individual, besides presenting significant data. Figure 1 
presents the proposed archetype. The data section includes:  

� sample detail; 
� test results; 
� genetic scope; 
� genetic sequence – genetic sequence file; 
� genetic sequence location; 
� clinical information provided; 
� comment.  

In Protocol section, we added the following content: 
� Responsible laboratory [cluster]; 
� Laboratory test identifier;  
� Test device details [cluster];  
� Test request details;  
� Laboratory scope and Extension [cluster].  
In "person state section", we included confounding factors and patient state details 

as a cluster.  

3. Discussion 

The archetype “genetic test results” aimed to record the results and interpretation of 
genetic tests in an individual. It can make a significant contribution mainly in the way 
that health professionals will conduct care practice, which is related to have the whole 
information needed and organized in an objective manner. However, the clinical 
information should not be defined to a specific EHR, but as comprehensively as 
possible and that facilitates the exchange of data between different information systems 
[11]. It explains why we choose openEHR-archetypes; what brings a substantial benefit 
that is semantic interoperability, which influences the exchange of information between 
EHRs [4]. In this context, the advantages in modeled openEHR-archetypes are well 
described in the literature [19]. However, we had important challenges in this genetic 
modeling process as: 1- Genetic information stored does not follow any standard 
protocol [20]; 2 - Genetic data stored in EHR is extensive and complex, and the EHR is 
unable to save all genome data and analyze it [21, 22] ; 3 - Much of an EHR content is 
collected in free text notes, which increases the variability of the data [21].  
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                            Figure 1. Genetic Test Result Archetype Mindmap 
 
For this reason, one of our challenges was to analyze the data, and, only those 
indispensables were created in free text notes; 4 - Marsolo et al. (2013) [21] describe 
that quantity and quality of phenotypic data in the EHR will depend on both types of 
EHR and the level of customization. This point is crucial because EHR implementation 
decision will directly influence a data collection, mainly related to the category of EHR. 
These points are significant challenges which increase the difficulty to create the 
archetype. Very recently, Mascia et al. (2017) [17] have proposed the following genetic 
archetypes: ``genetic findings'', “sequence variation” among others. However, the 
“genetic test results” archetype is still in development. In our opinion, some data in this 
archetype are not related to “results” as the data of “clinical information provided”, 
“interpretation summary” and “Recommendations”. Besides that, “laboratory identifier'” 
is not enough and requires a “laboratory scope” data, to determine whether it is a 
diagnostic or research laboratory. In our opinion, the archetype proposed by Mascia at 
al. (2017) still presents points to be improved. 

4. Conclusion 

The presented paper describes the process of creating genetic openEHR-archetype, 
from the analysis of currently review literature. Hence, the new archetype can be 
incorporated in different EHR systems and help the clinicians to store genetic data and 
improve data quality; consequently, optimize clinical practice. As future work, we are 
creating a patient record the includes our archetype to test in a real-case scenario. We 
reinforce the importance of health professionals being involved in EHR creation 
together with the IT professionals, resulting in a complete and structured EHR system. 
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Abstract. The re-use of healthcare information for biomedical research is increasing 
and with it the importance of a consent management framework implementing 
computable consents. Based on requirements concerning a consent representation 
the Advanced Patient Privacy Consents (APPC) Profile of Integrating the 
Healthcare Enterprise (IHE) is evaluated and mapped to these requirements. As IHE 
APPC was developed for computable patient consents, the mapping of consents for 
research projects is possible by re-using the elements defined. Compared to other 
approaches like gICS, approaches using APPC can be based on commercial software 
products and integrated into IHE environments. IHE APPC was already successfully 
used in EHR projects like INFOPAT. For interoperability reasons IT platforms 
intending to support biomedical research including clinical data, research data, 
biomaterial and imaging data, IHE APPC seems to be an appropriate standard to 
choose. 

Keywords. Consent, research, IT infrastructure, IHE, standardization 

1. Introduction 

With the spreading re-use of healthcare information for secondary use purposes like 
biomedical research, the importance of a computable representation of consents is 
increasing [1-4]. First, this results from legal requirements for informed consents 
especially for re-using data for research [5]. Further, using paper is no solution since 
checking paper-based consent forms manually before allowing the use of data delays the 
process and is error-prone. Scanning paper-based consents can only be part of the 
solution in case it is required for legal reasons. Thus, an electronic representation with 
automated consent processing is necessary. 

In terms of consent there are different possible approaches. Broad consent is often 
desirable since the specific use cannot be precisely defined beforehand. However, 
informed consent, as requested by the government [5], has to be specific about the 
intended use. This requirement can be met by a combination of broad consent and 
specific consent for specific uses – so called dynamic consent. 
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For interoperability reasons, computable consent should be based on open and 
internationally accepted standards. IHE defined in the IHE Advanced Patient Privacy 
Consents (APPC) Profile how to implement consent documents for health information 
exchange scenarios in patient care based on eXtensible Access Control Markup 
Language (XACML) [6]. 

The objective of this work is to show how the IHE Profile APPC can be used to 
define consents for different – especially retrospective –  research topics (e.g. oncologic 
research projects, cardiologic research projects) as modules. 

2. Methods 

First, the requirements concerning the computable representation of consents are 
described. Afterwards, the IHE Profile APPC is explained. 

2.1. Requirements 

The requirements are retrieved from experts via unstructured interviews and legal 
documents. 

A computable representation of consents needs to be able to reference different data 
types (1) (e.g. clinical data, patient reported outcomes, genomic data, imaging data, 
biomaterial). It also requires the possibility to define policies for access to all these kinds 
of data including biomaterial (2). Further, the intended use of the data needs to be 
specified (3) (e.g. use for specific trial, use for recruitment, re-contacting the patient) [5]. 
Not only intended use can limit the use of data, but also the time of validity of a consent 
(4) is often used for obtaining informed consents. Legislation requires that consents can 
be withdrawn at any time (5) [1, 3, 5]. As computable representations should be binary 
(permit/deny), the policies need to be fine-grained (6). But patients also sign multiple 
consent forms for different studies or purposes of use. Thus, a solution has to allow for 
several interacting consents to be manageable (7) [1, 3]. Since signatures according to 
law (e.g. in Germany) are required, it is necessary to archive the signed consent form and 
link it to its computable representation (8). Consent representations should be policy-
based to allow for automatic computation when access to certain by the user previously 
specified data is requested (9) [1, 3]. 

2.2. Advanced Patient Privacy Consents 

The IHE Profile APPC, like all IHE Profiles describes a number of use cases the profile 
is designed to support. Use cases include (1) consenting to access to health information 
based on the facility which is trying to access that information, (2) consenting to access 
based on a specific diagnosis with an XDS folder per diagnosis code, (3) denial to sharing 
of specific information based on the consent, (4) denial to sharing of information with a 
specific organization based on the consent and (5) denial to sharing of a specific 
document based on the consent. 

APPC is a so-called Content Profile, meaning it defines the content of a specific 
document (i.e. consent document). The document consists of at least one root policy set. 
The root policy set can reference zero to many policy sets or individual policies, while 
each policy set has exactly one target. A policy contains zero or more rules. 
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A target may have zero to many subjects, resources, actions and environments. The 
subjects represent the actors (e.g. healthcare organization, individual physician) 
requesting access to data. Resources are the objects that are requested to be accessed (e.g. 
specific patients’ data, data from a specific facility). An action describes the transaction 
to be performed with a certain data type. The environment allows for access to be granted 
only for e.g. a specific time period (see Figure 1) [6, 7]. 

 

 
Figure 1 - Policy language model according to APPC / XACML 2.0 Core [8] 

2.3. Mapping of requirements to APPC 

Mapping the requirements to an APPC compliant solution was done by two experts 
sequentially. For each of the requirements a possible solution in APPC was investigated 
to be able to fully implement the respective requirement. 

3. Results 

The requirements as implemented using IHE APPC are summarized in Table 1. Different 
data types are referenced in APPC as resources. E.g. lab results are documents from a 
specific facility (i.e. laboratory). Biomaterial and imaging data is referenced the same 
way. The intended use for data is specified in subjects (e.g. a specific study, research in 
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general). The validity of specific consents is defined in environments. Withdrawing the 
consent is solved in APPC by removing the relevant policies and/or policy sets from the 
consent document. Fine-grained policies and the management of interacting policies is 
done using rules, policies and policy sets. Breaking down consents to rules allows for an 
atomization of consents and thus fine-grained policies. As consents are managed fine-
grained interacting consents can be identified and implemented. In case consents 
contradict each other, it has to be defined whether there is a general ruling of deny 
overrides or permit overrides, depending on an opt-in or opt-out strategy. 

 
Table 1. The mapping of requirements for modular research consents to the solution with IHE APPC. 

Requirement APPC solution 
(1) Reference different data 
types 

As resource 

(2) Policy for each data type Policy specified for data type 
(3) Purpose of use In subject 
(4) Time period of validity In environment 
(5) Withdrawal Deleting policy (set) 
(6) Fine-grained policies Rules, policies, policy sets 
(7) Interacting consents 
manageable 

Rules, policies, policy sets 

(8) Link from signed form to 
computable representation 

IHE XDS Provide and Register 
Document Set with Document 
Addendum Option 

4. Discussion 

IHE APPC seems to be capable of expression of modular research consents from scratch. 
However, there are different approaches to implementing computable research consents 
like gICS [1, 3]. gICS in contrast to IHE APPC uses modules (APPC: policy sets), 
policies (APPC: policies and rules) and a consent template. Since the consent template 
is a template to derive consent forms from, the same would be possible with APPC. 

The INFOPAT project [9] implemented the consent management for the Personal 
Cross-Enterprise Health Record using IHE APPC [7, 10]. Consent was mainly 
implemented for access and upload of data in a care setting. For transmission of data 
from the PEHR to a regional research platform [11], consent based on APPC was 
implemented using a policy: Pseudonymized transmission of data from a PEHR to the 
research platform using a binary option of yes or no. Therefore, this approach cannot 
fully be compared to using IHE APPC for complex research consents. 

Computable consents, also called eConsent, are not only about IT. Mostly, it is about 
processes to design informed consent forms (human-readable and computable) and 
policies accordingly. Knowledge about the intention of text in informed consent forms 
is required to define the correct policies. Thus, Bahls et al. propose to re-use text snippets 
as often as possible for similar research purposes, since policies can also be re-used [1]. 

IHE APPC is successfully implemented in several commercial products (see 
https://connectathon-results.ihe.net/). That makes it easier to use products already on the 
market also for research EHRs, knowing the topic of consents is addressed and 
interoperable already. 

The analysis of IHE APPC provided does not only apply to fully paper-free 
eConsent. However, for fully paper-free and functional eConsent the consent document 
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needs to be supplemented by a digital signature and an XDS environment for storing 
signed consents. 

5. Conclusion 

The informed consent forms as needed for research purposes in the Medical Informatics 
Funding Scheme of the German Federal Ministry for Education and Research (ger: 
BMBF) can be implemented based on international, open standards (i.e. IHE APPC). In 
the future, we will implement consents based on IHE APPC in the HiGHmed project 
[12] and will evaluate the usability in use cases where patient consent and data privacy 
are relevant. 
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Abstract. A nationally uniform medication plan has recently been part of German 
legislation. The specification for the German medication plan was developed in 
cooperation between various stakeholders of the healthcare system. Its’ goal is to 
enhance usability and interoperability while also providing patients and physicians 
with the necessary information they require for a safe and high-quality therapy. 
Within the research and development project named Medication Plan PLUS, the 
specification of the medication plan was tested and reviewed for semantic 
interoperability in particular. In this study, the list of pharmaceutical dose forms 
provided in the specification was mapped to the standard terms of the European 
Directorate for the Quality of Medicines & HealthCare by different coders. The level 
of agreement between coders was calculated using Cohen’s Kappa (κ). Results show 
that less than half of the dose forms could be coded with EDQM standard terms. In 
addition to that Kappa was found to be moderate, which means rather unconvincing 
agreement among coders. In conclusion, there is still vast room for improvement in 
utilization of standardized international vocabulary and unused potential 
considering cross-border eHealth implementations in the future. 

Keywords. Intercoder Reliability, Cohen’s Kappa, EDQM Standard Terms, 
Medication Plans, Pharmaceutical Dose Forms 

1. Introduction 

On January 1st 2016 the German eHealth act was introduced. By October 1st 2016, 
patients who are taking three or more medications prescribed by a physician on a regular 
basis have the legal right to receive a paper-based medication plan [1]. Starting from 
2018, an electronic version shall be provided that can be stored on patients’ health 
insurance cards, thus enabling software to be used to check for medication therapy safety. 
A medication plan represents a summary of all medications currently taken by a patient. 
It contains information on substances, dosages as well as reasons and instructions for 
intake. Its primary purpose is to serve patients as an assistance for therapy but also for 
physicians as an information resource. The German national specification for the 
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medication plan is developed by the National Association of Statutory Health Insurance 
Physicians (KBV), the German Pharmacy Association (DAV) and the German Medical 
Association (BÄK). Legislating the structure and contents of medication plans, ideally 
supports interoperability of transmission and information retrieval. 

However, current specifications of the medication plan lack clear semantics and use 
proprietary terminology, developed solely on a national level without taking into account 
which standards are available in Europe and beyond. Therefore, the Medication Plan 
PLUS project, funded by the European Regional Development Fund (EFRE), is working 
on providing a semantic interoperable electronic version that uses international standards. 
One task within the project is the semantic annotation of pharmaceutical dose forms from 
the national specification [2]. 

Pharmaceutical dose forms, also known as dosage forms, describe the characteristics 
in which a drug product is presented to the patient for administration – e.g. tablet or 
capsule. The Standard Terms of the European Directorate for the Quality of Medicines 
& HealthCare (EDQM) can be used to define certain elements of medicinal products, 
including the pharmaceutical dose form. The EDQM database contains terms and 
definitions to describe dose forms with equivalents of several hundred terms in 33 
languages [3]. 

Recent projects like the Smart Open Services for European Patients (epSOS) or the 
International Patient Summary (IPS) use EDQM Standard Terms for drug 
interoperability [4][5].  

It is expected that the majority of dose forms used in the German national 
specification will also be available in the EDQM database. Hence it should be possible 
to cover most of the information equally as detailed with EDQM Standard Terms. 

Furthermore, it is anticipated that different coders, each annotating the same set of 
dose forms, will largely be in agreement and score good to very good mapping results. 
The work described in this paper demonstrates challenges and difficulties when mapping 
the national list of pharmaceutical dose forms to EDQM Standard Terms. Cohen’s Kappa 
is used to test intercoder reliability and measure the extent to which coders map the same 
EDQM code to a specific pharmaceutical dose form concept. 

2. Methods 

This analysis is based on the specification for the national medication plan version 2.3 
[6]. The list of pharmaceutical dose forms is provided by the Information Service for the 
Pharmaceutical Market (IFA GmbH) and was adopted by the National Association of 
Statutory Health Insurance Physicians (KBV) for application in the specification. The so 
called KBV key table contains IFA codes of 228 pharmaceutical dose forms [7][8]. 

The table of 228 pharmaceutical dose forms was mapped to the Standard Terms of 
the European Directorate for the Quality of Medicines & HealthCare (EDQM). The 
mapping was done independently by four different coders with varying experience in 
pharmacy and semantic annotation of concepts - one domain expert and three medical 
informatics students. An example of the mapping can be seen in Table 1. Starting from 
the IFA codes with their associated descriptions, the EDQM Standard Terms database 
was used to identify concepts with similar meaning. EDQM search tool is available 
online and allows the user to search for a string of characters in different languages [9]. 
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Table 1. Example of three IFA codes mapped to EDQM standard terms by four different coders 

IFA Code Meaning Coder A 
EDQM 

Concept Code 

Coder B 
EDQM 

Concept Code 

Coder C 
EDQM 

Concept Code 

Coder D 
EDQM 

Concept Code 
ATR Eye drops 10604500    
CRE Cream 10502000 10502000 10502000 10502000 
BTA Effervescent 

tablet 
10222000  10222000 10222000 

 
 

Mapping results were then rated and classified by each coder based on ISO TR 
12300. This rating scheme was used to check the degree of equivalence between source 
and target concepts. ISO TR 12300 distinguishes five degrees of equivalence: complete 
lexical match, synonym, source broader than target, target broader than source and no 
match [10]. 

Finally, independent maps from coders were collected and combined to calculate 
intercoder agreement between pairs of coders using Cohen’s Kappa (κ). Values of Kappa 
can range from −1 to +1, where 1 represents perfect agreement between the coders [11]. 
Results from running Kappa statistic were interpreted using five levels of strength of 
agreement suggested by Altman (1991) as shown in Table 2 [12]. 
 

Table 2. Interpretation of Kappa (κ) 

Value of κ Strength of agreement 
< 0.20 Poor 

0.21 – 0.40 Fair 
0.41 – 0.60 
0.61 – 0.80 
0.81 – 1.00 

Moderate 
Good 

Very good 

3. Results 

The domain expert’s mapping of 228 dose forms from the KBV key table to EDQM 
standard terms includes 81 concepts mapped to a complete lexical match. 18 synonyms 
were found in the EDQM database. 13 concepts could be mapped to a narrower target 
and 47 concepts were mapped to a broader target. In 69 cases there was no matching 
concept available in the EDQM database. Table 3 lists the mapping results of the domain 
expert with extended knowledge in pharmacy und coding. 
 

Table 3. Results and accuracy of domain expert’s mapping from KBV key table for dose forms to EDQM 
standard terms (n=228) 

Rating Interpretation Number of concepts Percentage 
1 Complete lexical match 81 36% 
2 Synonym 18 8% 
3 
4 
5 

Source broader than target 
Target broader than source 

No match 

13 
47 
69 

6% 
20% 
30% 
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Students mapped 49 concepts to complete lexical matches, one synonym was found, 
eleven concepts narrower than the source and six concepts broader than the source. There 
were no maps possible between 161 concepts. Results can be found in Table 4. 

Table 4. Combined results and accuracy of beginners’ mappings from KBV key table for dose forms to 
EDQM standard terms (n=228) 

Rating Interpretation Number of concepts Percentage 
1 Complete lexical match 49 21% 
2 Synonym 1 1% 
3 
4 
5 

Source broader than target 
Target broader than source 

No match 

11 
6 

161 

5% 
3% 

70% 
 

Cohen’s Kappa was run to determine the agreement between coders (s. Table 5).  
 
Table 5. Cross table for intercoder agreement showing values of Kappa (κ) between domain expert Coder A 

and coding beginners B, C and D 

 Coder A Coder B Coder C Coder D 
Coder A  0.388 0.455 0.439 
Coder B 0.388  0.625 0.609 
Coder C 
Coder D 

0.455 
0.439 

0.625 
0.609 

 
0.687 

0.687 

 
Intercoder agreement between domain expert’s mapping and students’ mappings 

shows fair to moderate agreement and scores amount from a minimum of κ=0.388 
(p<0.0005), 95% CI (0.311, 0.464) to a maximum of κ=0.439 (p<0.0005), 95% CI (0.362, 
0.515) and κ=0.455 (p<0.0005), 95% CI (0.378, 0.531). Agreement among students’ 
mappings results in slightly higher Kappa between κ=0.609 (p<0.0005), 95% CI (0.518, 
0.699) and κ=0.687 (p<0.0005), 95% CI (0.596, 0.777).  
 

4. Discussion 

The results of this analysis emphasize that the mapping of dose forms presents a greater 
challenge than expected in the first place. Even if maps with ISO rating of 1 and 2 are 
combined, still less than half of the 228 dose forms from the German national 
specification could be mapped to EDQM standard terms by a domain expert. Other 
coders’ results lie even below that. As a reason for a lower coverage than expected in the 
first place, coders reported that many concepts from the initial code-table were found to 
have ambiguous meaning and therefore could only be mapped with ISO ratings of 3 or 
4, or no map was possible and ISO rating 5 was chosen to be appropriate. Interpretation 
of the IFA code descriptions felt challenging. 

The coders’ impression is supported by fair to moderate Kappa values that indicate 
rather unconvincing intercoder agreement. It means that coders disagree in nearly 50% 
to 60% of the mapping. Given the fact that the level of agreement is lower than expected, 
further evaluation will be needed on how to represent KBV key table dose forms with 
EDQM Standard Terms. 

In addition, the question remains of how much use the descriptions for 
pharmaceutical dose forms in the current specification for the medication plan are to the 
patient. When experts and students disagree on interpreting the majority of concepts in 
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the same way, it seems questionable that the information is of any help to a patient. A 
medication plan is of course not the sole source of information. Patients rely on their 
physician and pharmacist as well. Nevertheless, possible misinterpretation could be 
minimized by standardizing the terms being used. A possible solution could be to 
harmonize the dose forms of the German medication plan with EDQM Standard Terms. 

This analysis demonstrated the degree of overlap between dose forms currently used 
in Germany and EDQM Standard Terms. It has become apparent that there is room for 
improvement, if the national code-tables were to be aligned with European standardized 
terminologies. Semantic interoperability in future implementations of the medication 
plan may only be achieved, if standardized semantic frameworks are to be integrated. In 
case that information capture and representation continue to be limited to a national 
system, possibilities for cross-border eHealth services or automated medication safety 
checks could be lost or merely realized far from their full potential. 
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Abstract. Medical terms of anatomical regions are not sufficient to unequivocally 
describe the locations of lesions on the skin. In order to get gender, age, height and 
weight independent localisations on the human skin we propose to use the base mesh 
of MakeHuman in combination with UV coordinates. As proof-of-concept we 
present a web application based on Three.js with three different MakeHuman 3D 
models (male, female, infant). Anatomical regions corresponding to UV coordinates 
are displayed and the UV coordinates of skin lesions can be marked. Marked regions 
are “transformed” to changed 3D models automatically allowing for tracking in spite 
of anatomic changes.   

Keywords. Three-dimensional Imaging; Computer Generated; Models, 
Anatomical; Dermatology 

1. Introduction 

In the medical domain systematically organized medical terms like SNOMED CT [1] 
also include terms for anatomical sites. For anatomic regions on the human skin Palmer 
et al. [2] created a web-based human surface anatomy labelling system designed for 
dermatologists. Using these medical terms, lesions of the skin like nevi or melanomas 
can be pinpointed to a general region on the human body. Still, if the toponym is not 
accurate enough for the examined position (e.g. “two suspicious lesions biopsied from 
the left central cheek”) it is difficult to track individual lesions. Interestingly, one of the 
most common sources of errors in dermatopathology are mixed up specimens [3]. 

More accurate localisations are also needed in the domain of sequential digital 
dermatoscopy imaging where suspicious lesions are monitored to diagnose melanomas 
that may seem inconspicuous at baseline but can be diagnosed more readily using 
sequential images from follow-up visits [4]. Anatomical regions are not sufficient for 
sequential digital dermatoscopy imaging systems to unequivocally describe the locations 
of lesions on the skin; hence physicians mark suspicious lesions on 2D images. At 
follow-up visits the physicians compare the location on the 2D image to the specific 
location on the human skin. Newer systems use automatic systems to create full body 
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images to detect changes in skin lesions [5]. When exchanging images, the fine grained 
localisations used during documentation are generally mapped to the coarser anatomical 
regions, the detailed localisation on the skin is lost and images taken with other systems 
cannot be compared automatically.  

In order to enable semantic interoperability of the exact localisation on the human 
skin we propose a system similar to the geographic coordinate system to specify locations 
on the surface of our planet.  

2. Methods 

MakeHuman [6] is an open source tool that lets users create accurate human body 
3D models which are easily customizable and match realistic body shapes. In 
MakeHuman all models, whether male, female, young or old are based on the same 
uniform base model. We propose to use this uniform base model to get interoperable 
locations of the human skin by using the corresponding UV mapping ("U" and "V" 
denote the axes of a 2D texture) coordinates. UV mappings are used in 3D modelling to 
project 2D textures onto 3D model´s surfaces. The UV mapping projects a 2D image (i.e. 
the texture) to a surface on a 3D object. The UV mapping of MakeHuman, also 
integrating eye socket and the tongue, is depicted in Figure 1 at the centre. When the 3D 
model of the MakeHuman base model is altered (i.e. vertices moved and not deleted), 
the underlying UV mapping does not change. The two customized 3D models (i.e. infant 
and adult) depicted on either side of the UV map in Figure 1 use the same UV mapping. 
As seen in Figure 1 the anatomical region “trunk” specified on the UV mapping in the 
centre is automatically projected to the corresponding locations on the two different 3D 
models. This projection of textures onto 3D models is generally supported in 3D 
computer graphics software and the 3D frameworks like the ones used in the results 
section. .  

 

    
Figure 1. MakeHuman 3D model of an infant (left), UV mapping with texture from MakeHuman (centre) and 
3D model of an adult (right). The green surface indicates the anatomical region “trunk” which is projected onto 
the 3D model  independent of the selected MakeHuman 3D model .  
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The texture is further mapped to medical terms for anatomical regions. For each 
anatomical region a path (i.e. polygon) was created on a 2048 by 2048 pixel scalable 
vector graphic (SVG).  

3. Results 

To proof the feasibility of our approach, a web application based on Three.js [7], D3 [8] 
and canvg.js [9] was developed. Using a web browser, anatomic regions on the human 
skin can be selected and points of interest (e.g. skin lesions) marked. The marked UV 
coordinates can be saved as SVG images containing the interoperable UV coordinates. 
The points of interest stay on the same anatomical location independent of the selected 
3D model. To create the web application and the 3D models only open source software 
was applied and no commercial tools are needed. .    

Three different models (i.e. infant, female and male) were created in MakeHuman 
and exported in the filmbox (FBX) format containing the model itself, the UV map and 
the texture files. Since Three.js does not support FBX natively we used an existing 
python script2 to convert binary FBX files to the JSON Geometry format used in Three.js. 
The resulting models were manually stitched together to be in the supported form. FBX 
is a widely used format for 3D models and can be imported into 3D computer graphics 
software. Three.js also offers export plugins for 3D computer graphics software like 
Blender [10] and Autodesk Maya®. The Three.js Blender plugin did not work with our 
MakeHuman model. The Autodesk Maya® plugin created a valid JSON Geometry that 
could be used in Three.js directly and did not need any manual manipulation yet a 
commercial license is required.  

To create the mapping of UV coordinates to anatomical regions, we imported the 
MakeHuman base mesh into the open-source 3D computer graphics software Blender.  
For each anatomical region we created a material with a unique red – green – blue (RGB) 
colour code and assigned them to the corresponding anatomical regions on the 3D model. 
The materials are then “baked” as texture image corresponding to the underlying UV 
map and the resulting texture is exported as a SVG. In the resulting SVG each face is 
drawn as separate polygon. We used the open-source vector graphics editor Inkscape 
[11] to group polygons with the same colour to drastically decrease the file size of the 
SVG and assign labels to the resulting polygons.  

Using Three.js, the prepared MakeHuman models are loaded and displayed. 
Hovering the mouse over the model, the underlying anatomical region is highlighted. 
When the mouse button is clicked, a point of interest is set, the UV coordinates and the 
anatomical region are displayed. The anatomical region is calculated from the SVG with 
unique RGB colour codes. The points of interest can be saved as a SVG image. A 
screenshot of the final web app is depicted in Figure 2. The web app is available online 
at http://mim.meduniwien.ac.at/praktika/3d/.   
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Figure 2. Screenshot of proof-of-concept web app. The user can select a 3D model (male, female, infant), 

anatomical regions are highlighted on mouse hover and exact locations of point of interest with the UV 
coordinates are shown.   

4. Discussion  

The texture used for the skin has the dimensions of 2048x2048 pixels. When assuming 
a size of a person between 40cm and 200cm an accuracy of up to 1mm can be achieved.  
For the slightly “larger" limbs on the texture (i.e. head and hands) we achieve an accuracy 
of 0.5mm.  

The UV coordinates are independent of the anatomical region and different 
anatomical nomenclatures can be mapped to these coordinates. In the presented proof-
of-concept we only took a very coarse anatomic granularity covering the five regions 
head and neck, trunk, upper extremities, anogenital region, lower extremity. We plan to 
add four more levels of granularity covering more detailed regions as used in [2]. Besides 
creating separate SVG for each level no further changes would be needed in the web app.  

At the Medical University of Vienna sequential digital dermatoscopy images were 
recorded for more than 20 years with more than 200.000 images available. For each 
image the proprietary pixel coordinates and the anatomical regions are available. We 
plan to map the textual anatomical region to our anatomical regions and use this coarse 
mapping to also map the proprietary pixel coordinates to the UV coordinates using 
machine learning.  

By using our approach with UV coordinates it is possible to match coordinates on a 
human body with accurately described names for anatomical regions. The presented 
method allows us to scale points of interest over all kind of body geometries like size, 
weight, age or gender and proves that these points still match the same relative position 
on the body. 

In [12] the possibility for self-monitoring by people treated with melanoma is 
analysed. In order for different self-monitoring solutions to exchange images, 
localisations have to be exchanged in an interoperable format. Our UV coordinates are 
one candidate for an interoperable for localisations on the human skin.  
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Using software like Wrap3 [13], 3D scanned data can be re-topologized to existing 
models. We will evaluate how 3D scans of humans can be re-topologized to the 
MakeHuman model to enable semantic interoperable localisations of the skin on 
individual models per patient. With re-topologized models, UV coordinates of skin 
lesions should be automatically detectable using current augmented reality toolkits.  
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Abstract. Performing image feature extraction in radiation oncology is often 
dependent on the organ and tumor delineations provided by clinical staff. These 
delineation names are free text DICOM metadata fields resulting in undefined 
information, which requires effort to use in large-scale image feature extraction 
efforts. In this work we present a scale-able solution to overcome these naming 
convention challenges with a REST service using Semantic Web technology to 
convert this information to linked data. As a proof of concept an open source 
software is used to compute radiation oncology image features. The results of this 
work can be found in a public Bitbucket repository.  
Keywords. Linked data, Semantic Web, Radiation oncology, DICOM, ontology, semantic 
interoperability  

1. Introduction  

Outcome registration is of vital importance to move towards a rapid learning healthcare 
system for cancer patients [1]. It takes months to see the effect of the radiation or 
chemotherapy treatment on cancer and years to estimate the severity of some side effects. 
Together with the outcome data, the radiation oncology treatment features provide the 
knowledge which is needed to innovate. However, in daily clinical practice, this 
information is not stored as structured data, they need to be computed using the DICOM 
objects created during radiation treatment planning.  

The DICOM standard does not enforce a terminology for creating delineations of 
organs in the radiation treatment planning process because the labels are free text. There 
are efforts in the field of radiation oncology to standardize the delineation practice [2]. 
However, clinics often have their own implementation of such a standard. Earlier studies 
have shown that the routine clinical data is a valuable source of information if you can 
get through the issues of missing, ambiguous and contradicting data [3–5].   

To overcome the challenges of messy clinical data and automatically generate 
radiation oncology treatment features, a software platform is needed. The local naming 
terminology for the organ and tumor delineation needs to be linked to a terminology 
understood by the computational platform. Linking this data to other data sources, such 
as Semantic DICOM (SeDI) [6] and the Radiation Oncology Ontology (ROO) [7] creates 
a knowledge base to facilitate future studies to predict treatment outcome for cancer 
patients treated with radiation.   
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The aim of this study is to provide such a platform as an expandable open source 
software library that can be used to generate and store radiation oncology treatment 
features as linked data with minimal user interaction.  

2. Methods  

In previous work, Semantic Web technology was used to enhance the query-ability of the 
information stored in the DICOM metadata, using the Semantic DICOM software and 
ontology [http://semantic-dicom.org]. Linking the DICOM header data to radiation 
oncology treatment features enabled quick access to for instance CT-scans with a certain 
tumor size quickly. One of the limitations of this study was the manual work required to 
pre-process the tumor volumes. In this work, we added three features to eliminate these 
limitations: Terminology mapping service to link delineation naming terminologies, an 
ontology to link all the results together and a flexible computational platform for 
calculating imaging features.   

2.1. Terminology mapping service  

In the radiation oncology community, there are efforts to standardize the organ and tumor 
delineation naming conventions. However, when investigating routine clinical data, the 
delineation names will often deviate from the convention due to for instance: typos, 
interpretation of a convention or the preference to use a native language in non-English 
speaking countries. To make this data machine-interpretable these local terminologies 
need to be mapped to a terminology that the computational platform understands.  

 
Figure 1. Mapping Service overview. Communicating with the REST API using JSON data transfer objects.  

The mappings are converted into linked data using RML  

  
The terminology Mapping Service (Figure 1) provides a REST API to solve this 

problem. The REST API uses an SQL database to store the terminology mappings and 
the governance of these mappings, recording the user and institute that created the 
mapping. Any application can use this service to store and retrieve synonyms to enable 
an image analysis application to choose the correct delineations when computing image 
features.  
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2.2. Medical Image Analysis Platform  

As a continuation of the feature calculation software used in the Semantic DICOM 
project, the Medical Image Analysis platform was created. The goal was to make the 
software more scalable and easier to use. To accomplish this, the software was 
reimplemented with a micro service design, based on the Netflix OSS framework 
[https://netflix.github.io/], where every functional part is its own REST service (Figure 
2). The example calculations (worker) are implemented in Matlab 2015b with an 
objectoriented design to extract image features from radiation oncology DICOM objects. 
However, the framework was designed to compute features using any image feature 
extraction software in any programming language.  

  

 

  
Figure 2. Mia overview. The micro-service platform to manage the steps (services) needed for image feature 

extraction using a web-based user-interface.  

2.3. Linked data representation of image features using Semantic Web technology  

To create the linked data knowledge base needed to answer complex questions the data 
generated by the software components described in this work, we added RDF Mapping 
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Language [www.rml.io] conversions scripts to create triples from the SQL data (Figure 
3). This reproduces the result of the SeDI project where the image features are linked to 
the DICOM metadata to answer more complex questions a regular PACS system cannot.  

 “GTV-1” “Tim Lustberg” 

 
Figure 3. Structure name mapping ontology  

3. Results  

The software is available as on Open Source project on a public Bitbucket repository 
[https://bitbucket.org/account/user/maastrosdt/projects/MIA]. The current release of the 
MIA and the Mapping Service works as described in the methods and is able to handle 
large volumes of DICOM data to quickly extract image features.   

4. Discussion  

The Mapping Service provides an easy API for software developers to work with when 
creating a terminology mapping application. Because the problem we wanted to solve in 
this work was to compute clinical image delineations labeled with free text, the Mapping 
Service was used to achieve this goal. However, in future implementation efforts this 
service could be reused to map any terminology. Using new RML scripts to link these 
mappings to an ontology could be of interest in other fields.  

On top of the analysis uncertainties, there is a far bigger concern when computing 
image features in multiple centers based on human delineations. It has been reported that 
delineation practices vary between radiation oncologists in the same hospital using the 
same guidelines and even more so when comparing delineations from multiple centers.  

In the future, we would like to move to a system where the Mapping Service will 
become obsolete, because the delineation labels will be based on a proper terminology 
and every clinician in the world used the same guidelines. However, we have to 
acknowledge that this might never be achieved because it requires a level of consensus 
which in rarely reached in medicine. The linked data systems presented in this work 
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provide a scalable platform to deal with these imperfections to create a knowledge base 
for further research.  

The Mapping Interface included with the MIA could be improved in numerous ways. 
Using the actual imaging data attached to the delineation names could provide a 
knowledge base for the software to learn what an organ looks like and how organs are 
positioned relative to each other. This information could be used to for instance identify 
the heart if the two delineations of the two lungs are known. This would further decrease 
the need for human intervention. Another improvement would be to show the images 
with the delineations on the Mapping Interface. This would make it easier for the user to 
identify the correct delineation when mapping it to a terminology, as opposed to guessing 
based on the names provided.  
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Abstract. Progressive health paradigms, involving many different disciplines and 
combining multiple policy domains, requires advanced interoperability solutions. 
This results in special challenges for modeling health systems. The paper discusses 
classification systems for data models and enterprise business architectures and 
compares them with the ISO Reference Architecture. On that basis, existing 
definitions, specifications and standards of data models for interoperability are 
evaluated and their limitations are discussed. Amendments to correctly use those 
models and to better meet the aforementioned challenges are offered. 

Keywords. Healthcare transformation, interoperability, data models, knowledge 
management, architectures 

Introduction 

Healthcare systems around the world are on the move towards highly distributed, 
personalized, predictive, preventive, participative, and cognitive care. Such approach 
requires the involvement of many sovereign stakeholders from different policy domains, 
representing different disciplines, using different methodologies, terminologies, and 
ontologies, offering different levels of knowledge, skills, and experiences to act in 
different scenarios accommodating different business cases in multiple businesses. Such 
business systems set big challenges on analysis, design, implementation, maintenance, 
and evaluation within the systems’ lifecycle. The management of such highly dynamic, 
complex, heterogeneous and context-depending business processes, i.e. the execution of 
IT-supported business operations from a business process expert’s view, must be 
formalized [1,2] to enable automation of the business process management. A system-
oriented, architecture-centric, ontology-based modeling approach based on ontology 
languages, repositories, reasoners, and query languages provides scalable and adaptive 
methods and tools for machine-accessible representation and manipulation of business 
knowledge [1]. Such approach has been developed by the authors and standardized at 
ISO and CEN [3,4]. Dealing with the data modeling challenge for interoperability, this 
paper introduces data model classification systems to analyze widely spread data model 
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based interoperability specifications in comparison with the ISO Interoperability 
Reference Architecture Model [4]. 

1. Methods 

According to Alter [5], a model is a partial representation of reality. It is restricted to 
attributes the modeler is interested in. Defining the pragmatic aspect of a model, the 
interest is depending on the addressed audience, the reason and the purpose of modelling 
the reality and using the resulting model for a certain purpose and for a certain time 
instead of the original. Langhorst et al. [2] defined a model as an unambiguous, abstract 
conception of some parts or aspects of the real world corresponding to the modeling 
goals. Hereby, the domain of discourse, the business objectives, and the stakeholders 
involved have to be defined. The relevant stakeholders define the provided view of the 
model as well as the way of structuring and naming the concepts of the problem space. 
First capturing key concepts and key relations at a high level of abstraction, different 
abstraction levels should be used iteratively, where the first iteration is performed in a 
top-down manner to guarantee the conceptual integrity of the model. This requires 
meeting design principles such as orthogonality, generality, parsimony, and propriety 
[6]. 

Data modeling is frequently described as a series of processes to define data 
requirements for supporting business processes by enabling all related process decisions, 
so defining the system behavior to meet the business objectives. Depending on the level 
of abstraction, we distinguish conceptual, logical and physical data definition 
representing the informational components of the considered ecosystem [7]. Especially 
for managing complex multi-domain ecosystems, the definition of business cases and 
involved assets including a comprehensive metadata repository and accurate quantifiers 
as well as data governance management is impossible without deploying the business 
domains’ ontologies [8].  

2. Modeling Health Systems 

According to Hoberman et al., a data model is a visual representation of people, places 
and things of interest to a business, and is composed of a set of symbols that communicate 
concepts and their business rules [9]. For data modeling enabling advanced 
interoperability in distributed multi-domain healthcare systems, we follow Hoberman et 
al. [9] in their four levels approach. Starting point is the definition of the business, 
thereby aligning its scope and the common interest of the different stakeholders from 
different domains involved. The resulting very-high-level data model represents scope, 
requirements and related basic concepts of the business case. The high-level data model 
defines the relevant information and the representation and relationships of the basic 
concepts. The logical level data model describes in more detail the layout and types of 
the data as well as the object relationships. At this level, data modelers and analysts enter 
the stage, while the former levels are accommodated by domain experts. However, for 
properly managing data governance as discussed later on, business domain experts 
should be involved throughout the project lifecycle. The physical level data model 
considers ICT paradigms and related platforms, addressing implementation-related 
aspects relevant for storing, processing and communicating information such as 
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architectures and principles of relational versus non-relational databases, communication 
protocols, Web services, representation styles, etc.  

Another approach for interrelating the different model levels uses the dimension of 
modeling from the 1-dimensional data modeling through information modeling, 
knowledge modeling up to the four-dimensional knowledge space representation [10], 
allowing for transformation between the different representation levels. The knowledge 
dimension covers the knowledge of one domain. The knowledge space dimension 
represents multiple domains’ concepts and their relations, so enabling their mapping. 
The higher the dimension the more the modeling process is dominated by business 
domain experts. Figure 1 presents the modeling dimensions and the related 
transformation pathway. 

 
Figure 1. Dimensions of data modeling (after Krogstie [10]) 

3. Results 

In [4], different interoperability levels from technical through structural, syntactic, 
semantic, service interoperability knowledge-based to skills-based interoperability are 
defined. The HL7 V2 EDI protocol, but also HL7 V2/V3 Implementable Technical 
Specification (ITS) as well as specifications of the observational health data initiatives 
OHDSI and OMOP define data structure and related data types at the physical data model 
level, addressing the modeling dimension of the 1-dimensional data approach. With HL7 
V3, following HL7 Development Framework (HDF), the HL7 Reference Information 
Model (RIM) – also standardized at ISO as ISO/HL7 21731– has been defined [11]. That 
way, business case related data exchange via messaging, documents or services was 
defined, using ICT ontologies and therefore ICT concepts to reflect the business case. 
The related data model level is the logical one, considering the modeling dimension 
perspective of the 2-dimensional information approach. When representing the business 
concepts deploying the knowledge and methodologies of the involved domain experts 
expressed using their terminologies and ontologies, the high-level data model (or in the 
three level metrics the conceptual data model) must be exploited. Regarding the 
modeling dimension, the 3-dimensional knowledge model applies here. The challenge 
of advanced interoperability for personalized, preventive, predictive, participative and 
cognitive care and precision medicine can only be managed by very-high-level data 
models, or the 4-dimensional knowledge space modeling approach, respectively. The 
four stages modeling dimensions roughly correspond to the modeling levels and their 
relations to specs as presented in Table 1. 

As stated both in [6] and in [9], the described top down approach is inevitable when 
developing new, complex and interoperable health systems solutions. When adopting 
solutions within a well-defined business framework, a combination of top down and 
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bottom up modeling processes is possible. The importance of ontologies has been 
declared in many papers. However, some just refer to the IT part of the interoperability, 
so addressing the ontology stuff just with IT ontologies such as the Web Services 
Modeling Ontology (WSMO) [1]. Table 1 summarizes the described data model levels 
[9] and the dimensions of modeling [10] in relation to the system-oriented, architecture-
centric, ontology-based, policy-driven ISO Interoperability Reference Architecture 
Model [4] with its different model viewpoints. In the rightmost column, some sample 
standards and their association with the corresponding level or view is presented. Starting 
with platform specific specifications at the physical data model level, most of the so-
called “higher level” standards must be placed on the 2nd level. Only a few reflect the 
conceptual level of business and domain knowledge to reach the 3rd data model level 
such as Detailed Clinical Models (DCM) [12] or the Communication Standards Ontology 
(CSO) [3]. Currently, just the ISO/CEN Interoperability Reference Architecture Model 
and standards including it fulfill the 4th level requirements, covering all modeling levels 
and dimensions. 

Table 1. Comparing Data Model Levels [9], Dimensions of Modeling [10], and the ISO Interoperability 
Reference Architecture Model [4], applied to specification examples 
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4. Discussion and Conclusions 

Despite the definition and standardization of architecture models for enabling advanced 
interoperability [4], many standards and specifications still rely on data models for 
managing that challenge, however ignoring or even incorrectly claiming to overcome the 
related limitations demonstrated in this paper. This does not just apply to the 
aforementioned specifications such as the RIM-based solutions, but is also a concern in 
managing clinical models such as the HL7 CIMI approach [12]. For more information 
see, e.g., [13, 14]. Not just the presented classification systems, but also standard 
modeling conventions and data modeling best practices advise in overcoming the 
problems in data modeling and data governance management. The data modeling best 
practices [7] require getting the right people timely and properly involved in defining 
requirements. Furthermore, appropriate metadata must be recorded including core 
definitional qualities from physical attributes in the database or communication protocol 
context through any type of policies up to business terminology and business process 
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management. Third, also the business understanding must be harmonized. That way, data 
modeling is a form of data governance from the definition through the production and 
the usage of data [7]. The data use includes risk management by protecting sensitive 
information and managing compliance. Details around data governance will be managed 
in another paper in preparation. All those data modeling best practices address more or 
less business domain experts and only partially information scientists, who currently 
wrongly dominate the process. To enable business process management and related 
decision support, the crucial level of data modeling is the very-high-level data model, 
equivalent to the 4-dimensional modeling process. Thus, the performed analysis justifies 
the interoperability approach of a system theoretical, architecture centric, domains 
ontology based and policy driven model [4] as approved by ISO TC 215 and CEN TC 
251 and realized or in process in ISO 13606 and ISO 12967 [15, 16]. Other specs will 
follow soon. 
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Abstract. Day-to-day operations management in hospital units is difficult due to 
continuously varying situations, several actors involved and a vast number of 
information systems in use. The aim of this study was to describe front-line 
physicians’ satisfaction with existing information systems needed to support the 
day-to-day operations management in hospitals. A cross-sectional survey was used 
and data chosen with stratified random sampling were collected in nine hospitals. 
Data were analyzed with descriptive and inferential statistical methods. The 
response rate was 65 % (n = 111). The physicians reported that information systems 
support their decision making to some extent, but they do not improve access to 
information nor are they tailored for physicians. The respondents also reported that 
they need to use several information systems to support decision making and that 
they would prefer one information system to access important information. 
Improved information access would better support physicians’ decision making and 
has the potential to improve the quality of decisions and speed up the decision 
making process. 

Keywords. Hospital, information system, operations-management, physician, 
satisfaction, survey 

1. Introduction 

Day-to-day operations management in hospital units is challenging due to frequently 
varying situations, several actors involved and a vast number of information systems in 
use. The terminology around health information systems is not constant or well defined, 
but it includes a variety of information systems available to assist organizations to gather, 
process and disseminate information in the health care setting, such as electronic health 
records (EHRs), administrative systems and order entry systems [1]. Several frameworks 
exist for the evaluation of health information systems. Most of these cover five aspects 
including: 1) who the system is developed for (e.g. physicians)), 2) what content is 
assessed (e.g. usability), 3) how the assessment is done (e.g. qualitative methods, 4) when 
the assessment is done (e.g. formative), and 5) why the assessment is done (e.g. 
efficiency), however, there is a lack of consensus about how these aspects should be 
adopted [2]. Although the evidence is mixed, health information systems are associated 
with improved efficiency, higher quality of care and better productivity, as well as lower 
costs [1].  
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Unit managers are typically responsible for the day-to-day operations during normal 
office hours, but beyond this time other clinicians, such as registrars, takeover the 
responsibility [3]. Implementation and use of information systems is not trivial. 
Physicians have reported poor usability with current clinical information systems that 
have impeded the physician’s routine work by badly supporting documentation and 
retrieval of patient related information, and a lack of integration between different 
systems [4]. Additionally, only 25 % of physicians were very satisfied following 
electronic medical record adoption in a study conducted in Massachusetts, and this 
satisfaction was associated with the ease of the implementation, the resources available 
for practice improvement, pre-intervention satisfaction and stress [5]. Further, physicians’ 
satisfaction with the usability of EHRs has not been high nor has it improved much in 
recent years in Finland [6]. Several issues have also been identified to challenge 
successful adoption of EHRs in a study conducted in France, including system usability, 
system performance, training, issue resolution, regulatory compliance, awareness of 
roles and processes, physician involvement, leadership support, and collaboration 
between stakeholders [7]. One study even showed an increase in satisfaction when 
returning to paper based provider order entry system [8]. There is however one study 
from China where up to 70.7 % of the respondents were considered to be satisfied with 
the electronic medical record with an overall satisfaction mean of 2.3 on a scale ranging 
from one (strongly agree) to five (strongly disagree) [9]. Although, a stronger satisfaction 
with the information system would probably support the clinicians even better. 

Nonetheless, studies exploring physicians’ satisfaction with clinical information 
systems have shown needs for improvement. However, studies exploring physicians’ 
satisfaction with all information systems used by them in hospitals are lacking. As the 
day-to-day operations management in hospital units is characterized with suddenly 
changing situations and ad hoc decisions [10], fast and easy access to important 
information is crucial to support decision making and enable safe and smooth care 
processes. The aim of this study was to describe front-line physicians’ satisfaction with 
existing information systems needed to support the day-to-day operations management 
in hospitals. The findings can be used to develop information systems to better support 
the day-to-day operations management in hospital units. 

2. Methods 

We conducted a cross-sectional survey in nine Finnish hospitals. Three were university 
hospitals and the remaining six were central hospitals. We targeted physicians who were 
in charge of the day-to-day management of a hospital unit. The respondents were from 
emergency departments, radiology departments, inpatient wards and procedure units (e.g. 
angiographic units, critical care units and operating departments). Cardiac, trauma, acute 
gastrological and gastro-surgical, neurological and neurosurgical patients were cared for 
in these units. 

The sampling technic was stratified. We divided the country into three geographical 
parts. One university hospital and two central hospitals were randomly selected from 
each part. The physician responsible for the unit was often a unit manager during normal 
office hours, however, during evenings, nights and weekends, the person responsible 
could be a consultant or a registrar. 

Data were collected with a paper based questionnaire. The demographic questions 
included age, gender, work experience, unit, the patient groups cared for in the 
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respondent’s unit, the number of patient beds or number of patients treated per day, and 
the time of day when the respondent was responsible for the unit. The questionnaire 
included six questions exploring satisfaction with current information systems. These 
were the following: 1) Current information systems support my decision making, 2) 
current information systems improve ease of access to information, 3) current 
information systems improve speed of access to information, 4) current information 
systems are developed to support my work, 5) I use numerous information systems on a 
daily basis to support my decision making, and 6) I would prefer to use one information 
system, which would gather all important information into one display. These questions 
were rated on a five point Likert-type scale (1 = disagree, 2 = somewhat disagree, 3 = 
neither agree nor disagree, 4 = somewhat agree, 5 = fully agree). Data collection was 
coordinated in each hospital by a local assistant. Data collection started in September 
2015 and lasted until May 2016. 

Descriptive statistics are presented with medians and interquartile ranges (IQR). An 
overall sum variable was calculated for all questions, by adding up responses to each 
question and dividing it with the total number of answered questions. The associations 
with gender, type of hospital, unit, work experience and the time of day when the 
physician was responsible for the unit on the satisfaction sum variable were determined 
with a linear model. The linear model results are reported with adjusted means and 
standard errors. P-values less than 0.05 (two-tailed) were considered significant. Data 
were analyzed with SPSS 24 for Windows (IBM Corp., Armonk, N.Y., USA). 

An ethical statement was received from the Ethics Committee of the University of 
Turku (18/2014, 16/2015). Administrative approvals were obtained from all hospitals. 
Responding to the survey was considered as informed consent. 

3. Results 

The response rate was 65 % (n = 111). Most of the respondents were male (60 % (n = 
63) male vs. 40 % female (n = 42)) and 58.6 % (n = 70) worked in central hospitals while 
41.4 % (n = 41) worked in university hospitals. Their median age was 41 years (IQR 35-
48, n = 109), ranging from 26 to 62 years. They had a median of 15 years of work 
experience (IQR 9�22, n = 97) ranging from 1 to 40 years. Their median for managerial 
experience was 5 years (IQR 2�10, n = 65) ranging from 0 to 27 years. Altogether 19.2 % 
(n = 19) worked in emergency departments, 22.2 % (n = 22) worked in radiology 
departments, 30.3 % (n = 30) worked on inpatient wards, and 28.3 % (n = 28) worked 
on procedure units. 60.6 % (n = 63) were responsible for a unit during normal office 
hours (i.e. 8 a.m. to 4 p.m.), and 23.1 % (n = 24) were responsible for a unit beyond 
normal office hours. A smaller group 16.3 % (n = 17), was responsible for the unit both 
during normal office hours and beyond. The unit sizes varied. The respondents reported 
their units to have patient beds from five to sixty with a median of 23 beds (IQR 19�32). 
The reported median for the number of patients cared for in a unit was 60 per day (IQR 
30�170) ranging from 3 to 318. 

The physicians reported that current information systems support their decision 
making to some extent, but they do not improve access to information nor do they seem 
to be tailored for physicians as displayed in table 1. The respondents also reported that 
they need to use several information systems to support their decision making on a daily 
basis (median 4, IQR 3–5, n = 110) and that they would prefer one information system 
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that would collect all essential information into one display (median 5, IQR 4–5, n = 
111). 

 
Table 1. The physicians’ satisfaction with current information systems presented with medians and 
interquartile ranges.  

Characteristics of used information systems n = Median* IQR 
It supports decision making 111 4 3�4 
It eases access to information 111 3 2�4 
It speeds up access to information 109 3 2�4 
It has been developed to assist me 110 2 2�3 

* Medians signify: 1 = disagree, 2 = somewhat disagree, 3 = neither agree nor disagree, 4 = somewhat agree, 
5 = fully agree 
 

There was no association with gender (female adjusted M 2.40 (SE 0.14) vs. male 
adjusted M 2.48 (SE 0.12), p = 0.645), unit (emergency department adjusted M 2.19 (SE 
0.21), radiology department adjusted M 2.84 (SE 0.20), procedure unit adjusted M 2.46 
(SE 0.15), inpatient ward adjusted M 2.26 (SE 0.16),  p = 0.059), time of day when the 
respondent was responsible for the unit (normal office hours adjusted M 2.55 (SE 0.11), 
beyond normal office hours adjusted M 2.17 (SE 0.16), both normal office hours and 
beyond adjusted M 2.59 (SE 0.21), p = 0.137), work experience (0�10 years adjusted M 
2.54 (SE 0.21), 11�20 years adjusted M 2.54 (SE 0.14), 21�30 years adjusted M 2.46 
(SE 0.17), 31�41 years adjusted M 2.21(SE 0.19), p = 0.516), or type of hospital 
(university hospital adjusted M 2.34 (SE 0.14), central hospital adjusted M 2.54 (SE 
0.12), p = 0.212) with the satisfaction overall sum variable. 

4. Discussion 

The findings of this study reflect a need for information management improvements and 
better access to important information for physicians responsible for the day-to-day 
operations management in hospitals. The findings are in line with earlier research 
reporting dissatisfaction with clinical information systems [4, 5, 6, 7]. Further, this need 
for improvement seems to exist throughout the hospital in both university and central 
hospitals as the need was not associated with any of the characteristics of the respondents. 
Improved access to important information would better support physicians’ decision 
making and has the potential to improve the quality of decisions as well as speed up the 
decision making process. 

The hospital day-to-day operations management needs advanced information 
management that fully supports the responsible decision makers. Determining important 
information necessary for physicians in the day-to-day operations management would 
enable the development of user tailored information systems that would increase access 
to important information while decreasing information overload. This however requires 
an increase in the collaboration with system developers and clinicians [7]. 

This study is limited by the simplicity of the survey and a more detailed 
questionnaire could have provided more qualitative data about specific issues that need 
improvement. This study does however give insight to physicians’ satisfaction with 
contemporary information systems used in hospitals. Regardless of the research about 
existing information system implementations in the clinical setting, little evidence exists 
on how to best support physicians’ decision making in the day to day operations 
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management. Therefore, research is needed to further develop information systems based 
on the users’ needs and to assess the impact of these systems on the physicians day-to-
day operations management in hospitals. 
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Abstract. Background: Pharmacogenomic Clinical Decision Support Systems 
(CDSS) are considered to be the most feasible tool for adopting pharmacogenomic 
testing into clinical routine. Objective: To discuss important factors for 
implementing pharmacogenomic CDSS into German hospitals. Methods: We 
analyzed two relevant studies. Furthermore, we interviewed data privacy officers of 
three German university hospitals and examined relevant legal regulations in 
literature. Results: There are three major barriers for implementing 
pharmacogenomic CDSS into German hospitals: (i) the legal uncertainty; (ii) the 
lack of machine-readable data; (iii) the remaining knowledge gap of both genetics 
and pharmacogenomics among physicians. Conclusion: The implementation of 
passive clinical decision support (CDS) for somatic mutations in the form of 
structured pharmacogenomic reports might be the most feasible CDS feature for 
clinicians in German hospitals.  

Keywords. Personalized medicine, clinical decision-making, pharmacogenetics 

1. Introduction 

The implementation of pharmacogenomic testing into routine practice has been slow in 
most clinical settings and could not keep pace with the rapid growth of the scientific 
knowledge base [1]. Some hospitals have started to implement pharmacogenomic 
clinical decision support systems (CDSS) into their electronic health records (EHR) to 
overcome this problem and incorporate pharmacogenomics into clinical practice [2–4]. 

Pharmacogenomic CDSS combine genetic test results with biomedical knowledge 
in order to support clinicians in making molecular-guided decisions [5]. According to 
Hicks et al. a CDSS can either be classified as passive or active clinical decision support 
(CDS). Passive CDSS simply represents relevant genetic results and its interpretation to 
the treating clinician in form of a pharmacogenomic report, for instance. As opposed to 
that, active CDS comprises rules and algorithms which need to be triggered by a 
predefined event. If one of these rules is triggered, the active CDSS delivers an alert to 
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the physician. In most cases, these alerts are delivered through the local electronic health 
records (EHR) [6].  

The objective of this study was to discuss important factors for the implementation 
of pharmacogenomic CDSS into German hospitals. 

2. Methods 

During a nine month period, we approached the topic of pharmacogenomic clinical 
decision support from several different perspectives. First, we analyzed two of our three 
previously conducted studies for relevant parts that might indicate important factors for 
the implementation of pharmacogenomic CDSS into German hospitals which has not yet 
been discussed in the two respective papers [7,8].  

Second, data privacy officers of three German university hospitals were asked about 
their data privacy concerns regarding the incorporation of genetic results into their local 
EHR. Third, we analyzed legal regulations regarding data privacy and data protection 
with a special focus on the German Genetic Diagnostics Act (GenDG). 

Furthermore, all results were discussed with a member of the German Commission 
on Genetic Testing (established in 2009 by the German Federal Ministry of Health). 

3. Results 

3.1. Legal regulations 

Genetic examination and genetic analysis which aim at the detection of germline 
mutations in human genetics has to be in accordance with the GenDG (GenDG section 
3(4): “human genetic information inherited upon fertilization or otherwise gained before 
birth.”). A pharmacogenomic test is applied to a patient in a therapeutic situation rather 
than to a healthy individual. Therefore it is considered a diagnostic test rather than a 
predictive test.  

As opposed to that, the GenDG does not apply to genetic examinations if it is solely 
intended to detect somatic mutations [9]. This includes any kind of molecular defects 
which occur during tumor development and progression. If it remains uncertain whether 
a detected gene mutation is a somatic or germline mutation [10] a post-hoc germline 
examination has to be carried out in accordance with the GenDG.  

The legal responsibility of a genetic examination remains with the ordering 
physician throughout the entire process from the initial order of the genetic examination 
up to the storage of the genetic results. Therefore, it is up to the ordering physician to 
obtain the informed consent and to select an appropriate test. Moreover, the ordering 
physician is the only person authorized to be informed about the test results. Furthermore 
only she/he is entitled to communicate any information to the patient. The ordering 
physician has to obtain the written consent from the corresponding patient if she/he wants 
to inform other persons about the test results. However, the GenDG is not applicable to 
the field of research [9]. 

Regardless of the GenDG, each genetic examination has to be compliant to the 
medical confidentiality, the German Federal Data Protection Act and to the particular 
laws of data protection of the German States [10]. According to these regulations, the 
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physician needs an informed consent from the patient prior to the genetic examination to 
handle the genetic data and genetic samples gained thereby for medical purposes.  

3.2. Structural and organizational barriers 

The physician’s knowledge of both pharmacogenomics and pharmacogenomic testing 
still remained low in 2016. Physicians in German hospitals require additional education 
of both genetics and pharmacogenomics [8].  

In our most recent study [7], we observed heterogeneity in both the organization of 
genetic testing and the management of the Molecular Tumor Boards among the five 
hospitals. Furthermore, they used free-text documents in most of their support 
procedures rather than machine-readable documents. No hospital had a dedicated tool to 
support the interpretation of the annotated gene variants and mutations. Therefore, we 
proposed a standardized workflow in our previous study of the Molecular Tumor Boards 
in German hospitals. This standardized workflow comprised automated variant calling 
and annotation to support the interpretation of the annotated gene variants and mutations. 
However, all five hospitals used the same file formats BAM, FASTQ, VCF, annotated 
VCF and Excel spreadsheets for organizing their genetic results and annotated somatic 
gene variants and mutations. While these files were finally stored in a file system within 
the diagnostic departments, the reports for the Molecular Tumor Board were stored in 
the EHR. 

4. Discussion 

4.1. Legal uncertainty 

The data privacy officers were uncertain about the storage and the distribution of genetic 
data within an EHR. According to the GenDG, only the ordering physician is authorized 
to be informed about the genetic results if the results report contains germline mutations 
[9]. This is different from other diagnostic tests such as leukograms, for instance, which 
might be shared with other physicians.  

Overall, it remains uncertain whether the genetic results of germline mutations may 
be delivered via an electronic report or not. Moreover, it remains uncertain whether an 
informed consent of the patient might legitimate the delivery of germline mutations via 
an electronic CDSS. As opposed to that, storing and distributing somatic mutations in an 
EHR seems to be legally feasible including both raw genetic results as well as the 
associated phenotypes. 

4.2. Lack of machine-readable findings  

Active CDS in the form of alerts, for instance, require rule engines and machine-readable 
data. All files which contained data from sequenced raw data up to the annotated variants 
were only stored in a file system within the diagnostic department rather than within the 
EHR. Only the signed medical reports were stored in the EHR. However, these medical 
reports were generated as free-text documents which are difficult to be interpreted within 
a pharmacogenomic CDSS.  
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As a result, German hospitals lack of machine-readable findings within the EHR 
although appropriate machine-readable data were generally available in filesystems of 
the diagnostic departments. Moreover, these machine-readable data were stored in the 
same file formats what might facilitate standardized workflows.  

It seems to be crucial to incorporate a documentation process to generate machine-
readable findings. Therefore, the files of sequenced raw data up to the files of annotated 
variants need to be stored in the EHR.     

Nevertheless, the technical feasibility of an active pharmacogenomic CDSS has to 
be evaluated within the clinical environment prior to its development and establishment. 
Passive CDS, in contrast, presents relevant genetic results and the pharmacogenomics 
interpretation to the physician. This is usually in the form of a pharmacogenomic report, 
which is technical more feasible than features of active CDS.  

4.3. Knowledge gap and unfamiliarity with pharmacogenomics 

The participants in our previously conducted survey preferred active CDS in general. 
Nevertheless, we believe that the implementation of a passive CDS tool in form of 
pharmacogenomic reports might be more appropriate. It seems to be the most feasible 
CDS feature in the first instance. 
 This opinion is based on our survey among the clinicians of the eight hospitals. 
Participants in this survey revealed a deficit in their knowledge of genetics, 
pharmacogenomics and pharmacogenomic CDSS. It means that physicians in German 
hospitals are still unfamiliar with this topic. Therefore, a pharmacogenomic CDSS has 
to be implemented carefully to receive the physicians’ attention and acceptance for such 
CDSS.  

In contrast, clinicians in German hospitals are already used to be provided with 
genetic reports by the physicians of diagnostic departments. Furthermore, clinical 
members of the Molecular Tumor Board are used to structured free-text presentations in 
their Molecular Tumor Boards.  

5. Conclusion 

The implementation of passive CDS in the form of structured pharmacogenomic reports 
might be the most feasible CDS feature for clinicians in German hospitals. However, we 
only included approximately one-fourth of all German university hospitals (eight out of 
33) in this paper. Therefore, further research covering a larger number of German 
university hospitals is required to verify these assumptions.  

The legal situation in Germany regarding germline mutations remains uncertain and 
needs to be resolved. Until then, pharmacogenomic reports should only include somatic 
mutations and exclude germline mutations. That legal uncertainty might also give some 
time to resolve technical issues that currently make passive CDSS more feasible. 
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Abstract. Systems medicine is a paradigm for translating in silico methods 
developed for modelling biological systems into the field of medicine. Such 
approaches rely on the integration of as many data sources as possible, both in the 
dimension of disease knowledge and patient data. This is a challenging task that can 
only be implemented in clinical routine with the help of suitable information 
technology from the field of Medical Informatics. For the research project 
“Clinically-applicable, omics-based assessment of survival, side effects, and targets 
in multiple myeloma” (CLIOMMICS) we developed a prototypical systems 
medicine application system. It is based on a three-level-architecture covering data 
representation, decision support, and user interface. The core decision support 
component is implemented as a case-based reasoning engine. However, the 
architecture follows a modular design that allows to replace individual components 
as needed. 

Keywords. Systems medicine, medical informatics, clinical decision support, case-
based reasoning 

1. Introduction 

In the last years, the development of systems medicine has made progress. Many 
research projects were performed with focus on the translation of systems biology 
approaches towards clinical application. Thus, one definition of the term systems 
medicine is: “[…] the application of systems biology approaches to medical research and 
medical practice. Its objective is to integrate a variety of biological/medical data at all 
relevant levels of cellular organization using the power of computational and 
mathematical modelling, to enable understanding of the pathophysiological mechanisms, 
prognosis, diagnosis and treatment of disease.” [1] However, this transformation has to 
be paralleled in the advancement of clinical information systems. In this paper we present 
the results of a systems medicine research project, as part of which a prototype 
information system was developed. 

Medical Informatics research was performed as the sub-project Multi-level data 
management and IT architecture of the project Clinically-applicable, omics-based 
assessment of survival, side effects, and targets in multiple myeloma (CLIOMMICS). The 
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overall aim of the project was to improve prognostication and response to treatment by 
using novel molecular data. Multiple Myeloma (MM) is a cancer of plasma cells 
producing monoclonal antibodies and accumulating in bone marrow. Incidence of MM 
is 4 to 6 per 100.000 people per year with a median age at diagnosis of 65 to 70 years 
[2]. The specific aim of the Medical Informatics subproject is to research decision 
support systems and building a prototype for the clinical context. In this paper we will 
show our approach of implementing such a systems medicine application prototype. 

2. Methods 

For the data and information and technology management subproject of CLIOMMICS 
we defined the following six work packages: 

1. Data protection 
2. Architecture for Multiple Myeloma system medicine 
3. Standard Data Preparation Procedure 
4. Visualization Concept 
5. Prototypical Information System 
6. Archiving Concept 

These work packages were planned for a time frame of three years and an extension of 
two years in total. 

3. Results 

3.1. Data protection 

In the first step, the data sets provided by the project partners were analyzed to determine 
protection requirements for the whole system. As a result, a base cohort of approximately 
3.500 patients was considered for systems medicine research, but an additional level of 
de-identification was deemed necessary. Thus, a new random identification number was 
assigned to all patients resulting in two-level pseudonymization.  

3.2. Architecture for Multiple Myeloma system medicine 

As a generic architecture for systems medicine software systems, we designed a modular 
three-level architecture as shown in Figure 1 [3]. In level one, data are collected and 
made available for systems medicine. In our project we use a research data warehouse 
based on the open-source software i2b2 [4] as the basic central data store. 

The second level is comprised of components for decision support. We primarily 
rely on the concept of patient similarity that has been leveraged for decision support 
systems in the well-known approach of case-based reasoning (CBR) [5, 6]. In our system, 
the case base is provided by the data warehouse. Of great importance for the appropriate 
quantification of similarity between patient cases is the selection of a suitable similarity 
measure for each attribute type. Since in our project case information is derived from 
clinical trial data to a great extent, we developed novel similarity measure that is based 
on survival data (corresponding paper under review). In addition to the experience-based 
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approach of CBR, rule-based modules can also be added to level two and as a result, the 
architecture is capable of a hybrid decision support solution [7]. 

 

 
Figure 1. CLIOMMICS three layer architecture 

 
Level three is dedicated to the development of user interfaces for both researchers 

and clinical users. For researchers, we provide access to the research data warehouse 
which can be used to select a specific sub-cohort based on the attributes available. 
Corresponding data for the selected cases can be extracted and analyzed with tools such 
as R [8]. For clinicians, we offer two types of user interface: 

� A report about the patient’s prognosis is generated. It can be used like other 
letters commonly exchanged among health care sectors [9]. 

� A prototype of an interactive, web-based user interface is provided for accessing 
results of the decision support information generated in level two. 

The module slots of the architecture have been filled with sample components to provide 
a running prototype of a complete systems medicine application stack. 

3.3. Standard Data Preparation Procedure 

Our case base in the data warehouse is designed for continuous growth as new patient 
cases are added and follow-up information for existing patients is becoming available. 
Further, data originate from different data sets with differing data definitions. 
Consequently, data need to be harmonized to establish a set of attributes for describing 
cases that is as comprehensive as possible. We applied a generic data harmonization 
process, resulting in a harmonized set of common data elements in the form of a 
harmonization table [10]. Since this table is both human and machine readable, it is used 
for automated configuration of extract, transform, and load processes (ETL). With these 
ETL processes, data have been initially loaded into the core data warehouse. Follow-up 
data are imported using the same processes without change. Additional data sources can 
be added in the future by extending the harmonization table and generating the 
corresponding ETL processes. 

3.4. Visualization Concept 

Visualizing complex systems medicine information with respect to the clinical needs is 
crucial for successfully implementing such a system. These requirements are closely 
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related to those for statistical graphics. Among others, graphics should make large data 
sets coherent, reveal the data at several levels of detail, and be closely integrated with 
statistical descriptions of a data set [11]. To allow for a flexible user interface, have 
implemented the web portal software Liferay as a framework for visually integrating 
different modules for decision support as so-called portlets [12]. One portlet is used for 
generating the CLIOMMICS report as a PDF document to access patient data. Other 
portlets are designed to provide interactive access to the results, such as 
recommendations of the case-based reasoning system. In terms of technology we use 
client-side JavaScript libraries for interactive graphics generation such as D3 [13]. 

3.5. Prototypical Information System 

Currently, all modules shown in our architecture for systems medicine are integrated into 
a prototype of a systems medicine information system. With this tool, first tests in a 
clinical context are possible. Usability of the system for clinical practice can be assessed 
and user feedback will be the basis for future developments. 

3.6. Archiving Concept 

All data that are handled by our ETL processes are also archived. For reproducibility of 
results, data are captured daily using a virtual snapshot concept that only copies new or 
changed data blocks and only references the remaining ones for efficient use of storage. 

For bioinformatics pipelines used for analyzing RNA-seq data we developed a 
concept for conserving the analytical steps in addition to the data themselves [14]. The 
complete pipeline with all software components is stored in a snapshot that can be 
reactivated to reproduce results. 

4. Discussion 

Systems Medicine is often considered as the transfer of methods from Systems Biology 
to the level of patient treatment. Such approaches are valuable to gain a better 
understanding of diseases by models describing disease-specific mechanisms. Beyond 
that, Systems Medicine strives for an individualized prognosis and treatment of patients 
on the basis of heterogeneous data including omics data as well as phenotype data, patient 
lifetime environment or individual preferences. Complex diseases like cancers are 
especially suited to be addressed by Systems Medicine, since reference cohorts and 
individual patients have to be described in many dimensions. Therefore, Systems-
Medicine-based patient care is only possible with the help of appropriate information 
technology (IT). Such IT systems leverage Systems Biology models by applying them 
on an individual patient’s data.  

Integrated representation of disease related data, as shown in our application, is only 
the first step in the pipeline of an IT system for Systems Medicine. These data have to 
be made available for the clinical decision making process to bring benefits for individual 
patients. IT-based clinical decision support systems (DSS) can be used for this task, but 
so far they usually do not cover all available data types. In our project we developed a 
generic IT architecture for Systems Medicine. As replaceable DSS component we 
investigate the application of a CBR system on Multiple Myeloma data including 
phenotype and omics data. We prepared a phenotype case base and achieved first results 
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on using gene expression data with CBR. Our architecture is ready to be transferred to 
other disease areas and most of the tools we have developed are already available as 
open-source software. 

As next steps we will investigate further similarity measures to optimize the 
identification of similar patients. Correspondingly, we plan to research if treatment 
recommendations can be improved by applying data mining methods to sub cohorts of 
the case base similar to a patient. Finally, we plan to develop a new validation approach 
for complex DSS based on artificially designed data sets. 
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Abstract. The main objective of this project was to introduce approaches for 
comprehensive medication risk assessment in people with polypharmacy that 
simultaneously account for multiple drug and gene effects. To achieve this goal, we 
developed an integrated knowledge repository of actionable pharmacogenes and a 
scoring algorithm that was pilot-tested using a data set containing pharmacogenomic 
information of people with polypharmacy. Metabolic phenotyping using resulting 
database demonstrated recall of 83.6% and precision of 87.1%. The final scoring 
algorithm yielded medication risk scores that allowed distinguish frequently 
hospitalized older adults with polypharmacy and older adults with polypharmacy 
with low hospitalization rate (average scores respectively: 75.89±15.45 and 
10.51±1.82, p<0.05). The initial prototype assessment demonstrated feasibility of 
our approach and identified steps for improving risk scoring algorithms. 
Pharmacogenomics-driven medication risk assessment in patient with 
polypharmacy has potential in identifying inadequate drug regimens and preventing 
adverse drug events. 

Keywords. Polypharmacy, pharmacogenomics, decision support 

1. Introduction 

Polypharmacy has been shown to be a significant risk factor for adverse drug 
reactions, hospitalization, falls, mortality, and other adverse health outcomes especially 
in older adults [1]. Previous studies showed high utility of pharmacogenomics for 
preventing potential side effects of polypharmacy [2]. Pharmacogenomic testing allows 
identify how hereditary profile affects an individual response to drugs. A recent study 
has demonstrated that precision medicine has significant potential in people with 
polypharmacy particularly in older adults with history of urgent care utilization [3]. 

However, majority of current pharmacogenomic decision support tools doesn’t 
provide assessment of complex drug-drug and drug-drug-gene interactions which are 
prevalent in people with polypharmacy and may result in adverse drug events or 
suboptimal drug efficacy. Many of the most frequently prescribed medications for older 
adults are metabolized by multiple cytochrome pathways, each of which, taken alone, 
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insufficiently represents the actual metabolic activity. Thus, development of 
comprehensive decision support tools accounting for multiple drug interactions is a 
crucial step in promoting precision medicine in people with polypharmacy. 

 Our main objective was development of comprehensive pharmacogenomic decision 
support for medication risk assessment in people with polypharmacy. To achieve this 
goal, the project addressed two aims: (1) development of comprehensive knowledge 
repository of actionable pharmacogenes; (2) introduction of scoring approaches 
reflecting potential adverse effect risk levels of complex medication regimens based on 
contemporaneous accounting of pharmacogenomic polymorphisms and multiple drug 
metabolizing pathways. 

2. Methods 

2.1. Data Source 

Information on pharmacogenomic variants and actionable alleles as well as on drug 
metabolizing pathways is dispersed along various data sources. Based on comprehensive 
review of literature, the following sources were utilized to build knowledge base for this 
project: Indiana University Cytochrome P450 (CYP450) Drug Interaction Table, 
SuperCYP, UpToDate, PharmGKB, and SNPedia. The Indiana University (IU) portal 
provides a table of major P450 drug interactions and were used as our initial database 
[4]. SuperCYP contains exhaustive Cytochrome-Drug interaction data [5]. UpToDate is 
a trusted clinical decision support resource used to retrieve information about substrate 
weight status for particular drug metabolism pathways [6]. CYP450 enzyme activity for 
various single nucleotide polymorphisms (SNP), deletions and copy number variations 
(CNV) were imported from PharmGKB and SNPedia. 

2.2. Database 

A platform-independent database was created to merge complex data from different data 
sources. The key component was represented by two tables consisting of drug names and 
enzyme names. Extended from that, we had detail information saved in individual tables 
respectively based on contents and source. We had four kinds of detailed tables, each 
category shared the same schema. The Interactions table contained drug metabolism 
effects; the IteractionStatus table included effect weight information; the Allele table 
stored the allele name of the enzymes and the functionality of those allelic variations; 
and the DrugNames table had the drug aliases such as brand names or chemical names 
of the drugs that helped normalize drug names coming from different sources. 

2.3. Program Structure 

Figure 1 represents the structure of Java program that implemented data aggregation and 
scoring. The application has three working modes: the console mode is used for testing 
and tracing, which has detailed logs; the UI mode provides a user-friendly interface for 
quick searches on single patient; The Batch mode will read or write data directly through 
Excel files. The program is well-documented and provides extensive APIs that allows 
user to configure the settings and parameters. User can easily create their own scoring 
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algorithm by overriding methods in Parser class. The program is also guaranteed to be 
thread safe and have bounded memory usage. 

 
Figure 1. Program structure. 

3. Model 

In our previous study, we experimented with two algorithms, the additive and 
multiplicative algorithms, to numerically represent the risk of potential drug interactions 
based on CYP450 metabolism. We found that the multiplicative approach had limited 
ability to distinguish two patients’ drug-gene interactions [7]. This study represents 
further development of an additive algorithm. 

In additive algorithm, we separated the medication risk assessment score into three 
parts: drug-drug interaction, drug-gene interaction, and gene function score. The gene 
function score is used to represent the impact of single nucleotide polymorphisms of 
CYP450 genes, since allele functionality has a decisive effect on drug metabolism. 

Generally, the global medication regimen risk score S is defined as equation 1: 

             (1)                         (2) 

Where Sg is the gene function score, Sd stands for the score for each drug and is a 
weighted sum of total drug-drug scores and drug-gene score (Equation 2). 

In equation 2, i is the binding enzyme of that drug, j is the other drugs the patient 
also takes and have effects on enzyme i. Si and Sji represents the drug reaction rate 
affected by enzyme and other drugs respectively. The weight Wi represents proportion 
of particular drug metabolism attributed to a specific cytochrome enzyme. The overall 
scoring framework is illustrated in Figure 2 for an abstract drug Z. 
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4. Results 

The resulting database contained 
information on 956 unique drugs, metabolic 
phenotypes of 132 alleles within 10 most 
common cytochromes, 3701 drug-enzyme 
interaction records reflecting effects of 
medications on cytochrome activity, and 
980 enzyme-drug associations delineating 
multiple metabolizing pathways of 
individual drugs. Out of all drug-enzyme 
interactions, 691 were obtained from IU, 
3513 – from SuperCyp, with 503 
overlapping relationships, and 67 were imported from legacy pharmacogenomic testing 
reports (PGx). All enzyme-drug associations were extracted from UpToDate. Out of 132 
allele phenotype characteristics, 54 were obtained from SNPedia, 132 – from PharmGKB 
and 23 from PGx. Validity of the resulting knowledge repository was assessed by 
comparing drug-enzyme interactions and metabolic phenotypes identified using the 
resulting database and reports generated by licensed pharmacogenomics laboratories for 
31 patients with polypharmacy. The recall ( ) and precision 

 for drug-enzyme interaction records was 83.58% and 81.16% 
respectively. For allele metabolic phenotyping, the recall was 84.38%, and precision was 
87.10%. 

We used twelve patients whose pharmacogenomic profile, medication list and 
hospitalization records were available for building the scoring system. Among the twelve 
cases, pharmacogenomic testing indicated actionable genetic polymorphisms in six of 
them, which affected overall metabolism of their prescribed drugs. These six patients 
had high hospitalization rate (HHR) than those without significant pharmacogenomics 
polymorphisms [7]. To obtain optimal parameters for our algorithm, weights for drug-
drug interaction, drug-gene interaction and gene function were modeled in series of 
iterative experiments. Figure 3 shows a graphical view of the patients’ average score 
changes over different factors scaling. We colored the HHR group with red, and low 
hospitalization rate (LHR) group with blue. The comparison between Figure 3a and 
Figure 3b indicated that the gene function factor played a key role in distinguishing two 
groups of patients: the score of HHR group increased rapidly through the increasing of 
gene function factor. The gene function factor had minor impact on LHR group as 
expected. 

Figure 3c demonstrates the impact of drug-drug interaction and drug-gene 
interactions in more detail. Since all the test cases have significant polypharmacy, the 
changes in drug-drug interaction factor lead to obvious change in total score. It also 
showed that drug-gene interaction factor had more influence in HHR group as well as 
gene function factor. 

The modeling revealed that we should set a higher drug-gene interaction and gene 
function factors, and keep drug-drug interaction factor as low as possible. In our 
calculation, the drug-drug interaction factor was eventually set to 0.1 for each competing 
drug, the drug-gene interaction factor was set to 16, and the gene function factor was 30. 

 

Figure 2. Scoring framework for drug Z. 
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       (a)                (b)    (c) 

Figure 3. Patient general score over different interaction factors. 

We calculated the total score for two groups of patients. Table 1 shows the average 
percentage of total score components. Depending on the nature of individual 
polypharmacy and pharmacogenomic profile, there was different contribution of each of 
three total risk score components. The resulting total risk score for frequently 
hospitalized older adults with polypharmacy (75.89±15.45) was statistically significantly 
different (p<0.05) from the total risk score for older adults with polypharmacy with low 
hospitalization rate (10.51±1.82). 

Table 1. Average percentage of drug-drug interaction, drug-gene interaction and gene function score in 
patient’s total score 

 drug-drug drug-gene gene total score (value) 
HHR 0.079 0.325 0.601 75.89±15.45 
LHR 0.453 0.549 0.000 10.51±1.82 
Total 0.266 0.437 0.300 43.20±12.94 

5. Discussion and Conclusion 

Our initial goal was to build a prototype of platform-agnostic medication risk scoring 
system that can potentially help identify patients with polypharmacy in need for 
optimizing their drug regimens and prioritize pharmacogenomics testing in risk 
populations with polypharmacy. The initial prototype testing demonstrated feasibility of 
our approach and helped identify next steps in improving scoring algorithms. Our next 
step is to utilize larger data sets for training and testing the scoring algorithms.  
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Abstract. The municipalities and the Regional Health Authorities in Central Nor-
way have been assigned a mandate to implement a shared electronic health record, 
Helseplattformen, reflecting the visions set out in the national eHealth white paper 
‘One Citizen - One Record’. This study identifies and describe anticipated benefit 
streams of clinical decision support in ‘One Citizen - One Record’ and the user re-
quirement specification documents of Helseplattformen. This study found that the 
benefit stream of clinical decision support translates from the health policy visions 
stated in ‘One Citizen - One Record’ into Helseplattformen. However, business 
changes, although a critical element of achieving benefits, were not emphasised in 
either. This calls for the programme of Helseplattformen to pay careful attention to 
how the information system and information technology requirements must be ac-
companied by enabling changes as well as business changes in order to achieve the 
identified benefits of ‘One Citizen - One Record’ and Helseplattformen. 

Keywords. Benefit Management, eHealth, Clinical Decision Support 

Introduction 

Just like many other countries with a single-payer health system, Norway has been a 
pioneer in introducing electronic health records (EHRs) and other information systems 
as means of assessing quality and improving efficiency of the health system [1]. From 
the beginning of this decade, practically all Norwegian health institutions and providers 
document their care in an EHR and use a dedicated national health network for com-
munication and health information exchange. With the release of the ‘One Citizen - 
One Record’ white paper in 2011, the Norwegian health authorities set an even more 
ambitious agenda for the digitisation of the healthcare sector [2]. The main strategic 
targets are i) to work towards the EHR as a shared information infrastructure for both 
clinicians and patients to use, ii) to enable care providers to reach out to the patient 
through a digital interface, and iii) to support the health care services rendered by 
means of clinical decision support [3]. Several countries have introduced citizen access 
to own health data to respond to the challenges of health care delivery [4]. The Norwe-
gian Directorate of e-health has been assigned the responsibility for realising the na-
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tional eHealth policies [5] and has built and implemented a national patient portal, a 
prescriptions repository, and a national summary of care records (Kjernejournal). 
However, the visions of ‘One Citizen - One Record’ goes even further by suggesting a 
shared EHR. eHealth policies are usually accompanied by an increased willingness to 
invest public money on erecting new eHealth infrastructures. The Central Norway 
Regional Health Authority and municipalities in the region have been assigned a man-
date to implement a shared EHR-system. Helseplattformen shall provide benefits for 
the citizens, the health professionals and the health organisations in the Central Norway 
Health Region. Helseplattformen represents a significant investment, and therefore 
realisation of benefits is both expected and necessary in order to ensure a sustainable 
health service. With the willingness to take expenditures come the duty to build evi-
dence into policy making [6], but also to quantify the anticipated benefits from realis-
ing the policies and assessing and taking out the achieved benefits upon achievements 
of the policy goals.  

The Norwegian approaches to benefit realisation are consistent with the Benefits 
management model (BMM) by Ward and Daniel from 2006 (updated in 2012) [7]. 
Benefit management aims at improving the identification of possible benefits and pro-
motes decisions and actions that support the realisation of  achievable benefits thus 
focusing on the “purpose of the investment, rather than the means of delivery” [8]. 
Realising the value of the investment requires identification of what can be achieved 
through changes (technological and other) and how to achieve this [8]. When translat-
ing policy goals and values into practise, the purpose of the investment should be trace-
able from national to regional policies an on through to local action- and investment 
objectives. Therefore, studying the translation of the visions emanating from ‘One 
Citizen - One Record’ to the user requirement specification document (URD) of 
Helseplattformen is of great interest.   

When working with BMM establishing the why, what and how – in that chronolog-
ical order, enables the organisation to create a basis for project management that focus-
es on achieving the investment objectives.  
Table 1. Elements to consider when assessing and planning for benefit management of information systems 
and technology projects [8]. 

How What Why 

Enabling IT or IS Enabling Chang-
es 

Business Changes Business Benefits Investment Ob-
jectives 

IS or IT needed to 
enable changes 
and realize bene-
fits 

One-off changes 
necessary to 
enable business 
changes or to 
introduce new 
technology 

Permanent new or 
different ways of 
working necessary 
to obtain benefits.   

Advantages on 
behalf of stake-
holders. Benefits 
are ‘owned’ by 
someone 

Statements of what 
is aimed at achiev-
ing. A description 
of the success 
scenario.  

Creating URDs that are purpose-oriented instead of based on highly specific re-
quirements makes the URD resistant to the changes in demand that will inevitably arise 
due to technological and domain specific advancement [9]. When charting the why, 
what and how (Table 1), a benefit dependency network (BDN) emerges. The BDN 
connects the investment objectives and related benefits with the technology and organi-
sational changes that are required to achieve the benefits [8]. Organising benefits and 
related changes into benefit streams becomes beneficial when working with complex 
projects [8] such as Helseplattformen. Clinical decision support (CDS) is considered an 
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pivotal element of the national eHealth strategy of Norway [3] CDS is in ‘One Citizen 
– One Record’ described as functionality supporting health care providers’ work pro-
cesses based on guidelines, instructions, procedures and research based knowledge [2]. 
The importance of CDSs is emphasised in the URD of Helseplattformen, where the 
purpose of CDS is described as “[...] to collect, share and effectively apply knowledge 
to support clinicians with determining a patient’s diagnosis, treatment or care.” [10]. 
Since the tender process of Helseplattformen is currently in the dialogue phase, study-
ing the process of translating visions is highly pertinent.  

The objective of this study was to identify and describe the anticipated benefit 
streams of clinical decision systems in ‘One Citizen - One Record’ and the user re-
quirements specification documents of Helseplattformen.  

1. Methods and Materials 

To explore how the benefit stream of CDS translates from the national strategies to 
clinical practice, the white paper ‘One Citizen - One Record’ [2] and excerpts of the 
URD of Helseplattformen regarding statement of intent [11] and functional require-
ments [10] were content analysed based on a deductive approach grounded in the 
BMM framework of Ward and Daniel [8], see Table 1. ‘One Citizen - One Record’ was 
analysed in Norwegian and the URD material in English. The qualitative data software 
NVivo (NVivo qualitative data analysis Software; QSR International Pty Ltd. Version 
11.4.2, 2017) was used to tag statements of investment objectives, business benefits, 
business changes, enabling changes and enabling information systems or information 
technologies (IS/IT) cf. BMM [8]. Coding was performed by SV.  

2. Results 

The notion of decision support was only mentioned explicitly three times in ‘One Citi-
zen - One Record’. Therefore, the values and benefits usually attributed to CDS were 
extracted and condensed into themes and categories, thus creating the BDN in figure 1.  

When following the same benefit stream of CDS through the URD of Helseplatt-
formen, a more defined benefit stream was apparent, as would be expected of docu-
ments describing the statement of intent and detailed functional requirements of an 
EHR system, see figure 2. The functional requirements contain detailed specifications 
of the IS/IT enablers needed to reap the benefits and meet the investment objectives, 
whereas the BDN of ‘One Citizen – One Record’ only describes the enabling changes 
at a general level (i.e. ‘Alterations in health register laws’ and ‘Access to necessary 
information at all times’).  
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Figure 1: Benefit dependency network of clinical decision support benefit stream in 'One Citizen - One 
Record’ 

In order to analyse the dependencies between the detailed requirements of the 
URD and the anticipated benefits, breakdown into further, more detailed benefit 
streams would be warranted.    

 
Figure 2: Benefit dependency network of the clinical decision support benefit stream in the Statement of 
Intent and Functional Requirements for Helseplattformen 

3. Discussion and Conclusion 

The CDS benefit streams were not clearly identifiable in ‘One Citizen - One Record’, 
as the term was used very scarcely. However, the basic assumptions usually attributed 
to CDS were present in more general terms. When looking at the URD, CDS was much 
more explicit. This would be expected as the URD intends to specify a solution and not 
merely a vision, as in ‘One Citizen - One Record’. The investment objectives were 
similar, with a strong focus on the grounding pillars of CDS (support of decision mak-
ing regarding assessment, treatment and care), but the description of objectives where 
different; ‘One Citizen - One Record’ describes the investment objectives as a future 

IS/IT
Enablers

Enabling
Changes

Business
Changes

Business
Benefits

Investment
Objectives

Standardised work 
processes

New work flows and 
ways of cooperation

Work process based 
on guidelines, proce-
dures and research-

based knowledge

Follow quality 
indicators

Simpler access to 
relevant information

Time and resources 
saved on locating 

information

Resource savings, 
e.g. time and 

unnecessary tests

Patients receive 
relevant health care

Better quality 
assurance and 
management

Alterations in health 
register laws

Privacy regulations 
concerning rightful 
use of information

Training of 
personnel

Simple access to 
necessary  information 

regardless of where 
the patient is

Access to knowledge, 
decision and process 

support

Aid in making correct 
decisions on treatment 

and medication

Better quality 
assurance

Functionality suppor-
ting standardised 

processes

Tablets and 
smartphones

Adapted user 
interfaces for all 

users

Structured data

Decision support 
systems

Access to necessary 
information at all 

times

IS/IT
Enablers

Enabling
Changes

Business
Changes

Business
Benefits

Investment
Objectives

Access to 
Helseplattformen 

during e.g. 
examination

Knowledge base and 
rule engines are 

continuously managed 
and maintained 

Gradually move from 
unstructured clinical 
information to wards 

structured documentation 

Increased patient 
safety and fewer 
patient injuries

Easy and efficient 
access to knowledge 

about clinical 
information  

Register once and 
re-use data

Identify and present 
appropriate 

guidelines, protocols 
and order sets

Improved basis for 
measuring quality 

and outcomes

Access to 
procedures, 

checklists and CDS 
in Helseplattformen

Structured and 
computer 

interpretable patient 
information

Use of reference 
data and 

terminology

Improve quality of 
patient care and 

safety

Increased efficiency 
and better use of 

resources

Support health 
professionals in the 

assessment, treatment 
and care of patients

Compliance with 
national standards

Computer-interpre-
table knowledge 

content

Integrate medical 
data

CDS can identify 
and present relevant 

knowledge

Structured data

Tools for 
configuration of rules 

and algorithms

Incorporate 
international, national 
and local knowledge 

content and guidelines
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scenario (i.e. access and aid), whereas the URD focus’ more on outcome of the invest-
ment (i.e. increase and improvement). Helseplattformen categorises benefits into 
groups related to clinical outcome, process efficiency and cost reduction and aims at 
the procured EHR solution supporting benefit realisation from first day (go-live) [11]. 
Interesting to note is that studies of successful information system investments have 
shown that the business cases of less successful projects tended to focus on process 
improvements and cost savings, whereas focus on elements such as knowledge sharing 
and collaborative working were more common in projects with higher success [8]. 
‘One Citizen - One Record’ actually explicitly mentions the need for new ways of 
cooperation, see figure 1, Business Changes. Succeeding with making the business 
changes required to achieve the identified benefits is necessary in order to meet the 
investment objectives.  

However, the necessary business changes were neither very well defined nor their 
impact on the success clearly stated in either ‘One Citizen - One Record’ or the URD of 
Helseplattformen. This study found that the benefit stream of CDS does translate from 
the eHealth policy visions stated in ‘One Citizen – One Record’ into the URD of 
Helseplattformen. However, business changes, although a critical element of achieving 
benefits, were not emphasised in either ‘One Citizen - One Record’ or the URD.  This 
calls for the programme of Helseplattformen to pay careful attention to how the IS/IT 
requirements must be accompanied by enabling changes as well as business changes in 
order to achieve the identified benefits of Helseplattformen. This conclusion is sup-
ported by the study of citizens’ access to their digital health data in 11 countries [4] 
recommending a shift in focus from questions about access, adoption, and use, to more 
challenging measurement of benefits and impacts.  
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Abstract. This paper presents a modular ontology of health care in the context in 

Amyotrophic Lateral Sclerosis. 4 modules cover socio-environmental, medical, 

and care coordination aspects of the domain. They are organized by a core module. 

Its goal is to understand interruptions in health care provision in the context of a 

neurodegenerative disease.  

Keywords. Modular ontology, care pathway, Amyotrophic Lateral Sclerosis  

Introduction  

Amyotrophic lateral sclerosis (ALS) is an invariably fatal disease that leads to rapidly 

progressive deterioration of voluntary control of the skeletal musculature, and 

eventually to loss of function of the muscles of ventilation, resulting in death between 

24 and 36 months [1]. Management of ALS is done differently in different countries. 

For example, in the United States, care for ALS mainly takes place in the home [2]. In 

contrast, in France, care for this disease can involve frequent hospitalizations and 

subsequent returns to the home environment. The ALS care center in Paris provides a 

health network whose mission is to coordinate provision of care to ALS patients. These 

patients require extensive support services, ranging from assistance with the activities 

of daily life—eating, bathing, dressing, and the like—to technical and administrative 

assistance, and crucial clinical consultations with nutritionists, physical therapists, and 

home health nurses [3]. Problems arise when transitions between the hospital and the 

home result in breaks in the provision of care. These ruptures can have an impact on 

the health and the quality of life of both the patient, and their family. However, the 

reasons for these breaks are not well-understood, as we do not have any data on the 
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origin of the problems associated with the transition back to home care. This lack of 

insight into the causes of the breaks is a problem, because if the causes of interruptions 

in care were understood, steps could be taken to prevent them.  

A resource exists that could enable modeling of the causes of breaks in care. This 

resource is a corpus that comes from a messaging system that is used for 

communication between ALS care coordinators and the people involved in delivering 

and receiving that care—health care professionals, family members and other 

caregivers, and patients. These data are messages in textual form, making them 

intelligible to humans, but not analyzable by conventional data mining techniques. 

There is an enormous quantity of these messages, which makes it quite plausible that if 

the messages could be converted to a structured form, one could apply standard data 

mining techniques to understand the causes of ruptures in care.  

However, that large quantity also makes it impossible to analyze them manually – 

a classic use case for natural language processing [4,5]. Since the messages are in 

textual form, an obvious approach to the quantity issue would be to apply text mining 

to them. However, there are many aspects of the messages that make them quite 

challenging as a text mining problem. In order to facilitate both the text mining task 

and the subsequent data mining work, an ontology would be helpful. However, no 

ontology that includes the medical, coordination and socio-environmental dimensions 

of the French social and medico-social system has previously existed. 

The purpose of the work reported here, then, is to describe such an ontology: the 

OntoParon, created with the goal of facilitating research in amyotrophic lateral 

sclerosis, specifically with respect to preventing interruptions in the provision of at-

home care. This is a challenging task because it requires modeling communication 

(between professionals and family members of patients), while biomedical ontologies 

are typically oriented towards modeling biology and pathology. For this we have 

created a modular ontology. We describe the motivation for the modular design, the 

methodology used to create the ontology, and the ontology itself. Finally, we compare 

our ontology to two relevant ontologies of domains, one an ontology of care 

coordination, and the other an ontology of a neurological disease.  

1. Material and methods 

The data come from a corpus consisting of textual, unstructured data resulting from the 

verbal and written exchanges between care coordinators and others involved in the care 

or life of the patient (patients themselves, families, professionals, and health-related or 

social service organization). Currently the database contains more than 37,000 

messages from 2,300 patient records (1 500 000 words).  

1.1.  Motivation for the modular design of OntoParon 

The modular structure of OntoParon
1
 reflects, and is motivated by, the fact that there 

are three independent sub-domains to be modeled (Figure 1): (i) the neurological 

disease and its natural history, with classes such as symptom and treatment; (ii) the 

actions of the care coordinators, such as assessment, communication, and education; 

                                                           

1

 OntoParon is accessible in https://bioportal.bioontology.org/ontologies/ONTOPARON_SOCIAL 
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and (iii) the medico-social environment of the patient (e.g. activities of daily life, 

accessibility of domicile, and technical and human aids). A core ontology subsumes the 

other three and contains the highest-level concepts. This situation—three separate 

subdomains united by a shared set of high-level concepts—can be modeled nicely by 

what is known as a modular ontology. Pathak (2009) defines a modular ontology as a 

set of modules that are “reusable component[s] of a larger or more complex ontology, 

which is self-contained but bears a definite association to other ontology modules, 

including the original ontology” [6] (our emphasis). Modular ontologies contrast with 

monolithic ontologies. As compared to monolithic ontologies, modular ontologies pose 

some additional challenges—for example, they pose an additional burden of specifying 

an additional level in the inheritance hierarchy for every concept. However, they also 

provide some advantages with respect to portability to other disease domains, 

constraint of the search space for inferential processes, and maintenance. Our aim, in 

the long term, is to apply this modular ontological model to other neurological 

pathologies, such as Parkinson’s disease. The modular view could allow us to 

reimplement only the disease-specific modules, while reusing the others. 

 

Figure 1. Domain model for building the ontology. 

1.2. Development of the structure and contents of the ontology 

The overall modular structure of the ontology, as well as the specific concepts within it, 

were developed and validated via an iterative process combining bottom-up analysis of 

data about ALS care-related communication and bottom-down modeling by a domain 

expert. Ontology construction and evaluation are both complex tasks, with many valid 

approaches. As suggested by Spasic et al.’s work on updating semantic networks via 

semantic typing of terms in a textual corpus [9] and by Friedman et al.’s work on 

evaluating ontologies via coverage of information in textual data [10], OntoParon was 

bootstrapped by analysis of the corpus of care network messages. The Hetop
2

 tool was 

used to align the concepts of our ontologies with other terminologies by using their 

UMLS codes.  

To do a quantitative analysis of OntoParon, we compare it with two ontologies of 

related domains. The Nursing Care Coordination Ontology (NCCO)
3

 is relevant in that 

its domain is related to that of ALS care coordination. The Ontology of Alzheimer’s 

                                                           

2

 http://www.hetop.eu/hetop/?la=fr&q=&home (visited 01/29/2018). 

3

 https://bioportal.bioontology.org/ontologies/NCCO (visited 01/29/2018). 
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Disease and Related Diseases (ONTOAD)
4
 is relevant in that it models a neurological 

degenerative disease. Since ONTOAD was developed in French and English, like 

OntoParon, it also allows for comparison of the bilingual aspects of our ontology. 

Table 1. Quantitative comparison of the 3 ontologies. 

 OntoParon 

Ontology Core Medical Social-

environmental 

Care 

coordination 

Sum NCCO ONTOAD 

Classes 414 1313 921 250 2898 400 5899 

Terms 

(fr) 

433 1239 1033 282 2987 0 3283 

Terms 

(en) 

52 76 212 12 352 400 5899 

Median 

depth 

3 5 4 4 4 3 9 

2. Quantitative analysis  

Table 1 quantifies four aspects of OntoParon and the two related ontologies: the 

number of classes, the number of terms in English and in French, and the median depth 

of concepts.   

Number of classes: The quantity of classes is an estimate of coverage of the 

domain. Large numbers of classes are consistent with broad coverage (although overly 

large numbers of classes may suggest an ontology that would be difficult to use in 

practice). With respect to the total number of classes, OntoParon lies between the two 

other ontologies. The Alzheimer’s Disease ontology ONTOAD is larger, with 5899 

classes as compared to OntoParon’s 2898. This seems reasonable, since in addition to 

modeling the social/environmental and daily-life aspects of the disease (as does 

OntoParon), it also models the biology of the disease, for example molecular functions 

(such as tau-protein kinase activity), which is outside of the domain of OntoParon.  

In contrast, OntoParon is much larger than the Nursing Care Coordination Ontology, at 

2989 classes versus NCCO’s 400. However, if the care coordination module itself of 

OntoParon is compared to NCCO, they are much closer, at 250 versus 400 classes, 

which seems reasonable since NCCO contains other classes in addition to those related 

to nursing care coordination per se.  Further analysis of this difference will be pursued 

using ontology analysis tools, particularly OnAGUI
5
 used to align ontologies concepts. 

Number of Terms, French and English: These quantities are estimates of the 

readiness of the ontology to be mapped to other OBO ontologies; the use case requires 

French-language terms, but mapping to other OBO ontologies requires the 

corresponding English-language terms.  Here we see that the mature ONTOAD 

ontology has 100% of its terms available in English and 56% of its terms also available 

in French, while the still-evolving OntoParon has 100% of its terms available in 

French, as well as some French-language synonyms, but only 12% of its terms 

available in English. This reflects the fact that OntoParon is developed for use within a 

French-language national health care system, with the English-language terms included 

for mapping to other OBO ontologies, but not being necessary for the use case. 

                                                           

4
 https://bioportal.bioontology.org/ontologies/ONTOAD (visited 01/29/2018). 

5

 https://github.com/lmazuel/onagui (visited 01/29/2018). 
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Median depth of classes: This is a high-level estimate of the complexity of the 

ontologies, with greater depth suggesting greater complexity. (We compare depths by 

their medians rather than by their means because the depths are not normally 

distributed—data not shown.)  As Table 1 shows, the median depths of classes in the 

NCCO and ONTOAD are rather extreme, at 3 (NCCO) and 9 (ONTOAD). In contrast, 

the median depth of OntoParon classes is 4. This is consistent with (although it does 

not demonstrate definitively) a reasonable inheritance hierarchy. 

3. Discussion 

A modular ontology is the most suited design for this use case. The use case is to both 

understand breaks in the chain of care, and to model the actions of the coordinators 

with respect to the coordination of care itself—prevention of problems and propagation 

of communications—in the course of that coordination. This is the case both for 

interruptions in care due to intrinsic personal social factors related to the patient (such 

as their age, or the presence or absence of a family support network) and for 

interruptions in care due to factors extrinsic to the patient (such as access to care or 

availability of health care professionals). The fact that the modules of the ontology are 

still in the course of refinement offers the opportunity to study the evolution of the 

ontology as a whole as those modules contribute to its gestalt. That is done here by 

comparison of the evolving modular ontology with monolithic ontologies that are 

relevant to the domain: an ontology of a related illness, and an ontology of the 

provision of care. This comparison poses a number of open research questions, such as 

that of the optimal depth of such an ontology and of its individual modules; the 

continued development of OntoParon will permit investigation of the answers. 
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Abstract. The International Classification of Health Interventions (ICHI) is a 
member of the WHO Family of International Classifications, being developed to 
provide a common tool for reporting and analysing health interventions for 
statistical purposes. A web-based platform for classification development and 
update has been specifically developed to support the initial development step and 
then, after final approval, the continuous revision and update of the classification. 
The platform provides features for classification editing, versioning, comment 
management and URI identifiers. During the last 12 months it has been used for 
developing the ICHI Beta version, replacing the previous process based on the 
exchange of Excel files. At November 2017, 90 users have provided input to the 
development of the classification, which has resulted in 2913 comments and 2971 
changes in the classification, since June 2017. Further work includes the 
development of an URI API for machine to machine communication, following 
the model established for ICD-11. 

Keywords. Biomedical classifications, Health Interventions 

Introduction 

The International Classification of Health Interventions (ICHI), part of WHO Family of 
International Classifications [1], is being developed to provide a common tool for 
reporting and analysing health interventions for statistical purposes. ICHI covers 
interventions carried out by a broad range of providers across the full scope of health 
systems including acute care, primary care, rehabilitation, assistance with functioning, 
prevention and public health. The classification is built around three axes: Target (the 
entity on which the Action is carried out), Action (a deed done by an actor to a target) 
and Means (the processes and methods by which the Action is carried out). ICHI was 
designed with a low level of complexity for countries seeking a straightforward 
classification for national use, while also serving a basis for international comparisons. 

For a modern classification, it is essential to have a web-based platform [2]. Such a 
platform enables collaborative development, consistent maintenance, and easier and 
more effective reviewing and commenting. The platform should include a number of 
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basic features such as navigation and search functionality, user comment facility, entity 
creation and modification, as well as advanced features including linkage to other 
classifications and terminologies, and possibly an API for machine-to-machine access. 
Similar platforms have been developed in a basic form for ICD-10 and ICF (browsers 
and update platforms), and with more complex functionalities for ICD-11 [3].  

The present paper describes the platform developed for ICHI. 

1. Methods 

To experiment with the above mentioned features in the case of ICHI, the WHO’s ICHI 
Development Group developed a list of requirements for an ICHI platform, based on 
the already known experience with ICD-11, but also including specific aspects related 
to the different needs of ICHI. Iterations have been made among the development team 
and ICHI management, including experts from the Australian, Chinese, Nordic and 
German Collaborating centres, to ensure requirements were met. 

The main requirements included: 
� Storage facility for all required information that makes up ICHI; 
� Functionalities for both the classification development phase and for future 

maintenance; 
� Management for interventions but also for the three axes and extension codes, 

which may also evolve in time; 
� Predisposition for URI-based identifiers with the same scheme as ICD-11; 
� Versioning and history for each entity; 
� Ability to export files in Excel, CSV and ClaML formats, including individual 

chapters or the whole of ICHI; 
� Accessibility to reviewers to enable commenting during the revision process;  
� To ensure tight editorial control, three different user profiles to enable 

different privileges on the system (guest, registered, editors). 

2. Results 

2.1. The ICHI Platform 

The Italian Collaborating Centre, (with support from the China National Health 
Development and Research   Collaborating Centre), developed a prototype platform 
(ICHI Platform) designed to have the look and feel of the other WHO-FIC platforms. 
The platform, developed using PHP and MySQL, is hosted at the Medical Informatics 
Lab of the University of Udine, Italy, on a Linux Web server [4]. 

Figure 1 shows a sample screenshot from the main interface: classification tree 
browser on the left, entity details on the right, as it can be seen by an unregistered user. 
As an example of features available to registered users, Figure 2 shows the history of 
modification for an intervention target. 
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Figure 1. Main interface of the ICHI platform 

2.2. Platform usage 

The platform is currently being used for the development process, and led to the update 
step from Alpha 2016 to the Beta 2017 version. At November 2017, 90 users have 
registered on the ICHI platform, and contributed to updating ICHI by means of 2913 
comments. As a consequence, a total of 2971 changes have been recorded in the history. 
Of the 90 users, 3 act as the primary editors and manage all proposed changes to the 
classification, seeking expert advice as needed. 

 

 
Figure 2. History of modifications for a target (Lymphatic Structure, unspecified), visible to registered users. 

As an example, an extract of comments and related classification development 
activities is shown in Table 1 for the first section of ICHI, which lists interventions 
having as target some part or function of the human body. 
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Table 1. Comments received about the first section of Interventions, entitled “Interventions on Body Systems 
and Functions”, with breakdown according to the action carried out in response to the comment. 

Target Rejected Not reviewed Implemented Further 
discussion 

Total comments 
received 

Nervous System and Mental 
Functions 

6 38 34 3 81 

Eye 18 89 156 44 307 
Ear and Ear Functions 3 6 9 
Haematopoietic and 
Lymphatic System 

4 34 16 12 66 

Endocrine System 3 3 
Cardiovascular System 2 9 15 1 27 
Respiratory System and Voice 
and Speech 

6 25 34 65 

Digestive System 26 115 88 11 240 
Integumentary System 3 15 18 36 
Musculoskeletal System 23 278 290 591 
Urogenital System 7 123 111 3 244 
Other and Unspecified Body  
Systems and Functions 

3 36 157 196 

Total 98 765 928 74 1865 

3. Discussion 

The platform is proving to be adequate for the task for which it has been designed, at 
least for the development phase of the ICHI classification. It should be noted that it 
replaced the previous development process based on the collaborative, yet sequential, 
editing of Excel files exchanged among experts. The previous process made it difficult 
to collect and manage comments from an open community, while the proposed system 
helps in this, as well as in tracking changes between versions.  

In this step, users are still limited in number, although typically contributing a 
significant number of comments. In the update and revision phase, which will be 
launched after the release of the first, formal version of ICHI, the expected number of 
registered users will rise, although the number of comments produced by each one in 
this phase is normally limited (by personal expertise and interest). 

However, to take into account possible increases of traffic (currently not 
representing an issue), the system will be also replicated on the WHO cloud. Among 
the future work to be carried out to enhance the platform, the major points include: 

� Full implementation of the URI identifiers for entities of the classifications, 
currently foreseen but not yet finalized; 

� Contextual development of an URI API similar to the one designed for ICD-11 
(that is, REST-based web services) [5]; 

� ClaML (Classification Markup Language)[6] output, possibly in the 3.0 version 
currently out for ISO Draft International Standard ballot. 
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Abstract. Patient access to electronic health records (EHRs) is associated with 
improved efficiency, self-management, and patient engagement. However, the EHR 
contains medical language that can be difficult to comprehend by patients. In Dutch 
hospitals, the Diagnosethesaurus (DT) is used as an interface terminology to register 
diagnoses, but it does not contain patient-friendly terms. Fortunately, the DT is 
partly mapped to SNOMED CT and there is a proportionately small set of patient-
friendly terms available in the Dutch SNOMED CT release. The purpose of this 
study was, therefore, to investigate if SNOMED CT can be used to generate 
clarifications of diagnoses for patients. Only 1.2% of the DT diagnoses that were 
already mapped to SNOMED CT had patient-friendly synonyms that were different 
from the diagnoses descriptions. However, by generalizing diagnoses to SNOMED 
CT concepts with patient-friendly terms, this number could be increased to 71%. In 
conclusion, we showed that a high percentage of diagnoses could be clarified to at 
least some extent with the relatively small set of patient-friendly terms. Future 
research will involve the further optimization of the clarifications, and evaluation 
with clinicians and patients. 

Keywords. Diagnoses, health literacy, patient access to records, patient-friendly 
terminology, personal health records, SNOMED CT 

1. Introduction 

There is an increased attention to patient access to electronic health records (EHRs), 
because of associated benefits such as improved patient satisfaction, patient-provider 
communication, patient engagement, self-management, efficiency, and patient safety. 
[1,2] However, EHRs contain medical language that can be difficult to comprehend by 
patients. [3-5] A patient-friendly terminology could help patients to better understand 
their medical records. [4,5] 

Zeng et al. [6,7] showed that the Unified Medical Language System (UMLS) and 
the Consumer Health Vocabulary (CHV) could be used to find synonyms, and generate 
explanations of medical concepts for laymen. However, the UMLS is not available for 
the Dutch medical language. Fortunately, the National Release Center of SNOMED CT 
in the Netherlands published the SNOMED CT Patient-Friendly Extension Release [8] 
(PFE) with 301 patient-friendly terms to describe 288 SNOMED CT concepts. This 
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small initial set was based on the terms that can be found on a website of the Dutch 
patient federation where patient experiences about healthcare provider can be shared. [9] 
SNOMED CT and the PFE can be used to clarify diagnoses in the same way as the UMLS 
and the CHV. Furthermore, the Diagnosethesaurus (DT) [10] is becoming the standard 
interface terminology to register diagnoses at the point of care in Dutch hospitals, and 
this interface terminology is currently partly mapped to SNOMED CT (the full mapping 
was not yet finished at the time of writing). Therefore this provides opportunities to make 
descriptions of diagnoses more comprehensible for patients. 

A diagnosis can be clarified by providing a patient-friendly synonym or by 
generalizing it to one or more generic concepts that can be described by a patient-friendly 
term. [6,7] Table 1 illustrates these clarifications methods. For example, 
“agranulocytosis is a type of immune system disorder” is a generalization of a diagnosis 
to a more general concept, where the diagnosis is called the subtype and the more general 
concept the supertype. UMLS and SNOMED CT both contain hierarchical relationships 
that can be used for this purpose. There are also other relationships in these terminology 
systems that can be used to clarify medical concepts, such as the “finding site” and “part 
of” relationship. This enables clarifications such as “aortic valve is a part of the heart”. 
These latter relationships were also used in the studies with the UMLS, [6,7] but were 
out of the scope of the current study, where we focused on the hierarchical subtype-
supertype relationship. 

The purpose of this study was thus to investigate if the PFE and the SNOMED CT 
hierarchy can be used to generate Dutch clarifications of diagnoses for patients. 

 
 

Table 1. Three methods to clarify diagnoses illustrated by an example (freely translated) 

Clarification method Example of the clarification method 
Synonym Trigeminal neuralgia is another word for facial pain. 
Generalization to one concept Agranulocytosis is an immune system disorder. 
Generalization to multiple concepts Papillon-Lefèvre syndrome is a heritable disorder of bone, 

tooth, and skin. 

2. Methods 

We combined the DT (version of June 2017) with the SNOMED CT Netherlands edition 
and the PFE (version of March 2017) and investigated how many of the diagnoses can 
be clarified with how many patient-friendly terms. When a diagnosis was mapped to a 
SNOMED CT concept that had a patient-friendly term in the PFE, this term was provided 
as the synonym of the diagnosis. We verified whether this term was actually different 
from the diagnosis description, using text matching. 

The SNOMED CT hierarchy was used to determine if a diagnosis is a subtype of 
one or more concepts that can be described by a patient-friendly term (see Figure 1). In 
order to find the supertypes of a concept in SNOMED CT, the transitive closure table 
was used. [11] This table contains all subtype-supertype relationships. This way all 
supertypes with patient-friendly terms could be found for each diagnosis. However, this 
might provide redundant explanatory terms, because supertypes of the supertypes would 
be found as well. For example, “Aortic valve stenosis”, is a “Heart valve disorder”, 
“Heart disease”, and “Disorder of cardiovascular system”. In these cases, we only used 
the most specific generalizations. This would simplify the clarification to “Aortic valve 
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stenosis is a heart valve disorder”. In case a diagnosis had multiple supertypes, as is 
illustrated with “Telangiectasia macularis eruptiva perstans” which is an “immune 
system disorder”, “skin disorder” as well as a “disorder of cardiovascular system”, the 
most specific generalizations were used in combination. We counted the number of 
unique combinations of these generalizations, i.e., the number of unique clarifications 
that could be generated with subtype-supertype relationships. 

When a supertype was contained in the diagnosis description, it was not regarded to 
add any new information. For example, that “Salmonella infection” is an “infectious 
disease” is already implied by the word “infection” in “Salmonella infection”. For this 
reason, we disregarded supertypes that are not informative and filtered them out by text 
matching, e.g. matching on “infect” to match both “infection” as well as “infectious” 
when the supertype was “infectious disease”. 
 

 

 
Figure 1. Simplified example of SNOMED CT concepts in the SNOMED CT hierarchy 

3. Results 

Of the 21,426 diagnoses in the DT, only 12,453 diagnoses (58.1%) had already been 
mapped to SNOMED CT. In total 288 SNOMED CT concepts had a patient-friendly 
term in the PFE, and these described 225 of the diagnoses with a SNOMED CT mapping. 
75 diagnoses descriptions were already equal to the patient-friendly terms, hence, the 
diagnosis description was actually different from the patient-friendly term for 150 
diagnoses. Therefore the patient-friendly terms could be used to clarify 1.20% of all 
diagnoses that have a SNOMED CT mapping with a synonym.  

By generalizing diagnoses to supertypes with patient-friendly terms, 8,797 
diagnoses (70.6% of all that are mapped to SNOMED CT) could potentially be clarified 
with 211 concepts that have patient-friendly terms. These diagnoses were described by 
1 to 6 different supertypes; as shown in Table 2. The 211 supertypes formed 735 unique 
combinations of supertypes that can be used for clarifications. 

There were 110 diagnoses with a patient-friendly term that could also be clarified 
using supertypes. Analogously, 128 patient-friendly terms were also used as a supertype. 
See Figure 2. The total numbers are thus 40 + 110 + 8,687 = 8,837 diagnoses and 22 + 
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128 + 83 = 233 concepts with patient-friendly terms. As a result, 8,837 diagnoses (71.0% 
of all mapped diagnoses) could be clarified with a synonym and/or supertypes using 233 
concepts with patient-friendly terms and 735 unique combinations these terms. 

 
 

Table 2. Number of diagnoses that have a certain number of patient-friendly supertypes to clarify the 
diagnoses (excluding the redundant ones) and the number of unique clarifications with a certain number of 

supertypes 

Supertypes Diagnoses Unique clarifications 
1 6,329 192 
2 2,050 376 
3 ,366 132 
4 ,049 32 
5 ,002 2 
6 ,001 1 

Total 8,797 735 
 

 

 
Figure 2. The overlap between diagnoses that can be clarified with synonyms and supertypes, and the 

overlap between patient-friendly terms used as synonyms or to generalize, and their numbers. 

4. Discussion 

With the relatively small set of SNOMED CT concepts that have one or more patient-
friendly terms in the PFE, a high percentage of diagnoses could be clarified to at least 
some extent, by using hierarchical subtype-supertype relationships of SNOMED CT, and 
by providing synonyms. 

The DT was not completely mapped to SNOMED CT yet, but this is expected to be 
completed in coming releases. [10] We will have to repeat the analysis from this paper 
after this is finished. The earlier studies [6,7] did not mention how much content of the 
terminology systems used could be clarified with their system, which makes it difficult 
to compare their results with those of our study. 

The PFE is quite small compared to the number of diagnoses in the DT, and, 
particularly, compared to the number of concepts in SNOMED CT. Perhaps some 
concepts that could be informative to patients, or could clarify the 29% of the diagnoses 
that were not clarified by the method presented in this study, could relatively easily be 
translated to patient-friendly terms to obtain even better results. However, finding 
patient-friendly synonyms for all diagnoses and other types of medical concepts is a 
costly process and might not be possible for some complex diagnoses. Compared to 
English language, only limited tools are available to perform natural language processing 
for the Dutch language as well as many other languages. [12] Therefore our result is of 
particular interest, showing that text simplification might be feasible with a relatively 
small set of patient-friendly terms. We believe that this method could be applied to other 
languages. 
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Whether the clarifications will increase the comprehension of patients and other 
users, such as caregivers, remains to be evaluated. The clarifications are not yet validated 
by clinicians, although it can be assumed the hierarchical relationships are correct, 
because SNOMED CT is clinically validated. We want to first improve the clarification 
method by utilizing other types of relationships in SNOMED CT, such as the “finding 
site” relationship or “associated morphology” relationship. We expect this might be more 
useful for certain diagnoses, such as malignant neoplasms and infections, where the 
clarification could be e.g. that it is a form of cancer (associated morphology) with a 
certain finding site. The method presented in this paper can also be used to determine 
which concepts could be translated to patient-friendly terms to result in a maximum 
increase of the number of concepts that could potentially be clarified.  

5. Conclusion 

We showed that a relatively small patient-friendly terminology and the SNOMED CT 
hierarchy can be used to generate clarifications of a large proportion of diagnoses for 
patients. Future research will involve the further optimization of the clarifications, the 
utilization of other types of relationships, and evaluation with clinicians and patients. 
Additionally, research should focus on which parts of SNOMED CT could be translated 
to patient-friendly terms in order to clarify the highest number of concepts in the most 
comprehensive manner. 
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Abstract. VCM (Visualization of Concept in Medicine) is an iconic language that 
represents medical concepts, such as disorders, by icons. VCM has a formal 
semantics described by an ontology. The icons can be used in medical software for 
providing a visual summary or enriching texts. However, the use of VCM icons in 
user interfaces requires to map standard medical terminologies to VCM. Here, we 
present a method combining semantic and lexical approaches for mapping MedDRA 
to VCM. The method takes advantage of the hierarchical relations in MedDRA. It 
also analyzes the groups of lemmas in the term's labels, and relies on a manual 
mapping of these groups to the concepts in the VCM ontology. We evaluate the 
method on 50 terms. Finally, we discuss the method and suggest perspectives. 

Keywords. Terminology as Topic, MedDRA, Computer Graphics, Nonverbal 
Communication, Icons 

1. Introduction 

Medical terminologies are essential for semantic interoperability between health 
information systems. In order to facilitate the use of medical terminologies by clinicians, 
we have developed for more than ten years VCM (Visualization of Concept in Medicine). 
VCM is a compositional iconic language that proposes icons for representing the main 
medical concepts, including symptoms, disorders, risks, antecedents, treatments and 
follow-up procedure [3]. In VCM, icons are created by assembling colors and iconems 
(i.e. small parts of icons) according to a graphical grammar. There are about 150 iconems, 
which allow the creation of thousands of icons. These icons do not aim at being as precise 
as medical texts or terminologies, but rather aim at enriching texts and providing a 
broader overview or a visual summary, e.g. the “heart” pictogram can be easily searched 
for in a patient record. The semantics of VCM has been formalized with an OWL (Web 
Ontology Language) ontology [4]. 

However, these icons can only be included in user interface if mappings exist 
between medical terminologies and VCM. Mappings allow the display of icons instead 
of (or in addition to) the term labels. In a previous work, we proposed a semantic method 
for mapping SNOMED CT (Systematized Nomenclature of Medicine - Clinical Terms) 
to VCM icons [5]. However, purely semantic methods can only be used when the two 
resources mapped are highly structured. This is the case for SNOMED CT, which is a 
light ontology, and VCM, which has a formal semantics. But many medical 
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terminologies, such as MedDRA (Medical Dictionary for Regulatory Activities) and 
ICD10 (International Classification of Diseases, release 10), still lack a formal semantics. 
For these terminologies, semantic methods is not a valid option. 

In this paper, we present a lexico-semantic method for mapping MedDRA to VCM. 
The method takes advantage of the hierarchical relations of MedDRA, but also analyzes 
the lemmas present in MedDRA terms and maps these lemmas to concepts in the VCM 
ontology. These concepts correspond to iconems. For example, the “cardiac” lemma can 
be mapped to the “heart” concept associated with the “heart” pictogram. We applied the 
proposed method to the cardiac chapter of MedDRA, and we evaluated a subset of 50 
terms. Finally, we discuss the interest of the method before presenting some perspectives. 

 
 

 
Figure 1. The main classes and relations in the ontology (displayed as a UML class diagram). 

2. Methods 

MedDRA is a medical classification often used for coding drug adverse effects. We 
worked on the French translation of MedDRA 18. MedDRA has 5 levels: system class 
organs (SOC), high-level group terms (HLGT), high-level terms (HLT), preferred terms 
(PT) and low-level terms (LLT). It is a multiaxial classification: a term can have more 
than one parent. Since LLT are mostly synonyms of PT, we worked only on the first 4 
levels. We used PyMedTermino [6] for accessing MedDRA and Owlready [7] for 
managing ontologies. 

First, we designed an OWL ontology including MedDRA terms with codes, labels 
and parent-child relations. Figure 1 shows the general structure of the ontology. We also 
added to the ontology all subsets of consecutive words present in each label (we call 
them word expressions) and we lemmatized them using the French Snowball lemmatizer 
(leading to lemma expressions). For example, the term “Coronary artery disorders” 
produces 6 lemma expressions: {”coronar”, “arter”, “disord”, “coronar arter”, “arter 
disord”, “coronar arter disord”}. Stop words were also removed. Finally, the ontology 
allows mapping lemma expressions to VCM concepts, from the VCM ontology. 

Then, we designed a lexico-semantic method for mapping a MedDRA term to VCM 
icons in 4 steps (see example for the MedDRA term “Cardiac perforation” in Figure 2). 
First, VCM concepts are gathered in two sets:  containing VCM concepts associated with 
the parent terms (here, “Cardiac disorders NEC” and “Cardiac and vascular procedural 
complications”) and  containing VCM concepts associated with the lemma expressions 
in the term (here, “cardiac” and “perfor”; no mapping exists for “cardiac perfor”). Second, 
if some specific anatomo-functional location concepts L are present in  (e.g. Heart), we 
remove from  all location concepts that are not in L or one of their children (e.g. Vascular). 
Third, the union  is computed. Fourth, one or more VCM icons are produced from C, 
using the VCM ontology and the previously published method [4]. The resulting icon 
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combines both information found lexically (e.g. the “Lesion and perforation” iconem) 
and through inheritance relations (e.g. the “Procedural complication” iconem). 

The method is recursive: before treating a given term, it needs to treat all its parents, 
in order to gather the VCM concepts associated with the parent terms. In addition, when 
searching for lemma expressions in the label of a MedDRA term, longer lemma 
expressions are prioritized over shorter ones. For example, “auricular” is mapped to the 
Ear VCM concept and “auricular fibril(ation)” to the Heart rhythm and Pathology VCM 
concepts. When “auricular fibril” is matched, it consumes the “auricular” lemma, and 
thus the Ear VCM concept is not found. 

We developed a user interface for manually mapping lemma expressions to VCM 
concepts. This interface allows (1) browsing MedDRA terms, with their associated VCM 
icons according to the previously described method, (2) listing the word and lemma 
expressions found in a given MedDRA term, (3) listing all lemma expressions present at 
a given depth in MedDRA (e.g. SOC or HLT), and (4) mapping a given lemma 
expression to one or several VCM concepts. 

We applied this method to the cardiac SOC of MedDRA. One of the author (JBL) 
implemented the system and mapped the lemma expressions. To evaluate the system, we 
randomly chose 50 terms and a medical informatics expert (RT) manually mapped them 
to VCM. We gave to the expert the list of the 50 terms, with their ancestors, and a lexicon 
of the VCM language. Then, we compared the expert-produced gold standard with the 
icons generated by the lexico-semantic method. 

 

Figure 2. Example of the proposed method for mapping MedDRA on VCM, applied on the MedDRA term 
“Cardiac perforation”. 
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3.  Results 

The proposed method was applied to the cardiac SOC of MedDRA, which includes 634 
MedDRA terms (excluding LLT). The mapping involved 212 lemma expressions (123 
with one lemma, 76 with two, 9 with three and 4 with four). The 634 terms were mapped 
to 114 different VCM icons. Most terms (541) were mapped to a single icon; 85 were 
mapped to two icons and 8 to three. For example, “Cardiac hypertensive complications” 
was mapped to two icons: cardiac disorders and hypertensive disorders. 

Out of the 50 terms evaluated, the icons generated by our method was identical to the 
gold standard for 40 terms. For 6 terms, the generated icons were incomplete, i.e. the 
system generated only some of the icons proposed by the expert, or icons with fewer 
iconems. In several situations, the expert interpreted the MedDRA term, for example a 
term classified as procedural complications was interpreted as having potentially other 
possible causes. In another situation, the expert combined several VCM iconems that 
cannot be combined due to spatial overlap. 

For 4 terms, the results were discordant. One discordance was related to mycoplasma 
infections, which were wrongly associated with fungal infection in the ontology. Two 
were related to tumors: the SOC “Neoplasms benign, malignant and unspecified” 
included the lemma “benign”, which leads to classify all tumors as benign. We fixed this 
problem by mapping the lemma expression “neoplasm benign malign” to the VCM 
concept tumor without precision on malignancy. Finally, the last discordance was related 
to Carney complex, which is a rare disease with many clinical manifestations. 

4.  Discussion 

In this paper, we proposed a lexico-semantic method for mapping MedDRA to VCM 
icons. The method combine the use of hierarchical relations in MedDRA with a mapping 
between lemma expressions and concepts in the VCM ontology. We worked on the 
French version of MedDRA; it might be interesting to compare the results when using 
other languages. The application of our method to the cardiac SOC of MedDRA required 
to map 212 lemma expressions, instead of 634 terms if a purely manual approach was 
followed. In addition, lemma expressions are shorter and thus easier to map. 

In the literature, four categories of method have been proposed for mapping medical 
terminologies [9]: (1) designing the mapping manually, (2) chaining several existent 
mappings, typically using UMLS (Unified Medical Language System), (3) using lexical 
methods for matching identical or similar terms, and (4) using semantic ontology 
alignment. Many works have been published on terminology alignment. Recently, 
Souvignet et al. [11] chained alignments present in UMLS for mapping MedDRA to 
SNOMED CT. Fung et al. [2] compared lexical and semantic approaches on SNOMED 
CT and ICD10-PCS (Procedure Coding System), and showed that there is an interest in 
combining both. Mary et al. [8] combined lexical and semantic methods for extending 
an existing alignment between LOINC (Logical Observation Identifiers Names and 
Codes) and SNOMED CT, using the “anchor flooding” strategy. 

Semantic methods usually consist of ontology alignment [10]: concepts are aligned 
when they have similar relationships. More advanced ontology alignment methods 
combine structural and lexical approaches, such as BOAT (Biomedical Ontologies 
Alignment Technique) [1]. Lexical methods often use the “bag-of-words” model, in 
which the word order is not taken into account, contrary to the method we proposed. 
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Lexical methods typically consist of aligning terms when they have identical or similar 
labels. However, this approach is not possible when aligning with icons such as VCM. 
We proposed a slightly different approach, in which the lemma expressions from a non-
formalized terminology are mapped to the concepts of a formalized terminology. This 
approach could also be used for non-iconic terminologies, e.g. an ICD10 to SNOMED 
CT mapping could be designed by mapping lemma expressions from ICD10 to 
SNOMED CT organ and morphology concepts. 

Perspectives of this work include the application of the method to the entire 
MedDRA terminology, the use of VCM icons in pharmacovigilance software, and the 
reuse of the mapping between lemma expressions and VCM concepts for mapping other 
terminologies to VCM, such as ICD10, or for generating VCM icons from free text. 
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Abstract: An important SNOMED CT use case is to support semantic 
interoperability between electronic health records and aggregation terminologies 
such as ICD. From the ongoing alignment exercise between SNOMED CT and the 
new version of ICD, now in its pre-final form, we studied whether the ambiguity of 
clinical language as displayed by SNOMED CT synonyms hampers the quality of 
SNOMED CT axioms following the SNOMED CT “concept model”.  We measure 
the rate of synonyms in the semantic misalignment between classes from the chapter 
on circulatory diseases of the ICD-11 beta version and SNOMED CT concepts with 
the same description names. Our study confirms that SNOMED CT synonyms are 
ambiguous and that there is a need to increase the number of SNOMED CT fully 
defined representations of Fully Specified Names (FSN), and of synonyms 
independently of their relations.  

Keywords: SNOMED CT; Ontology; Semantic interoperability; Synonyms. 

1. Introduction 

Recently the EU-funded support action ASSESS-CT [1] has highlighted the need to 
distinguish between the following three types of terminology artefacts:  
1. User interface terminologies (lists of popular domain terms) 
2. Reference terminologies (e.g., SNOMED CT)  
3. Aggregation terminologies (e.g., ICD)  
However, it is not trivial to understand the roles of these terminology types and how they 
are related to basic distinctions in knowledge representation such as “open world” or 
“closed world” semantics [2]. 
SNOMED CT [3], a clinical terminology standard with about 300,000 representational 
units (concepts) and over 700,000 interface terms in its international version can be 
considered as a hybrid terminological resource in the sense that it can be described both 
as a 
� Terminology – in which its representational units are interpreted as concepts (entities 
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of lexical meaning), related to human language terms of different types (Fully 
Specified Names, Preferred Terms, and Synonyms), obeying certain naming 
conventions and: 

� Ontology – in which its representational units are interpreted as classes, individuals 
(a few) and formal relations, as building blocks for logical expressions in the 
description logic EL++/OWL-EL, which are compatible with expressions in 
SNOMED CT’s CG (Compositional Grammar) [4].  

Consequently, every SNOMED CT concept comes with two different characteristics:  
� Human language terms (named “descriptions”), one of which per concept is 

selected as Fully Specified Name (FSN). Every FSN ends with a semantic tag 
(ST), e.g. “Malignant lymphoma (disorder)”; it uniquely identifies a SNOMED 
CT concept and indicates the subhierarchy to which this concept belongs. The 
other descriptions are called synonyms which are interface terms that help find 
the FSN in free text or user entry forms 

� Logical expressions (definitions), which ontologically specify the necessary and 
sufficient conditions particular entities (individuals, instances) must fulfil to be 
classified under a concept, which is translatable into OWL-EL [4]. 

We here propose to assess how the indiscriminate use of SNOMED CT synonyms 
can hamper the quality of the formal concept model’s logical expressions. We analyse 
the relation between FSNs and synonyms on the one hand and, on the other hand, the 
formal representation using SNOMED CT Compositional Grammar. We use the material 
produced in the Joint ICD-11 / SNOMED CT semantic alignment proposed by the Joint 
Advisory Group (JAG) [5]. 

2. Materials and Methods 

As explained in [5], the purpose of JAG’s work was to propose a method to semantically 
align English versions of SNOMED CT and ICD-11. By expressing ICD-11 classes as 
queries on SNOMED CT encoded clinical records thereby avoiding the need for double 
coding. The alignment method consists of two steps: The first one is a lexical map 
between the ICD-11 class name and SNOMED CT FSNs or synonyms. The second step 
is a tentative match between the textual definition of an ICD-11 class and a SNOMED 
CT CG expression as shown in Figure 1.  

  
Figure 1. Lexical map and semantic match between SNOMED CT concepts and ICD-11 classes 
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The lexical map step resulted in a high rate (more than 93%) of the same strings of 
characters in ICD-11 and in a SNOMED CT pre-coordinated concept or more than one 
post-coordinated concepts for the ICD-11 circulatory chapter as summarised in Table 1. 
In the case of an exact match with only one SNOMED CT concept the relation is named 
M. When the exact match is with more than one SNOMED CT concept the relation is 
named A. P which represents the cases when only a partial map is possible.  Z is assigned 
whenever no map is possible. 206 residual ICD classes (“other specified” or 
“unspecified”, with codes ending with”Y” or ”Z”, respectively), are not analysed in this 
work.  

Table 1. ICD-11 Circulatory chapter SNOMED CT Lexical map types 
 

Lexical map types 
Circulatory system 
count Circulatory system rate (%) 

M (pre-
coordinated) 337 78.73 
A (post-
coordinated) 64 14.95 
P (partial map) 27 6.31 
Z (no map) 0 0 
(M+A+P+Z) 428 100 

 

We focused on SNOMED CT concepts that can be lexically mapped to ICD-11 
Mortality Morbidity and Standard (MMS) classes either by one pre-coordinated 
SNOMED CT concept (“M”) or by more than one post-coordinated SNOMED CT 
concept named (“A”) which represents 401 out of 428 ICD-11 circulatory chapter 
classes.  

We checked whether the SNOMED CT CG expressions as displayed in [6] 
correspond to the totality of the textual definition and hierarchy inheritance of ICD 
classes and of defining and constraining axioms of one or more than one SNOMED CT 
concepts. If the expression fully represents the meaning “M” is refined to “M1” (pre-
coordination) “A” to “A1” (post-coordination). Otherwise, if the expression only 
partially represents the meaning, “M” is refined to “M2” (pre-coordination) and “A” to 
“A2” (post-coordination), cf. Table 2. 

Table 2. ICD-11 circulatory chapter SNOMED CT Lexical map and meaning match 

Lexical map and meaning match  
Count 

Rate (%) 

M1 (Pre-coordinated; full meaning  represented) 243 60.60 
M2 (Pre-coordinated; part meaning represented)  94 23.44 
A1 (Post-coordinated; full meaning represented)  51 12.72 
A2 (Post-coordinated; partial meaning represented)  13   3.24 
Total 401  100 

 
Finally, we analysed if the lexical map was between an ICD-11 class with a 

SNOMED CT FSN or with SNOMED CT synonyms of a FSN, and if there was a 
difference in the primitive rates for synonyms and FSN as shown in [6]. 
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3. Results 

Table 3 provides an overview of the results for SNOMED CT synonyms and FSN 
candidates to lexical map with ICD-11 classes. We present by meaning match categories 
(M1, M2, A1,  A2) and for synonyms and FSN the number of primitive or fully defined 
SNOMED CT representations.  

 
Table 3 – SNOMED CT Synonyms and FSN candidates to lexical map by representations 

 

Map and match categories 
(primitive or fully defined) 

Total 
 

Synonyms FSN 

M1 243 20 223 
- Primitive  15 13 
- Fully Defined  5 210 
M2 94 47 47 
- Primitive  47 45 
- Fully Defined  0 2 
A1 51 0 51 
- Primitive  0 0 
- Fully Defined  0 51 
A2 13 10 3 
- Primitive  10 0 
- Fully Defined  0 3 

    
For category M1 (pre-coordinated, complete match) a low rate of synonyms (8.2 %) 

and of primitives (11.5 %) was found. No synonyms and no primitive representations 
occurred in A1.M2 (pre-coordinated, partial match) exhibits a high rate of synonyms (50 
%) and primitive representations (97.8 %), For A2 we found the same high rate of 
synonyms and of primitive representations (76.9 %) as for M2. 

An example can ease to understand the issue. ICD11 code BA 40.0 “unstable 
angina” is mapped to SNOMED CT concept 4557003 | Pre-infarction syndrome 
(disorder) | for this FSN has four “synonyms” which include the ICD11 class name: 
“Unstable angina”, “Intermediate coronary syndrome”, “Crescendo angina” and 
“Worsening angina”. It shall be noticed that different keywords are found as “angina”, 
“coronary” and “pre-infarction” which are not “synonyms” but rather siblings or parents 
or children or broader/narrower descriptions. The FSN Pre-infarction syndrome 
(disorder) concept model instance is “primitive” and the lexical map and meaning match 
category is M2. 

4. Discussion 

Several authors have assessed SNOMED CT descriptions and expressions [7, 8] and 
have questioned the internal consistency of SNOMED CT. Another study [5] shows 
quality issues when challenging the SNOMED CT “open world” semantics with ICD-
11’s “closed world: 107 out of 401 SNOMED CT concepts (26.7%) in the circulatory 
chapter and 107 out of 438 SNOMED CT concepts (23.7%) in the digestive chapter from 
the Clinical finding hierarchy that lexically mapped to ICD-11 classes showed modelling 

J.M. Rodrigues et al. / Scrutinizing SNOMED CT’s Ability 913



issues. Other publications highlight the fuzzy character of the distinction between 
terminology and formal ontology in SNOMED CT. Bona and Ceusters [9] have showed 
the misalignment between terms of the hierarchy Clinical Finding/Disease/Disorder and 
the semantic tag “Disorder” related to the over-interpretation of the word “disorder” in 
the concept name.  

An important aspect to be emphasised is that the high rate of full lexical mappings 
between ICD-11 and SNOMED CT derived from the fact that all SNOMED CT 
descriptions from the international version (FSNs and synonyms) were used. Most of 
synonyms found in categories M2 and A2 are not aligned with ICD11 textual definitions 
and have a SNOMED CT “primitive” representation. It is challenging the ability of 
SNOMED CT concept model to be an “open world’ ontology when trying a semantic 
alignment or meaning match between SNOMED CT concepts and an external 
terminology as ICD developed by another legacy and in another context. 

5. Conclusion 

It is important to include SNOMED CT synonyms (interface terms) as well as fully 
specified names (standardised labels) in any effort using lexical methods for integrating 
SNOMED CT with other terminologies and value sets.  

The differences between ambiguous clinical language as expressed by synonyms 
and formal meaning representation as expressed by SNOMED CT concept model are a 
risk to be taken into account.  

We recommend prioritizing SNOMED CT concept model quality assessment in 
order to increase the number of fully defined representations, on one hand when the FSN 
is concerned or separately when “synonyms” relation to the FSN can be questioned.  
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approach uses rule-based and machine learning techniques to obtain a reduced set 
of 29 specialties. 
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1. Introduction 

Structured vocabularies and terminologies must meet the following objectives: Improve 
patient safety, reduce medical errors, improve efficiency, and reduce costs (e.g. [1]). 
The Hospital Italiano de Buenos Aires (HIBA), uses SNOMED CT [2] as reference 
terminology in its interface Spanish vocabulary [3, 4]. Currently, it has 207000 post-
coordinated concepts in its terminology system, which also gives support to other 
medical centers in Argentina, Uruguay and Chile. SNOMED CT reference sets 
(Refsets) [5] are used in the HIBA thesaurus to support a variety of requirements such 
as the representation of subsets that grouped concepts used in the problem lists.  

One of the aspects in the use of terminology is the creation of subsets that can be 
used as context-dependent controlled vocabularies. These subsets facilitate the use of 
SNOMED CT as primary coding terminology for the problem list or other levels of 
clinical documentation, and potentially maximize data interoperability across 
institutions [6]. 

In this work, we define the set of specialty based healthcare services that will be 
used as contexts that contain a semantic space of HIBA concepts. It is not possible to 
restrict membership of a concept to a specialty subset using SNOMED CT hierarchy or 
parts of it [7]. We used the historical registers that were used by each service area in 
the problems list of the HIBA electronic health record (EHR). There are 601 service 
areas at the HIBA, the goal of the work reported here was to select a subset of those 
healthcare services that facilitate interoperability. At the same time, we looked to keep 
the specialty based semantic relatedness of those concepts that are included in each 
service. As a result, we obtained a set of 29 relevant healthcare services which were 
mapped to SNOMED CT.  
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2. Determination of HIBA service subsets  

The HIBA EHR problem list registers terms that are mapped via a direct or a post-
coordinated expression to SNOMED CT. We used those records corresponding to the 
years 2006 to 2016 where 82500 different concepts were included. In each record the 
HIBA service area is registered. There are 601 service areas with different levels of 
aggregation, for example: section of vascular neurosurgery is part of a more general 
area called Neurosurgery service. Using the terms historically recorded in the HIBA 
problem list, we generated simple subsets of concepts whose context is the HIBA 
service where each concept was used. Our first goal was to determine those medical 
specialty relevant subsets that can be mapped to SNOMED CT healthcare services 
(SCTID 224891009). We plan to use SNOMED CT healthcare service concepts to map 
the HIBA service areas and provide interoperability with other healthcare centers. As a 
second step, we evaluated the coverage of these subsets with those made by another 
healthcare organization such as Kaiser Permanente [6]. 

2.1.  A rule-based and clustering approach 

We used the decision rules in the Table 1, to decide which HIBA service area was a 
meaningful specialty subset. 
Table 1. Examples of exclusion and selection criteria 

Exclusion criteria Selection Criteria  
HIBA services that used only a small number of 
concepts (up to two concepts).  

A HIBA service area can be selected if there is an 
exact match to a SNOMED CT healthcare service 
description, or if it belongs to a more general 
service with a string match to a SNOMED CT 
healthcare service description.  

HIBA services belonging to an administrative 
cluster. Users who selected problems for 
administrative reasons and not for medical reasons.  

If no mapping is found, we use a clustering 
approach to propose a target service that has been 
already mapped and uses similar concepts. 

 
After applying the criteria, we built a graph where the nodes were SNOMED CT 

Concepts and the HIBA Service areas, the links were weighted with the use frequency 
of the concepts in that service area. In that way, we could model that a concept was 
shared by several service area, and a service area used several concepts. We used 
Python igraph clustering package using the Multilevel [8] and the Label propagation 
[9] algorithms to find communities structures in the graph, with 14 and 18 clusters as a 
result. We combined the two outcomes using those pairs of clusters with similar 
behavior. Eight pairs of clusters were selected and mapped to the SNOMED CT 
healthcare service with which it shares similar concepts. 

The evaluation of the acceptance of the exclusion and selection criteria of a service 
area was manually made by a medical resident from the area of medical informatics. 
Table 2 shows examples of the results of the application of the criteria. The results of 
the acceptance of these criteria showed that 63% of the cases were correctly excluded. 
With respect to the selection criteria, 96% of the cases were correctly selected as 
reported by the medical informatics resident. 

Using this methodology we excluded 194 areas from the 601 HIBA service areas. 
Weused string matching and clustering to map the remaining 407 to 44 Snomed CT 
healthcare services. Those that met the exclusion criterion and were accepted by the 
medical resident were not included in this subset (Table 3).  
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Table 2. Examples of exclusion and selection criteria 

Service area Excluded? Selected service Observation 
Managment Yes  Administrative Cluster 
Shift Coordination 
Department of 

Nursing 

Yes  Single Concept 

Neurosurgery No Neurosurgery 
(SCTID:310159002) 

SNOMED CT string matching 

Plastic Rhinology No Otolaryngology 
(SCTID: 310149003) 

Shares cluster 

Table 3. Rule based and clustering approach results 

Final Decision Grouped Service Areas 
Clustering approach Adult nephrology (SCTID: 3931000179103) 9 
 Adult Ophthalmology (SCTID: 4441000179102) 19 
 Adult Cardiology (SCTID: 3811000179104) 22 
 Dermatology (SCTID: 700241009) 7 
 General Medicine (SCTID: 700232004) 45 
 General surgical (SCTID: 310156009) 26 
 Obstetrics and gynecology (SCTID: 310060005) 34 
 Traumatology (SCTID: 4101000179107) 24 
Excluded service areas 194 
Services with string matching (42 Healthcare service area) 221 

2.2. A Machine Learning Classification Approach 

We used a classification approach to identify those healthcare services that share an 
overlapping set of concepts. We use a supervised learning algorithm to predict the 
membership of a concept to a service. This task is more difficult if there are many 
shared concepts by different services. We used the set of 44 services described in the 
previous section and the corresponding SNOMED CT concepts. We split the data into 
a partition of 50% of the data for training and 50% for testing. We used the 
StanfordNLP ColumnClassifier algorithm [10], to build a model to predict the service 
membership of a concept. The results showed the following scores: Accuracy/micro-
averaged F1: 0.736, Macro-averaged F1: 0.500. The confusion matrix generated by the 
model provides information on what services share the same concepts, and thus 
proposes a merger between them. Table 4 contains those services that were selected in 
the first stage and the corresponding services they were merged to. We used low F1 
scores to detect the services that should be merged. We used the confusion matrix 
information to identify the target service. As a result 15 services was merged, we 
obtained a final set of 29 services and a new model was created. Using this model, the 
performance of the model was improved: Accuracy/micro-averaged F1: 0.775, Macro-
averaged F1: 0.664.  

3. Evaluation of Subset coverage 

As a result of these experiments, we select 29 specialty-based services. We use the 
specialty subsets from Kaiser Permanente Convergent Medical Terminology (KPCMT) 
as gold standard to evaluate the coverage of the subsets. We found 10 subsets of Kaiser 
Permanente that were related to 16 of the 29 final services. 

The coverage of a subset is defined as the proportion of the concepts that are 
shared to the reference subset size [11]. In order to validate of the subsets coverage, we 
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compared each subset to similar subsets in KPCMT. Table 5 shows the subsets created 
in previous experiments that were compared with KPCMT. We also report the 
comparison that was made by Nova Scotia [12] in the development of their own 
specialty subset. In some cases, we grouped several services to compare with a 
KPCMT subset (e.g adult nephrology, endocrinology, pediatric endocrinology and 
urology was compared with the KPCMT subset endocrine, nephrology and urology). 
Table 4. Merged HIBA services 

Initial Service F1 Merged to Initial Service F1 Merged to 
Anesthesia 
SCTID: 310001007 

0.05 General Medicine 
SCTID:700232004 

Audiology 
SCTID:310004004 

0.00 Otolaryngology 
SCTID:310149003 

Vascular Surgery 
SCTID:310168000 

0.18  Adult Cardiology 
SCTID: 
3811000179104 

Colposcopy 
SCTID: 
310024000 

0.00 Obstet. & gynaec. 
SCTID:310060005 

Pedia. Dermatology 
SCTID: 
3821000179109 

0.48 Dermatology 
SCTID:700241009 

Pharmacy 
SCTID:310080006 

0.40 General Medicine 
SCTID:700232004 

Phonoaudiology 
SCTID:310101009 

0.61 Otolaryngology 
SCTID:310149003 

Gastroenterology 
SCTID:700433006 

0.23 General Medicine 
SCTID:700232004 

Pediatric Gastroent 
SCTID: 
3771000175106 

0.00 Otolaryngology 
SCTID:310149003 

Home Care 
SCTID: 
4291000179105 

0.13 General Medicine 
SCTID:700232004 

Pathology 
SCTID:310074003 

0.00 Imaging 
SCTID: 
3851000179100 

Psychology 
SCTID:310123008 

0.00 Psychiatry 
SCTID:310116007 

Rheumatology 
SCTID: 
3621000175101 

0.34 General Medicine 
SCTID:700232004 

Intensive Care 
SCTID:310032008 

0.28 General Medicine 
SCTID:700232004 

Pediatric Inte. Care 
SCTID:310034009 

0.18 General Medicine 
SCTID:700232004 

   

 
The results show that the majority of the services have a coverage between 0.30 

and 0.45, those that are located with better coverage are paediatrics (0.56), cardiology 
(0.46) and dermatology (0.45); And the worst coverage is oncology (0.07), this is the 
only case in which the HIBA subset is smaller than the reference.  

On the other hand, the precision levels between the two sets of data make the 
comparison task complex. For example, the HIBA cardiology service subset includes 
the finding arterial ulcer, which is not included in Kaiser Permanente cardiology 
subset. However, arterial ulcer is a daughter of arterial disorder which is included in 
Kaiser Permanente. 
Table 5. Coverage of HIBA concepts specialty subsets vs KPCMT 

Service Nova Scotia HIBA 
# Subset # Gold Coverage # Subset # gold Coverage 

Cardiology 886 653 0.18 9182 880 0.46 
Dermatology 638 691 0.16 11622 2757 0.45 
Haematology* 714 330 0.13 721 4086 0.17 
Infectious Disease 2,202 1101 0.08 - -  
Ophthalmology 1,327 413 0.34 4188 3285 0.41 
Orthopaedic Surgery 1,306 167 0.10 22555 1089 0.25 
Otolaryngology 1,344 641 0.29 - -  
Paediatrics 3,699 2181 0.34 17325 3793 0.56 
Respiratory Medicine 114 511 0.08 - -  
Gyneco. &Obs.    8319 1370 0.33 
End. Neph & Ur.    18075 1639 0.40 
Neurology    10856 1792 0.40 
Oncology    721 4086 0.07 
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Pediatrics    17325 3793 0.56 
Mental Health    2372 1163 0.30 
Trauma    22555 5009 0.42 

4. Conclusions 

Snomed CT does not define methodologies to build subsets with concepts that are 
grouped by a context, the methodology we used clustered those concepts used in the 
problem list previous records according to the context given by the corresponding 
service area. The HIBA has 601 hierarchical areas with different levels of aggregation. 
Using rules and clustering we excluded administrative areas and mapped the remaining 
ones to 44 SNOMED CT services. Using classification machine learning techniques we 
identified significant overlap in some services. While grouping the concepts by context 
is necessary to facilitate the meaningful use of terminology, there are few examples of 
public methodologies or subsets that can be used as a reference. This work uses 
grouping and supervised learning techniques to define those specialties that can be 
differentiated from others based on the use of terminological concepts. Once the 
services were defined we evaluated their coverage with respect to the Kaiser 
Permanente reference subsets, and in most cases, it gives a coverage above 40%. 
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Abstract. Chronic diseases are the leading cause of death worldwide. It is well 
understood that if modifiable risk factors are targeted, most chronic diseases can 
be prevented. Lifetime health is an emerging health paradigm that aims to assist 
individuals to achieve desired health targets, and avoid harmful lifecycle choices 
to mitigate the risk of chronic diseases. Early risk identification is central to 
lifetime health. In this paper, we present a digital health-based platform (PRISM) 
that leverages artificial intelligence, data visualization and mobile health 
technologies to empower citizens to self-assess, self-monitor and self-manage their 
overall risk of major chronic diseases and pursue personalized chronic disease 
prevention programs. PRISM offers risk assessment tools for 5 chronic conditions, 
2 psychiatric disorders and 8 different cancers. 

Keywords. Personalized Healthcare, Lifetime Health, Chronic Disease Risk 
Assessment and Prevention, Citizen Empowerment, Population Health 

1. Introduction 

Chronic non-communicable diseases, such as cardiovascular disease, diabetes and 
cancers are causing 70% of all deaths worldwide [1]. Generally, chronic diseases are 
regarded as lifestyle-related diseases, because the incidence of a disease is strongly 
influenced by the manner a person lives. It is well understood that if risky lifestyle 
behaviours are avoided, most major chronic diseases can be prevented. Lifetime health 
is an emerging health paradigm that aims to assist individuals to achieve long-term 
health targets, and avoid harmful lifecycle choices to mitigate the risk of chronic 
diseases. Early risk assessment at the population level is central to lifetime health.  

Public Health Agency of Canada’s strategic directions indicate the urgent need for 
innovative citizen-engagement and empowerment strategies to preemptively detect and 
effectively prevent the onset of chronic diseases. This can be achieved by targeting 
modifiable risk factors through digital health based personalized risk assessment, 
monitoring, lifestyle change and behaviour modification programs [2, 3].  

Chronic disease risk factors can be classified as modifiable risk factors such as diet 
and lifestyle, whereas others are non-modifiable risk factors such as age, genetics and 
family history. Over 90% of diabetes, 80% of cardiovascular diseases, 70% of stroke 
and colon cancer are potentially preventable by combining few lifestyle modifications: 
non-smoking, moderate physical activity, moderate alcohol consumption, healthy diet, 
and maintaining a healthy weight [4]. A systematic review has demonstrated the 
positive impact of communicating personalized risk scores towards motivating at-risk 
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individuals to modify their risk factors—overall 45% of participants who received 
personalized risk information made informed choices, compared to 20% of participants 
who received generalized risk information [5]. 

Our objective is to provide informative and interactive tools for individuals to 
assess their cumulative chronic disease risk, and in response to the noted risks present 
personalized behavioral interventions targeting lifestyle changes to mitigate the risk of 
chronic diseases. In this paper, we present the functional design of our digital health 
based Personalized Risk Investigation, Stratification and Mitigation (PRISM) platform 
that leverages artificial intelligence, data visualization and mobile health technologies 
to empower citizens to self-assess, self-monitor and self-manage their overall risk of 
major chronic diseases and pursue personalized disease prevention programs. At 
present, PRISM has digitized risk assessment tools for 5 chronic conditions 
(Cardiovascular disease, Diabetes, Hypertension, Stroke and COPD), 2 psychiatric 
disorders (Anxiety and Depression), and 8 different cancers. The significance of 
PRISM lies in empowering individuals to pursue lifetime health to impact on quality of 
life, health care costs, chronic disease reduction and mortality.  

2. Methods 

Our risk assessment and mitigation approach posits that chronic disease risk assessment 
should be (a) pursed from a holistic multimorbid perspective, as it has been shown that 
major risk factors are additive in predictive power, where their co-occurrence leads to 
greater risk for chronic disease; and (b) personalized to an individual’s health status. In 
this regard, we take a Healthcare Knowledge Management [6] approach to (a) model 
and computerize a range of validated chronic disease risk assessment tools as a chronic 
disease risk knowledge model; (b) establish interactions between risk factors across 
multiple diseases; (c) provide person-centered risk assessment, as opposed to disease-
centric risk assessments; and (c) employ interactive data visualizations to display 
chronic disease risks based on live health data.  

2.1. Computerization of Risk Assessment Tools 

To computerize the risk assessment tools, we have developed an integrated, agile and 
evidence-informed knowledge model—i.e., Chronic Disease Risk Ontology (CDRO)—
to logically represent synergistic associations between risk factors, risk ratios, health 
determinants (physiological, pathological, genetic, psychosocial, etc.), risk assessment 
tools and multimorbid diseases. CDRO represents the following concepts:  

1. Risk Determinants that denote all health determinants and risk factors 
influencing the risk of chronic diseases. Given that the onset of a disease can 
influence the risk of other associated chronic diseases, the concept includes 
diseases, disorders and medical conditions contributing to the risk of chronic 
diseases, in addition to the conventional risk factors, such as demographic and 
lifestyle risk factors. 

2. Observables represent an individual’s measureable health attribute which can be 
used to quantify the exposure to a specific risk factor.  

3. Risk Association describes and maps the mutual associations between source of 
risk (i.e. risk factors) and outcome of risk (i.e. chronic diseases). To determine 
the risk association, we state a specific observable that provides a measure of 
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the source of risk, and the specific condition under which the association 
becomes true. The associations and conditions are defined according to the 
hazard ratios and/or odds ratio presented in the risk assessment models.  

The CDRO (shown in Figure 1) serve as an evidence-based knowledge resource to (a) 
assess multiple chronic disease risks; (b) integrate these risks with the individual’s 
health determinants to calculate the “My Health Asset”; and (d) design risk prevention 
and behaviour modification plans based on personal health profile [3, 7, 8]. 

 
Figure 1. Chronic Disease Knowledge Model 

2.2. Health-Centered Risk Assessment: 

Most existing chronic disease risk assessment tools are disease-centered, as opposed to 
being centered on an individual’s health. Given the presence of many-to-many 
relationships between risk factors and chronic diseases [4], we argue that pursuing a 
disease-centric view is not effective in determining the overall ‘health’ status of an 
individual. Therefore, from a personalized lifetime healthcare perspective, we have 
developed a singular, objective health status measure–termed as the Health Asset Score 
(HAS)—that represents an individual’s overall multimorbid chronic disease risk. HAS 
has been derived through an aggregation of multiple impactful health determinants and 
major chronic disease risk factors. Given that some risk factors have stronger 
associations with chronic diseases than others, we weighted differentially the risk 
factors according to their contribution to the total burden of disease in Canada. The 
development and validation of HAS is discussed in separate publications. 

2.3. PRISM Platform: Functional Architecture 

The PRISM platform is developed as a web- and mobile app that serves as the digital 
health interface for individuals to assess their personalized chronic disease risks and 
pursue personalized behavior modification plans to mitigate the risks for chronic 
diseases. Using a user-centered design approach, we developed the PRISM dashboard 
that provides chronic disease risk assessments and related risk mitigation information 
in an intuitive and interactive format. PRISM entails advance visual analytics methods, 
based on Angular and D3 visualization libraries, to implement health-lines to illustrate 
the evolution of health profiles over time; node-diagrams to show risk factor influence 
on multimorbidity risk; pictograms for comparisons with similar populations; H-graphs 
to illustrate the health score and impact of related chronic disease risks; and chord 
diagrams to illustrate effect of influencing modifiable risk factors. PRISM dashboard 
allows citizens to interact with any visualization, such as zooming-in for more detailed 
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information, and modulating risk factors to learn how changing a risk factor will 
influence their HAS. The PRISM app is developed for iOS and Android platforms.  

The PRISM platform’s architecture consists of 5 functional layers (Figure 2.): 

 
Figure 2. PRISM Functional Layers 

1. Application layer: This layer hosts the front-end applications and serves as the 
interface for the end-user. This layer comprises the following applications: (a) 
PRISM dashboard offers a secure, interactive and personalized dashboard for 
individuals to (i) receive overall health and disease-specific risk scores via 
intuitive visualizations to effectively translate risk information, and (ii) receive 
alerts and reminders in response to changes in risk scores; (b) PRISM self-
monitoring tool to facilitate tracking of risk information, personal health data 
and lifestyle data; and (c) PRISM health profile ‘logbook’ to provide users with 
a user-friendly interface that facilitates the input of personal health and lifestyle 
information.  

2. Data Layer: This layer is responsible for the collection and integration of 
personal health data, collected from heterogeneous data sources to generate a 
holistic health profile that comprises person-reported health and psychosocial 
parameters and health data from wearable and mobile devices about lifestyle 
activities, socio-economic, environmental and demographics. The data 
collection interface is the PRISM mobile app that leverages existing health 
data collection kits (iOS and Android) to collect sensor data (heart rate, 
breathing, exercise, lifestyle, etc.) from wearable devices, health data from 
consumer health devices (such as blood pressure and glucometer, weight scale, 
etc.), and text- and voice activated questionnaires. 

3. Analytics Layer: The analytics layer entails a range of data analytics methods 
to analyze the individual’s health profile to generate both singular chronic 
disease risk scores and the cumulative HAS.  

4. Information Layer: This layer provides a comprehensive overview of a 
person’s health in terms of a personalized health score, individual chronic 
disease risks, health profile trend over time, and present risk factors and how 
they are influencing the risk for chronic diseases. The information layer uses 
state-of-the-art visual analytics techniques to create an interactive PRISM 
dashboard where individuals can visualize their chronic disease risks and 
recommended behaviour change strategies.  

5. Knowledge Layer: The knowledge layer embodies the CDRO that contains 
the digitized chronic risk assessment tools. The knowledge layer uses the 
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health profile to generate personalized multimorbid risk trajectories. CDRO 
also generates personalized behaviour modification plans based on the 
individual’s health profile. PRISM Evaluation Framework:  

PRISM is currently undergoing evaluation, based on a cross-sectional study design, 
where we collect use a self-administered questionnaire to evaluate citizens’ behavioural 
intention of using PRISM platform. From a theoretical perspective, PRISM’s 
evaluation is based on a range of technology acceptance models [9]. According to the 
theories, perceived usefulness and attitude towards using can positively influence one’s 
behavioural intention to use an application. Additionally, task-technology fit is being 
measured as it is an important factor that influences one’s behavioural intention to use.  

To measure citizens’ behavioural intention towards PRISM, we designed a self-
administered survey using standard questions, based on constructs from the 
abovementioned theoretical models. A sample size of 40 users allowed us to achieve a 
statistical power of 0.8 with a medium to large effect size (f2=0.35). The evaluation 
results will be presented in detail in a follow-up publication.  

3. Discussion:  

Preventive and personalized health solutions are the right approach to reduce the health 
and economic burden of chronic diseases. The PRISM platform is an innovative 
population-based lifetime health eco-system designed to empower citizens to take 
personalized measures to prevent the onset of chronic diseases. The annual economic 
burden of chronic disease risks is estimated to be $50.3 billion in 2012—therefore if 
PRISM can help achieve a 1% annual relative reduction in the prevalence of chronic 
disease risk factors it will result in saving an estimated $8.5 billion annual by 2031 [10]. 
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Abstract: In previous research we have learned that patients with chronic or 
complex diseases often experience difficulties when transitioning from hospital 
care to self-care in their home. We address these difficulties by developing an 
eHealth tool for patients – ePATH (electronic Patient Activation in Treatment at 
Home) – intended to empower each patient to manage their individual situation. 
We have employed a user-centered design process involving both patients and 
healthcare personnel to specify the content and functionality of ePATH. The 
system is deployed as a web application with secure login for patients. In this 
article, we describe the main content and functionality of the system that makes it 
possible for a patient to manage symptoms development in relation to treatment 
progression Interactive functionality, e.g., reminders and social support, is 
included to make the ePATH a useful and informative bridge between patients, 
next-of-kin and different caregivers. One lesson learned is that it is necessary to 
incorporate motivational components in the development of an eHealth tool to 
successfully overcome the “intention-behavior” gap. The self-determination theory 
of motivation can be used to ensure that important aspects are not missed. 

Keywords: transitions in care; patient participation; personalized care; eHealth; 
user-centered design 

Introduction 

The global burden of non-communicable diseases (NCDs), including heart disease, 
stroke, cancer, diabetes and chronic lung disease, is rapidly increasing. In Sweden, 60-
70% of people older than 75 years have three or more concurrent diagnoses in their 
medical records and have been hospitalized three or more times in the last 12 months 
[1]. Although patients with NCDs are frequent users of healthcare resources, they 
spend the majority of their time outside the hospital, managing their symptoms and 
complex medication regimens on their own. Management of care at home includes 
several tasks, such as handling medication, monitoring symptoms, and the physical, 
emotional and psychosocial consequences of having a NCD. It also includes the tasks 
of coordinating care and transferring information between specialized care and primary 
care [2]. Several studies including our own [3] have shown that patients are not 
adequately prepared to handle their self-management at home. There is evidence 
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indicating that web-based interventions can improve self-management and patient 
empowerment [4]. However, to be effective, web solutions should include multifaceted 
components aimed at enhancing patients’ capacity for self-care [5].  

Drawing on our own and related research on care transitions and eHealth tools 
developed for more specific settings, we have developed a prototype eHealth tool that 
aims to empower patients when transitioning through their healthcare trajectories and 
managing their chronic conditions or postoperative symptoms at home. In future, we 
believe that the prototype may inform the specification of more generic design 
principles for patient self-care, supporting people with NCDs to navigate their care 
trajectory and perform their self-care activities at home. This paper reports on the 
lessons learned during the initial phases of the development process. 

1. Methods 

The multidisciplinary research team has applied a user-centered design process (based 
on the ISO standard of “Human-centered design for interactive systems”) that involved 
patients with prostate cancer and healthcare personnel in iterative design cycles [6]. 
Sweden has a standardized care plan for prostate cancer and professionals’ work 
processes are relatively well defined. Nevertheless, most patients experience distressing 
symptoms post-treatment (e.g. fatigue, urinary leakage, and erectile dysfunction) for 
which self-care activities are required during several months to reduce the risk of 
chronicity.  

Initially, three group interviews with a multidisciplinary team of professionals at a 
county hospital in southern Sweden were performed to map prostate cancer patients’ 
care trajectories through the healthcare system. This included identification of typical 
obstacles or common questions that patients raise during treatment and healthcare 
professionals’ initial thoughts on how an eHealth tool could be used. Three semi-
structured interviews with prostate cancer patients recruited through an urotherapist at 
the hospital were conducted. The patients were 68-76 years old, had received their 
prostate cancer diagnosis one to two years earlier, and had been treated with radical 
prostatectomy. The interviews were focused on experiences of their care trajectory 
from diagnosis and treatment trough transitioning from hospital to home; information 
they found missing or useful; and experiences of handling post-operative symptoms at 
home.  

All interviews were audio-recorded, transcribed verbatim and analyzed using 
qualitative content analysis [7]. Results from the analysis have fed into the iterative 
design work of specifying the eHealth tool. A patient journey map visualizing the 
patient’s care trajectory, information needs, and touch points with different 
stakeholders was created to determine where an eHealth tool could provide most value 
to patients [8]. The development of the eHealth tool progressed from initial design 
mockups to low fidelity prototypes and finally a functional web application. 

2. Lessons learned 

The design process resulted in a functional prototype that captures patient needs and 
also emphasizes the need of integration with the care processes of healthcare providers. 
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A two-way communication tool for information exchange between patient and 
healthcare was developed. 

2.1. The four basic pillars – information needs 

Our input values in the beginning of the research project were that the eHealth tool 
should present information on 1) the patient’s planned self-care activities, 2) 
medication management, 3) health and symptom tracking, and 4) contact information 
to caregivers. This information constitutes four basic pillars on which an eHealth tool 
can be developed. Our interviews with both personnel and patients, confirmed that this 
set of basic information is important to present to patients, as more knowledge about 
their condition and treatment may relieve patients from some anxiety about the future. 

We learned that although information was provided, and patients were assigned a 
personal nurse coordinator, they were not always fully aware of what symptoms to 
expect after treatment and how they could work on ameliorating them. Therefore, once 
they were at home, patients often found it difficult to motivate themselves to actually 
perform the recommended self-care activities to reduce the post-operative symptoms. 

2.2. The fifth pillar – social support 

All patients mentioned the importance of having social support, from the time of 
diagnosis, through treatment and beyond. The patients also mentioned that their 
partners were as informed about the disease and treatment as the patients themselves 
and had been a great support during this difficult time. One patient described the 
importance of “peer patients”, as he could relate to their experiences. He believed that a 
forum where he could share and “normalize” his experiences would have been 
beneficial even early in his cancer care trajectory. On the same note, one patient got a 
diary of his brother’s prostate cancer experience, written by his brother’s wife. The 
patient who read the diary, written in a factual style, often felt well prepared for his 
encounters, and he believed that the diary had helped him a lot. 

2.3.  A tool for interactivity and motivational support 

We experienced the power of using simple prototypes of the eHealth tool (sketches), to 
communicate early, conceptual ideas to personnel and patients. It was an eye-opener 
for personnel to be shown early design ideas, and they immediately started thinking 
about how it would impact their daily work. For example, how the use of an eHealth 
tool could support collaboration between different clinics (e.g. surgery and oncology) 
which would improve communication and handovers of patients during treatment. 
Patients, in turn, recognized the benefit of having diagnosis-specific information and 
healthcare contacts gathered in a single tool. One patient said that access to such a tool 
might have motivated him to sustain his postoperative training which might have 
prevented his chronic urinary incontinence.  

2.4. Conceptual design of the eHealth tool 

After several design iterations using low-fi prototypes that were discussed with 
healthcare personnel and patients, we have implemented our design ideas for the 
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eHealth tool (electronic Patient Activation in Treatment at Home - ePATH) in a web 
application. Figure 1 illustrates the start page that the patient sees upon login to 
ePATH. It contains an overview of the patient’s set goals and all the planned 
medications, activities, health and symptom tracking for the current day. Self-care 
activities, as well as health and symptoms can be registered using self-assessment 
questionnaires. All registrations can also be done directly from a mobile application 
(mPATH) that communicates with the web application. Selected data will be 
aggregated and illustrated as graphs (not shown), allowing the patient to see how their 
health progresses over time. The graphic overview may have an educational and 
motivational effect, as it helps the patient to detect patterns and understand 
relationships between his health status and self-care exercises over time. 

The navigation panel allows the patient to navigate to different more detailed 
views presenting diagnosis specific information that has been selected based on the 
patient’s individual needs, as well as information and guidance on self-care activities, 
medications, and health and symptom tracking. The patient also has a section to write 
their private diary and notes. Furthermore, ePATH contains contact information to the 
patient’s healthcare contacts and clinics, and a messaging service for sending short text 
messages to dedicated healthcare contacts.  

 

Figure 1. A section of the start page that is presented to the patient upon login to ePATH – shows an 
overview and allows patient to register planned activities of the current day. 

4. Discussion 

The main value of eHealth is to provide content and functionality that will drive patient 
empowerment to effective self-management. The pillars of ePATH can be analyzed on 
the basis of the self-determination theory, a general theory of motivation which posits 
that all persons have three basic psychological needs: autonomy, competence and 
relatedness [9]. Research has shown that the use of a pedometer, for example, can 
support patients’ feeling of autonomy, competence and relatedness, and thereby 
motivate them to engage in physical activity [10]. Similarly, ePATH can support 
motivation by putting relevant care-related information in the hands of the patient, and 
remind the patient to take medication, perform self-care activities and to track 
symptoms and health. The patient can learn about the diagnosis and treatment and 
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discuss symptoms development with healthcare personnel, or show their next-of-kin 
personal information and planned encounters. These features support both patient 
autonomy and competence [9]. Patients with complex and/or chronic diseases often 
receive support from several people: healthcare personnel, next-of-kin, and peer 
patients, which help to motivate them during treatment as well as in coping with 
chronic conditions. This social support – enabling patients to connect with others (e.g., 
next-of-kin, peer patients, healthcare personnel) – is essential to getting patients 
motivated in their own treatment. Through this, the relatedness aspect, the need to feel 
connected and cared of by others, can be supported.  

From a healthcare point-of-view, ePATH makes it possible for personnel to get a 
better understanding of symptoms development related to medication adherence as well 
as other factors such as patients’ self-care activities, based on patients’ self-registered 
data. This could open up for new ways of collaboration through more frequent, flexible 
and needs-based contacts between healthcare personnel and patient, without the patient 
having to come to the hospital. Furthermore, ePATH could be a tool to bridge 
communication and information gaps in the continuity of care in a complex healthcare 
system, where multiple caregivers are involved in a single patient’s care [11]. The tool 
can thus be passed as a baton between entities that may not have integrated medical 
records, where information must be transferred manually.  

The main lesson learned is that it is necessary to incorporate motivational 
components in the development of an eHealth tool to successfully overcome the 
“intention-behavior” gap and form new and lasting self-management behavior. The 
basic psychological needs of autonomy, competence and relatedness included in the 
self-determination theory of motivation can be used as a guiding theory to ensure that 
important aspects are not missed.  
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Abstract. EHRs are widely seen as a key resource in modern health care. For 
children not only is primary care vital, but also case-based public health systems can 
help ensure that all children receive immunisation and other preventive programmes. 
A European study showed that in 2016 in the 30 EU and EEA countries, 19 countries 
had widespread use of EHRs in children’s primary care, while 20  countries had 
case-based child public health systems. However, the results show a bias of 
disadvantage for poorer or smaller countries. More study is needed in this area. 

Keywords. e-health, child primary care, electronic medical records, child public 
health records, Europe 

1. Introduction 

The Models Of Child Health Appraised (MOCHA) project) is funded from 2015 to 2018 
by the European Commission’s Horizon 2020 programme. It seeks to identify optimal 
models of primary care for children, and electronic records are seen as a potential 
important support to delivery [1]. Initial work has already assessed and reported on the 
varied pattern of allocation of Unique Record Identifiers as an essential prerequisite to 
effective EHR use [1], and on the very varied and largely limited reference to e-health to 
support children as expressed in national e-health plans [2]. 

This paper reports on the next phase of the pan-European study, namely the reported 
extent of use of electronic health records in each of the current 30 EU and EEA countries.  
It shows significant variation in availability for use, both in primary care and in child 
public health. The potential value of records, especially electronic records, to represent 
the child patient’s needs, has been explained [4]. Child public health record systems have 
been in use effectively for over 50 years [5,6]. 

2. Methods 

The Models Of Child Health Appraised (MOCHA), funded by the Horizon 2020 
programme and running from 2015 to 2018, is charged with identifying optimal models 
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of primary care for children, including the role of electronic records to support care 
delivery [3]. It comprises an overall project management, and focussed research work 
packages, one of which addresses Use of Electronic Records to Enable Safe and Efficient 
Models of Child Primary Health Care. The project is facilitated by the services of a 
retained Country Agent in each country. The Country Agent responds to set questions 
raised by the project, thereby ensuring comparable information is obtained for each 
country, with the local Agent being able to access local materials and expert opinion. 

In late 2016 all Country Agents were asked to report on the extent of use of EHRs 
in delivery of primary care to children in their country. Two separate types of EHR were 
studied. Primary Care EHRs were defined as systems which “… maintain a personal 
health record in electronic format for each (child) patient, usually maintained and used 
by one health care provider practice or organization”. Child Public Health EHR Systems 
were defined as those which “… maintain a personal summary record for each child 
resident in the administrative area (namely they are individual records of identified 
individual children, not statistical summaries). They do not provide a full clinical health 
record, but are restricted to the specific procedures specified for preventive public health 
actions, such as immunisation and programmed screening. They are population based 
and cover patients of all health providers, including children moving in after birth.” 

Most results were received at the end of 2016, but some countries only sent in final 
information up to mid 2017. This report therefore contains some slightly asynchronous 
information (with an origination spread of some eight months), but this will not affect 
the validity of the broad pan-European picture presented. 

3. Results 

3.1. EHR Use in Primary Care 

Responses were received from 27 out of 30 countries, a 90% response rate. Nineteen 
countries (70% of respondents) reported widespread routine use; only four of these - 
Bulgaria, Croatia, Czech Republic and Romania - are from lower income member states.  
The seven states with low or no use are all lower income or small islands. Estonia, with 
its strong e-health innovation, is increasing use. The Latvian Country Agent reported that 
the eHealth implementation process was ongoing, though there was not yet any routine 
use reported. The results are summarized in Figure 1 below. 

This pattern is similar to the results of an earlier study undertaken by Grossman et al 
in 2012 [7], published as this study was being undertaken. The Grossman study 
approached practitioners directly, and also asked about the functions for which systems 
were used, but was restricted to those countries with a community pediatrician form of 
primary care for children; whereas the MOCHA study was at a national level and covered 
countries with community pediatrician, general practitioner, or mixed primary care 
systems for children. 

The MOCHA study also ascertained whether the EHR systems in use for children’s 
primary care were designed with children in mind, were adult-orientated systems, or 
were adult-orientated but with data sets and functions specific to childhood.   

Only Croatia and Italy reported operating systems designed primarily with children 
in mind, while Denmark, Finland, Hungary Ireland, Slovenia and Spain reported generic 
systems with specific child health functionality. The balance of countries reported either 
adult-orientated systems, or a mix of systems. Though the literature on the effect and 
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impact of EHRs in child health is limited, a consensus view reported from the somewhat 
different American setting for the Agency for Healthcare Research and Quality is that 
child health specific functionality is important in EHRs used for children’s health care 
[8]. Thus further study on these lines is needed to ensure that effective screening and care 
services for children are not being impeded by inappropriate EHRs. 

 

 
Figure 1: Use of EHRs in delivery of primary care for children 

3.2. Child Public Health Care-based Systems 

The second type of children’s EHR whose distribution of use was assessed by this study 
was child public health systems.  Such systems are run by the public health function, and 
track key information, primarily about immunization and screening, for all children 
resident, regardless of their primary care provider. Of the 27 countries for which 
responses have been received, a strong majority of 20 (74%) have a child public health 
record system. The results are summarized in Figure 2. 

In essence, seven countries – Austria, Cyprus, Greece, Germany, Latvia, Lithuania 
and Poland – have no such system. In Sweden, the system varies by county, and in France 
the service covers up to 6 year old children and is run by the social security system. In 
Bulgaria, it is a childbirth reporting system. In the other seventeen countries the system 
covers immunization and screening examinations. 

However, it is in the type of functionality that countries’ approaches vary. Table 1 
below shows that five countries and parts of the United Kingdom schedule appointments 
directly, while a further five countries and Scotland are restricted to advising direct 
service providers of children falling overdue. In three countries and Wales the public 
health record system is solely passive. 
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Figure 2: Use of Child Public Health EHRs in Europe 

 
Table 1. Functionality and Data Exchange of Child Public Health Systems 

 
System Directly Schedules 

Appointments 
System advises Provider of 

Children Overdue 
Passive Record 

Czech Republic  
Denmark  
Estonia  
Iceland  
Spain  
UK (Northern Ireland and 
Scotland)                        (SA) 

Czech Republic  
Denmark  
Estonia  
Hungary                       (SA) 
Iceland  
Ireland                          (SA) 
Italy 
Norway 
Romania 
Spain  
UK (England)               (SA) 

Croatia                        (SA) 
Finland 
Malta                          (SA) 
UK (Wales) 

All use a form of automated data exchange unless marked Stand Alone (SA) 

 
These findings are very much in line with a concurrent study by the European Centre 

for Disease Control (ECDC). A policy of ECDC is to advocate the use of Immunisation 
Information Systems (IISs). These cover all ages, and immunization only, but there is a 
strong overlap with the objectives of MOCHA in regard to the recording of children’s 
immunization. In 2016 ECDC undertook its own survey, and received information on 
the child-related IIS functions in 16 countries [9]. The findings are compatible with the 
MOCHA findings on child public health EHRs. 
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4. Conclusion 

Electronic health records are generally assumed to be beneficial, though in general there 
is still a paucity of evidence in this field in Europe [10]. Whereas other parts of the world 
begin to realize the value of EHR in primary care [11,12]. 

However, if EHRs are to be used in primary care, they should be purposeful [7,8] 
and sufficiently systematic that they form a comprehensive e-health ecosystem. ECDC 
also supports the effectiveness of public health records specifically covering 
immunization [9]. This report shows the very varied nature of electronic record use 
regarding children, with a broad gradient of disadvantage to poorer or smaller countries, 
but with some exceptions as specific newer member States seek to make constructive 
and planned progress. MOCHA and the ECDC plan to build on these findings in order 
to identify most effective approaches. 
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Abstract. Digital services are increasingly being developed for the healthcare sector. 
In Finland, the five university hospitals in 2016 launched a virtual hospital platform, 
Healthvillage.fi that includes several portals. The aim of this study is to explore the 
needs of children and their families related to digital services in the context of a 
children’s hospital in Finland. Two methods were used to examine the needs and 
expectations of children and their families: a web-based survey for parents and video 
diaries for children. We identified nine categories of needs and noticed they were 
related to better communication between families, healthcare professionals, and 
peers. These observations were used to further analyze possible novel digital 
services for child patients’ families to support and to complement the recently 
launched Healthvillage.fi platform. 

Keywords. Child patient, children’s hospital, digital services, parents, patient 
experience, peer support 

1. Introduction 

New digital services aim to activate patients toward maintaining their own state of health 
and to provide a better patient experience (PX). In Finland, the five university hospitals 
in collaboration in 2016 launched a virtual hospital platform, Healthvillage.fi 
(Terveyskylä in Finnish) [1]. This platform includes several portals or digital health hubs 
for a variety of diagnoses or disease groups where patients can anonymously access 
reliable information about diseases and health and services. In addition, information is 
provided in the forms of current news, stories, self-care instructions and queries, as well 
as gamified quizzes. Two of these portals, relevant for this article, provide services for 
children and their families (Lastentalo.fi) and for peer support (Vertaistalo.fi)  

Peer support services can be seen as a novel approach to complement traditional 
healthcare services, but digital solutions for peer support are still in early development. 
As part of the Healthvillage platform, the Vertaistalo.fi portal provides support for 
finding peer groups and reliable information about the topic. What characterizes peer 
support is that peers can understand each other in a way that the surrounding people of 
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each person’s social network are not capable of [2]. Peer support can be provided in 
different ways, from personal or group meetings to online support [3].  

From the perspective of parents of child patients, digital services for peer support 
offer new and interesting possibilities to complement traditional services provided by 
healthcare organizations [3], since they can be used regardless of time and place. Social 
media has brought new dimensions to the ability to reach people in a similar life situation. 
Often, peer support is studied from the perspective of a particular group [e.g. 4-5]. 
However, the needs and services of families with children in terms of peer support have 
scarcely been studied. 

Furthermore, although considerable research has been devoted to digital healthcare 
(or eHealth) services, less attention has been paid to understanding how patients 
experience these new services. It has been suggested that PX is comprised of more than 
patient satisfaction alone and that PX contains the following aspects: a continuum of care, 
a focus on expectations, individualized care, and alignment with patient-centered care 
principles [6-7]. From the viewpoint of PX, child patients and their families have special 
characteristics as patients; PX and care do not solely revolve around an individual patient 
but a child together with their parents and other members of their family or supporting 
network. Some studies have investigated the needs of child patients concerning the 
quality of care and conditions inside the hospital [8-11]. One study suggested that it is 
important to involve children and their families in designing the care in order to improve 
quality [12]. However, research on the needs and expectations of child patients and their 
families toward new digital healthcare services is lacking. 

The aim of this study is to support the development of digital healthcare services 
targeted at families with child patients in the context of a children’s hospital. We 
approach the topic from two perspectives: What kinds of needs and expectations for new 
digital services to support peer support arise from the experiences of parents with child 
patients? What kinds of needs and expectations for new digital services targeted at child 
patients arise from the everyday experiences of child patients? Our hypothesis is that by 
providing alternative digital services in addition to traditional face-to-face services, the 
PX can be enhanced. If we understand the needs and expectations of child patients and 
their families, digital healthcare services can be designed to directly address those needs. 
The study is part of the Lapsus research project [13], which has received permission from 
the ethical committee. 

2. Methods and Data Collection 

Two methodological approaches were applied: a web-based survey for parents and video 
diaries for children. The survey method was selected to reach a large number of potential 
respondents and inquiry about their needs on a general level. The video diary method 
was chosen since the aim was to gain more profound, qualitative information from 
children regarding their experiences as expressed by themselves [14]. In addition, video 
diaries can provide latent information not available through any other method, for 
example, information about feelings or dreams [14-15].  

Web-based survey about peer support for parents: The target population of the 
survey were parents of children with special needs who have a long-term illness or 
disability. The survey was available from January to February in 2014. Participants were 
searched for through the mailing list and the Facebook site of a Finnish national 
association for peer support for special needs children. The survey consisted of 12 open-
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ended questions related to the following themes: participating in peer support groups, 
communication within the group, methods of peer support and future views. The data 
were gathered anonymously. The data included 73 responses from parents who had 
children with special needs. Almost half (41%) described the diagnosis of their child; 
altogether, 22 diagnoses were mentioned. The age range of the children was wide, though 
most of the children were in primary school or younger.   

Video diary for child patients: The participants were children aged 10–16 years with 
a chronic disease who were followed up regularly at the juvenile rheumatoid arthritis, 
diabetes, or gastroenterological outpatient clinics of the Children’s Hospital, Helsinki 
University Hospital. The study was carried out from January to May in 2016. The method 
included providing the child with a probe package, which consisted of a tablet, a binder 
with tasks and instructions. The children were instructed to complete the given tasks and 
record daily video clips or diaries on the given themes at their homes for 10 days. The 
tasks were related to the following themes: the illnesses and their check-ups as well as 
their spatio-temporal dimensions, feelings and the social aspect of being ill. After the 
study period, face-to-face interviews with the children were conducted in order to gain a 
deeper understanding of the data. Fourteen children participated in the study. Of the 14 
participants 11 were female, and 6/14 had rheumatoid arthritis, 5/14 diabetes and 3/14 
had an inflammatory bowel disease. The data consisted of the filled binder with the 
completed tasks; the video clips, each averaging 2–5 minutes in length; and the 
interviews, each averaging 55 minutes in length.  

Analysis of the data: For the purposes of this study, the observations were grouped 
into meaningful categories representing the needs for the new digital services. The 
process followed the principles of the content analysis method [16]. The first author (NK) 
was responsible for the analysis. The qualitative data were analyzed using Atlas.ti 
software, and special attention was paid to retain traceability between the methods and 
observations.   

3. Results and Analysis 

We identified nine categories of needs of children and their families that new digital 
services could target. All categories were related to better communication with both 
healthcare personnel and peers (see Table 1).  

 Table 1. Categories of needs relating to better communication with healthcare personnel and peers. 

 Description of the need Source of the data (% 
of respondents)  

A. Need for communication and to receive information and tips  Survey, video diaries 

B. Need to share experiences, reflect on feelings, and process issues Survey (ca. 56%), video 
diaries 

C. Participation in peer support to be easy and affordable Survey (ca. 20%) 
D. Children specifically need peer support Survey (ca. 67%) 
E. Peer support that is not diagnosis-specific is needed Survey 
F. Fathers should be taken better into account in peer support Survey 
G. Siblings should be taken better into account in peer support Survey (ca 20%) 
H. Information about peer support is needed from healthcare personnel  Survey (ca. 14%) 
I. Peer support should be better coordinated, there should be an explicit party 

that is responsible, and the hospital should have an operations model Survey 
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These categories of needs were utilized as a starting point for further analysis to 
identify the possibilities of novel digital services for child patients’ families to support 
and to complement the recently launched Healthvillage.fi platform, particularly relating 
to the portals for families with children and for peer support. Figure 1 illustrates the 
connections between the identified needs (marked in red), novel digital channels and 
services (marked in purple and green), and how they could be linked together with the 
existing portals. 

 
Figure 1. Connections between the identified needs (marked in red), novel digital channels and services, and 
existing portals for families with children (Lastentalo, marked in purple) and peer support (Vertaistalo, marked 
in green). * with the nurse/doctor; ** between doctors and parents; *** where patients sign themselves in; **** 
includes hospital ground plans, 3D models, information about novel treatments, links to research, information 
about illnesses, care and associations, and short informative video clips 

4. Discussion  

Our study aimed to identify the possibilities of digital health services to meet the needs 
and to enhance PX of children and their families in the context of hospital care. We 
noticed that these needs were related to better communication with both healthcare 
personnel and peers. Previous studies have also identified the children’s needs related to 
communication [8-11] and peer support for siblings [5]. However, these studies have not 
considered digital health services or related children’s needs.  

Development of digital services and platforms to support traditional services is a 
timely topic in Finland. The recently launched health portals by the Finnish university 
hospitals for families and peer support will eventually include interactive digital services 
(e.g. an interactive game for processing feelings) and communication channels (e.g. chat 
and video meetings), although at the moment, these portals focus on providing reliable 
information to citizens and patients. In the future, new digital healthcare services are 
expected to activate children and young ones to self-care.  

We identified nine categories of needs related to better communication between 
families and healthcare professionals and peers. Further analysis focused on supporting 
these needs and link these to already existing digital platforms and portals provided by 
hospitals. The proposed new services and channels include e.g. digital questionnaires 
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and virtual peer support meetings. The ideas of new digital services introduced in this 
article can be utilized not only in children’s hospitals across Finland but also in similar 
hospitals around the globe. When digital services are developed and become more 
common, they can have a positive impact on the PX of children and their families.  

The survey showed that parents believe children need peer support as has been noted 
in earlier studies [8]. However, while clarifying this topic with children through the video 
diaries, it became evident that not all of the children perceived it as necessary. The 
children usually discuss their illness with their closest friends and family members, and 
some of the participants even had a relative with the same disease. This may have led to 
some children not feeling the need for peer support as strongly as others. More 
importantly, the video diaries indicated that the children want to live just like other 
children of the same age and that their life was defined by their everyday goings-on and 
not their illness. This observation clearly demonstrates the importance of seeking 
experiences expressed by the children themselves and not solely by their parents. One 
focal challenge of our study was the sensitivity of this topic. It was difficult to find 
participants for the video diaries [17]. What is more, ethical perspectives needed to be 
taken carefully into account. The knowledge gained through this study helps clarify how 
information about PX can be obtained from children, as well as what kind of issues they 
and their families believe are important and valuable.  
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Abstract. se-atlas – the health service information platform for rare diseases – is 
part of the German National Action Plan for People with Rare Diseases. The website 
www.se-atlas.de provides an overview of health care providers and support groups 
focusing on rare diseases in Germany. Since the start of se-atlas in 2013, several 
strategies are being developed and evaluated. This paper gives an overview about 
the expectations and visions for se-atlas at the beginning of the project, the 
challenges and lessons learned within the project period and how se-atlas is 
implemented today. 
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1. Introduction 

Since a few years, people with rare diseases (RD) are getting increasing political and 
public attention. Several initiatives had been started to improve the health care situation 
at European level as well as in the individual member states of the European Union (EU). 
In the EU, a disease is classified as rare, if less than 5 per 10,000 people are affected. 
According to estimations, 27 – 36 million people live with a rare disease in the EU [1] 
[6]. Germany established a National Action League for People with Rare Diseases 
(NAMSE) in 2009 and four years later a National Action Plan that includes 52 measures 
to improve the health care situation for affected people has been implemented. One topic 
of this action plan focuses on the information management for rare diseases. Due to the 
extraordinary need for health information by people with rare diseases [2] in combination 
with the growing relevance of the internet as a source for these information [7] the action 
plan includes a central online information portal about rare diseases, and a cartographic 
representation of health care providers for rare diseases [2]. 

The project se-atlas – Mapping of Health Care Providers for People with Rare 
Diseases – started in 2013 and is funded by the Federal Ministry of Health (Germany) 
until 2018. The objective of se-atlas (www.se-atlas.de) is to illustrate those health care 
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providers and support groups related to rare diseases in Germany in a transparent and 
user-friendly way. Besides an interactive map view, the results are also visualized in 
form of a list [3]. This paper gives an overview about the expectations and visions at the 
beginning of the project se-atlas and how it is implemented today. 

2. Methods 

As a first step a prototypical version of se-atlas was developed, which was then tested by 
the target population of patients, their relatives and health care providers. The feedback 
of the major target groups was evaluated and implemented to make se-atlas user-friendly 
and intuitive. Above the design and the structure of the data entries, the allocation of 
diseases, the search functionality as well as the quality management were key topics 
during the conception and the development of se-atlas. These aspects are presented below 
with respect of vision and implementation. 

2.1. Approach to the allocation of diseases 

By using the search box of se-atlas, it is possible to find specialized health care providers 
or support groups by searching for a specific rare disease or a group of rare diseases. In 
order to achieve this, the health care providers and support groups are linked to the 
respective diseases. The Orphanet classification of rare diseases serves as the basis for 
the linkage process [5]. It was decided to use the Orphanet classification rather than the 
established classification ICD-10-GM because in the latter classification system many 
rare diseases fall under the category "unspecified diseases”. The complex classification 
of Orphanet involves more than 6,000 rare diseases and is structured in a poly-
hierarchically way [5]. 

For the allocation of diseases to the individual entries in se-atlas, various methods 
were tested. The initial version, presented the classification as a kind of thesaurus. It has 
been pointed out, that this way of presentation was too complex and too confusing for 
the users, as extensive knowledge of the classification is required. Besides that, in many 
cases the allocation to an entry was too generic. For example the term “rare genetic 
diseases” has been allocated to an entry focusing on the “Huntington disease”. In this 
case, all rare diseases of genetic origin were automatically allocated too, which applies 
to a large part of rare diseases [6]. Based on these results it was decided to develop a 
selective allocation system (see Figure 1), which now takes into account the poly-
hierarchic structure of the classification, but also permits the allocation of individual 
diseases independently of the super ordinated diseases. A specialized wizard has been 
developed for supporting the process of allocation, which proposes related diseases 
automatically and gives feedback in which cases the entries are shown in a transparent 
way. 

2.2. Approach to the Search in se-atlas 

Various methods were tested to optimize the search for health care providers and support 
groups. At the beginning, an unrestricted search was tested, so the user could search for 
any terms like cities, experts, clinic names or rare diseases. Because the results were in 
many cases too inaccurate, the search was restricted to rare diseases. This was proven to 
be effective. By integrating the Alpha-ID [4], it is now also possible to search within the 
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ICD-10-GM. Since the health care providers and support groups in se-atlas are linked 
with at least one rare disease (as described above) the search leads to very accurate search 
results. An important issue was that diseases are often known by different names, hence 
the synonyms of the Orphanet classification were included in the search. During the 
initial tests, it had been identified that the spelling of many diseases is quite complicated. 
Consequently the search was optimized so the user gets correct results even if the spelling 
is incorrect. Auto-correction and auto-completion also support the users search. 
Appropriate diseases are shown in a drop-down menu, which can be used to differentiate 
between the hits. 

For many rare diseases, just a limited number of experts exist or for some conditions, 
there are no experts in Germany at all. Considering this problem, the search results also 
show health care providers treating a disease in the same category, so called “indirect 
hits” (see Figure 1). 

 
 

 
Figure 1. Previous allocation of diseases - effect on search results (left), allocation of diseases today - effects 
on search results (right) 

 
The assumption at the beginning of the project was that experts for specific rare 

diseases are in general able to treat related diseases. In case of a few or missing direct 
hits, these indirect hits should be an alternative contact point. Once again, the Orphanet 
classification serves as the basis for the indirect hits. The implementation of this 
theoretical approach lead to a strong increase in the number of search results to less 
accurate hits. A detailed analysis revealed that poly-hierarchical structure of the 
classification is the reason for this inaccuracy. The removal of the indirect hits improved 
the accuracy of the search results (see Figure 1). 

2.3. Approach to the Quality Management 

In order to fill the se-atlas database with information about specialized health care 
providers and support groups for rare diseases, two potential data sources were 
considered at the beginning of the project. On the one hand, the data provided by 
Orphanet Germany and on the other hand, data registered by experts themselves or by 
third parties. Furthermore, the project envisioned to implement an interactive network, 
similar to Facebook, between the health care providers and health care facilities. The 
data transfer from Orphanet to se-atlas was planned to be automatic. For this approach 
one challenge was the different data structure of Orphanet and se-atlas, e.g. the address 
data are incomplete in the data from Orphanet. In se-atlas the address data are 
indispensable to produce a geo-coordinate for the typical map view. Additionally the 
allocation of diseases in se-atlas is modified, as described above (see 2.1) so an automatic 
transfer was not feasible. 
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Entries registered by experts or third parties vary a lot with respect to quality of 
content, especially the allocation of diseases has been identified to be problematic. This 
lead to the establishment of an editorial review and maintenance process. Thus, every 
entry is now reviewed before publication and updated periodically by an editor. 

2.4. Approach to the structure and to the design 

Se-atlas was designed to visualize information about health care providers and special 
consultations or support groups for people with rare diseases. To map different kinds of 
health care facilities and associated special consultations, it was planned to consider the 
NAMSE – Centre Model for Rare Diseases [2]. During project conception and 
implementation, the Centre Model was not officially approved so it was difficult to build 
the se-atlas structure considering the NAMSE Centre Model. Today se-atlas uses a three-
tiered structure, which allows illustrating the usual clinic structure in Germany and is 
roughly based on the NAMSE-Centre Model for Rare Diseases. The three-tiered 
structure consists of a parent health care facility, a subordinated health care facility and 
associated special consultations, e.g. a university hospital with its specialized clinics and 
associated special consultations for rare diseases [3]. The design at the beginning of the 
project and how it is realized today is shown in Figure 2 and Figure 3. 
 
 

 
Figure 2. Mock-up of the website 

 

 
Figure 3. Final design of se-atlas (www.se-atlas.de) 
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3. Results & Outlook 

Looking back at four years of se-atlas it becomes clear that some main aspects changed 
in comparison to the initial concept of the platform by continuously implementing newly 
gained experiences. However, it becomes also apparent that many aspects were 
implemented as planned in the initial concept. In particular, the early involvement of the 
target group in conception and implementation has contributed to the success of se-atlas 
as an information platform for people with rare diseases. 

Since its launch in February 2015 the numbers of visitors as well as the numbers of 
external links are increasing constantly. The steadily growing database is a decisive 
factor for the good adoption of se-atlas by all important stakeholders. Today se-atlas 
contains 1456 special consultations and special ambulances, 861 subordinated health 
care facilities, 198 parent facilities, like university hospitals or centers for rare diseases, 
and 366 support groups for rare diseases. 

Based on the experiences made in the four years, a quality management for se-atlas 
is already implemented which is customized to se-atlas and the data structure in the field 
of rare diseases. The different data sources build the fundament of the quality 
management. The support groups have an important part in the quality management of 
se-atlas due to their comprehensive overview of specialized health care providers and 
expertise in the field of rare diseases [3]. 

 
Further expansion and maintenance of the database raises several organisational and 

software-related challenges. The database should be continued to be enriched by adding 
more high-quality information, while not neglecting the existing entries and maintaining 
their high level of quality in the long term. A further challenge is the technical and 
editorial support after the funding by the Federal Ministry of Health (Germany) has 
ended. The feasibility of several opportunities and concepts has already been proven 
within this project. Furthermore, requests and concepts for the expansion of se-atlas to 
other European countries already exist. These concepts have to be put into practice now. 
Even if the software and the data structure is developed for the cartographic visualization 
of health care providers and support groups for people with rare diseases, an adaptation 
to other use cases and diseases is technically feasible. 
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Abstract. A rising global obesity epidemic in children has implications for an 
increase in other chronic diseases and a negative social impact, which should not be 
ignored. A useful resource in this context could be eHealth due to its popularity 
amongst children. Additionally, telephone guidance is also considered a powerful 
health promotion tool. The aim of this study was to investigate the availability of 
mobile applications (apps), websites, helplines, and advice lines for child obesity 
guidance, in European countries. A survey was conducted in 28 European Member 
States and 2 European Economic Area countries, in 2017. Twenty-three responses 
were collected. Fourteen countries stated the presence of an obesity management 
website.  
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1. Introduction 

Globally, the prevalence of childhood obesity and overweight has been steadily on the 
rise over the last two decades [1]. This trend has been attributed to poor diet quality, 
physical inactivity, and an increase in an obesogenic environment, amongst other risky 
behaviours [2].  

Childhood obesity is associated with an increased risk in other severe health 
problems, such as type II diabetes, cardiovascular disease, and mental health problems 
[3]. Furthermore, obesity can affect the quality of life, social development, and 
educational achievement- areas that are crucial to children’s health and wellbeing. 
Therefore, childhood obesity is a major public health concern [4].  

 Obesity is a largely preventable disease, and the risk factors that contribute to it are 
modifiable. Why then, are rates continuously increasing? It is considered that the main 
barriers that stand in the way are unsupportive environments and communities, 
unwillingness to change behaviour, and government level stagnation [5]. Current 
methodologies have had little impact on public policies, whilst obesity treatment has 
solely concentrated on lifestyle change. Now, novel approaches are needed to 
incorporate a wholesome approach towards prevention [6]. 

                                                           
1 Shalmali Deshpande, Department of Primary Care and Public Health, Imperial College of Science, 

Technology and Medicine, Reynolds Building, St. Dunstan’s Road, London, Hammersmith W6 6RP, United 
Kingdom; E-mail: Shalmali.deshpande16@imperial.ac.uk 

Childhood Obesity Guidance  

Building Continents of Knowledge in Oceans of Data: The Future of Co-Created eHealth
A. Ugon et al. (Eds.)
© 2018 European Federation for Medical Informatics (EFMI) and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/978-1-61499-852-5-945

945



Potential, innovative resources to encourage support and aid behavior change are 
electronic health (eHealth) and telephone interventions. In this context, they could act as 
a pathway to advise children about weight, diet, and physical activity in a positive way. 

 eHealth (applications (apps) and websites) is defined as the use of information 
communication technologies to enhance prevention, diagnosis, treatment, and other areas 
of healthcare [7]. Previous studies have displayed the effectiveness of eHealth 
interventions for behavior change interventions, especially amongst young people. 
Children frequently access health information using technology, where websites are the 
most popular. Telephone counselling through helplines and advice lines is also 
considered an effective way to convey health information [8].  

Therefore, this study aimed to explore the availability of eHealth and telephone 
services for obesity guidance in children, in 28 European Union (EU) and 2 European 
Economic Area (EEA) countries. The presence of eHealth initiatives to promote child 
health is one supportive objective of the Horizon 2020 funded project Models of Child 
Health Appraised (MOCHA) [9].  

2. Methods 

The MOCHA methodology was employed to collect data for this study [10]. A key 
feature of MOCHA is the retention of a local expert, known as a Country Agent, in each 
of the 30 EU/EEA countries to gather country-specific information.  

To examine the existing eHealth and telephone guidance mediums for child obesity 
guidance, a semi-structured survey design was used. Prior to the survey being 
administered, the question underwent a strict peer review process to ensure scientific 
validation and to confirm rationale, relevance, and clarity.  

In the context of this study, MOCHA defined apps as “mobile device applications 
that provide information, assistance, support or advice in different circumstances”. 
Websites were defined in the same way as apps. An advice line was described as “a 
phone line or real time chat line offering advice on a specific health topic or a full range 
of health concerns”.  The focus of an advice line is on providing information, contacts, 
or seeking access to specialist help.  Helplines deal with immediate crises and offer 
instant personal assistance.  Advice lines may be topic specific or general, and some 
advice lines and help lines may specifically seek to serve children. 

Data collection occurred between 25th July to 29th January 2018 (and is being 
updated for new data). MOCHA Country Agents were asked to complete the questions 
based on their expertise, or in cases where this was not possible, to gather data from other 
sources or national experts on individual questionnaire items. The replies from all 
countries were analysed using descriptive statistics.  

3. Results 

Responses were initially received from 23 countries, of which 18 specified having either 
websites, helplines and advice lines for child obesity guidance. Four respondent 
countries identified apps for obesity guidance and 14 countries identified such websites. 
Five countries did not state any type of eHealth or telephone support for child obesity 
guidance (Table 1). 
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Table 1: An overview of apps, websites, health advice lines, and helplines for child obesity guidance. 

Country Guidance for Obesity/Healthy lifestyle promotion 
 Apps Websites Health advice line Helplines 

Austria  ♦ ♦ ♦ 
Bulgaria     

Croatia     
Cyprus     

Czech Republic  ♦  ♦ 
Denmark  ♦ ♦ ♦ 

Estonia ♦ ♦ ♦ ♦ 
Finland   ♦ ♦ 

Germany ♦ ♦ ♦ ♦ 
Greece  ♦   
Iceland   ♦ ♦ 
Ireland ♦ ♦   

Italy     
Latvia  ♦ ♦  

Lithuania     
Netherlands   ♦  

Norway   ♦ ♦ 
Poland  ♦   

Portugal  ♦   
Romania  ♦ ♦  

Spain  ♦   
Sweden  ♦   

United Kingdom ♦ ♦ ♦ ♦ 
 

3.1. Apps for obesity guidance 

Estonia, Germany, Ireland, and the United Kingdom indicated the presence of an app to 
support children with obesity.  

Estonia presented an app called ‘personalised obesity management in children’ 
created by the Tallinn Children’s Hospital Foundation. The app focuses on obesity 
management in adolescents and includes physical activity sessions and self-management 
techniques for a healthy diet. Germany detailed an app that supported overweight 
children by monitoring water intake, exercise, and healthy diet. The app also provides a 
nutrition diary to enable children to document what they have eaten.  

In Ireland, one app, ‘Reactivate’, described promoting awareness and knowledge of 
food safety and nutrition issues. It was developed by healthcare professionals in an Irish 
children’s hospital, along with several universities specifically targeting adolescent 
obesity management. In the UK, each home country described a similar initiative, but 
under different names. England and Wales reported ‘Change4Life’, Scotland reported 
‘Eat better, feel better’, and Northern Ireland reported ‘Get a life, get active’. The premise 
of these initiatives is to promote a healthy diet and an active lifestyle through creative 
and interactive methods.  

3.2. Websites for obesity guidance 

Fourteen of the respondent countries identified websites for child obesity guidance. Only 
the Portuguese website specifically focused on childhood obesity. It offered tips on 
healthy living, the importance of breakfast, tools for weight management, and a BMI 
calculator.  
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 Four countries concentrated on eating disorders and associated mental health 
services. This included the Austrian, German, Irish, and Norwegian websites. In most 
cases, medical centres (the Medical University of Vienna) and health authorities (the 
German Federal Centre for Health Education) endorsed these websites.  

The focus of other websites concentrated on nutritional and physical fitness 
information. To implement their ‘National System for the Prevention and Combating of 
overweight and obesity in Childhood and Adolescence’, Greece reported a website with 
a section for children. Information about obesity, diet and recipes, and nutrition is given 
via songs, paintings, and fun, educational videos. The Czech Republic reported a novel 
idea. A paediatrician created an online twitter platform for obesity information, advice, 
and healthy recipes, allowing children to also contribute and ask questions. 

The Danish website ‘Julemærkehjemmene’ provides advice about healthy living, 
involving diet and exercise for children and adolescents but also offer programmes for 
obese children that support them in acquiring healthier living habits. A similar initiative 
is present in Estonia, provided by the Tallinn Children’s Hospital Foundation, and in 
Germany through the Federal Centre for Health Education. Ireland, Latvia, Norway, 
Spain, Sweden, and the UK detailed websites that contained resources about nutrition, 
healthy eating, and exercise. Poland reported a similar website but also described 
websites promoting fruit and vegetable consumption at school and the importance of 
drinking water. Romania stated the presence of such a website, but no further details 
were expressed.  

3.3. Health advice lines for obesity guidance 

Eleven of the respondent countries reported the presence of a health advice line for child 
obesity guidance. Denmark, Estonia, Germany, and Latvia listed many general advice 
lines for young people, but there was no specific focus on obesity. Romania described 
the presence of a paediatric advice line, ‘Alopedi’, directed towards nutritional 
importance. Germany specified an eating disorder advice line, which also provided 
information about healthy lifestyles. In Denmark, there are also online chat services or 
open forums, which aim to create a platform where adolescents can discuss their 
problems. The Netherlands mentioned a charity, Kinertelefoon, which is part of a 
worldwide network of child advice lines. For two countries, Austria and Norway, the 
websites also included an advice line for young people to call. Finland, Iceland, and the 
UK mentioned the presence of health advice lines but provided no further details.  

3.4. Helplines for obesity guidance 

Nine of the respondent countries reported the presence of helplines for child obesity 
guidance. No countries stated that there was a specific helpline for obesity guidance. 
Seven countries gave details about the presence of general helplines that provided 
confidential, trustworthy information to young people. Of these countries, Austria and 
Germany also stated a helpline for eating disorders. The Czech Republic has a specific 
helpline for adolescents, translated as the ‘line of security’, which is also a nationwide 
line for children and youth in crises. In Finland, support and crisis services are provided 
through telephone lines, and chat and web services. Iceland, Norway, and the United 
Kingdom stated the presence of helplines with no further details.  
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4. Conclusion 

A study into the presence of eHealth and telephone support for child obesity guidance 
was conducted. The results showed that websites were the most used source and apps the 
least used. The majority of the sources focused predominantly on healthy lifestyle, 
nutrition, and physical activity rather than specifically on obesity. A few countries 
reported that there was not much distinction between an advice line and a helpline within 
their country. Where the distinction was clear, the extent of advice lines and helplines 
available, meant that no source that had been able to collate them in an accessible format.  
 This suggests that eHealth and telephone guidance mediums are targeting the risk factors 
to initiate behavior change. The study showed that support for children who are 
overweight or obese is present in Europe. Further research efforts into country level rates 
of obesity would indicate how effective current techniques and strategies are.  
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