# The habit-driven life: Accounting for inertia in departure time choices for commuting trips 

Mikkel Thorhauge ${ }^{\mathrm{a}, *}$, Joffre Swait ${ }^{\mathrm{b}}$, Elisabetta Cherchi ${ }^{\mathrm{c}}$<br>${ }^{\text {a }}$ Department of Technology, Management and Economics, Technical University of Denmark, Denmark<br>${ }^{\mathrm{b}}$ Erasmus School of Health Policy \& Management, Erasmus University Rotterdam, the Netherlands<br>${ }^{\text {c }}$ School of Engineering, Newcastle University, United Kingdom

## ARTICLE INFO

## Keywords:

Departure time choice
Inertia
Habit
Integrated choice and latent variable model


#### Abstract

This paper aims to explicitly account for the impact of inertia (or habit) on departure time decisions, and explore (1) to what extent departure time is influenced by inertia, (2) what influences individuals' inertia with respect to departure time decisions, and (3) to what extent it impacts transport policies. We estimate an integrated choice and latent variable (ICLV) model using a stated preference survey for morning car commuters in the Greater Copenhagen Area. We interact the rescheduling components in the Scheduling Model (SM) with the latent variable Inertia. The modelling results show that higher levels of inertia yields higher rescheduling penalties and lower willing to shift departure time. Furthermore, we find that inertia in departure time is influenced by gender, presence of children in the household as well as work type. We test the behavioral responses to demand management policies for segments with different inertia, and find that the least inertial segment showed the highest substitution patterns, while the most inertial segment show the lowest substitution patterns. Finally, we compared the ICLV model to a reference model without inertia, and find that the effects of the demand management strategy is overestimated if inertia is neglected.


## 1. Introduction

Congestion is an increasing problem around the world. As in many transport problems, congestion can be addressed in two ways: increasing capacity or reducing demand. However, it is commonly acknowledged that infrastructure upgrades (alone) is not a long term solution for congestion as induced traffic is quickly generated as a consequence of increased capacity (Arnott and Small, 1994; Hansen and Huang, 1997; Noland and Lem, 2002). Therefore, city planners around the world have turned their attention towards traffic demand strategies in order to shift the demand toward other modes than cars or, since people are more likely to change their departure time than mode (Bianchi et al., 1998; Hendrickson and Planke, 1984; Hess et al., 2007; Kroes et al., 1996), to spread the peak car traffic utilizing some of the spare capacity outside the rush hours.

There is an extensive literature on departure time, but this has been almost exclusively studied from a microeconomic point of view based on the seminal work of Small (1982). The scheduling model developed by Small has been extended in various ways to account for the fact that scheduling of trips and activities is indeed planned in relation to other activities. The majority of those studies (Arellana et al., 2012; de Jong et al., 2003; Hess et al., 2007) extended the scheduling model by explicitly accounting for the joint outbound and homebound trips around a main activity (usually work or education). In addition to that, Thorhauge et al.

[^0](2016a) showed that the full daily activity pattern (not just trips around the main activity) play an important role in the departure time choice, as well as the presence of constraints on various daily activities other than work.

In parallel, a growing literature has proved that many individual transport decisions are also affected by psychological effects (see, e.g., Bhat et al., 2015; Daziano and Bolduc, 2013; Jensen et al., 2013; Kamargianni et al., 2014; Paulssen et al., 2014), however to our best knowledge Thorhauge et al. (2017, 2016b) is the only study which enhances the choice model for departure time decisions with latent variables according to the Theory of Planned Behavior (Ajzen, 1991).

Referring to the constructs of the Theory of Planned Behavior (TPB), Lanzini and Khan (2017) provides a meta-analysis of 58 studies, and concludes that intentions, habits and past use are the primary determinants in explaining transportation mode choice. More specifically, several studies (e.g., Carrus et al., 2008; Conner et al., 2000; Ouellette, 1998; Thøgersen, 2006) have found that the frequency of past behavior is the best predictor of future behavior and tends to explain most of the variance in intentions (or behavior), often rendering most other predictors as not significant. Furthermore, according to Triandis' model of interpersonal behavior, habit strength "is measured by the number of times the act has already been performed by the person" (Triandis, 1977, p. 10).

According to the Oxford Dictionary habit is defined as "An automatic reaction to a specific situation", while inertia is defined as "A tendency to ... remain unchanged". Although sometime used interchangeably, inertia has a broader definition and encompasses habit. Habitual behavior reveals itself as inertia, but the same is not (necessarily) true the other way around. A behavior can be inertial but not habitual, Inertia, in fact, can be caused also by the need to deal with complex decisions and avoid the continual reevaluation of the same choice, by external factors such as limited information or the influence of social peers and societal norms. At the same time inertia (or its manifestation, which is the frequency of the repeated behavior) can be strengthened by the presence of constraints (e.g. workers go to work every day because they have a job they need to attend). In practice, it is very difficult to untangle the different components of inertia, and in particular habit, because a behavior that initially is inertial because of the presence of a constraint could for example become habitual over time.

It has been argued that the relationship between past and future behavior is mainly a reflection of temporal stability (Ajzen, 2002, 1991), i.e. "the factors that influenced the past behaviour continue to influence the intentions and future behaviour, but past behaviour does not cause future behaviour" (Knussen et al., 2004, p. 238). This suggests that inertia, should indeed be treated as a latent effect when studying the behavioral outcome. Thus, future behavior is likely to be similar to previous behavior if the (latent) inertia is strong. Habit and inertia have also been extensively studied in the transport literature within a microeconomic approach, in the context of mode of mode (Bamberg et al., 2003; Cantillo et al., 2007; Chatterjee, 2011; Cherchi et al., 2014; Cherchi and Manca, 2011; Gardner, 2009; Golob et al., 1997; Gärling and Axhausen, 2003; Sharmeen and Timmermans, 2014; Srinivasan and Bhargavi, 2007; Yáñez et al., 2009), vehicle purchase (Bauer, 2018; Jansson et al., 2009), car engine type (Valeri and Cherchi, 2016), destination (Zong et al., 2019), route (Bogers et al., 2005; He et al., 2014; Prato et al., 2012), residential location (Ralph and Brown, 2017) and parking choice (van der Waerden et al., 2015). Cherchi et al. (2014) have studied the role of habitual behavior in mode choice, using a hybrid approach that assumes that inertia is revealed by past behavior but recognizes that past behavior is only an indicator of habitual behavior, the true process behind the formation of habitual behavior being latent. From this literature, it seems clear that inertia affects almost all transport choices. There is then no reason to believe that a key choice like the departure time would not be affected by habit. Peer et al. (2015) studied the difference between long-run and short-run scheduling preferences. They assumed that daily routines were fixed in the short-run, but could be changed in the long-run, and found that individuals value scheduling higher in the short-run, which reflects that constraints are often more binding in the short run, while travel time is valued higher in the long-run, probably due to the fact that travel time reductions can be better exploited in the long run. However, to our knowledge no one has explicitly modelled the underlying habit or inertia with respect to departure times and studied if and to what extend this affects departure time decisions.

Measuring inertial behavior in departure time is not straightforward because departure time decisions can rarely be seen as an isolated decision, but should be seen in relation to the full activity schedule. In particular, the activity schedule is typically planned at least at a daily level, hence the departure time decision for some trip in a given period of the day is likely to influence departure time decisions for other trips in another time of the day. We therefore believe that in order to correctly account for inertia in departure time decisions we should have indicators for multiple time periods during the day, e.g., morning, afternoon, and evening.

Against the background described above, the objective of this study is to investigate to which extent inertia affects departure time decisions and whether the impact is direct in the preference for a specific departure time or indirect due to the role of the daily activities and constraints to preferences for travel time, delays, etc. The contribution of this paper is threefold. We explore for the first time (1) the influence of inertial behavior in the departure time decisions, (2) what influences individuals' inertia with respect to departure time decisions, and (3) the policy implications in terms of forecasting the potential of changing commuters to travel outside of rush hours, e.g., due to traffic demand management (TDM) strategies such as congestion charging. Our research hypotheses are:
H1. The preferences for rescheduling depend on the level of individuals' Inertia. More specifically, we expect that individuals with high inertia will have higher (marginal) disutility for rescheduling their departure time, and thus their willingness to shift departure time will be lower.

H2. Certain individuals are more likely to be inertial because of their life situation, e.g., presence of children in the household and fixed working hours.

H3. Segmenting the population based on their degree of inertia will produce widely different responses in policy analysis for different segments.

Our study will focus on departure time decisions for morning car commuters. We use data from a stated choice experiment for
departure time decisions for morning car commuters in the Greater Copenhagen Area. We follow the approach from Cherchi et al. (2014) and estimate an Integrated Choice and Latent Variable (ICLV) model, where the frequency of the trips performed in various periods of the day are used as an indicator of the latent inertial behavior that affects the perception of the rescheduling penalties.

The remainder of this paper is structured as follows: In Section 2 we describe the survey and data, while Section 3 presents the methodological framework and model specifications. Section 4 contains the modelling results and policy implications, and, finally, Section 5 presents a discussion of and conclusions derived from the findings in this paper.

## 2. Data

In this section we describe the data used for this study: in Section 2.1 we cover the survey and data collection, while in Section 2.2 we provide an analysis of some key sample characteristics.

### 2.1. Survey and data collection

The data used in this paper is collected as part of a departure time study in the Greater Copenhagen Area (Thorhauge, 2015). The survey was targeted towards individuals commuting to work in the CBD area by car, and travelling between 6:00-10:00 A.M. The data was collected among employees at universities, public organizations and private companies in Copenhagen using an online questionnaire. For a comprehensive description of the questionnaire design, data collection, and sample description we refer to Thorhauge et al. (2016a, 2016b). Below we will provide a brief overview of the questionnaire as well as an in-depth description of the parts relevant for this study.

The questionnaire is based on the Danish National Travel Survey (Transportvaneundersøgelsen, TU, Christiansen and Skovgaard, 2015), but modified specifically to study departure time choices. It contains various socio-demographics and a full travel diary including all trips and (out-of-home) activities performed during a 24 h period (starting and ending at 3:00 AM). More specifically, for each trip we collected information about the departure time, duration, length, mode, destination, and purpose of the trip.

Relevant for this work, for each trip reported in the trip diary, we also asked how frequently respondents performed a trip similar to the one reported, i.e. with same origin, destination, purpose, mode and departure time. This response was recorded as categorical, the options being: daily, several times a week, weekly, several times a month, monthly, or less than once a month. The responses are represented on a 6 -point Likert scale (Likert, 1932), where 6 represents a very inertial behavior (i.e. daily) and 1 represents a very non-inertial behavior (i.e. less than once a month).

For each trip reported in the trip diary we also asked about the temporal flexibility of that trip and the corresponding activity on the specific day of the survey. In particular, we asked if the respondents had constraints with respect to their arrival time (e.g., at work) on that specific day (of the survey). Such a constraint may vary from day-to-day, e.g. due to a scheduled meeting. We also asked the respondents how their work is scheduled, i.e. if they have fixed work (start) hours or flexible work (start) hours. In contrast to the daily constraints, the fixed work hours captures a general more long term work agreement with the employer. For example, an individual who work in a store usually have a fixed working schedule, while individuals working in an office usually do not. We also presented respondents with a stated choice experiment (Louviere et al., 2000), asking them to choose among three departure time options for their morning commute trip. The choice experiment describes alternatives in term of time of departure, travel time and travel time reliability, and travel cost. Prior to presenting the stated choice experiment we asked about the preferred arrival time (PAT). More specifically, we asked about respondents preferred arrival time under normal traffic conditions, but as a confirmation we checked that the stated arrival time would also hold in a hypothetical situation without congestion. This was the case for almost all ( $92 \%$ ) respondents. The design was then customized based on the preferred arrival time and the trip described by each respondent as part of a revealed preference (RP) questionnaire administered before the stated preference design. The three departure-time options presented in the choice tasks consist of one alternative within a few minutes around what was declared by the respondent in the RP survey, while the two remaining options represent early and late departure times. Fig. 1 presents an example of the choice task. Each respondent was presented with 9 choice tasks. We note that although the three alternatives are labeled as journey $\mathrm{A}, \mathrm{B}$ and C there is a clear time ordering to them because the first attribute of the design is the departure time and the three alternatives in each task always had different departure time (early, the same and late). For more information on the stated choice experiment we refer to Thorhauge et al. (2014).

### 2.2. Sample characteristic

Since the study is focused on morning car commuters in the Greater Copenhagen Area, the data was cleaned to only include individuals who (1) live and work in the Greater Copenhagen Area, (2) commute to work by car, (3) travel to work between 6 and 10 AM, and (4) replied to at least one choice task. Furthermore, we removed incomplete interviews as well as interviews where individuals had stated that they did not return back home that day. The final sample consists of 287 individuals who provided a total of 2525 observations ${ }^{1}$. The sample is equally split across gender ( $51.9 \%$ males), while mainly composed of couples ( $82.6 \%$ of respondents have a spouse or partner) with a university degree ( $93.4 \%$ ). $59.2 \%$ of the respondents have kids, $30.1 \%$ have fixed work

[^1]Which option would you select?

|  | Journey A | Journey B | Journey C |
| :---: | :---: | :---: | :---: |
| Departure time | 08:00 | 07:30 | 07:00 |
| Travel time | 4 out of 5 times the travel time will be $\mathbf{2 4}$ minutes (arrival time 08:24) | 4 out of 5 times the travel time will be $\mathbf{3 0}$ minutes (arrival time 08:00) | 4 out of 5 times the travel time will be $\mathbf{2 1}$ minutes (arrival time 07:21) |
|  | 1 out of 5 times the travel time will be 39 minutes (arrival time 08:39) | 1 out of 5 times the travel time will be $\mathbf{4 5}$ minutes (arrival time 08:15) | 1 out of 5 times the travel time will be 31 minutes (arrival time 07:31) |
| Cost | 10 DKK | 16 DKK | 16 DKK |
| Your choice? | $\bigcirc$ | $\bigcirc$ | $\bigcirc$ |

Fig. 1. Example choice task in the stated choice experiment.
start times, and $48.6 \%$ declared temporal constraints at work for the specific day of the survey. On average, the respondents are 46.9 (Std. Dev.: 10.6) years old, performed 3.2 (Std. Dev.: 1.3) trips/day, work 42.1 (Std. Dev.: 8.3) hours per week, and had an income of DKK 559,100 (Std. Dev.: 241,100). Since the sample is collected at typical white-collar work places, the sample cannot claim to be representative of the Danish (or even the Copenhagen) population. However, we believe that the sample is relevant and highly useful for the topic of this study since it includes a large share of flexible individuals (i.e., no constraints at work). This makes it likely that the inertia we are measuring is in fact due to habit, and not just solely determined by work constraints.

The chosen alternative in the choice experiment is fairly evenly split between the three alternatives: $39.4 \%$ for the early departure time, $27.2 \%$ for the current departure time, and $33.5 \%$ for the late departure time. Fig. 2 shows the distribution of the departure and arrival time for the chosen alternative in the choice experiment. Furthermore, the figure also presents the distribution of the observed departure time (from home) and arrival time (at work), as well as the preferred arrival time at work reported by the respondents, which are aligned with the chosen departure and arrival times.

In order to measure the latent effect of inertia we use the responses on trip frequency as dependent variables. We consider the frequency reported in each of 5 time periods, as defined below. Similar to Thorhauge et al. (2016a), we define 5 overall trip chains based on main anchor points, i.e. home and work. These represents the following time periods of the day:
(1) Before Work (BW), if the (sequence of) activities/trips is part of a home-based tour realized before going to work. These


Fig. 2. Distribution of departure times (from home) and arrival times (at work).

## TRIP FREQUENCY INDICATOR RESPONSES



Fig. 3. Distribution of responses for trip frequency for each of the three indicators.
activities/trips - in our sample - are carried out in the morning.
(2) Home-to-Work (HW), if the (sequence of) activities/trips is realized on the way from home to work. These activities/trips - in our sample - are carried out in the morning.
(3) Work-to-Work (WW), if the (sequence of) activities/trips is part of a work-based sub-tour. These activities/trips - in our sample are carried out during the day after arrival at work and before a work-to-home or after-work tour.
(4) Work-to-Home (WH), if the (sequence of) activities/trips is realized on the way back from work to home. These activities/trips in our sample - are carried out in the afternoon/evening.
(5) After Work (AW), if the (sequence of) activities/trips is a home-based tour realized after returning home from work. These activities/trips - in our sample - are carried out in the evening.

Note that if an individual performed more than one trip in the same trip chain and these trips had different reported frequency, we then considered the most frequent trip as the observed response for that time period. Very few individuals performed trips/activities before work (BW) and as sub-tours from work (WW), so these two time periods will not be used for the remaining part of this study. Fig. 3 shows the reported frequency of the individuals' trips in the three time periods: Home-Work (HW), Work-Home (WH), and After Work (AW). The figure shows that the majority of the respondents commuting pattern is the same from day-to-day or several times a week for both the morning and afternoon commute. More specifically, two thirds of the individuals carry out their morning commute trips the same way every day, while one fourth of the individuals have morning routines which are repeated several times a week. Similar patterns can be seen for the afternoon trips, albeit the percentage of individuals with the same daily routine is a bit lower. For evening trips, note that only 55 of the respondents reported an evening trip, but among those who did, a bit less than half ( $43.7 \%$ ) reported that the trip was repeated either on daily basis or several times a week. To get an insight if there are systematic differences in the reported trip frequencies, Fig. 4 and Table 1 present the cross tabulation of the indicators with various sociodemographic characteristics and the chosen alternative in the stated choice experiment. Fig. 4 seems to suggest that males are more likely to repeat the same type of trip on a daily basis, while women more often than men perform the same type of trip several times a week. The same tendency seems to occur for individuals with children compared to individuals without children. Interestingly, the figure suggests that having fixed vs. flexible work hours has little impact, except for a few of the categories where having fixed work hours seems to clearly dominate, i.e. for morning commute trips and evening trips that are carried out several times a week. In Table 1, the frequency categories were grouped from six groups into three groups in order to avoid having too few observations in some of the groups, which makes it difficult to discern overall trends due to white noise. The table seems to suggest a general tendency that individuals who frequently repeat their trips are least likely to reschedule, while the percentage of individuals who choose to reschedule increases as the frequency of the reported trip decreases.

## 3. Methodology

In order to account for inertia in a departure time context we follow the approach used in Cherchi et al. (2014), where the trip frequency is used as indicators of inertial behavior, and observed outcomes of inertia is an unobserved latent variable. In line with this research the measurement items selected should capture a general tendency to be inertial, beyond the specific choice under study. In our work we use three indicators that refer to activities performed in different periods of the day, which in our context (in

## CROSS TABULATION BETWEEN TRIP FREQUENCY INDICATORS AND SOCIO DEMOGRAPHICS



Fig. 4. Cross tabulation of individual socio-demographic characteristic and the trip frequency indicators.
line with several other researches, Bowman and Ben-Akiva, 2000) are linked within the daily activity schedule. Following the integrated choice and latent variable (ICLV) framework (Walker and Ben-Akiva, 2002), our model then consists of both a discrete choice model and a latent variable model. The latent variable model is defined as a structural equation model (SEM), while the choice model is specified as the Scheduling Model (SM; Small, 1982). The overall model framework is depicted in Fig. 5.

We expect inertia to influence the preferences towards being early and late. In addition to that we believe that departure time choice is affected by household composition as well as work constraints (which is supported by the majority of literature on departure time choices, see e.g., Thorhauge et al., 2016a). We measured two types of constraints. Specific constraints tied to the specific day of the survey, i.e. those constraints that could vary on a day-by-day basis. We included these constraints directly in the choice, as the stated choice experiment also is pivoted around the trip for which the constraints were collected, so any constraint on that day would be highly relevant for the departure time choice made in the stated choice experiment. Secondly, we also asked about their general work schedule, i.e. if they had fixed work hours, which are the same every day. Unlike the former, this captures a long term contractual agreement with the employer, and thus is likely to strengthen the manifestation of inertia. We utilized this information to define the overall (long term) inertia (explained in greater details in the next paragraph).

We envision inertia in departure time decisions to be related to individual commitments and constraints, such as family commitments within the household (e.g., if respondents have children and/or a partner) as well as long term work constraints. The reason why family commitment is expected to be relevant in this context is due to coordination among household members. Especially for households with children, having regular daily routines is important for everyday organization. In addition to that, we believe that general work conditions in terms of work hour start/finishing times is likely to impact the level of inertia with respect to departure time. Thus, to operationalize our model for inertia in the context of departure time choices we rely on socio-demographics (especially the ones relating to the household composition) and fixed work (start) hours.

### 3.1. Modelling latent inertia

Denote the latent inertia as $I$. The latent variable model consists of two components: a structural equation for the latent variable, and a set of $K$ measurement equations for each of its indicators, indexed by $k$. In our specification we assume that the habitual nature
Table 1
Cross tabulation of choice and frequency indicators.

| Trip Frequency | Ind. 1: Home-Work (HW) ( $\mathrm{N}=287$ ) |  |  | Ind. 2: Work-Home ( WH ) $(\mathrm{N}=287)$ |  |  | Ind. 3: After Work (AW) ( $\mathrm{N}=55$ ) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Reschedule Early | Do not Reschedule | Reschedule Late | Reschedule Early | Do not Reschedule | Reschedule Late | Reschedule Early | Do not Reschedule | Reschedule Late |
| Daily or several times a week | 38,7\% | 28,8\% | 32,5\% | 37,5\% | 28,5\% | 34,1\% | 28,6\% | 28,6\% | 42,9\% |
| Weekly or several times a month | 40,7\% | 25,1\% | 34,2\% | 40,5\% | 25,8\% | 33,6\% | 36,4\% | 31,6\% | 31,9\% |
| Monthly or less frequent | 41,7\% | 6,7\% | 51,7\% | 44,7\% | 25,7\% | 29,5\% | 48,0\% | 22,4\% | 29,6\% |



Fig. 5. Modelling framework of the Integrated Choice and Latent Variable (ICLV) model.
of inertia is revealed by three indicators, namely the self-reported frequency of the trips provided in the travel diary for journeys from (1) home to work (HW), (2) work to home (WH), and (3) in the evening after work (AW). Including indicators for different time periods throughout the day enables us to capture a broader inertia effect, to account for the fact that morning departure time choices are often scheduled in coordination with the remaining trips and activities during the day and potential constraints at that specific location. The structural equation and the measurement equations take the form:

$$
\begin{align*}
& I_{n}=\alpha+\gamma_{Z} \cdot Z_{n}+\omega_{n}  \tag{1}\\
& \text { Ind }_{n k}=\delta_{k}+\lambda_{k} \cdot I_{n}+v_{n k} \tag{2}
\end{align*}
$$

where

- $I_{n}$ is the latent (unobservable) variable Inertia for individual $n$.
- $\boldsymbol{Z}_{\boldsymbol{n}}$ is a vector of explanatory observed covariates and $\gamma_{Z}$ is the corresponding vector of unknown coefficients to be estimated.
- Ind $d_{n k}$ is the indicator $k$ of the latent variable $I_{n}$ for individual $n$.
- $\lambda_{k}$ is a coefficient associated with $I_{n}$, i.e. the parameter for indicator $k$.
- $\alpha$ and $\delta_{k}$ are intercepts in the structural and measurement equations for the indicator $k$ respectively.
- $\omega_{n}$ is a normally distributed error term for the latent variable with zero mean and covariance matrices $\Sigma_{\omega}$.
- $\nu_{n k}$ are identically independently distributed (i.i.d.) error terms for the indicator of the measurement equations.

The latent variable is only known up to its distribution. Let $\phi$ be the standard normal distribution function. Assuming independence among the LV indicators (for simplicity), the distribution of the latent variable is:

$$
\begin{equation*}
f\left(I_{n} \mid Z_{n} ; \alpha, \gamma_{Z}, \sigma_{\omega}\right)=\frac{1}{\sigma_{\omega}} \phi\left(\frac{I_{n}-\left(\alpha+\gamma_{Z} \cdot Z_{n}\right)}{\sigma_{\omega}}\right) \tag{3}
\end{equation*}
$$

Since the indicator responses are clearly ordered (and non-linear), we treat the responses as ordered choices and specify the indicator models as ordered logit models ${ }^{2}$, similar to Daly et at. (2012) and Valeri and Cherchi (2016). Thus, we model the probability that the inertia, $I$, lies within a range to give the observed response Ind $d_{n k}=m$ defined by cut-off points $\tau_{k, m-1}$ and $\tau_{k, m}$ :

$$
\begin{equation*}
P\left(I n d_{n k}=m \mid I ; \delta_{k}, \lambda_{k}, \tau_{k, m}\right)=\Phi\left(\tau_{k, m}-\lambda_{k} I\right)-\Phi\left(\tau_{k, m-1}-\lambda_{k} I\right) \tag{4}
\end{equation*}
$$

where $\Phi$ is the cumulative density function, and $\tau_{k, m}$ are the threshold values for the intervals for indicator k. Due to the logistic distribution of the error term the probability takes the form of:

$$
\begin{equation*}
P\left(I n d_{n k}=m \mid I ; \delta_{k}, \lambda_{k}, \tau_{m, k}\right)=\left(\frac{1}{1+e^{\delta_{k}+\lambda_{k} \cdot I_{n}-\tau_{k, m}}}\right)-\left(\frac{1}{1+e^{\delta_{k}+\lambda_{k} \cdot I_{n}-\tau_{k}, m-1}}\right) \tag{5}
\end{equation*}
$$

[^2]

Fig. 6. Disutility as a function of arrival time (at work).

The latent variable spans from minus infinity to infinity. Since the three indicators $k$ are measured on a six-point scale $(M=6)$ we have $\tau_{k, 0}=-\infty$ and $\tau_{k, 6}=\infty$. Given six-point indicators, we consider five intermediate cut-off points. If we normalize the intercept, then we can estimate all cut-off points except one. Thus, we normalize $\delta_{k}=0$ and $\tau_{k, 1}=0$ for identification and estimate the remaining four intermediate values. The actual model-specification then takes the form:

$$
\begin{gather*}
P\left(\operatorname{Ind}_{n k}=1\right)=\left(\frac{1}{1+e^{\lambda_{k} \cdot I_{n}-\tau_{k, 1}}}\right) \\
P\left(\operatorname{Ind}_{n k}=2\right)=\left(\frac{1}{1+e^{\lambda_{k} \cdot I_{n}-\tau_{k, 2}}}\right)-\left(\frac{1}{1+e^{\lambda_{k} \cdot I_{n}-\tau_{k, 1}}}\right) \\
\vdots  \tag{6}\\
P\left(\operatorname{Ind}_{n k}=6\right)=1-\left(\frac{1}{1+e^{\lambda_{k} \cdot I_{n}-\tau_{k, 5}}}\right)
\end{gather*}
$$

### 3.2. Modelling departure time: Scheduling model

For the departure time choice we rely on the Small's (1982) Scheduling Model (SM), which consists of a tradeoff between departure time and travel time. The model assumes that individuals have a Preferred Arrival Time (PAT), which is typically located during the peak hours, and changes away from PAT lead to rescheduling disutility, while the disutility for travel time is reduced. This tradeoff is depicted in Fig. 6, which showcases the disutility from travel time (TT) and three scheduling components: Scheduling Delay Early (SDE), Scheduling Delay Late (SDL), and a Discrete Lateness (DL) dummy. The marginal disutility of SDE and SDL is assumed to be linear, and the disutility for late arrival is typically greater than for early arrival (see, e.g., Arellana et al., 2012; de Jong et al., 2003; Thorhauge et al., 2016a), indicated by a steeper slope for SDL in the figure. Since inertia is expected to affect individuals' preferences to reschedule, its impact will increase the penalties of changing their departure times. In Fig. 6 this is represented through various slopes for SDE and SDL (but not restricted to only these slopes) for individuals with high inertia (dotted line), medium inertia (solid line), and low inertia (dashed line). Furthermore, the discrete lateness (DL) penalty is also assumed to be dependent on individuals' inertia, indicated in Fig. 6 as various vertical lines for different levels of inertia (using the same line styles as before).

In this paper we define the Scheduling Model similar to Thorhauge et al. (2017, 2016a). However, in our formulation, we assume that the preference for scheduling is different depending on the extent to which an individual has developed inertia. To capture this effect, the (systematic) utility to reschedule in Eq. (7) includes the interaction between the latent variable, $I_{n}$, and the scheduling preferences:

$$
\begin{equation*}
V_{\text {intc }}=\alpha_{i}+\beta_{c}^{T C} T C_{\text {int }}+\beta_{c}^{E(T T)} E(T T)_{\text {int }}+\left(\beta_{c}^{E(S D E)} E(S D E)_{\text {int }}+\beta_{c}^{E(S D L)} E(S D L)_{\text {int }}+\beta_{c}^{D L} D L_{\text {int }}\right) \cdot I_{n} \tag{7}
\end{equation*}
$$

where $T C_{i n t}, E(T T)_{i n t}, E(S D E)_{i n t}, E(S D L)_{i n t}$, and $D L_{i n t}$ are the travel cost, expected travel time, expected scheduling delay early, expected scheduling delay late, and a discrete lateness dummy respectively for individual $n$, alternative $i$, and choice task $t$. In particular $\mathrm{E}(T T)$ was defined as the sum of the travel time weighted by the probability $\left(p_{q}\right)$ that each travel time occurs. Since the arrival time is dependent on the travel time, $E(S D E)$ and $E(S D L)$ are defined in the same way. Thus define $W=\{T T, S D E, S D L\}$ it is:

$$
\begin{equation*}
E\left(W_{\text {int }}\right)=\sum_{q=1}^{Q} p_{q} \cdot Z_{\text {intq }} \tag{8}
\end{equation*}
$$

where $\sum_{q=1}^{Q} p_{q}=1$ and $S D E$ and $S D L$ are the difference between the arrival time and the preferred arrival time (PAT):

$$
\begin{equation*}
S D E_{\text {intq }}=\max \left(-S D_{\text {intq }} ; 0\right) \tag{9}
\end{equation*}
$$

$$
\begin{align*}
& S D L_{i n t q}=\max \left(0 ; S D_{i n t q}\right)  \tag{10}\\
& S D_{i n t q}=D T_{i n t}+T T_{i n t q}-P A T_{n} \tag{11}
\end{align*}
$$

Corresponding parameters to be estimated are $\beta_{c}^{T C}, \beta_{c}^{E(T T)}, \beta_{c}^{E(S D E)}, \beta_{c}^{E(S D L)}$, and $\beta_{c}^{D L}$, and $\alpha_{i}$ is the alternative-specific constant to be estimated. Furthermore, it is widely acknowledged that temporal constraints impact the preferences and (especially) penalties for late arrival (Asensio and Matas, 2008; Börjesson, 2008; de Jong et al., 2003; Hess et al., 2007; Lizana et al., 2013; Thorhauge et al., 2016a). Therefore, all $\beta_{c}$ are estimated specific for individuals who were flexible and individuals who had arrival time constraints at work.

Since the model is estimated based on SP-data with multiple observations per respondent, we specify an error term to account for correlation among those observations as commonly adopted in ICLV models. Thus, including the error terms we specify the full utility function including both the systematic and random part as follows:

$$
\begin{equation*}
U_{i n t c}=V_{i n t c}+\sigma_{i} \eta_{n}+\varepsilon_{i n t} \tag{12}
\end{equation*}
$$

where the $\varepsilon_{i n t}$ are i.i.d. extreme value (EV) type 1 error terms, and the $\eta_{n}$ 's are $\operatorname{Normal}(0,1)$ distributed error components (EC) for each respondent $n$ capturing correlation between choice tasks for the same individual, $\sigma_{i}$ are corresponding parameters to be estimated. According to Walker et al. (2007) it is possible to estimate $\sigma_{i}$ for all alternatives, or (as we do in this case) estimate $\sigma_{i}$ for all alternatives except one, and estimate the correlation. More specifically, we normalize $\sigma_{2}=0$, and estimate the correlation ( $\rho_{1,3}$ ) between $\sigma_{1}$ and $\sigma_{3}$.

### 3.3. Joint model estimation

As in the typical hybrid choice models, the probability of individual $n$ choosing alternative $i$ in choice task $t$ is given by:

$$
\begin{equation*}
P\left(Y_{i n t} \mid X_{i n t} ; \alpha_{i}, \beta, \sigma_{i}\right)=\int \frac{\exp \left(V_{i n t}+\sigma_{i} \eta_{i n}\right)}{\sum_{j=1}^{J} \exp \left(V_{j n t}+\sigma_{j} \eta_{j n}\right)} f(\eta) d \eta, \quad \forall i, j \in C_{n} \tag{13}
\end{equation*}
$$

The joint probability of the Integrated Choice and Latent Variable (ICLV) model is given by the product of the probability of choice model and the probability of the latent variable model. The unconditional joint probability is the integral of the conditional probability over the distribution of $\omega_{k n}$ and $\eta_{i n}$ :

$$
\begin{gather*}
P\left(Y_{i n t}, \text { Ind }_{n k} \mid X_{i n t}, Z_{n}, I_{n} ; \alpha_{i}, \beta, \sigma_{i}, \delta_{k}, \lambda_{k}, \tau_{k, m}, \alpha, \gamma_{Z}, \sigma_{\omega}\right)=\int_{I} \prod_{t=1}^{T} P\left(Y_{i n t} \mid X_{i n t} ; \alpha_{i}, \beta, \sigma_{i}\right) \prod_{k=1}^{K} P\left(\operatorname{Ind} d_{n k} \mid I ; \delta_{k}, \lambda_{k}, \tau_{k, m}\right) \\
f\left(I_{n} \mid Z_{n} ; \alpha, \gamma_{Z}, \sigma_{\omega}\right) d I \tag{14}
\end{gather*}
$$

The log-likelihood function then is given by the logarithm of probability across all individuals and alternatives:

$$
\begin{equation*}
L L=\sum_{n} \sum_{i} y_{i n t} \ln \left[P\left(Y_{i n t}, \operatorname{Ind} d_{n k} \mid X_{i n t}, Z_{n}, I_{n} ; \alpha_{i}, \beta, \sigma_{i}, \delta_{k}, \lambda_{k}, \tau_{m, k}, \alpha, \gamma_{Z}, \sigma_{\omega}\right)\right] \tag{15}
\end{equation*}
$$

where $y_{i n t}$ is 1 if alternative $i$ is chosen for individual $n$ and choice task $t, 0$ otherwise.

## 4. Results

### 4.1. Modelling estimates

The final model is estimated on 2525 observations gathered from 287 individuals. The estimation was done using the CFSQP (Lawrence et al., 1997) algorithm in PythonBiogeme 2.6 (Bierlaire, 2016). Table 2 presents the parameter estimates for a base ML model (M1) without inertia as well as the ICLV model (M2) including inertia. Furthermore, Table 3 compares the willingness to pay and marginal rates of substitution from the two models, while Table 4 presents direct and cross elasticities.

As seen in Table 2, we estimated different Level-of-Service parameters (except for travel cost) for individuals with and without arrival time constraints at work. We found the parameters to be significantly different for all Level-of-Service attributes, except for E (SDE), which was then specified as a generic parameter for the full sample. Furthermore, we note that in both models all parameters for the Level-of-Service attributes are highly significant (at minimum 99\% confidence) and negative as expected, with the exception of the discrete lateness dummy for individuals who did not have constraints at work, which is expected considering that the arrival time for those individuals are more flexible in nature. We also tested various non-linear effects for the scheduling components (square, log, power, and box-cox functions) but were not able to reject the linearity hypothesis. From Table 3 we note that due to the interaction between Level-of-Service attributes and Inertia the (average) willingness to pay for (a reduction in) early and late arrival is higher in the ICLV model compared to the ML model. Similarly, the marginal rate of substitution with travel time shows a similar effect for the early and late arrival, i.e., individuals are willing to sacrifice more travel time to reduce rescheduling. We also note that the ratio between late and early arrival in both models is about 2, making the average disutility from late arrival twice as large as early arrival. Table 3 also shows that the WTP for (a reduction in) travel time is higher (in both models) than the WTP for early and late arrival respectively. This is in line with some studies (e.g., de Jong, 2003 and Hess et al., 2007), while other studies have found the opposite (e.g. Peer et al., 2014). In our case, we believe this is a result of the characteristics of the sample, which mainly consists

Table 2
Final parameter estimates of the Integrated Choice and Latent Variable (ICLV) model.

|  | M1: ML model without inertia |  |  | M2: ICLV model with inertia |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Value | $t$-test | p-value | Value | $t$-test | p-value |
| Choice model |  |  |  |  |  |  |
| ASC, early departure | -0.752 | -1.220 | 0.220 | -0.220 | -0.260 | 0.790 |
| ASC, late departure | -0.164 | -0.370 | 0.710 | 0.216 | 0.300 | 0.760 |
| Travel Cost | -0.137 | -5.400 | 0.000 | -0.121 | -3.530 | 0.000 |
| Travel Time * Constraints | -0.125 | -3.190 | 0.000 | -0.120 | -2.460 | 0.010 |
| Travel Time * No Constraints | -0.196 | -5.400 | 0.000 | -0.189 | -4.270 | 0.000 |
| E(SDE) | -0.041 | -4.950 | 0.000 |  |  |  |
| E(SDL) * Constraints | -0.103 | -8.310 | 0.000 |  |  |  |
| E(SDL) * No Constraints | -0.070 | -7.540 | 0.000 |  |  |  |
| DL * Constraints | -0.627 | -2.990 | 0.000 |  |  |  |
| E(SDE) * Inertia |  |  |  | -0.021 | -3.600 | 0.000 |
| E(SDL) * Inertia * Constraints |  |  |  | -0.048 | -4.300 | 0.000 |
| E(SDL) * Inertia * No Constraints |  |  |  | -0.032 | -4.450 | 0.000 |
| DL * Inertia * Constraints |  |  |  | -0.522 | -2.220 | 0.030 |
| Std. Dev., early dep. time | -2.320 | -12.750 | 0.000 | 2.310 | 12.000 | 0.000 |
| Std. Dev., late dep. time | 2.540 | 12.380 | 0.000 | 2.510 | 12.140 | 0.000 |
| Correlation, early-late | 1.540 | 5.410 | 0.000 | 1.380 | 5.000 | 0.000 |
| Latent variable structural equation |  |  |  |  |  |  |
| Intercept |  |  |  | 2.050 | 5.840 | 0.000 |
| Male |  |  |  | 0.582 | 2.510 | 0.010 |
| Has Children * Female |  |  |  | 0.373 | 1.510 | 0.130 |
| Fixed work Hours |  |  |  | 0.738 | 3.400 | 0.000 |
| Latent variable measurement equations |  |  |  |  |  |  |
| Indicator 1: Home-Work (HW) |  |  |  |  |  |  |
| $\lambda_{1}$ |  |  |  | 1.970 | 7.150 | 0.000 |
| $\tau_{1,2}$ |  |  |  | 0.150 | 0.950 | 0.340 |
| $\tau_{1,3}$ |  |  |  | 0.410 | 1.550 | 0.120 |
| $\tau_{1,4}$ |  |  |  | 1.140 | 2.610 | 0.010 |
| $\tau_{1,5}$ |  |  |  | 3.850 | 5.240 | 0.000 |
| Indicator 2: Work-Home (WH) |  |  |  |  |  |  |
| $\lambda_{2}$ |  |  |  | 1.200 | 8.090 | 0.000 |
| $\tau_{2,2}$ |  |  |  | 0.507 | 3.200 | 0.000 |
| $\tau_{2,3}$ |  |  |  | 0.993 | 5.100 | 0.000 |
| $\tau_{2,4}$ |  |  |  | 1.570 | 6.990 | 0.000 |
| $\tau_{2,5}$ |  |  |  | 3.020 | 9.780 | 0.000 |
| Indicator 3: After Work (AW) |  |  |  |  |  |  |
| $\lambda_{3}$ |  |  |  | 0.521 | 3.970 | 0.000 |
| $\tau_{3,2}$ |  |  |  | 0.293 | 1.720 | 0.090 |
| $\tau_{3,3}$ |  |  |  | 0.550 | 2.490 | 0.010 |
| $\tau_{3,4}$ |  |  |  | 1.790 | 5.090 | 0.000 |
| $\tau_{3,5}$ |  |  |  | 4.090 | 6.210 | 0.000 |
| Model summary |  |  |  |  |  |  |
| Final log likelihood for the choice model: | -1812.494 |  |  | -1766.1 |  |  |
| Parameters in the choice model | 12 |  |  | 12 |  |  |
| AIC for the choice model | 3600.988 |  |  | 3508.314 |  |  |
| BIC for the choice model | 3718.996 |  |  | 3626.322 |  |  |
| Final $\log$ likelihood for the ICLV model: | N/A |  |  | -2477.3 |  |  |
| Parameters in the ICLV model | N/A |  |  | 31 |  |  |
| AIC for the ICLV model | N/A |  |  | 4892.784 |  |  |
| BIC for the ICLV model | N/A |  |  | 5197.638 |  |  |

of highly skilled workers (many were university employees). We found those individuals to work (on average) more hours per week ( 43.5 h per week for men, and 40.8 h per week for women) than the typical work week (which in Denmark is 37 h per week). Thus, we suspect individuals in our sample to value (in general) travel time saving more than reducing their scheduling, possibly because a reduction in their travel time will "free up time", which can be utilized to do other things.

Focusing explicitly on the impact of accounting for inertia in the ICLV model, we note that the marginal disutility of rescheduling increases as inertia increases. We found this to be the case for both early and late arrival as well as the discrete lateness penalty. This means that individuals who have repeated the same behavior on a regular basis in the past will have a lower probability of rescheduling their departure time. This supports our first hypothesis (H1). We will return to the discussion of how the level of inertia impacts individual behavior and dive deeper into this analysis in Sections 4.2 and 4.3.

In line with our second hypothesis (H2) we identified some systematic characteristics of inertia. We tested a wide range of

Table 3
Willingness to pay and marginal rate of substitution. 95\% confidence intervals in brackets.

|  | M1: SM model (without inertia) | M2: ICLV model (with inertia) |
| :--- | :--- | :--- |
| Willingness to pay [DKK/min] |  |  |
| $\frac{\partial U}{\partial E(T T)} / \frac{\partial U}{\partial T C}$ | 1.17 | 1.23 |
| $\frac{\partial U}{\partial E(S D E)} / \frac{\partial U}{\partial T C}$ | $(0.80 ; 1.54)$ | $(0.78 ; 1.91)$ |
| $\frac{\partial U}{\partial E(S D L)} / \frac{\partial U}{\partial T C}$ | 0.30 | 0.37 |
| $\frac{\partial U}{\partial D L} / \frac{\partial U}{\partial T C}$ | $0.15 ; 0.59)$ | $0.16 ; 1.18)$ |
| Marginal rate of substitution | $10.42 ; 1.01)$ | 0.79 |
| $\frac{\partial U}{\partial E(S D E)} / \frac{\partial U}{\partial E(T T)}$ | 2.21 | $(0.36 ; 2.13)$ |
| $\frac{\partial U}{\partial E(S D L)} / \frac{\partial U}{\partial E(T T)}$ | $(0.81 ; 4.07)$ | 2.00 |
| $\frac{\partial U}{\partial D L} / \frac{\partial U}{\partial E(T T)}$ |  | $(0.36 ; 4.77)$ |
| $\frac{\partial U}{\partial E(S D L)} / \frac{\partial U}{\partial E(S D E)}$ | 0.27 | 0.30 |
| $\frac{\partial U}{\partial D L} / \frac{\partial U}{\partial E(S D E)}$ | 0.58 | $(0.12 ; 1.32)$ |
| $\frac{\partial U}{\partial D L} / \frac{\partial U}{\partial E(S D L)}$ | $(0.36 ; 1.40)$ | 0.65 |

Table 4
Direct and cross elasticities for Level-of-Service attributes (such as travel time and cost, etc.) 95\% confidence intervals in brackets.

| Alternative |  | M1: SM model (without inertia) |  |  | M2: ICLV model (with inertia) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Alt 1: Early | Alt 2: Current | Alt 3: Late | Alt 1: Early | Alt 2: Current | Alt 3: Late |
| Travel Cost | Alt 1: Early | $\begin{aligned} & -0.95 \\ & (-1.28 \\ & -0.62) \end{aligned}$ | $\begin{aligned} & 0.60 \\ & (0.39 ; 0.79) \end{aligned}$ | $\begin{aligned} & 0.60 \\ & (0.39 ; 0.80) \end{aligned}$ | $\begin{aligned} & -0.83 \\ & (-1.23 \\ & -0.39) \end{aligned}$ | $\begin{aligned} & 0.51 \\ & (0.25 ; 0.78) \end{aligned}$ | $\begin{aligned} & 0.52 \\ & (0.26 ; 0.78) \end{aligned}$ |
|  | Alt 2: Current | $\begin{aligned} & 0.52 \\ & (0.31 ; 0.77) \end{aligned}$ | $\begin{aligned} & -2.25 \\ & (-2.93 ; \\ & -1.52) \end{aligned}$ | $\begin{aligned} & 0.52 \\ & (0.32 ; 0.79) \end{aligned}$ | $\begin{aligned} & 0.44 \\ & (0.19 ; 0.72) \end{aligned}$ | $\begin{aligned} & -1.93 \\ & (-2.86 \\ & -0.98) \end{aligned}$ | $\begin{aligned} & 0.40 \\ & (0.18 ; 0.69) \end{aligned}$ |
|  | Alt 3: Late | $\begin{aligned} & 0.50 \\ & (0.31 ; 0.68) \end{aligned}$ | $\begin{aligned} & 0.50 \\ & (0.32 ; 0.69) \end{aligned}$ | $\begin{aligned} & -1.05 \\ & (-1.40 ; \\ & -0.71) \end{aligned}$ | $\begin{aligned} & 0.44 \\ & (0.21 ; 0.67) \end{aligned}$ | $\begin{aligned} & 0.42 \\ & (0.21 ; 0.66) \end{aligned}$ | $\begin{aligned} & -0.87 \\ & (-1.30 ;-0.43) \end{aligned}$ |
| Expected Travel Time | Alt 1: Early | $\begin{aligned} & -2.62 \\ & (-3.67 ; \\ & -1.56) \end{aligned}$ | $\begin{aligned} & 1.97 \\ & (1.11 ; 2.80) \end{aligned}$ | $\begin{aligned} & 1.97 \\ & (1.11 ; 2.81) \end{aligned}$ | $\begin{aligned} & -2.48 \\ & (-3.75 \end{aligned}$ $-1.16)$ | $\begin{aligned} & 1.84 \\ & (0.83 ; 2.89) \end{aligned}$ | $\begin{aligned} & 1.83 \\ & (0.81 ; 2.84) \end{aligned}$ |
|  | Alt 2: Current | $\begin{aligned} & 0.93 \\ & (0.50 ; 1.42) \end{aligned}$ | -4.72 $(-6.55 ;$ $-2.80)$ | $\begin{aligned} & 0.93 \\ & (0.51 ; 1.46) \end{aligned}$ | $\begin{aligned} & 0.86 \\ & (0.32 ; 1.39) \end{aligned}$ | -4.40 $(-6.73 ;$ $-2.12)$ | $\begin{aligned} & 0.79 \\ & (0.31 ; 1.34) \end{aligned}$ |
|  | Alt 3: Late | $\begin{aligned} & 1.80 \\ & (1.05 ; 2.56) \end{aligned}$ | $\begin{aligned} & 1.80 \\ & (1.06 ; 2.59) \end{aligned}$ | $\begin{aligned} & -2.79 \\ & (-3.94 \\ & -1.64) \end{aligned}$ | $\begin{aligned} & 1.72 \\ & (0.83 ; 2.63) \end{aligned}$ | $\begin{aligned} & 1.68 \\ & (0.84 ; 2.63) \end{aligned}$ | $\begin{aligned} & -2.53 \\ & (-3.92 ;-1.13) \end{aligned}$ |
| Expected Scheduling Delay Early | Alt 1: Early | $\begin{aligned} & -0.96 \\ & (-1.30 \\ & -0.60) \end{aligned}$ | $\begin{aligned} & 0.46 \\ & (0.28 ; 0.64) \end{aligned}$ | $\begin{aligned} & 0.46 \\ & (0.28 ; 0.64) \end{aligned}$ | $\begin{aligned} & -1.04 \\ & (-1.31 \\ & -0.62) \end{aligned}$ | $\begin{aligned} & 0.61 \\ & (0.33 ; 0.84) \end{aligned}$ | $\begin{aligned} & 0.43 \\ & (0.24 ; 0.60) \end{aligned}$ |
| Expected Scheduling Delay <br> Late | Alt 3: Late | $\begin{aligned} & 0.42 \\ & (0.30 ; 0.54) \end{aligned}$ | $\begin{aligned} & 0.42 \\ & (0.31 ; 0.55) \end{aligned}$ | $\begin{aligned} & -1.77 \\ & (-2.20 ; \\ & -1.35) \end{aligned}$ | $\begin{aligned} & 0.42 \\ & (0.27 ; 0.55) \end{aligned}$ | $\begin{aligned} & 0.49 \\ & (0.32 ; 0.66) \end{aligned}$ | $\begin{aligned} & -1.38 \\ & (-1.72 ;-0.92) \end{aligned}$ |

explanatory variables. The final vector Z (eq. (1)) of explanatory variables consists of males, fixed work hours, and females interacted with having children. More specifically, we found that in our sample inertia increases for respondents who are male, have children interacted with being females, and have fixed work hours, and thereby are constrained in their arrival time at work. We note however, that the parameter for children interacted with females is only significant at about $85 \%$ confidence, but we have tested the model using responses from individuals outside of the study area, and found the significance level of the parameter to increase, so we believe that this is simply a matter of having access to a larger dataset to obtain a more robust parameter estimate.

We included the fixed work hours as an explanatory variable for the latent inertial behavior, since this reveals an ongoing tendency in behavior, while we included the temporal constraints for that day (e.g., meetings, etc.) directly in the choice model as an
explanatory variable for the departure time decision on that specific day. The fixed work hours (as opposed to the temporal constraint included in the choice model) is a contractual requirement by one's employer, while the temporal constraint is tied specifically to the trip diary for that specific day of the survey. In other words, an individual with flexible working hours might be constrained on that specific day, which will impact the choice on that day (but probably having little effect on the long-term inertia).

We believe that the fact that males are more likely to be more inertial could be due to women performing more activities and in general having more complex (and likely, less predefined) schedules with a higher degree of ad-hoc and spontaneous activities than their male counterparts. The fact that inertial behavior is positively influenced by the presence of children is in line with our expectations and the existing literature, as the presence of children requires more organized daily family routines (Spagnola and Fiese, 2007). We found this effect to be more significant when interacting children with females. We believe this is due to women, to a larger extent, performing many of the daily tasks around escorting kids to and from daycare, school and leisure activities (see, e.g., Cerrato and Cifre, 2018; Starrels, 1994). Our data revealed that women work less than men (although in our sample both men and women on average work more than 37 h per week, which is the norm in Denmark), so we also tried to control for this effect as it might be relevant with respect to who is taking care of household tasks, but we found it not to be significant. Furthermore, we also tested if inertia was affected by individuals' age, but found this not to be significant. We believe that this is probably due to the inclusion of the presence of children in the household, which is likely a stronger determinant for inertia and also indirectly captures in which phase of their life respondents currently are (with or without children in the household). Finally, we also tested the sociodemographics directly in the choice model, but found these to only be significant through the latent variable.

### 4.2. Segmentation of sample and their indicator response

In order to highlight and compare the differences between "inertial" individuals and "non-inertial" individuals, we segment the sample based on their level of inertia. More specifically, using the latent variable Inertia, we split the sample into tertiles comprised of the top third, the middle third and the bottom third. The top third consists of the most inertial individuals, while the bottom third include the least inertial individuals. The middle third is (by definition) centered on the median, and consists of semi-inertial individuals.

The (numerical) value of the latent level inertia can only be interpreted by its impact on the indicators. Thus, Fig. 7 presents the predicted mean value for all three indicators for each of the three segments. For comparison we also included the score for the full sample (i.e. black bars). As expected, the figure confirms that the top third most inertial respondents (i.e. grey bars) have the highest predicted mean scores on all three indicators (recall higher score indicate a more frequent occurrence of the observed behavior). More specifically, we see that the reported morning commute is basically repeated every day for this segment, which means that the departure does not vary from day to day, while for the least inertial respondents the average predicted outcome of indicator 1 lies between 4 ("once a week") and 5 ("several times a week"). Furthermore, in line with Fig. 3 we note that the morning commute is by far the most inertial period of the day, while the afternoon commute back home is to a lesser extent inertial, likely because individuals use the time after work to take care of various errands, such as doing grocery shopping, etc., or meeting up with friends. Finally, frequency of activities carried out in the evenings seems (on average) to occur very rarely for all segments.


COLUMN: MEAN VALUE, BOX: STD. DEV, VERTICAL LINE: MINIMUM - MAXIMUM
Fig. 7. The predicted mean value for each for the three indicators.

Table 5
Segment specific willingness to pay and marginal rate of substitution. $95 \%$ confidence intervals in brackets.

|  | Segment 1: Low inertia | Segment 2: Medium inertia | Segment 3: High inertia |
| :---: | :---: | :---: | :---: |
| Willingness to pay [DKK/min] |  |  |  |
| $\frac{\partial U}{} / \frac{\partial U}{}$ | 1.24 | 1.23 | 1.22 |
| $\frac{\partial E(T T)}{} / \frac{\partial T C}{}$ | (0.76; 1.91) | (0.84; 1.99) | (0.72; 1.84) |
| $\partial U / 1 \frac{\partial U}{}$ | 0.30 | 0.38 | 0.43 |
| $\overline{\partial E(S D E)} / \frac{U T C}{}$ | (0.14; 0.97) | (0.16; 1.22) | (0.18; 1.36) |
| $\partial U / 1 \frac{\partial U}{\partial L}$ | 0.63 | 0.80 | 0.93 |
| $\overline{\partial E(S D L)} / \frac{\partial T C}{}$ | (0.29; 1.73) | (0.37; 2.12) | (0.43; 2.55) |
| $\frac{\partial U}{} / \frac{\partial U}{}$ | 1.33 | 1.96 | 2.72 |
|  | (0.27; 4.51) | (0.35; 4.15) | (0.47; 5.65) |
| Marginal rate of substitution |  |  |  |
| $\partial U / \frac{\partial U}{}$ | 0.25 | 0.31 | 0.35 |
| $\overline{\partial E(S D E)} \overline{\partial E(T T)}$ | (0.11; 1.03) | (0.13; 1.24) | (0.14; 1.70) |
| $\partial U / \frac{\partial U}{}$ | 0.52 | 0.66 | 0.77 |
| $\overline{\partial E(S D L)} \overline{\partial E(T T)}$ | (0.25; 2.27) | (0.28; 2.60) | (0.35; 3.73) |
| $\frac{\partial U}{\partial D} / \frac{\partial U}{\partial E(T T)}$ | 1.14 | 1.67 | 2.31 |
| $\frac{\partial D L}{} / \frac{\partial U(T T)}{}$ | (0.32; 7.02) | (0.29; 6.41) | (0.40; 8.72) |
| $\partial U / \frac{\partial U}{}$ | 1.88 | 2.01 | 2.09 |
| $\frac{\partial E(S D L)}{} / \frac{\partial E(S D E)}{}$ | (1.19; 3.11) | (1.24; 3.12) | (1.32; 3.29) |
| $\frac{\partial U}{} / \frac{\partial U}{}$ | 2.74 | 3.80 | 5.00 |
| $\frac{\partial D L}{} / \frac{\partial U(S D E)}{}$ | (-11.71; 33.60) | ( -1.43 ; 17.99) | ( -0.17 ; 18.19) |
| $\frac{\partial U}{\partial D L} / \frac{\partial U}{\text { (SDL }}$ | 0.93 | 1.34 | 1.87 |
| $\partial D L ~ \frac{~}{\partial E}(S D L)$ | ( -4.73 ; 12.65) | ( -0.62 ; 6.84) | ( $-0.06 ; 7.15$ ) |

To get an even deeper understanding of the differences across segments, we also computed the segment specific willingness to pay and marginal rate of substitution (Table 5) as well as the average direct and cross elasticities (Table 6). In line with our expectations, Table 5 shows that the value of early and late arrival is higher for individuals who are most inertial, and lowest for individuals who are least inertial. Looking at the marginal rate of substitution between the rescheduling components and the travel time we see a similar trend. More specifically, on average 1 min of travel time corresponds to approximately 1.9 min of late arrival for the least inertial individuals, 1.5 min for semi inertial individuals, and only 1.3 min for the most inertial individuals. Similarly, 1 min of travel time correspond to approximately $4.0,3.2$, and 2.8 min of early arrival for individuals who are least, semi and most inertial respectively. Interestingly, the marginal rate of substitution between early and late arrival is almost the same across the three segments, indicating that the ratio between the penalty for early and late arrival is close to identical across the entire sample, but inertial individuals just factor the penalties for rescheduling (in both directions) the most. This fits well with our first hypothesis (H1).

### 4.3. Policy Scenario: Toll ring

To showcase the impact of our results in a policy analysis we use them to forecast the changes in demand for a relevant policy scenario which has been debated for the previous decade in Denmark (and Copenhagen in particular). This policy involves the implementation of congestion charging through the construction of a toll ring around Copenhagen. We defined pricing schemes similar to what exists in other Scandinavian cities (Fjellinjen, 2015; Transportstyrelsen, 2015a, 2015b), i.e., before 7:00 am and after 9:00 am the cost of entering Copenhagen is set to 10 DKK (approximately $1.34 €$ ), with incremental cost of 3 DKK (approx. 0.40 €) per 15 min going closer to the maximum cost of 22 DKK (approx. $2.95 €$ ) between 7:45-8:15.

For sake of simplicity we assume that individuals do not change mode and that travel times in the different time slots are constant. This is of course not a perfectly realistic assumption, because the introduction of a toll ring scenario is likely to push some individuals into changing mode, but it does not diminish the validity of this discussion and of the results obtained. In addition, as individuals change time slot (or mode) this will influence the congestion level, causing the demand to adjust until a new system equilibrium is reached. However, modelling such effects would require a full demand and traffic assignment which is beyond the scope of this paper. This policy analysis should be considered for illustrative purposes only.

Fig. 8 shows the substitution patterns as a consequence of constructing a toll ring around Copenhagen for both the ICLV model and the base Scheduling Model (without inertia). For the ICLV we present both the overall substitution patterns for the full sample as well as the substitution patterns for three different segments of the sample with different levels of inertia. In line with our third hypothesis (H3), we see that the segment which is most inertial (grey bars) is the one least likely to reschedule, while the segment who is least inertial (blue bars) is the one most likely to reschedule. Interestingly, we also note that there seems to be a significant different between the overall substitution patterns between the model with and without inertia. More specifically, the base model without inertia predicts greater substitution, while accounting for the effect of inertia leads to a dampening of the willingness to reschedule.
Table 6
Direct and cross elasticities for Level-of-Service attributes (such as travel time and cost, etc.) for the three segments of inertial level in the sample. $95 \%$ confidence intervals in brackets.

| Alternative |  | Segment 1: Low inertia |  |  | Segment 2: Medium inertia |  |  | Segment 3: High inertia |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Alt 1: Early | Alt 2: Current | Alt 3: Late | Alt 1: Early | Alt 2: Current | Alt 3: Late | Alt 1: Early | Alt 2: Current | Alt 3: Late |
| Travel Cost | Alt 1: Early | $\begin{aligned} & -0.81 \\ & (-1.31 ;-0.31) \end{aligned}$ | $\begin{aligned} & 0.52 \\ & (0.22 ; 0.85) \end{aligned}$ | $\begin{aligned} & 0.52 \\ & (0.22 ; 0.84) \end{aligned}$ | $\begin{aligned} & -0.81 \\ & (-1.30 ;-0.32) \end{aligned}$ | $\begin{aligned} & 0.52 \\ & (0.22 ; 0.87) \end{aligned}$ | $\begin{aligned} & 0.53 \\ & (0.22 ; 0.86) \end{aligned}$ | $\begin{aligned} & -0.86 \\ & (-1.36 ;-0.35) \end{aligned}$ | $\begin{aligned} & 0.48 \\ & (0.20 ; 0.81) \end{aligned}$ | $\begin{aligned} & 0.50 \\ & (0.21 ; 0.82) \end{aligned}$ |
|  | Alt 2: Current | $\begin{aligned} & 0.38 \\ & (0.13 ; 0.71) \end{aligned}$ | $\begin{aligned} & -2.00 \\ & (-3.13 ;-0.86) \end{aligned}$ | $\begin{aligned} & 0.34 \\ & (0.12 ; 0.68) \end{aligned}$ | $\begin{aligned} & 0.44 \\ & (0.16 ; 0.78) \end{aligned}$ | $\begin{aligned} & -1.92 \\ & (-3.05 ;-0.81) \end{aligned}$ | $\begin{aligned} & 0.40 \\ & (0.15 ; 0.74) \end{aligned}$ | $\begin{aligned} & 0.52 \\ & (0.19 ; 0.89) \end{aligned}$ | $\begin{aligned} & -1.86 \\ & (-2.97 ;-0.78) \end{aligned}$ | $\begin{aligned} & 0.48 \\ & (0.18 ; 0.87) \end{aligned}$ |
|  | Alt 3: Late | $\begin{aligned} & 0.47 \\ & (0.18 ; 0.77) \end{aligned}$ | $\begin{aligned} & 0.45 \\ & (0.19 ; 0.77) \end{aligned}$ | $\begin{aligned} & -0.82 \\ & (-1.33 ;-0.33) \end{aligned}$ | $\begin{aligned} & 0.44 \\ & (0.18 ; 0.74) \end{aligned}$ | $\begin{aligned} & 0.42 \\ & (0.17 ; 0.73) \end{aligned}$ | $\begin{aligned} & -0.88 \\ & (-1.41 ;-0.36) \end{aligned}$ | $\begin{aligned} & 0.41 \\ & (0.17 ; 0.66) \end{aligned}$ | $\begin{aligned} & 0.38 \\ & (0.16 ; 0.65) \end{aligned}$ | $\begin{aligned} & -0.91 \\ & (-1.45 ;-0.38) \end{aligned}$ |
| Expected Travel Time | Alt 1: Early | $\begin{aligned} & -2.44 \\ & (-4.01 ;-0.87) \end{aligned}$ | $\begin{aligned} & 1.94 \\ & (0.75 ; 3.22) \end{aligned}$ | $\begin{aligned} & 1.89 \\ & (0.71 ; 3.15) \end{aligned}$ | $\begin{aligned} & -2.66 \\ & (-4.23 ;-1.08) \end{aligned}$ | $\begin{aligned} & 2.01 \\ & (0.76 ; 3.40) \end{aligned}$ | $\begin{aligned} & 1.99 \\ & (0.73 ; 3.33) \end{aligned}$ | $\begin{aligned} & -2.34 \\ & (-3.72 ;-0.91) \end{aligned}$ | $\begin{aligned} & 1.56 \\ & (0.55 ; 2.72) \end{aligned}$ | $\begin{aligned} & 1.60 \\ & (0.55 ; 2.73) \end{aligned}$ |
|  | Alt 2: Current | $\begin{aligned} & 0.71 \\ & (0.12 ; 1.38) \end{aligned}$ | $\begin{aligned} & -4.65 \\ & (-7.45 ;-1.95) \end{aligned}$ | $\begin{aligned} & 0.66 \\ & (0.13 ; 1.33) \end{aligned}$ | $\begin{aligned} & 0.91 \\ & (0.31 ; 1.55) \end{aligned}$ | $\begin{aligned} & -4.77 \\ & (-7.72 ;-1.98) \end{aligned}$ | $\begin{aligned} & 0.83 \\ & (0.29 ; 1.49) \end{aligned}$ | $\begin{aligned} & 0.95 \\ & (0.30 ; 1.64) \end{aligned}$ | $\begin{aligned} & -3.78 \\ & (-6.23 ;-1.49) \end{aligned}$ | $\begin{aligned} & 0.89 \\ & (0.29 ; 1.60) \end{aligned}$ |
|  | Alt 3: Late | $\begin{aligned} & 1.80 \\ & (0.70 ; 2.96) \end{aligned}$ | $\begin{aligned} & 1.77 \\ & (0.74 ; 2.98) \end{aligned}$ | $\begin{aligned} & -2.51 \\ & (-4.22 ;-0.89) \end{aligned}$ | $\begin{aligned} & 1.83 \\ & (0.76 ; 3.01) \end{aligned}$ | $\begin{aligned} & 1.80 \\ & (0.78 ; 3.02) \end{aligned}$ | $\begin{aligned} & -2.72 \\ & (-4.49 ;-1.02) \end{aligned}$ | $\begin{aligned} & 1.53 \\ & (0.63 ; 2.49) \end{aligned}$ | $\begin{aligned} & 1.48 \\ & (0.63 ; 2.48) \end{aligned}$ | $\begin{aligned} & -2.36 \\ & (-3.94 ;-0.83) \end{aligned}$ |
| Expected Scheduling Delay Early | Alt 1: Early | $\begin{aligned} & -0.84 \\ & (-1.12 ;-0.43) \end{aligned}$ | $\begin{aligned} & 0.56 \\ & (0.26 ; 0.84) \end{aligned}$ | $\begin{aligned} & 0.37 \\ & (0.18 ; 0.58) \end{aligned}$ | $\begin{aligned} & -1.05 \\ & (-1.37 ;-0.54) \end{aligned}$ | $\begin{aligned} & 0.64 \\ & (0.30 ; 0.93) \end{aligned}$ | $\begin{aligned} & 0.45 \\ & (0.22 ; 0.67) \end{aligned}$ | $\begin{aligned} & -1.25 \\ & (-1.62 ;-0.63) \end{aligned}$ | $\begin{aligned} & 0.62 \\ & (0.31 ; 0.90) \end{aligned}$ | $\begin{aligned} & 0.46 \\ & (0.23 ; 0.68) \end{aligned}$ |
| Expected Scheduling Delay Late | Alt 3: Late | $\begin{aligned} & 0.38 \\ & (0.22 ; 0.55) \end{aligned}$ | $\begin{aligned} & 0.46 \\ & (0.26 ; 0.67) \end{aligned}$ | $\begin{aligned} & -1.05 \\ & (-1.41 ;-0.61) \end{aligned}$ | $\begin{aligned} & 0.43 \\ & (0.26 ; 0.60) \end{aligned}$ | $\begin{aligned} & 0.50 \\ & (0.29 ; 0.72) \end{aligned}$ | $\begin{aligned} & -1.42 \\ & (-1.81 ;-0.87) \end{aligned}$ | $\begin{aligned} & 0.44 \\ & (0.27 ; 0.61) \end{aligned}$ | $\begin{aligned} & 0.51 \\ & (0.30 ; 0.72) \end{aligned}$ | $\begin{aligned} & -1.68 \\ & (-2.15 ;-1.03) \end{aligned}$ |

## SUBSTITUTION PATTERN FOR A TOLL RING SCENARIO

| $\square L O W$ | INERTIA MEDIUM INERTIA HIGH INERTIA |
| :--- | :--- |
| $■ F U L L ~ S A M P L E ~(I C L V ~ M O D E L) ~$ |  |
| $\square B A S E M O D E L ~ W I T H O U T ~ H A B I T ~$ |  |



Fig. 8. Substitution patterns as a reaction to the introduction of a toll ring around Copenhagen.

## 5. Discussion and conclusion

In this paper we explored the impact of inertia in departure time choice. We hypothesized that (1) inertia affects departure time and rescheduling preferences, (2) socio-demographic characteristics can capture heterogeneity in inertia, and (3) this has policy implications when forecasting traffic demand strategies.

We found that inertia impacted not only the choice, but also the rescheduling preferences, i.e., inertial individuals are less likely to reschedule than non-inertial individuals, which confirms our first hypothesis. Furthermore we found that inertial behavior related to departure time is positively influenced by being male, having children interacted with being female and, finally, having fixed work hours, thereby confirming our second hypothesis. Finally, we tested policy implications of forecasting with/without inertia. More specifically, we defined a toll ring scenario as a countermeasure against congestion. We found that non-inertial individuals are most likely to reschedule, while inertial individuals are least likely to reschedule their departure. Furthermore, we compared the forecasting results to a model without inertia and found that the model without inertia predicts a greater willingness to shift departure time and thereby greater substitution patterns compared to the model with inertia. This shows that inertia indeed has forecasting implications for traffic demand policies, which confirms our third hypothesis.

The conclusion of this paper is that past behavior with respect to departure time decisions indeed impacts future departure time decisions, which is also in line with existing literature in other domains. It is difficult to say with certainty if the recurring behavior is due to habit or (other causes that lead to) inertia. To the extent possible with our data, we accounted for the effect of working constraints, which contribute to the strength of inertia, and showed that having (generally) fixed work hours (which do not vary on a day-to-day basis) is positively correlated with inertia. For those individuals the inertial behavior is likely to be driven (to a large extend) by external (work) constraints. We would like to point out that approximately $2 / 3$ of our sample have flexible work hours, hence an inertial behavior is (for the majority of the sample) not driven by having fixed work start times (on a regular basis), and therefore likely to indeed represent the underlying habitual behavior.

The model results in this study are based on a stated preference experiment pivoted around a reference trip for a specific working day. Future research could be improved by collecting multi-day information to understand how (and to which extent) day-to-day variation occurs. In particular, understanding how constraints vary (or not) from day-to-day could prove useful to disentangle to what extent the observed behavior is driven by underlying habit and inertia, and external constraints (other than having fixed work hours), such as school start hours, etc. Furthermore, the sample in this study is (as outline above) to a large extent made up of academics, and cannot claim to be representative of the Danish (or even Copenhagen) population. In future work, it would be interesting to explore if our findings holds for a large(r) and more representative population.
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