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Foreword

Laszlo Kéalman and Andras Kornai, two outstanding linguists who have
influenced generations of students and colleagues around the world, cele-
brated their 60th birthdays in 2017. This collection is a revised and ex-
tended version of the online Festschrift K+K=120 (www.nytud.hu/kk120),
published for the occasion in 2017, featuring papers written by their stu-
dents, friends, collaborators, and other scholars who, by being part of
the project, wanted to express their appreciation for Andras and Laszlo.

Laszlo Kalman’s main interests lie in the theory of grammar, formal
semantics and computational linguistics, but there is virtually no subdo-
main of linguistics that he hasn’t tried his hands at. He has written about
phonology, morphology, (lexical) syntax, pragmatics, as well as problems
of compositionality, analogy-based learning, monotonicity, and common-
sense reasoning. He coauthored and edited a volume on descriptive Hun-
garian syntax (2001), coauthored a descriptive grammar of Boyash (2009,
with Anna Orsos) and several textbooks (in 2002 with Gabor Radai, and
in 2007 with Viktor Tron, among others). He has also made significant
contributions to the popularization of science and to reforming the teach-
ing of Hungarian grammar at Hungarian primary and secondary schools.

Andras Kornai has, since the early 1980s, pursued research at the
intersection of mathematics and linguistics. Over the past four decades
he made influential contributions to all major areas of (computational)
linguistics, some notable examples of which are his formal construction of
X-bar theory with Geoffrey K. Pullum (1990), and his monographs on mor-
phology (1994), phonology (1995), mathematical linguistics (2007), and se-
mantics (2019). Over the last 15 years, Andrés has also established a new
school of human language technologies in Budapest, mentoring and lead-
ing an interdisciplinary team of mathematicians, linguists and engineers.

Andras and Laszlo, beyond their extensively overlapping interests
across a broad range of research topics, also share numerous rare scholarly
and human qualities. These include their outstanding intellectual abilities,
which enabled them to become experts in an exceptionally wide range of
domains spanning linguistics, mathematics and computer science. Further,
both of them are known for their rigorous standards and uncompromising
critical attitude, which, however, they are ready to apply to themselves as
much as to others. All this already showcases Lészl6 and Andréas as cre-
ative scholars; but their spark and flair bear mentioning also: colleagues



and students of theirs have always appreciated their witty, open-minded,
approachable and entertaining personalities, and their ability to pursue
interesting conversations with anyone on just about any topic. These qual-
ities, in addition to their intellectual abilities and enthusiasm for teaching,
have made them inspiring teachers and mentors for many generations of
students, some of whom appear as authors in this collection. The diversity
of topics appearing in this Festschrift is illustration of the variety of fields
on which the work of Kdlman and Kornai has made an impact, including
virtually all branches of theoretical linguistics and their intersections with
mathematics and computer science.

The number and scope of manuscripts received was vast and the ed-
itors are greatly indebted to all those who have supported the seemingly
endless process of compiling this collection. For reviewing the contribu-
tions to the volume, we thank all the authors as well as Thomas Graf,
Péter Rebrus, Paul Thompson, Daniel Varga, Daniel Vasarhelyi, Richard
Zach, and Zsoéfia Zvolenszky. We are also grateful to Zoltan G.Kiss for
typesetting the volume, to Uwe Reichel for technical assistance, to Zsofia
Zvolenszky for her help with the current Foreword, and to Andras Rung
for the painting on the cover (prepared for this occasion) and for the cover
design. For their help with the organization of the birthday workshop, for
financial support for the production of the Festschrift and for taking on
the role of the publisher we wish to express our gratitude to the MTA
Research Institute for Linguistics, particularly to Veronika Lipp, Gabor
Proszéky, Agnes Talian, Judit Temesvari and Tamas Varadi.

Budapest, May 2019

the editors
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KEYWORDS ABSTRACT

ouroboros We present an experimental method for mapping English words to
natural language processing real-valued vectors using entries of a large crowd-sourced dictionary.
semantics Intuition tells us that most of the information content of the average ut-
lexicon terance is encoded by word meaning (Kornai 2010 posits 85%), and map-
word embedding pings of words to vectors (commonly known as word embeddings) have

become a core component of virtually all natural language processing
(NLP) applications over the last few years. Embeddings are commonly
constructed on the basis of large corpora, approximating the seman-
tics of each word based on its distribution. In a set of pilot experiments
we hope to demonstrate that dictionaries, the most traditional genre of
representing lexical semantics, remain an invaluable resource for con-
structing formal representations of word meaning.

1. Background

Nearly all common tasks in natural language processing (NLP) today
are performed using deep learning methods, and most of these use word
embeddings — mappings of the vocabulary of some language to real-valued
vectors of fixed dimension — as the lowest layer of a neural network. While
many embeddings are trained for specific tasks, the generic ones we are
interested in are usually constructed with the objective that words with
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similar distributions (as observed in large corpora) are mapped to similar
vectors. In line with the predictions of the distributional hypothesis, this
approach causes synonyms and related words to cluster together. As a re-
sult, these general-purpose embeddings serve as robust representations of
meaning for many NLP tasks; however, their potential is necessarily lim-
ited by the availability of data. Lack of training data is a major issue for all
but the biggest languages, and not even the largest corpora are sufficient
to learn meaningful vectors for infrequent words. Lexical resources created
manually, such as monolingual dictionaries, may be expensive to create,
but crowdsourcing efforts such as Wiktionary or UrbanDictionary provide
large and robust sources of dictionary definitions for large vocabularies and
— in the case of Wiktionary — for many languages.

Recent efforts to exploit dictionary entries for computational seman-
tics include a semantic parser that builds concept graphs from dependency
parses of dictionary definitions (Recski 2016; 2018) and a recurrent neu-
ral network (RNN) architecture for mapping definitions and encyclopaedia
entries to vectors using pre-trained embeddings as objectives (Hill et al.
2016). In this paper we construct embeddings from dictionary definitions
by encoding directly the set of words used in some definition as the repre-
sentation of the given headword. We have shown previously (Kornai et al.
2015) that applying such a process iteratively can drastically reduce the
set of words necessary to define all others. The extent of this reduction de-
pends on the — possibly non-deterministic — method for choosing the set of
representational primitives (the defining vocabulary). The algorithm used
in the current experiment will be described in section 2. Embeddings are
evaluated in section 3, section 4 presents our conclusions.

2. Word vectors from dictionary definitions

In this research, we eschew a fully distributional model of semantics in
favor of embeddings built from lexical resources. At first glance, the two
approaches seem very different: huge corpora and unsupervised learning
vs. a hand-crafted dictionary of a few hundred thousand entries at most.
Looking closer, however, similarities start to appear. As mentioned pre-
viously, generic (“semantic”) embeddings are trained in such a way that
synonyms and similar words cluster together; not unlike how definitions
paraphrase the definiendum into a synonymous phrase (Quine 1951). The
two methods thus can be viewed as two sides of the same empirical coin;
we might not fully go against Quine then when we “appeal to the nearest
dictionary, and accept the lexicographer’s formulation as law”. Represent-
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ing (lexical) semantics as the connections between lexical items has a long
tradition in the NLP/AI literature, including Quillian’s classic Seman-
tic Memory Model (Quillian 1968), widely used lexical ontologies such as
WordNet (Miller 1995) and recent graph-based models of semantics such
as Abstract Meaning Representations (Banarescu et al. 2013) and 4lang
(Kornai 2012; Recski 2018).

In the model presented below, word vectors are defined not by count
distributions (as in e.g., Pennington et al. 2014), but by interconnections
between words in the dictionary. For the purpose of this paper, we chose
the English Wiktionary! as the basis of our embedding, because it is freely
available; however, the method would work on any monolingual dictionary.
The word vectors are computed in three steps.

First, we preprocess the dictionary and convert it into a formal struc-
ture, the definition graph: a directed graph whose vertices correspond to
headwords in the dictionary. Two vertices A and B are connected by an
edge A < B if the definition of the head contains the tail, e.g., A: B C
D. Definition graphs can be weighted and unweighted. In the former, each
vertex distributes the unit weight among its in-edges equally; in the latter,
each edge has a weight of 1. Continuing the previous example, the edges
from B, C' and D to A have a weight of % in the weighted graph and 1 in
the unweighted one.

Next, an iterative algorithm is employed to find an “Ouroboros” set of
words, which satisfies two conditions:

1. the whole vocabulary can be defined in terms of it, i.e., all directed
paths leading to a word in the definition graph can be traced back
to the Ouroboros set

2. it can define itself, so no words outside the set appear in the defi-
nitions of its members (we call this self-containedness the ouroboros

property).

The idea that a small set of primitives could be used to define all words in
the vocabulary is not new (Kornai 2018); several such lists exist. The most
relevant to the current work is probably the Longman Defining Vocabulary
(LDV), used exclusively in the definitions of earlier versions of the Long-
man Dictionary of Contemporary English (LDOCE) (Bullon 2003). The
LDV is not minimal, and in previous work it served as our starting point
to reduce the size of the essential word set as much as possible (Kornai

! https: //www.wiktionary.org/
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et al. 2015). Here we chose a different approach, not least because no such
list exists for Wiktionary.

Finding the Ouroboros set would be easy if the definition graph was a
DAG. However, due to the interdependence of definitions in the dictionary,
the graph contains (usually many) cycles. Our algorithm deals with this
by choosing a “defining” node in each cycle, and collecting these in a set.
Then, all arrows from outside of the set to inside it are removed. It is clear
that this set is defining, as every non-member vertex is reachable from
the nodes in it. Furthermore, after the removal of inbound edges, the set
satisfies the second condition and therefore it is an Ouroboros.

Trivially, the whole dictionary itself is an Ouroboros set, provided that
dangling edges (corresponding to words in definitions that are themselves
not defined in the dictionary) are removed from the definition graph.?
Needless to say, we are interested in finding the smallest possible (or at
least, a small enough) set that satisfies the property.

Mathematically inclined readers might recognize our Ouroboros as the
feedback vertex set of the definition graph. In the remainder of this paper,
we shall stick to the former (perhaps inaccurate) name, as it also hints at
the way it is generated — see section 2.2. Furthermore, elements of the set
shall be referred to — perhaps even more incorrectly than the singular term
— with the plural form, ouroboros.

In the final step of the algorithm, the vertices of the definition graph
are mapped into real valued vectors in R"™, where n is the size of the
Ouroboros set. The vectors that correspond to the ouroboroi serve as the
basis of the vector space; they are computed from the structure of the
Ouroboros subgraph. Other words are assigned coordinates in this space
based on how they are connected to the ouroboroi in the definition graph.

It is worth noting that in our case, the dimensionality of the embedding
is dictated by the data; this is in sharp contrast to regular embeddings,
where n is a hyperparameter.

The steps are explained in more detail below.

2.1. Preprocessing the dictionary

A dictionary is meant for human consumption, and as such, machine read-
ability is, more often than not, an afterthought. Wiktionary is no excep-
tion, although its use of templates makes parsing a bit easier. We used the

% This move might sound dubious, but justifiable if the dictionary encompasses a large
enough portion of the vocabulary of the language.
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English dump of May 2017, and extracted all monolingual entries with the
wiktionary parser tool from the 4lang library.® The definitions are then
tokenized, lemmatized and tagged for POS by the corresponding modules
of the Stanford CoreNLP package (Manning et al. 2014).

At a very basic level, tokenization is enough to produce a machine
readable dictionary. However, further transformations were applied to the
dictionary to improve recall and decrease its size by removing irrelevant
data, as well as to correct inconsistencies in how it was compiled. Raw
word forms generally give low recall because of the difference in inflection
between definienda and definientia. To solve this problem, we employed
two essential techniques from information retrieval (IR): lemmatization
and lowercasing. Our aim with the dictionary is to build a definition graph
of common words. Looking at the dictionary from this angle, it is clear
that it contains a large amount of irrelevant data.

o Multiwords: Wiktionary has entries for multiword units, such as ex-
pressions and noun compounds. While this poses no problems for the
algorithm described below, currently we have no means to evaluate
such lexical units.

e Proper nouns: proper nouns often cluster into strongly connected
groups, such as mythologies (Etain, Midir and the Dagda, amongst
others, represent Ireland) or country-capital pairs (e.g., Dehradun
and Uttarakhand from French India). Each such group inevitably
“delegates” one of its members to the ouroboros, increasing its size
for negligible gains.

e Punctuation: punctuation marks clearly have no role on the seman-
tic level; on the syntactic side, our BOW approach renders them
superfluous.

e Stopwords: similarly to punctuation, function words bring very little
to the table; removing them is a common practice in IR.

We created a dictionary file for every combination of the transformations
described above. Proper nouns and punctuation were filtered by their POS
tags; stopwords according to the list in NLTK (Bird et al. 2009). In case of
the latter two, not only were the tokens removed from the definitions, but
their entries were also dropped. Table 1 lists the most important versions,
as well as the effect of the various filtering methods on the size of the

% https: //github.com/kornai/4lang/
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vocabulary and the Ouroboros of the resulting dictionary. It can be seen
that lowercasing and lemmatization indeed increase the recall, and that
multiwords and proper nouns make up about one third of the dictionary.
The effect on the size of the Ouroboros seems more incidental; it is certainly
not linear in the change in vocabulary size.

Table 1: Effect of filtering steps on vocabulary and Ouroboros size

Preprocessing steps Vocabulary size Ouroboros size

none 175,648 3,263
lowercasing 176,814 3,591
lemmatization 179,212 3,703
no multiword 140,058 3,231
no proper nouns 151,652 2,688
no punctuation 175,651 3,263
no stopwords 171,389 3,196
all 122,397 3,346

The linguistic transformations above have been straightforward. However,
we are also faced with lexicographical issues that require further considera-
tion. The first of these concerns entries with multiple senses: homonymous
and polysemous words. While the former needs no justification, the inter-
pretation of polysemy, as well as the question of when it warrants multiple
definitions, is much debated (see e.g., Bolinger 1965; Kirsner 1993 and the
chapter on lexemes in Kornai 2018). Aside from any theoretical qualms
one may have, there is also a practical one: even if the different senses of a
word are numbered, its occurrences in the definitions are not, preventing
us from effectively using this information. Therefore, we decided to merge
the entries of multi-sense words by simply concatenating the definitions
pertaining to the different senses.

The second problem is inconsistency. One would logically expect that
each word used in a definition is itself defined in the dictionary; however,
this is not the case. Such words should definitely be added to the ouroboros,
but having no definition themselves, would contribute little to its seman-
tics. As such, we eliminated them with an iterative procedure that also
deleted entries whose definition became empty as a result. The procedure
ran for 3—4 iterations, the number of removed entries/tokens ranging from
5342/912,373 on the raw dictionary to 707/125,509 on the most heavily
filtered version.
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Finally, in some entries, the definiens contains the definiendum. Since
the presence or absence of these references — an artifact of the syntax of
the language the definition is written in, not the semantics of the word in
question — is arbitrary, they were removed as well.

2.2. The Ouroboros

Once the dictionary is ready, the next step towards the embedding is cre-
ating the Ouroboros set, which will serve as the basis of the word vector
space. The Ouroboros is generated by an iterative algorithm that takes the
definition graph as input and removes vertices at each iteration. The ver-
tex set that remains at the end is the Ouroboros. A high-level pseudocode
of the algorithm is included at the end of this section.

An iteration consists of two steps. In the first, we iterate through all
words and select those that can be replaced by their definition. A word
can be replaced if the following conditions hold:

1. no other words connected to the word in question in the definition
graph (via both in- or out-edges) have been marked for replacement;

2. the vertex that corresponds to the word has no self-loop.

The first condition is simply a way of preventing race conditions in the
replacement process. The second one, however, calls for some explanation.
As we made sure that no definition contains its headword in the dictionary,
initially, the definition graph contains no self-loops. However, as more and
more words are removed, self loops start to appear. This is also our final
stopping condition: the algorithm exits when all remaining vertices are
connected to themselves. One can look at this condition as a way of saying
that a word in the Ouroboros cannot be defined solely in terms of other
words — in a way, it eats its own tail.

The second step performs the actual replacement. It removes the ver-
tices marked by the first step, and connects all of their direct predeces-
sors in the graph to their directs successors. In the weighted version, the
weights are updated accordingly: the weight of a new edge will be equal to
the product of the weights of the two edges it replaces. Figure 1 illustrates
the replacement procedure with an example.

This step is also responsible for building the embedding graph. At first,
the graph is empty. Each vertex removed by the algorithm, together with
its in-edges, is added to it. By the time the algorithm stops, all vertices will
have been added to the embedding graph. It is easy to see that this graph
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dogless
0.5

Figure 1: The definition graph before (left) and after (right) the word dog is re-
placed with its predecessors. Note that the sum of the in-weights for
bark and dogless remains constant.

is a DAG, with the ouroboroi as its sources: what the whole algorithm
effectively does is decrease the size of the cycles in the definition graph,
vertex-by-vertex and edge-by-edge. The cycles never disappear completely,
but become the self loops that mark the Ouroboros set. It follows then,
that the Ouroboros contains at least one vertex and one edge (the self loop)
from each cycle in the original definition graph and thus the embedding
graph is free of (directed) cycles.

This algorithm can be tuned in several ways. The attentive reader
might have noticed that the order in which the words are evaluated in the
first step strongly determines which end up as replaceable. Several strate-
gies were considered, including alphabetical and random order, shortest/
longest, or rare/most common word (in definitions) first. Not surprisingly,
rare words first performed best: this agrees with the intuition that the “ba-
sis” for the embedding should mostly contain basic words. Consequently, all
numbers reported in this paper were attained with the rare first strategy.

We also experimented with decreasing the size of the embedding graph
by deleting edges below a certain weight threshold; this is the equivalent of
magnitude-based pruning methods in neural networks (Hertz et al. 1991).
However, the performance of the embeddings created from pruned and
unweighted graphs lagged behind those created from weighted ones. Hence,
we used the latter for all experiments.
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Algorithm 1 The Ouroboros algorithm

1: function CREATE UROBOROS(dictionary)

2 DG CREATE_ DEFINITION _GRAPH(dictionary)
3 EG  Graph()

4: repeat

5: replaceable  COLLECT__REPLACEABLE(DG)
6

7

8

9

if LENGTH(replaceable) > 0 then
DO REPLACE(DG, EG, replaceable)

until LENGTH(replaceable) > 0
return DG, EG

2.3. The embedding

This section describes the algorithm that takes as its input the ouroboros
and embedding graphs and produces a word embedding. First, the basis
of the vector space is computed. Since our goal is to describe all words in
terms of the Ouroboros, the vector space will have as many dimensions
(denoted with D) as there are vertices in the Ouroboros graph. Each co-
ordinate corresponds to a word; the mapping is arbitrary, and we opted
for alphabetic order. The word vectors for the ouroboroi (the first D rows
of the embedding) are chosen to be the basis vectors of the vectors space.

The basis vector for an Ouroboros word w, however, can be calculated
in two ways:

1. Ouroboros-as-coordinates (OAC): as a sparse vector, where the only
nonzero coordinate is the one that corresponds to the word itself.
The first D rows of the embedding thus form the identity matrix.

2. Ouroboros-as-vectors (OAV): as a vector whose nonzero coordinates
correspond to the direct predecessors of w in the ouroboros graph.
The values of the coordinates are the weights of the edges between
its predecessors and w.

The two variants have opposing properties. OAV is much denser, which
might bring words much closer in the semantic space than they really
are, introducing “false semantic friends”. OAC, on the other hand, is so
sparse that the similarity of two Ouroboros words is always zero. This
property might be useful if our algorithm was guaranteed to find the most
semantically distributed feedback vertex set; however, no such guarantee
exists. Since it is hard to choose between the two based solely on theoretical
grounds, both variants are evaluated in the next chapter.
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The vectors for the rest of the words are computed from the embed-
ding graph. The graph is sorted topologically, with the ouroboroi at the
beginning. The algorithm iterates through the words. The vector of a word
w is set to be the weighted sum of the vectors of its direct predecessors in
the embedding graph:

Vw = g V' * €(w! w)s

w’:(w',w)EEG

where e(; ;) is the weight of the edge between i and j. The topological sort
ensures that by the time we arrive to w, the vectors for all w’s have already
been calculated.

More by accident than design, we also created a third embedding
beside OAC and OAV. Here the basis is taken from OAV, but the rest of the
vectors are the same as for OAC; accordingly, we named it Chimera (CHI).
While the construction of this embedding is mathematically incorrect, it

performed unexpectedly well, so we included it in the evaluation alonside
OAC and OAV.

3. Evaluation

The algorithm presented in section 2 creates word embeddings, i.e., map-
pings from the vocabulary of a dictionary dataset to real-valued vectors of
fixed dimension. This section will present two sets of experiments, both of
which indicate that the distance between pairs of word vectors is a mean-
ingful measure of the semantic similarity of words. In section 3.1 we will
use two semantic similarity benchmarks for measuring semantic similar-
ity of English word pairs to evaluate and compare our word embeddings.
Section 3.2 presents a qualitative, manual analysis of each embedding that
involves observing the set of words that are mapped to vectors in the
immediate vicinity of a particular word vector in the embedding space.

3.1. Benchmark performance

The embeddings were evaluated on two benchmarks: SimLex-999 (Hill
et al. 2015) and WS-353 (Finkelstein et al. 2002).

SimLex is the new standard benchmark for the task of measuring the
semantic similarity of English word pairs. It contains 999 word pairs, each
annotated with a gold standard similarity score, the average of scores given
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by human annotators. Performance of systems is measured as the Spear-
man correlation between a system’s scores and the gold standard scores.
State of the art systems achieving correlation scores in the 0.7-0.8 range
(Mrksié¢ et al. 2016; Recski et al. 2016) combine multiple word embeddings
and lexical resources, other competitive systems use word embeddings cus-
tomized for the task of measuring word similarity (Schwartz et al. 2015;
Wieting et al. 2015). General-purpose embeddings typically achieve a cor-
relation in the 0.1-0.5 range; scores for some commonly used models are
shown in Table 2.

The WS-353 dataset contains 353 word pairs. It was originally devised
to quantify any kind of semantic association: both similarity and related-
ness. Here we use the subset that targets the former, selected by Agirre
et al. (2009). Similarly to Simlex, performance is measured by Spear-
man’s p. WS-353 has been around longer than Simlex, and various corpus-
(Gabrilovich & Markovitch 2007; Halawi et al. 2012) and knowledge-based
methods (Hassan & Mihalcea 2011) have been evaluated against it; the
current state-of-the-art, 0.828 was achieved by a hybrid system that also
makes use of word embeddings (Speer et al. 2017).

Table 2: Coverage and performance of some word embeddings, measured by
Spearman’s p

System Simlex WS-353

Coverage p  Coverage p

Huang et al. (2012)* 996 0.14 196 0.67
SENNA® (Collobert & Weston 2008) 998 0.27 196 0.60
GloVe.840B%(Pennington et al. 2014) 999 0.40 203 0.80
Word2Vec’ (Mikolov et al. 2013) 999 0.44 203 0.77

We evaluate various versions of our ouroboros-embeddings on both data-
sets. Results are presented in Table 3. Top scores on Simlex are just above
0.2, which outperforms Huang, but falls short of GloVe and Word2Vec by
a similar margin. On the much easier WS-353 dataset, even our best result
is below that of the competition. Nevertheless, these results confirm that

* http: //www.socher.org

® http: //ronan.collobert.com /senna,/

S https: //nlp.stanford.edu,/projects/glove/

" https: //code.google.com/archive/p/word2vec/
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our method yields vectors that are at least comparable to other general-
purpose embeddings.

An early observation is that embeddings created using the OAV con-
dition (see section 2.3) perform considerably worse than those built with
the OAC condition. The most surprising part is the performance of the
CHI embedding: while it tails behind the other two methods on Simlex,
it improves dramatically when stopwords are filtered (the last two rows),
to the extent that it becomes the best method on both datasets.

Table 3: Coverage and correlation of Wiktionary embeddings on Simlex and

WS-353
Preprocessing Simlex WS-353
Cov. poac  pcmi posv Cov. posc  pcHr  PoAV
none 943 0.18 0.04 0.11 193 0.19 0.18 0.10
lowercasing 961 0.21 0.03 0.08 191 0.17 0.23 0.11

lemmatization 956 0.17 0.02 0.08 197 0.23 0.25 0.17
no multiword 943 0.15 0.03 0.10 193 0.19 0.15 0.08
no proper nouns 943 0.14 0.04 0.08 186 0.21 0.20 0.15
no punctuation 943 0.15 0.03 0.09 193 0.21 0.17 0.10
no stopwords 938 0.17 0.22 0.15 192 0.27 0.46 0.19

all 956 0.21 0.20 0.16 188 0.30 0.46 0.25

In order to gain further insight into how the three embeddings behave dif-
ferently, we devised a further experiment based on the all embedding. The
word pairs in the evaluation datasets have been divided into three groups,
depending on how many of the two words are ouroboroi. Table 4 presents
the results. Unsurprisingly, the numbers for CHI equal to OAV when both
words are in the Ouroboros and to OAC when neither is. Perhaps pre-
dictably, our concerns about both OAC and OAV have been confirmed by
the results: the orthogonal OAC basis breaks down when both words in
a pair are in it, while the over-dense OAV fails to quantify the similarity
of out-of-basis pairs. CHI, on the other hand, manages to be the “best of
both worlds”, at least as far as the first and the last row is concerned.
Its exceptional performance in the middle row (in italics) is perplexing,
because this is the point where OAV basis vectors are measured against
OAC vectors; where the snake meets the lion, so to speak. Unfurling this
mystery is left as future work.
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Table 4: A more in-depth look into the performance of the all embedding

Word in basis Simlex WS-353

Size poac PcHr Poav  Size pPoAc  PCHI  POAV

Both 313 0.00 0.13 0.13 46 0.00 0.27 0.27
One 468 0.27 0.20 021 8 034 053 0.36
Neither 175 0.30 0.30 0.12 57 0.50 0.50 0.23

Both SimLex and WS-353 contain pairs of frequent words. Our hope is
that in the next section our method will show its strength on infrequent
words that cause trouble for distributional models that are limited by the
amount of training data available.

3.2. Nearest neighbors

As mentioned in section 1, we expect our embeddings to yield meaningful
representations even for infrequent words that pose a problem for distri-
butional approaches. We have no knowledge of reliable datasets contain-
ing the semantic similarity of infrequent words, a quantitative analysis
is therefore not possible. A more subjective method to evaluate whether
the angle between word vectors is proportional to semantic similarity is
to observe vectors in the immediate vicinity of a particular vector to see
whether they are semantically related to the word corresponding to that
vector. Our experiment involves examining the nearest neighbors of vec-
tors corresponding to a small sample of infrequent words in our least noisy
ouroboros-embedding (using all filtering steps on the Wiktionary data)
and a large, publicly available embedding trained using GloVe on 840 bil-
lion words of raw English text and containing vectors for 2.2 million words.

To create a sample of infrequent English words, we used a word fre-
quency list constructed from the UMBC Webbase Corpus (Han et al. 2013).
To extract words that are in English, correctly spelled, and can be expected
to appear in a dictionary, we matched the list against the full vocabulary
used in a late draft version of (Kornai 2018), which we know to contain
many infrequent words. After manually excluding from the resulting list
technical words related to mathematics or linguistics, we kept the five least
frequent ones for the purposes of the current experiment. The five words,
along with their definitions in Wiktionary, are shown in Table 5. For both
the uroboros and GloVe embeddings we extracted the nearest neighbors



14 Judit Acs - David Nemeskey - Gabor Recski

of each of the five words in our sample. Tables 6 and 7 show for each word
the top two neigbors in the uroboros and GloVe embeddings, respectively.
We also include Wiktionary definitions of these neighbor words, where
available.

Table 5: Sample of five infrequent words used in (Kornai 2018)

Word Wiktionary definition

compter | A counter (token used for keeping count)

A prison attached to a city court; a counter

entelechy | The complete realisation and final form of some potential concept or function
A particular type of motivation, need for self-determination,

and inner strength directing life and growth to become all one is capable of

being
hinny The hybrid offspring of a stallion (male horse) and a she-ass (female donkey).
perron A stone block used as the base of a monument, marker, etc.

A platform outside the raised entrance to a church or large building

quodlibet | A form of music with melodies in counterpoint.

A form of trompe 'oeil which realistically renders domestic items

Table 6: Nearest neighbors of our sample words in the ouroboros embedding

Word Neighbor | Definition

compter | jeton a counter or token

countify to use as a count noun

entelechy | subtyping | a form of type polymorphism (...)

convolve | to compute the convolution function

hinny fummel a hinny

zebrinny | the offspring of a male horse and a female zebra

perron stereobate | the foundation, typically of a stone building
the steps of the platform beneath the stylobate
jamo any of the 24 building blocks of the Korean (hangeul) alphabet.

quodlibet | planctus a lament or dirge, a popular literary form in the Middle Ages.

chorale a chorus or choir.

a form of Lutheran or Protestant hymn tune.
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Table 7: Nearest neighbors of our sample words in the GloVe embedding

Word Neighbor Definition
compter | compuer n/a
copouter n/a

entelechy | aristotelianism | the philosophical system of Aristotle and his followers

somethingness | the quality of being something

hinny tuchus alternative form of toches — the buttocks, rear end, butt
hiney buttocks

perron chingon (as chingon:) (Mexico, slang) very smart, intelligent (...)
chido (Mexico, slang) cool, acceptable, easy

quodlibet | sequitur A logical conclusion or consequence of facts.
peric n/a

Even such a small and non-representative sample of infrequent English
words is sufficient to exemplify some of the issues that arise when repre-
senting infrequent words with distributional models. Typos of more fre-
quent words may dominate the total number of occurrences in a corpora:
compter and hinny are clearly represented by the GloVe embedding as
alternative forms of computer and hiney, respectively. Neighbors of the
other three sample words in the GloVe embedding are seemingly random.
Meanwhile, in 4 out of the 5 example cases, uroboros maps rare words
into the vicinity of highly related lexemes.

4, Conclusion

In this work, we examined the possibility of creating word embeddings
from a dictionary. While the performance of our embedding in the word
similarity task lags behind those obtained by prediction-based methods, it
is perhaps better suited to find relevant neighbors of rare words.

In future work, we hope to iron out the sparsity/density problem that
is, in part, responsible for the lackluster similarity scores. Another av-
enue of research we intend to pursue is to consolidate prediction- and
dictionary-based embeddings into a hybrid model that combines the ad-
vantages of both.
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binding theory A central concern in the syntax of pronominals is the correct repre-
binding relations sentation of the syntactic relationship between a pronominal and its
reflexives antecedent, where we can think of the antecedent as the expression
coindexation that determines the pronominal’s interpretation. Elements like reflex-
linking ives are of particular interest, because they must have syntactically cir-

Lexical-Functional Grammar cumscribed antecedents, in contrast to pronouns, which may refer de-
ictically. Two common ways to represent the binding relation between a
reflexive and its antecedent are through coindexation or linking, where
these are seen as strict alternatives to each other. Coindexation is sym-
metric and transitive, whereas linking is asymmetric and intransitive.
However, this raises a problem, as empirical data has shown that both
transitivity and asymmetry are required of binding relations. A solution
presents itself in the binding equations of Lexical-Functional Grammar,
which are transitive due to their use of equality (a standard transitive re-
lation), but asymmetric due to their use of an ANTECEDENT feature (if x is
the ANTECEDENT of y, y is not the ANTECEDENT of x).

One common way to represent the relationship between a pronominal
and its antecedent —let’s call it “the coconstrual relation” (following Safir
2004a;b) —is through the use of indices on nominals:

(1)  Alliy told Thoray that shey /9 /3 was next.

The proper names Alli and Thora have distinct indices, which is under-
stood to mean that they refer to distinct individuals. The pronoun she
can be coindexed with either of the proper names, in which case it refers
to the same individual as the name in question. The indexing relation is
transitive such that if Alli and she are coindexed, then Thora and she
are contra-indexed, since Alli and Thora are contra-indexed. Lastly, the
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pronoun need not be coindexed with either of the names mentioned, in
which case it bears an index contra-indexed with both names.

Coindexation is a symmetric relation: if A is coindexed with B, then
B is coindexed with A. A variety of asymmetric representations of the
antecedent—pronominal relation have also been explored (Higginbotham
1983; 1985; Dalrymple 1993; Heim 1998; Fox 2000; Safir 2004a;b; Biiring
2005a;b). As Higginbotham (1983) points out, only an asymmetric relation
actually directly captures the antecedence relation. This is evident if we
compare the coindexation representation in (2) to Higginbotham’s linking
representation in (3), where the head of the arrow is at the antecedent and
the tail of the arrow is at the anteceded element:

(2) Thora; said she; thought Alfred had tickled her;.

(3) a. Thora said she thought Alfred had tickled her.
(S

b. Thfora said ?h$ thought Alfred had tickled h?r.

The arrow notation makes it clear that the linking relation is asymmetric
and represents that Thora is the antecedent of she and that she is the
antecedent of her in (3b), whereas Thora is the antecedent of both she and
her in (3a). In contrast, the coindexation in (2) does not capture whether
Thora or she is the antecedent of her.! Heim (1998) proposes a notational
variant of the linking arrows, using dual indices (which she calls “inner” and
“outer” indices); Biiring (2005a;b) also adopts a kind of dual indexation.?

! Coindexation per se does not even capture, e.g., whether Thora is the antecedent of
she or vice versa, but independent considerations in any theory that uses coindexation
would settle this question in favour of the former option.

o

It should be noted that both the coindexation and linking syntactic representations in
fact represent two different kinds of semantic relationship between the pronoun and
its antecedent, where the exact nature of the relationship depends on the nature of
the antecedent. If the antecedent is a referential noun phrase, the relationship can be
one of simple coreference. If the antecedent is an operator, the relationship must be
something akin to logical variable binding (Bach & Partee 1980; Biiring 2005a, 81ff).
The following standard sort of example makes this clear; for simplicity, let us assume
that the others in question are not related to Harry:

(i) Only Harry heard his sister.

Interpretation 1: Only Harry is an « who heard Harry’s sister.

Interpretation 2: Only Harry is an « who heard z’s sister.
The first interpretation is a coreferential interpretation, such that the pronoun refers
to whatever the proper name Harry refers to. On this interpretation, the others did
not hear Harry’s sister, but may have heard their own sisters. The second interpre-
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These representational differences in binding relations have linguistic
consequences, although this is not obvious from (2) and (3) alone. Let us
call the configuration in (3a) cobinding and the configuration in (3b) tran-
sitive binding, following Heim (1998) and Biiring (2005b). The following
example from Biiring (2005b, 264) — modified to use the linking represen-
tation — illustrates that cobinding and transitive binding can give rise to
distinct interpretations (all caps indicates focus):

(4) Every man is afraid that only HE voted for his proposal.

a. Cobinding:
every Tman is afraid that only hle voted for his proposal

Fear: ‘No one else voted for my proposall’

b. Transitive binding:
every1 man is afraid that only klliz voted for hlis proposal

Fear: ‘No one else voted for his own proposall’

A symmetric relation like coindexation cannot capture the distinction be-
tween cobinding and transitive binding, making it difficult for a theory
that represents the antecedent—pronominal relation symmetrically to ac-
count for (4).

Another distinction between the coindexation relation and the linking
relation is that the former is transitive, whereas the second is not. The
issue of transitivity is a long-standing one in the syntax of pronominals. In
the early literature on pronominal syntax (Jackendoff 1972; Wasow 1972),
the problem concerned how to relate the reflexive to the matrix subject
in (5) without introducing a rule that would also overgenerate (6). From
this point on, I use bold face in example sentences to indicate coconstrual.

(5) Thora worried that she might implicate herself.

(6) *Thora worried that Alfred might implicate herself.

Coindexation plus a locality restriction on the antecedent—anaphor rela-
tion neatly solved this problem: the reflexive must have a suitable local an-
tecedent. Alfred and she are both local, but only she is a suitable antecedent
for the feminine reflexive (assuming Alfred names a male individual, as is

tation is the semantically bound interpretation, such that the pronoun is bound by
the quantificational noun phrase Only Harry. On this interpretation, the others in
question did not hear their own sisters, but may have heard Harry’s sister.
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conventionally the case). If the reflexive is coindexed with she, it would
be related to Thora in (5) by transitivity of coindexation, on the relevant
reading where Thora is coindexed with she. However, it cannot be directly
related to Thora, as would have to be the case for (6) to be grammatical,
because the matrix subject is not sufficiently local to the reflexive.

The transitivity of coindexation similarly explains the pattern in (7),
which turns out to be a problem for asymmetric relations such as linking;:

(7) a. *Isak said he saw him.
b. Isak said he saw him.

c. Isak said he saw him.

Isak can be the antecedent of he or him, as in (7b) and (7c), but it cannot
be the antecedent of both, as in (7a). On the standard assumption that
these pronouns can only take antecedents that are suitably non-local, if he
and him are both coindexed with Isak, then he and him are also coindexed
with each other, but he is too local to him. Lasnik (1976) discusses sim-
ilar examples, in light of the previous work on transitivity of coconstrual
mentioned above.

Higginbotham (1983, 406) immediately observed that (7a) is problem-
atic for an asymmetric antecedent—pronominal relation, because there is
a cobinding representation in which he is not the antecedent of him, such
that each of he and him have the relation to Isak that they have in (7b)
and (7c), which are independently grammatical:

(8) Isak said he saw him.
| S

Biiring (2005b, 265) points out that these sorts of examples have normally
lead to various theoretical complications for asymmetric theories of cocon-
strual.

However, it is possible to simultaneously reap the benefits of asymmet-
ric linking and transitive coindexation through an antecedent—pronominal
relation that is both asymmetric and transitive. One such relation is that
of Dalrymple (1993), which is couched in the theory of Lexical-Functional
Grammar (Kaplan & Bresnan 1982; Bresnan et al. 2016; Dalrymple 2001).
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Dalrymple’s relation can be abbreviated as follows, where f can be
thought of as the pronominal in question:?

(9) (f ANTECEDENT), = f»

This constraint states that — at the level of semantic structure (Halvorsen
& Kaplan 1988; Dalrymple 1999; 2001; Asudeh 2012), indicated by the sub-
script o —the pronominal is equal to its antecedent. The feature ANTECE-
DENT introduces asymmetry: it is not the case that if A is the ANTECEDENT
of B, then B is the ANTECEDENT of A. Equality introduces transitivity: if
A is the antecedent of B and C, then (at semantic structure) A equals B
and A equals C, which means that B equals C.

This relation captures the distinction between cobinding and transi-
tive binding, as in (4), due to the asymmetry of the antecedent—anaphor
relation. It also correctly captures the pattern in (7) while correctly ruling
out (8), due to the transitivity of equality.
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variation This paper discusses two instances of variation in the nominal morphol-
analogy ogy of Northern Vlax Romani varieties as spoken in Hungary. The dis-
patterns cussion is conducted in an analogical framework, relying only on sur-
Construction Morphology face forms and their relationships, using Construction Morphology and
Vlax Romani taking the notion of schemata as introduced by Booij(2010) one step fur-

ther. | will also make an attempt at defining the notion of a weak point
as alocus of the emergence of variation. If different morphological tools
are employed by different stems for the same semantic function within
a strictly delimited paradigm, pattern-seeking may begin. The different
patterns may result in one and the same stem employing different tools
to express the same function; thus, the patterns will serve as different
analogical forces that influence the extent and nature of variation. This
paper focuses on variation in the strict sense, that is, phenomena involv-
ing vacillating stems.

1. The data

Romani is the only New Indo-Aryan language not spoken in India but
rather in Europe, its closest relatives among other Indo-Aryan languages
being Rajasthani and Gujarati. Although realistic estimates of the num-
ber of speakers are not easy to make, Bakker (2001) put their number at
approximately 4.6 million in Europe at the beginning of the third millen-
nium. The total number of the Romani people in Europe, including both
speakers and non-speakers, has been estimated at anywhere between 4 and
12 million. Due to more recent migrations, Romani has also been spoken
in the Americas, where the numbers are even harder to determine, but
conservative estimates (cf. Matras 2005) suggest that there are upwards of
500 000 speakers, and there are probably more, as there are about 800 000
Romani people living in Brazil alone (cf. Gaspar 2012) and approximately
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one million in the United States (Hancock 2013). Romani monolingual-
ism virtually does not exist; all speakers of Romani are at least bilingual.

The dialect classification still in use in current Romani linguistic lit-
erature builds upon the branches established by Miklosich (1872-1880),
relying mostly on contact phenomena. One of the four main dialect groups
of Romani is Vlax Romani, which is, based on certain diagnostic features,
further divided into a Southern and a Northern group, with the former spo-
ken mostly in the Balkans, while the latter in Romania, Hungary, Moldova
and Serbia. Some confusion is caused by the fact that the Northern Vlax
group has often been referred to simply as Vlax Romani in papers written
about Romani as spoken in Hungary (e.g., Erdss 1959; Vekerdi 2000).

Authentic and trustworthy corpora as such, of any variety of Romani,
have not existed until very recently, and when looking into instances of syn-
chronic variation, new and authentic data are of utmost importance. The
situation in the international landscape is better now, although the small
corpora of Thrace Romani—Turkish—Greek and Finnish Romani-Finnish
have been collected with the aim of research into language contact, and
the corpus of Russian Romani does not include the newly collected spoken
data yet (Kozhanov 2016).

Therefore, we set out to collect new, authentic, up-to-date, real life
Romani data in Hungary in 2015 within the framework of the project
Variation in Romani Morphology (OTKA K 111961, PI: Laszl6 Kalman).!
Based on a questionnaire specifically designed for this purpose by the au-
thor, but also recording spontaneous speech, we carried out fieldwork in
several locations in Hungary, and thus far we have carried out Northern
Vlax Romani interviews with 30 informants or groups of informants all over
the territory of Hungary. Although the quantity of the data is not large,
small corpora have actually been used effectively in the course of conduct-
ing valuable research (Adamou 2016). In the present study, we will exclu-
sively rely on these data, occasionally referring to another fairly reliable
but slightly outdated source, Vekerdi (1985). The Northern Vlax Romani
varieties where the data come from include Lovari, MaSari and Drizari. Al-
though sometimes considered as separate linguistic groups within Northern
Vlax Romani (Erdés 1959; Télos 2001), a comprehensive study on the Vlax
dialects of Romani, Boretzky (2003) does not include them as separate di-
alects. Based on their similarity seen so far, I will consider them as one
variety from a linguistic aspect, used by different, self-designated groups.

! The fieldwork was carried out by Matyas Rosenberg and the author.
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2. The notion of a weak point

In order to clarify what a weak point is,? I will use the idea that the reg-
ularities on a particular level of linguistic description can be expressed in
terms of schemata (Booij 2010, following the notion of schema, as described
by Rumelhart 1980). Although related, schemata represent a more com-
plex notion than constructions. While the latter denote a pairing of form
and meaning (Goldberg 1995; Jackendoff 2008), the former, in the case
of morphological schemata, contains phonological, syntactic and semantic
information.? For example, the schema for deverbal -er in English is as
follows, where the symbol <+ stands for correspondence (Booij 2010, 8).

w; N; [one who PRED,;

[ L‘[-Qr]k Vj Affk

Figure 1: Schema for deverbal -er in English

The three kinds of linguistic information included here are the phonologi-
cal form w, the syntactic information, and the semantic information. The
syntactic information in the original form of the schema is encoded as
N, meaning that the word containing the deverbal -er suffix is a noun.
There may often be a need for morpho-syntactic properties to be speci-
fied, however (Booij 2010, 7). As the precise elaboration of the syntactic
component is not part of the present paper, I will use the more general
symbol s to indicate that a schema like this can represent constructions

2 A weak point is fundamentally similar to an unstable point, as defined by Rebrus
and Torkenczy (2011). They define an unstable point in paradigms as “those points
in the paradigm where more than one conflicting analogical requirement applies with
approximately equal strength” (op.cit., 139). Although the present paper will mainly
deal with formal connections, they add that a functional relationship can also serve
as an analogical connection.

Rebrus and Toérkenczy (2005) do something similar when they underspecify the input
in the framework of Optimality Theory by defining its morpho-syntactic character-
istics only and rely on output-output constraints to determine the outcome of two
cases of lexical allomorphy in the Hungarian verbal paradigm. The two cases are
Definiteness Neutralisation and Anti-Harmony, and the constraints they use require
paradigmatic uniformity on the one hand and paradigmatic contrast on the other.
We may say that, in some way, the underspecified inputs correspond to the seman-
tic and the morpho-syntactic component of the schemata, while the correspondences
between the components of a schema or between components of different schemata
are similar to the ranking of the constraints.
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on any level of morphological or syntactic complexity. Thus, the schema
for the Hungarian plural suffix -k would be the one shown in Figure 2.

W; Si [PLUR]L

[ }]‘ [_(V)kh Nj Affk

Figure 2: Schema for the Hungarian plural suffix -k

Instead of this linear representation, based on the idea of Booij (2010),
I suggest a circular representation of the schema, as sketched in Figure 3,
where every kind of information is connected to the other two through
correspondences, marked by arrows in both directions, as there is also a
relationship between the semantic and the phonological information. This
is not unlike what Jackendoff (2012) suggests, for example, when he claims
that a word like cow is stored in memory, and “it involves a pronunciation
linked with a meaning and the syntactic feature Noun” (op.cit., 176). One
reason why it is important to postulate interrelations among all three com-
ponents is, as it is pointed out by Jackendoff (2012), that there are words
which lack one of the components, like ouch, which has phonology and
meaning but lacks syntactic features. Another reason for postulating a di-
rect relationship between the phonological and the semantic components is
that it is a significant one in the argumentation below as the variation seen
in the nominal morphology of Northern Vlax Romani takes place along the
correspondence between these two components, while leaving the syntac-
tic component intact, which provides evidence for the solution proposed
here, a schema showing an interrelated matrix of the three components.

[PLUR,};

Z\

[1i[-(V)K], N, Affy

Figure 3: Improved schema for the Hungarian plural suffix -k

A schema like this becomes weaker when there is a disturbance in any of
the correspondences. For example, if a new phonological form, w; started
to appear in the same syntactic position and with the same meaning as the
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deverbal -er or the plural -k, then this would weaken the schema, which
may in turn trigger variation and the schema would become a weak point.
It is also possible that more than one correspondence becomes unstable,
like the locative case in Northern Vlax Romani, where the semantic com-
ponent may pair up with a different phonological form and a different
syntactic position, resulting in variation.* Thus, a weak point in morphol-
ogy is a schema where at least one of the correspondences is not mutually
unambiguous.

We can draw up the following, combined schema, shown in Figure 4,
consisting of two schemata, for the locative case in Northern Vlax Romani.
The upper section of the schema describes the agglutinative case marking;:
for example e kheréste ‘in the house’, where e is the inflected form of
the definite article and kheréste is the locative form of kher ‘house’. It
contains the phonological form; the morpho-syntactic information, which
says that the case affix is attached to the oblique base of the noun; and the
semantic component, which is the locative function in this case. There is an
alternative way of expressing the locative, by means of a preposition, shown
in the lower section of the schema: andd kher ‘in the house’. In addition to
the noun kher ‘house’, this form is composed of the preposition ande ‘in’
and the base form o of the definite article.

[)j [terdel N7™ Affy

Figure &4: Schema for the locative case in Northern Vlax Romani

4 The variation investigated in the present paper is not completely unlike microvaria-
tion, but Barbiers et al. (2007) focus on inter-dialectal variation, using a typological or
a generative approach. Further research into microvariation tries to account more “for
the range and (limits) of inter- and intra-speaker variation in a principled way while at
the same time testing existing formal theories against these microvariational data and
thus contributing to the theory of language variation”, but it still investigates closely
related language variants, thus going with a dialectologically oriented approach, “ap-
plying the formal theoretical concepts of generative grammar” (Brandner 2012, 113).
However, the variation we are dealing with in Northern Vlax Romani is intra-dialectal
variation, which manifests itself as either inter- or intra-speaker variation.
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The thick arrows in this schema mean that the correspondences in that
direction prevail in the expression of the locative case, so the prepositional
form is more typical than the agglutinative one. However, the presence of
both forms suggests that the locative function does not exclusively corre-
spond to either the form represented by agglutinative case marking or the
form represented by the preposition.

As another example, let us take the English past tense. There is a
strong relationship between the semantic function “past tense” and the
way of marking commonly called “regular” (the addition of the suffix -ed).
If all English verbs were inflected that way, there would only be one single
schema for the past tense.

However, this is not the case. There are several alternative, so-called
“irregular” verbs of lower or higher frequency, making up smaller or bigger
groups (sing—sang, cut—cut, keep—kept etc.). The existence of these groups
of verbs means that the correspondence between the past tense function
and the marker -ed is not unambiguous, and neither is the correspon-
dence between the past tense function and the morpho-syntactic property
of affixation for the past tense. Several other morpho-syntactic ways and
phonological forms are used in the formation of the English past tense,
for example ablaut (sing—sang), vowel shortening (keep—kept) or reverse
umlaut (think-thought).

[1il- ed]
[reverse umlaut] — o; TR S — 9:
/ Affi
PAST
[vowel shortening] — @; Si
Vi

[ablaut] — o;
Figure 5: Schema for the English past tense
With so many schemata coalescing around the same semantic component,

the correspondences become ambiguous and represent a weak point, where
variation may emerge, although it does not necessarily do so. This probably
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depends on other factors, such as frequency, the extent of the embedded
nature of the forms etc. However, if variation emerges, then we have ev-
ery reason to think that there are patterns which are competing for the
same function, or patterns which have some other kind of phonological or
morpho-syntactic influence on the forms that begin to vary.

3. Anoverview of the weak points under discussion
in Northern Vlax Romani

I will briefly introduce the two weak points in the nominal inflection of
Northern Vlax Romani where variation occurs® and where the surface
forms (surface similarities and differences; in general, cf. e.g., Kadlméan et al.
2012) and analogical effects might play a role in producing and maintaining
this variation.

1. The first weak point we will look at is the masculine oblique base.
One oblique marker for masculine nouns is -es- in the singular and -en-
in the plural, so the oblique bases of a word like séré ‘head’” are serés-
and serén-, respectively. However, this schema does not exclusively prevail
within the masculine nouns. It is weakened by the existence of another
phonological form, containing -os- in the singular and -on- in the plural,
so, for example, the oblique forms of the word hiro ‘a piece of news’ are
hiros- and hiron-, respectively.

2. The second weak point can be found in the feminine plural oblique
base. The oblique marker in the singular is invariably -a-: Sej ‘girl’~ Sejd-,
Zuw ‘louse’~ Zuwvd-. However, there are two available patterns in the plural.
One of the possible feminine plural oblique markers is -an-, for example the
plural oblique base of $ej ‘girl’ is $ejdn-; but there is also another phono-
logical form of the feminine plural oblique marker, -en-, see for example
Zuv ‘louse’, whose plural oblique base is Zuvén-.

> We must note that the present paper does not deal with the possible diachronic
processes that could have led to this variation and are emphasised heavily in the
literature on Romani linguistics.

% The case declension system of Romani primarily relies on a nominative/oblique op-
position. Further case markers are attached to the oblique base (Matras 2002, 43-44),
as is not unusual in New Indo-Aryan languages (Masica 1991, 230-248).

7 Stress is marked by an acute accent, while a macron marks a long vowel.
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4. The masculine oblique base

In this section, we will look at the first weak point, the masculine oblique
base, in more detail. Following the description of the phenomenon in ques-
tion, we will analyse two possible reasons for the weakness and the ensuing
variation, and discuss to what extent there can be interaction between the
possible reasons and the variation. They are the following.

1. The position of stress. At first glance, it seems that there is at least
some sort of correlation between the variation of the oblique forms and
the fact that Northern Vlax Romani lacks a straightforward stress pat-
tern. Stress is lexical, which means it cannot be predicted based merely on
the form of the word or the number of syllables. So, while the level of un-
predictability is high by default, it is further complicated by the fact that
the position of stress in certain words with three syllables may also vary.
While the stress pattern of disyllabic words (word-initial or word-final)
seems to determine the form of the oblique base unambiguously, the vary-
ing stress pattern of trisyllabic words pairs up with the unpredictability of
oblique forms.

2. The number of syllables. This is related to the position of stress to
some degree, as oblique forms begin to vary when the number of syllables
reaches or exceeds three. The variation is especially ostensible on trisyllabic
words with a stem-final /o/, while disyllabic words never vary.

4.1. Description of the phenomenon

In this section, we will introduce the variation in the masculine oblique base
and we will also see that this variation is closely linked to the masculine
nouns which have a stem-final /o/.

In Northern Vlax Romani, there are two sets of suffixes for the oblique
base. One of them comprises -es- for the singular and -en- for the plural,
but there are masculine nouns which, without any apparent phonological
or morpho-phonological reason, take a different oblique marker: -os- in the
singular and -on- in the plural.

(1) 3ero ‘head’ — obl. gerés-/serén-
hiro ‘a piece of news’ — obl. hirds-/hirén-

Masculine nouns can be divided into three groups according to the oblique
form: in the first group, only the oblique in -es-/-en- is used, in the second
group, only the the oblique in -o0s-/-on-, and there is a third group where
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the two possible forms vary. The two competing patterns can be seen here
next to each other throughout the whole paradigm in Table 1.

Table 1: The two masculine paradigms

Masculine bakro6 ‘sheep’ sokro ‘father-in-law’
Singular  Plural Singular  Plural
Nominative  bakr6 bakré sokro sokrura
Accusative bakrés bakrén Sokros sokron
Dative bakréske bakrénge sokroske sokronge
Locative bakréste bakrénde sokréste sokronde
Ablative bakréstar bakréndar sokrostar sokréndar

Instrumental bakrésa  bakrénca sokrésa  sokrénca
Genitive bakrésk-  bakréng-  sokrosk-  sokrong-
Vocative bakra bakrale sokré sokréle

We can draw up the following schema, shown in Figure 6, for the masculine
oblique base, where N is a masculine noun. It contains the oblique marker
-es-/-en- as the phonological form on the one hand, and the oblique marker
-0s-/-on- on the other.

[1)l-es-/-en-]i o;
N
U N; Aff,
[1jl-0s-/-0n-]i i

Figure 6: Schema for the masculine oblique base®

In this combination of two separate schemata, one containing the phono-
logical form w;| |;[es/en|; and the other one containing the phonological

8 Although the oblique case is ultimately a morphological category, it can be split up
into a syntactic and a semantic component. The syntactic component s; covers the
syntactic position and structure, while [OBL] denotes the semantic component in the
schema. In Conceptual Semantics (cf. e.g., Jackendoff 2006), plurality, for example, is
encoded as a function in the semantic structure. The oblique can also be considered as
a function whose argument is the set of items being enabled to take further semantic
functions on; the output of the function is the aggregate of such items.
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form w;| |;[os/on]s, the same semantic content corresponds to two differ-
ent phonological forms. The correspondence between the phonological form
w;| |jles/en]; and the semantic content OBL; is weakened by the presence
of the other schema, where the same semantic content corresponds to a
different phonological form, w;| |;[os/on|;, and this is also true the other
way round: the correspondences between each phonological form and the
semantic content OBL; are weakened by each other.

To illustrate this, the masculine nouns we have from the newly col-
lected data are listed in Tables 2-4. Only items which have at least one
attested oblique form were taken into consideration. The tables contain
28 masculine nouns whose oblique form is -es-/-en-, 23 masculine nouns
whose oblique form is -o0s-/-on-, and, in addition, there are nine lexical
items whose oblique forms vary. In the tables, the words are grouped to-
gether in the order of the number of syllables (nouns with one syllable
only appear among the ones with the oblique form -es-/-en-, while nouns
with four syllables only appear among the ones with the oblique form -os-/
-on-). Within the groups, the words are listed according to the end of the
stem: whether there is a consonant, an /i/ or an /o/.

Table 2: Masculine nouns with the oblique form -es-/-en-

Noun Attested oblique forms

One syllable

bers ‘year’ bergésko

del ‘god’ devléske/devléske

gad ‘shirt, clothes’ gadénca/gadéske/gadéske/gadénge/gadéngo
gav ‘village’ gavéske

grast ‘horse’ grastéske /grastén

kast ‘tree’ kagtéske /kastésa/kasténge /kasténca

kher ‘house’ kheréske/kherésko

kraj ‘king’ krajéske /krajénge

mur§ ‘man’ murséske

naj ‘finger’ najénca

’ roméske /roménca/romén /romés

rom ‘Romani man
than ‘place’ thanéste/thanés

vast ‘hand’ vastésa
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abav ‘wedding’
bijav ‘wedding’
gurav ‘bull’
kotoér ‘cloth’

manids ‘man’

bal6 ‘pig’

gaz6 ‘non-Romani man’
kurko ‘week’

savo ‘boy’

gézesi ‘train’
koldusi ‘beggar’
kopadi ‘tree trunk’
pohari ‘glass’

Two syllables
abavéske
bijavéske
guruvén
kotorésa
manu$és/manusén/manuséste/manusésko/
manu$éstar/manusénca/manusénge
balén
gazéske/gazéstar /gazén
kurkéstar
savéske /$avés/savén/savénge/savénca

Three syllables
gezeSésa
kolduséstar /koldusés/koldusén /koldusénca
kopadéske
poharénca

Table 3: Masculine nouns with the oblique form -os-/-on-

Noun Attested oblique forms
Two syllables

atko ‘curse’ atkonca

biso ‘bus’ busoésa

¢aso ‘hour, watch’ &asongo

foro ‘town’ foroske

gindo ‘problem’ gindostar /gindonca

hiro ‘a piece of news’ hiréstar

naso ‘child’s father-in-law’ nasoésko

nipo ‘relatives’ nip6sa/nipos

pujo ‘chicken’ pujon

rito ‘field’ ritoske

trajo ‘life’ trajosko
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Three syllables

alato ‘animal’ alaton/alatos

bar6vo ‘baron’ barovoske

¢alado ‘family’ ¢alados/¢aladosa/Ealadon
falato ‘a little bit of food’ falatoske/falaton
xamasko ‘food’ xamaskos

josago ‘livestock’ jOsagos

laptopo ‘laptop’ laptoposa

somsédo/somsido ‘neighbour’  somsedosko/somsedoski/somsidos/somsedos/somsedoske
vonato ‘train’ vonatoésa

Four or more syllables

ternimata ‘the young ones’ ternimatos/ternimatoske /ternimatonca/ternimatonge
Segicdégo ‘help’ Segitcegoske /Segicdegos
samitogeépo ‘computer’ samitogeposa

Table 4: Masculine nouns where there is variation

Noun Attested oblique forms

Two syllables
sokro ‘father-in-law’ sokroske /sokronge /sokrénge

Three syllables

basadé ‘telephone, mobile’ basadésa/basadosa

¢okano ‘hammer’ ¢okanésko/Eokanosko

dahano ‘tobacco’ duhanés/duhanéski/duhanés/duhanéski
kiraji ‘king’ kirajéske/kirajénge/kirajén/kirajon
mobilé ‘mobile phone’ mobilésa/mobilosa

pokréco ‘blanket’ pokrocésa/pokrocosa

Four syllables
kir¢imari ‘bartender’ kir¢imarésa/kir¢imarosa/kir¢imaréstar /kiréimarostar/
kir¢imarénca

telefoni/telefono ‘telephone’ telefonésa,/telefonosa
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As for the stems whose oblique forms vary, the variation is slight in some
cases, with one or the other more dominant, but there are cases, like
dithano, where we find that the amounts of the two different oblique oc-
currences are basically equal.” The overall proportion of the frequency of
the stems with the oblique forms -es-/-en-, -0s-/-on- and the stems where
the forms vary can be seen in Table 5.

Table 5: Number and proportion of the frequency of the stems with the oblique
forms -es-/-en-, -0s-/-on- and the varying stems

Oblique form Number Percentage
-es-/-en- 28 47%
alternating 9 15%
-08-/-on- 23 38%

The varying stems and the total number of occurrences of both variants in
the data are repeated in Figure 7 (overleaf), except for two items, where
the variation is very slight and needs further evidence: there is only one
instance containing the suffix -en- for sdkro ‘father-in-law’ and there is
only one instance containing the suffix -on- for kiraji ‘king’.

Variation seems to appear more often among words where the final
vowel of the nominative singular form is /o/, see for example éokdno ‘ham-
mer’, dihano ‘tobacco’, mobilo ‘mobile phone’, pokroco ‘blanket’, teleféno
‘telephone’.

The word telefono has apparently got an alternative nominative form,
telefoni, and there are some other masculine nouns ending in /i/ which
show variation, like kir¢imari ‘bartender’, kiraji ‘king’. The fact that we
may find variation in the oblique form of lexical items the nominative
singular ending of which is -i needs further investigation and confirma-
tion when we have more data at hand. The fact that the oblique form
of the word telefoni/telefono ‘telephone’, for example, appears both as
telefonés- and as telefonds- might as well be the result of the different
nominative forms. Similar instances have been attested, for example the
coexistence miisoré and miisori ‘programme’. With regard to the vari-
ation in the words kir¢imari ‘bartender’ and kiraji ‘king’ we must note
that there are ambiguous cases, but there is not enough information avail-

% More evidence for the variation comes from Cech et al. (1999), who provide a further
example: the oblique form of the word kdkalo ‘bone’ appears as both kokalds- and
kokalés-.
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Figure 7: The total number of occurrences of the varying masculine stems in the
data

able to draw a conclusion from them. While in the Kalderas dialect, Bo-
retzky (1994) documents oblique forms with -es-/-en- only for nouns with
a stem-final /i/, for example limori ‘grave’ ~ limorés-/limorén-, Cech and
Heinschink (1999) only quote masculine nouns with a stem-final /i/ where
the oblique suffixes are -o0s-/-on-, for instance juhasi ‘shepherd’ ~ juhasds-,
doktori ‘doctor’ doktoros- etc. The newly collected Northern Vlax Romani
data from Hungary show that the situation is not so straightforward.

4.2. Possible causes and explanations
4.2.1. Variation in the position of stress

In this section, we will look at the relationship between the variation in the
position of stress and the appearance of one or the other oblique form and
we will see that even though one is not the direct consequence of the other
(as the choice of words in Table 1, where the two different patterns are
presented, intentionally suggests), there is certainly correlation between
the two aspects, which means that there are certain other factors that we
might want to take into consideration besides the stem-final vowel.

A possible cause of the variation in the oblique forms, which needs
further investigation, is the variation in stress. Generally, and especially for
disyllabic words, where the stress falls on the last syllable of the nominative
singular form, there is no variation, the oblique suffix will be -es- /-en-, and
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where the stress falls on the first (penultimate) syllable, the oblique suffix
will be -0s-/-on-. No matter what the oblique ending is and where the stress
falls in the nominative singular form, the stress in the oblique forms always
falls on the oblique ending, so bakrd ‘sheep’ will give bakrés-. On the level
of the word, so on the surface, this results in penultimate stress: dative
bakréske, locative bakréste, ablative bakréstar and instrumental bakrésa.
A child who is acquiring Northern Vlax Romani as their mother tongue
can base their assumptions concerning the oblique form on stress in case
of disyllabic words.

For words with three syllables, stress is also lexical, but as there are
more syllables, there are more options, and there is no such straightforward
correlation as in the case of disyllabic words, where one position in the
nominative predicts one oblique form and the other position predicts the
other oblique form. While the oblique form of trisyllabic words will always
have penultimate stress, the stress of the nominative form can fall anywhere
between the first through the penultimate to the last syllable.

As we can see in Tables 24, the position of the stress cannot unam-
biguously predict the oblique form. While it is true that words with stem-
final stress take the oblique forms -es-/-en- without exception, the oblique
form of words where the stress shifts to a penultimate or ante-penultimate
position is not so obvious. The words padlovo ‘floor’ and rablovo ‘robber,
highwayman’, for example, have the oblique forms padlovés- and rablovds-,
respectively (cf. Vekerdi 1985), in spite of the fact that both have penul-
timate stress. As we can see from the newly collected data, the oblique
form of certain stems vary, for example mobilo ‘mobile phone’ ~ mobilés-/
mobilds- or dihano ‘tobacco’ ~ duhanés-/duhands-. The choice of pattern
may further be complicated by the fact that the stress of the nominative
(Vekerdi 1985). In sum, where stress is not in a straightforward relation-
ship with the oblique (that is, in words with three or more syllables), the
vowel of the oblique suffix will become unpredictable and the oblique form
may even begin to vary for individual items.

4.2.2. The number of syllables

There might be a correlation between the number of the syllables a noun
has and the degree of variation it shows concerning the oblique forms. This
is what we will examine in this section, eventually coming to the conclusion
that the higher the number of syllables is, the more likely it is that the
oblique form will vary.
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Monosyllabic nouns always end in a consonant and invariably take the
same oblique pattern, so drom ‘road’ and dromés- ‘road’ obl. This pattern
is valid for other nouns ending in a consonant that are disyllabic, so rasdyj
‘priest’ and rasajés- ‘priest’ obl. The other pattern appears when two fac-
tors, namely disyllabicity and a stem-final vowel present themselves simul-
taneously. A stem-final vowel introduces a certain amount of disturbance
in the system, because it conflicts with the initial vowel of the oblique suf-
fix, which is straightforward for consonant-final stems. Among disyllabic
stems with a stem-final /o/, however, there is no variation in the strict
sense: every lexical item which has two syllables and a stem-final /o/ will
choose either one or the other pattern, and the position of the stress (fi-
nal or penultimate) appears to be a reliable clue in this case, as seen in
Tables 2—4: stress on the last syllable predicts the -es-/-en- form, while
penultimate stress predicts the -o0s-/-on- form.

When the number of syllables rises to three, variation on the level of
lexical items begins, and it is both intra- and inter-speaker variation. This
means that the longer a word is, the more uncertain it gets which oblique
stem it will take. As mentioned above, there is only slight variation for
words longer than two syllables which end in a different vowel, like /i/: the
frontness of the stem-final vowel will dominantly predict (or trigger) a front
vowel in the oblique form. The back vowel /o/ of nouns with three syllables,
however, will not be able to predict the oblique form unambiguously, just
like disyllabic nouns ending in /o/ cannot.

Although there must be some among the trisyllabic masculine nouns
with a stem-final /o/ that take -es-/-en- as their oblique (as attested in
Vekerdi 1985, for example), our newly collected data do not contain them.
However, they contain nine items with the oblique form -o0s-/-on- and four
items whose oblique forms vary. This is somewhat in line with the varying
stress pattern of trisyllabic nouns: the increase in the number of syllables
increases the chance of variation, too. While the oblique form of disyllabic
nouns never varies (it is either -es-/-en- or -o0s-/-on-), when the number of
syllables exceeds two, the oblique form does begin to vary. This is further
corroborated by the two items with four syllables: kir¢imari ‘bartender’
and telefoni/telefono ‘telephone’.

It should also be noted in connection with the higher number of -0s-/
-on- oblique forms that when variation begins, that is, at the level of trisyl-
labic nouns, the stem-final /o/ might tip the scales in favour of the oblique
form which contains an /o/ (whereas the word kir¢imar: ‘bartender’, with
a stem-final /i/, seems to prefer the -es-/-en- forms).
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4.3. Summary

In this section, we had a look at the first weak point in the morphology
of Northern Vlax Romani, the masculine oblique base, in more detail.
Following the description of the phenomenon in question, we went over
two possible reasons for the weakness and the ensuing variation, and we
found the following.

1. The position of stress. We saw that the stress pattern of disyllabic
words (word-initial or word-final) corresponds to the choice of the oblique
marker: word-initial stress corresponds to -0s-/-on-, word-final stress cor-
responds to -es-/-en-. Stress begins to vary in trisyllabic words, and the
same lexical item can occur with different stress patterns. That is exactly
where the oblique markers begin to vary, too, so the varying stress pattern
pairs up with the unpredictability of oblique forms.

2.  The number of syllables. We found that while the oblique forms of
disyllabic nouns do not vary, the oblique forms of trisyllabic nouns with
a stem-final /o/ do. Based on this, it seems that the number of syllables
influences the choice of oblique forms: the higher the number of syllables
is, the higher the possibility of variation is.

5. A brief sidetrack: the “inherited-borrowed dichotomy”

We must mention here that in connection with the two different patterns,
many (e.g., Boretzky 1989; Bakker 1997; Matras 2002) emphasise the exis-
tence of a strict morphological split between the vocabulary inherited from
Indo-Aryan (as well as words borrowed from Persian and Armenian) and
the vocabulary borrowed later from Greek and other (Romanian, Serbian,
Hungarian etc.) contact languages.

“The curious thing in Romani is that the newly arisen classes had not remained
closed and limited to their constituting, i.e., Greek, lexical stratum. On the
contrary, the athematic classes have become the only ones which exhibit any
degree of contact productivity. Basically all post-Greek noun loans have been
integrated into the new, athematic, rather than the old, thematic, classes.”'
(Elsik 2000, 17)

0 Tn the English language literature focussing on Romani, the terms “thematic” or
“oikoclitic” and “athematic” or “xenoclitic” are used to refer to the inherited and
borrowed components, respectively.
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Within the nominal inflection, this would mean that the -es-/en- pattern
is used to inflect inherited nouns due to historical reasons, while the -os-/
-on- pattern, being itself borrowed from Greek (Bakker 1997), is used to
inflect borrowed nouns. For example, descriptions of Lovari (Hutterer &
Meészaros 1967; Cech & Heinschink 1999) go along this path, with minor
differences, so even masculine nouns with a stem-final -i take the oblique
in -0s-/-on- (Cech & Heinschink 1999, 22), which is clearly not the case,
as we saw in section 6.3. Elsik (2000) discusses the historical development
of nominal paradigms in detail, and, regarding the Greek-derived word
foro ‘town’, he states that diachronically fords- replaced forés-, so that the
oblique form could resemble the nominative singular. However, even in a
diachronic sense, this is hard to justify, as it goes against the basic layout
of the inherited inflection, where the oblique singular stem ends in -es-, no
matter what the nominative ending is (for example nominative singular
balé ‘pig’ and obl. sing. balés-).

Psycholinguistic factors might interfere in the form of the extent to
which a native speaker “feels” that a certain word is borrowed or not, but
this is very difficult to measure. Intuitively, one would think that, although
the word duhano is an earlier loan from Serbian than the word ¢okano from
Romanian, the similarity of Hungarian dohdny might evoke a sense of the
word being less old. The fact that there is only slight hesitation concerning
the oblique forms of sdékro, a word borrowed from Romanian, does not
really justify this as the current speakers of Northern Vlax Romani in
Hungary have no access to Romanian at all. If the most important factor
were the inherited or borrowed nature of a word, then, without direct
access to the donor language, this factor would start to become obscure
and there should be more hesitation, or, alternatively, the nominal classes
would remain absolutely rigid, with no variation at all.

All'in all, we have to dismiss the notion of the strict inherited-borrowed
dichotomy, and thus, its erosion and any ‘interaction’ (Elsik 2000, 23)
between the two layers, too. The two layers do not exist as there are no
two specific and unique morphological systems used for one and the other;
their inflection, strictly taken, is not different. What we must see clearly
is that there are two patterns existing within the masculine paradigm of
nouns ending in -o, and the choice may depend on several factors, including
the overall frequency of the patterns. It is also true that the predominance
of -0s-/-on- forms in the case of sdkro, for example, can be the result of the
frequency of the forms of the particular paradigm itself (token frequency
applied to paradigms), like in the case of the paradigm of foro ‘town’,
where high token frequency may be the reason for the apparent lack of
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variation. On the other hand, variation in the case of the oblique form of a
word like ¢okano ‘hammer’ can be the result of its lower token frequency.
Other cognitive processes might play a role, too. For example, the extent
of embeddedness is difficult to measure, but it may consist of such factors
as how deeply embedded the word is mentally in language use, or what
other notions might come into play, like even intuitions concerning the
“Gypsyness” of the word.

6. The feminine oblique plural base

In this section, we will look at the second weak point, the feminine oblique
plural base, in more detail. Following the description of the phenomenon,
we will examine two possible aspects that might influence the choice of
the plural oblique ending for feminine nouns. The two aspects are the
following.

1.  The masculine oblique plural -en-. Besides -an-, the other variant of
the feminine oblique plural marker is -en-. The form is identical to one
of the variants of the masculine oblique plural marker. As the semantic
content (oblique plural) is also identical, we would like to look into the
possible analogical influence of the masculine oblique plural marker on
the feminine one. As we will see, the -en- form is dominant in both the
masculine and the feminine nominal paradigms, which suggests that the
mutual influence exists.

2. The feminine nominative plural suffixes. We will examine whether the
nominative plural endings -i and -a have any connection to the appearance
of one or the other plural oblique marker. We will find that there seems
to be a relationship, which is made slightly more complicated by the fact
that the singular ending of the nouns with the plural ending -i is -a and
that of the nouns with the plural ending -a is often -i.

6.1. Description of the phenomenon

The feminine oblique singular base has one single form: -a-, so the oblique
form of Sej ‘girl’ is Sejd-. However, the oblique plural base has got two
possible forms: one is -an-, so the oblique plural base of a word like khajn’s
‘hen’ is khajn/dn-, but there is another one, -en-, for instance the oblique
form of raca ‘duck’ is racén-. They occur simultaneously as the feminine



44 Marton Andrds Balo

oblique plural base on several points of the feminine paradigm. This sug-
gests that we are dealing with two competing patterns again.!!

Table 6 shows the two different feminine paradigms. Note that the
oblique singular forms of feminine nouns are completely unaffected by vari-
ation: the singular oblique marker is invariably -a-.

Table 6: The two different patterns in the feminine

Feminine raca ‘duck’ madi ‘fly’

Singular Plural Singular Plural

Nominative raca raci maci maca
Accusative racé, racén maca macan
Dative racdke  racénge macdke macinge
Locative racate racénde macate macande
Ablative racatar racéndar macatar macandar

Instrumental = racésa racénca macasa macanca
Genitive racdk-  racéng- ~macak- macang-

Vocative raca racale maca macale

The two different patterns can be represented by the following combination
of two schemata, shown in Figure 8, where N is a feminine noun. The
correspondence between the phonological form wj;| |j[an], and the semantic
content OBL PLUR; is weakened by the presence of the other schema,
where the same semantic content corresponds to a different phonological
form, w;| |jlen]z. We can also look at it from the other direction: the
correspondence between the phonological form w;| |;j[en] and the semantic
content OBL PLUR; is weakened by the presence of the other schema,

" According to the literature (Matras 2002, 83; Elsik 2000, 22; Boretzky 1994, 33),
the form -an- is the result of a renewal or assimilation on the basis of the oblique
singular; in other words, it would be a differentiation process aiming at paradigmatic
opposition. For example, the oblique plural base of a word like krangd ‘branch’ is
supposed to be krangdn- (Hutterer & Mészaros 1967, 49), from an original oblique
plural in -en-, and this most often happens in the Vlax dialects. However, the plural
oblique of krangd ‘branch’ exclusively appears as krangén- in the newly collected
data. We could begin to speculate whether one or the other is the “original” form
and whether, if krangén- was the original form, it could have been retrieved after an
intermediary stage; whatever the case is, all this could suggest that the variation we
see here might be a sign of an ongoing change.
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where the same semantic content corresponds to a different phonological
form, w;| |;j[an].

[]j[-en-lk— o

[OBL™, —=

i Affk

[1j[-an-ly — o

Figure 8: The combination of two schemata for the feminine oblique plural

The feminine nouns from the newly collected data can be seen in Table 7.
The items are grouped together according to their oblique plural form;
items with no attested plural oblique form were excluded. Out of the total
twenty items, there are four whose oblique plural marker is -an-, there are
seven items whose oblique plural marker is -en-, and there are nine stems
where the oblique forms vary. A striking fact here is that the number of
stems where there is variation is much higher than expected based on
earlier sources, like Vekerdi (1985).

Table 7: Feminine nouns and their oblique forms from the newly collected data

Noun Attested oblique forms Noun Attested oblique forms
Nouns with the oblique plural -an- Nouns with variation
xajing ‘well’ xajingange/xajingango katt ‘scissors’ katt!dnca,/kattiénca
khajnii ‘hen’ khajnian maj ‘meadow’ majan/majange/majénge
papin ‘goose’ papinian/papinién patri ‘leaf’ patrénca/patrénca
piri ‘saucepan’ pirdnge stri ‘knife’ §uranca/surénca
magi ‘fly’ madanca tTri ‘ant’ tiranca/t'rénca
Nouns with the oblique plural -en- baj ‘sleeve’ bajénca/bajénca
angrusti ‘ring’ angrusténdar bar ‘garden’  barange/baran/barénge
armaja ‘curse’ armajénca boérotva ‘razor’ borotvénca/borotvanca
cincari ‘mosquito’ cincarénca
kangri/krangi ‘branch’ kangrénca/krangénca
karva ‘whore’ kurvéngo
mesaji ‘table’ mesajéndar

raca ‘duck’ racén
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The overall proportion of the frequency of the stems belonging to the two
feminine oblique plural patterns and the stems where the oblique forms
vary can be seen in Table 8. We can see that the feminine class of nouns
is even more affected by variation than the masculine class, with a higher
percentage of all the attested stems showing variation.

Table 8: Number and proportion of the stems belonging to the two feminine
oblique plural patterns and the varying stems

Oblique form Number Percentage
-en- 7 35%
alternating 9 45%
-an- 4 20%

The varying stems and the total number of occurrences of both variants
in the data are repeated in Figure 9, except for two items, where the vari-
ation is very slight and needs further evidence: there is only one instance
containing the suffix -an- for baj ‘sleeve’ and there is only one instance
containing the suffix -en- for maj ‘meadow’.

30
25
20
8 .
o
g
= 15
§ W -an-
s}
~D\ -en-
= 10
N
o ]
Z
5
0
& © S & & & ®
& ) © 5 Q G &

Figure 9: The total number of occurrences of the varying feminine stems in the
data

We have to note here that Cech and Heinschink (1999) try to explain this
again with the difference between inherited and borrowed words: -an- is
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used with inherited words and -en- is used for borrowed words. This is,
however, completely inconsistent with the data and even with the way the
inherited-borrowed dichotomy in the masculine is traditionally analysed,
and thus should be dismissed.

The general frequency of /a/ and /e/ in the Romani verbal and nom-
inal suffixes can play a role in the presence and competition of the two
patterns, although this is contradicted by the fact that the proportion of
the two different forms varies among the different stems. As we could al-
ready see, while the vowels /u/ and /i/ appear less often in suffixes in
general, and even then they are more typically used in derivation, /e/ and
/a/ are quite common in the inflection of Romani, for example as the vowel
component of nominal oblique markers, both feminine and masculine, and
of personal concord markers on verbs.

As we can see in Table 9, the personal concord markers for consonantal
verbs (with the inclusion of the /e/ which was analysed as epenthetic by
Balo 2008) exclusively contain these two vowels.

Table 9: Verbal personal concord markers

1st sing. 2nd sing. 3rd sing. 1st plural 2nd plural 3rd plural

Present -av -es -el -as -en -en

Past -em -an -as -am -an -e

If we consider the fact that the first and second person plural forms are less
frequent generally, we see that the proportion of personal concord markers
containing /e/ and /a/ is 5:3, which corresponds to the tendencies we
find for the distribution of the two vowels in the feminine oblique plural
marker. Even if both the verbal and the oblique markers reflect a more
general distribution or proportion of the vowels within the language, it
is important to see that the distribution does not only present itself as
different nominal classes formed with one or the other vowel, but also as
stem-level variation, where one single stem can form the oblique with both
markers.

The nominal oblique markers, including feminine nouns, can be -es-,
-en, -a-, -an-, all containing /e/ or /a/. In addition, /o/ also appears in the
variant oblique masculine forms -o0s- and -on-. The vowel /o/ is, however,
not present elsewhere in the inflection. Considering all this, it follows that
the variation in the feminine oblique plural between -en- and -an- is much
more salient, with variation seen in nine stems out of 20, than the variation
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in the masculine oblique between -es-/-en- and -o0s-/-on, where there is
variation in only nine out of 60 stems.

It is also important to note that the variation always includes /e/ as
one of the elements of varying pairs of vowels: in case of the masculine
oblique, the variation is /e/~/o/, whereas in the feminine oblique plural
it is /e/~/a/. Its presence is in line with the overall high frequency of /e/,
while the fact that it frequently takes part in some kind of variation is
in line with the hypothesis that /e/ could be a default vowel and thus it
is less stable. Let us not forget that it is always deleted where there is a
thematic vowel at the end of the stem of the verb (cf. Balo 2008).

6.2. Possible causes and explanations
6.2.1. The masculine oblique plural -en-

The presence of the -en- pattern in the feminine may be connected to
its simultaneous presence in the masculine. While the -en- pattern exerts
a neutralising effect, making all plural paradigms look identical and de-
creasing the extent of gender difference, the -an- pattern exerts an opposite
effect, trying to maintain an intra-gender uniformity, being more similar
to the singular oblique marker -a-. A possible, additional aspect of varia-
tion is the presence of /n/ in the plural oblique across the whole nominal
morphology; /n/ is a common trait of both the masculine and the feminine
paradigms, so variation emerges more easily.

The correlation between the masculine oblique plural -en- and the
feminine oblique plural -en- is shown in Figure 10, where the schemata for
the masculine oblique plural and the feminine oblique plural are connected
through a thick dashed bidirectional arrow, indicating mutual influence.
However, as we will see in Figure 11, separating the masculine and the
feminine phonological components containing the -en- suffix is not neces-
sary at all; just like the syntactic component, the identical phonological
components can be conflated into a single one as well.

Let us have a look at the phenomenon through the examples of rakld
‘boy’ and raklji ‘girl’, which are apparently close cognates of each other,
related to Sanskrit ladikka ‘child’, with the feminine form derived through
gender assignment.

As we can see from the example in Table 10, the forms show great uni-
formity, while maintaining opposition and differentiation. The back vowel
of the nominative singular rakld is replaced by the front vowel /e/ in all
other forms, while the front vowel of raklji is replaced by the back vowel
/a/ in the other forms. The opposition of the nominative singular end-
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Figure 10: The relationship between the masculine and the feminine oblique plu-
ral endings

Table 10: Correlation between the masculine and feminine paradigms

Nominative singular Nominative plural Oblique singular Oblique plural

raklo raklé raklés- raklén-

raklji raklja rakljéa- rakljan-

ings, /o/ and /i/, are swapped in the plural and in the oblique, but the
front-back differentiation remains expressed. As we noted with regard to
the masculine, disyllabic words always inflect the same way, having either
/e/ or /o/ in the oblique ending. The word rakld belongs to the nouns
which take -es-/-en-. The high degree of the similarity of the two words
in the nominative singular maintains the contrast, but in case the word
raklji had forms like *rakljén- in the plural oblique, so if there were varia-
tion, it would not really be surprising to see forms such as *raklon- for the
word raklo.

As stated before, the overall number of masculine nouns with the
marker -es-/-en- is 28, as opposed to the 23 items with the marker -o0s-/
-on- (not counting the stems where there is variation). If we compare this
to the seven feminine nouns with the oblique plural marker -en- and the
four feminine nouns with the oblique plural marker -an-, we can see that,
at least concerning type frequency, the -en- form dominates in both the
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masculine and the feminine paradigms, and the number of stems where
there is variation is equal: nine in both paradigms. The fact that there are
more feminine nouns which take the -en- form suggests that the dominance
of the -en- form in the masculine influences the feminine paradigm indeed.
The neutralisation effect is shown in Figure 11, where the masculine oblique
plural and the feminine oblique plural converge in the ending -en-, and
diverge through the endings -an- and -on-.
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Figure 11: Combined schema of the masculine and feminine oblique plural

[]j[-on-lx— o

6.3. The feminine nominative plural suffixes

It would be appealing to say that the nature of the stem-final vowel plays a
role in the choice of the oblique plural: if it is /i/, the vowel of the oblique
plural marker is always /e/, if it is /a/, the vowel of the oblique plural
marker is always /a/. However, as we could see from the data in Table 7,
this is definitely not the case. On the other hand, there might be a possible
and even more obvious connection between the nominative plural and the
oblique plural. As we could see in Table 6, where the two patterns are
introduced, the feminine plural form ends in /a/ if the nominative is /i/,
so for example piri ‘pot, saucepan’~pird ‘pots, saucepans’, and it ends in
/i/ if the nominative is /a/, see kirva ‘whore’~kurvi ‘whores’. The oblique
forms seem to correspond to the plural forms as for their backness.
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(2) nominative singular pzri — nominative plural pird — oblique plural pirdn-
nominative singular kdrva — nominative plural kurvi — oblique plural kurvén-

If we have a closer look at the data, we find the following numbers and
proportions. Out of the total 20 items, seven items follow the pattern. This
means that if the nominative plural ending is /i/, they will take the oblique
plural ending -en-, and if the nominative plural ending is /a/, they will
take the oblique plural ending -an-, as seen in Table 11.

Table 1I: Feminine nouns where the nominative plural ending corresponds to the
oblique plural ending

Noun Nominative plural form Oblique plural form

Nouns with the oblique form -an-

xajing ‘well’ xajinga xajingan-
khajn'i ‘hen’ khajn'a khajn'an-
madi ‘fly’ maca macan-
piri ‘saucepan’ piré piran-

Nouns with the oblique form -en-

armajé ‘curse’ armaji armajén-
karva ‘whore’ kurvi kurvén-
raca ‘duck’ raci racén-

Four items behave in the opposite way, so their nominative plural end-
ing is /a/ alongside the oblique plural ending -en-. There are no nouns
whose nominative plural ending would be /i/ alongside the oblique plural
ending -an-.

Table 12: Feminine nouns where the nominative plural ending does not corre-
spond to the oblique plural ending

Noun Nominative plural form Oblique plural form
cincari ‘mosquito’ cincara cincarén-

mesaji ‘table’ mesaja mesajén-

angrusti ‘ring’ angrusta angrustén-
kangri/krangi ‘branch’  kangréa/kranga kangrén- /krangén-

The difference is significant, with almost twice as many items where there
is correspondence in the backness.
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Let us also check the tendencies among the seven stems where there
is significant variation. Three of the stems where there is variation pre-
dominantly take either the nominative plural ending /a/ and the oblique
plural ending -an-, or the nominative plural ending /i/ and the oblique
plural ending -en-.

Table 13: Feminine nouns where there is variation with a bias towards the cor-
respondence between the nominative plural and the oblique plural in

backness
Word Occurrences pl. obl. -en- pl. obl. -an-
papin ‘goose’ 19 32% 68%
ti1rf ‘ant’ 16 37.5% 62.5%
bérotva ‘razor’ 9 78% 22%

On the other hand, two of the stems with varying forms go against the
tendency, with the predominant pattern being that of the combination of
the nominative plural ending /a/ and the oblique plural ending -en-.

Table 14: Feminine nouns where there is variation with a bias towards the oppo-
sition between the nominative plural and the oblique plural in backness

Word Occurrences pl. obl. -en- pl. obl. -an-
patri ‘leaf’ 19 79% 21%
bar ‘garden’ 10 80% 20%

Finally, there are two stems where the proportion of the two patterns is
virtually equal, indicating a high degree of variation.

Table 15: Feminine nouns where there is a considerable degree of variation with
no significant bias

Word Occurrences pl. obl. -en- pl. obl. -an-
katt ‘a pair of scissors’ 23 48% 52%
surf ‘knife’ 25 52% 48%

In sum, we can say that the nominative plural ending can definitely or
predominantly predict the corresponding oblique plural for eleven stems,
while this prediction goes awry in case of only seven stems. This suggests
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that there is a tendency for the feminine nominal plural suffix to influence
the choice of the oblique plural suffix, but it might be weakened by the fact
that the nominative singular suffix is exactly the other way round. This
is shown in Figure 12, where the schemata for the nominative plural and
the oblique plural are connected through dashed arrows. The thick arrows
represent the dominant direction of prediction, while the thin arrows show
a weak correlation.
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Figure 12: The relationship between the feminine nominative plural and the fem-
inine oblique plural as shown in the form of schemata

6.4. Summary

In this section, we looked at the second weak point, the feminine oblique
plural base, in more detail. Following the description of the phenomenon,
we examined two possible aspects that might influence the choice of the
plural oblique ending for feminine nouns, and we found that the two aspects
seem to exert influence indeed.

1.  The masculine oblique plural -en-. Besides -an-, the other variant of
the feminine oblique plural marker is -en-, which is identical to one of
the variants of the masculine oblique plural marker. We looked into the
possible analogical influence of the masculine oblique plural marker on the
feminine one. As we saw, the form -en- is indeed dominant in both the
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masculine and the feminine nominal paradigms, which suggests that the
influence exists.

2. The feminine nominative plural suffixes. We examined whether the
nominative plural endings -7 and -a have any connection to the appear-
ance of the plural oblique marker -en- and -an-. We found that there is a
relationship between the nominative and the oblique plural endings, with
the front vowel /i/ predominantly predicting the marker -en- and the back
vowel /a/ predominantly predicting the marker -an-. We also found an
overall dominance of the marker -en-.

7. General conclusion

Through the example of the variation in the nominal morphology of the
Northern Vlax Romani varieties spoken in Hungary, I would like to demon-
strate that variation is an essential part of language and that its study
brings us closer to a better understanding of the nature of language change,
as language change is often preceded by variation. The study of variation,
and especially intra-dialectal and intra-speaker microvariation might also
provide us with some insights into the essential cognitive processes behind
the structure and use of language. Although neurolinguistics is still in its
infancy, based upon recent research in the field (Menn & Duffield 2014)
it seems that construction-based and usage-based approaches can provide
insights into how grammars can come closer to reflecting what our brains
do. This “non-analytical” approach is also in line with recent experimen-
tal research in phonetics, speech perception and speech production (Port
2007; 2010). Apparently, in speech perception “the data strongly suggest
that listeners employ a rich and detailed description of words” (Port 2007,
145) instead of abstract, segmented forms. In other words, “listeners encode
particulars rather than generalities” (Pisoni 1997, 10).

I have also attempted to show that the simultaneous presence of two
forces, regularisation on the one hand and differentiation on the other
make language a dynamic process. For the study of variation and gradi-
ence, analogy proves a useful tool, especially because even variation can be
gradient. This is illustrated through the phenomena we encounter in the
nominal system of Northern Vlax Romani. Within the nominal morphol-
ogy, we see two distinct, internally uniform patterns for both the mascu-
line oblique forms and the feminine oblique plural forms. On the one hand,
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uniformity means that we do not find mixed paradigms; on the other, uni-
formity also refers to what we called regularisation above: the presence of
the marker -en- in the feminine plural oblique is variation in the feminine
plural paradigms but uniformity in the wider category of nouns.
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recursion In a pilot study we found that agrammatic aphasia restricted the com-
arithmetic plexity of feasible arithmetical operations but left intact the ability of
language estimating quantities relative to one another as well as the ability to con-
aphasia struct recursive sequences of figures and operations. Recursive numer-

ical sequences and recursive operations were retained in the form of
schemata or constructions. We argue for acommon recursion module in
the human mind that may be accessible for representations of arithmeti-
cal constructions, whereas the representations of linguistic construc-
tions may be detached from that module in the case of Broca's aphasia.

1. Introduction

We conducted a pilot study in which we investigated possible impairments
of recursive operations in arithmetical tasks. We started from the assump-
tion that some prerequisites of arithmetical operations are sensitivity to
structural relationships and the ability to perform recursive operations
(cf. Hauser et al. 2002; Spelke & Tsivkin 2001; Krajcsi 2006). Therefore,
we tested a healthy and a Broca’s aphasic participant for their abilities to
count and to carry out arithmetical operations. Beyond their comprehen-
sion of figures and the ability to estimate quantities, we were primarily
interested in how much the participants retained of their sensitivity to
structural features of arithmetical operations, especially the infinite recur-
sion of sequences of figures.
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2. Agrammatic aphasia and calculation

2.1. Varley et al. (2005) studied agrammatic aphasics’ calculation abili-
ties. Their motivation was that the grammars of natural languages and of
arithmetical expressions exhibit some parallelism. These parallels include
recursion and structure dependence. For instance, the computation of the
correct result of numerical expressions involving subtraction or division:
(5 —10;10 — 5;5 =+ 10;10 =+ 5) or the ability to follow the bracketing of
an expression [5 x (6 + 2)] requires awareness of the structural properties
of the given expression. Similarly, recursive rule application allows for the
derivation of a potentially infinite number of outputs from a finite set of
constituents. This property is found both in natural language and the lan-
guage of arithmetic (e.g., The man that has a hat that has a brim that
has a...; 2+34+5+ 7+ ...+ ...). The interdependence of language and
arithmetic can also be seen in devices like the “multiplication table”’, a way
of encoding mathematical facts in a verbal form and storing the result in
one’s long-term memory. The content thus stored can be accessed with no
computation load when it is needed in the solution of novel calculation
tasks, minimizing the required overall computation load. The interaction
between arithmetical procedures and the activation of learned verbal infor-
mation leads to the hypothesis that the operation of multiplication can be
especially sensitive to aphasics’ linguistic limitations (Lemer et al. 2003).

In the case of unimpaired persons, during the execution of numerical
tasks, a bilateral network of cerebral regions is activated to mirror op-
erations of calculating the quantity of objects, sounds or other entities.
Several studies have detected activity in the language centers of the left
hemisphere when the task was to perform exact calculations with sym-
bolic expressions (Cohen et al. 2000; Friederici et al. 2011; Friedrich &
Friederici 2013). Among others, this was found in multiplication by one-
digit numbers where the use of verbally encoded information is crucial:
the frontal “linguistic” areas, including Broca’s area, were found to be acti-
vated (Dehaene et al. 1999; van Harskamp & Cipolotti 2001; Delazer et al.
2003). On the other hand, in cases of aphasic language impairment, con-
comitant problems in calculation abilities have been attested (e.g., Cohen
et al. 2000).

However, an alternative approach is also conceivable. Although arith-
metical operations are carried out by processes that are also required for
lexical and grammatical operations, by the time ontogenesis reaches adult-
hood, the architecture of the mature mind reserves a niche for counting
that is independent of language. Some studies claim that in counting tasks,
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stronger activation shows up in the right hemisphere (in the intraparietal
sulcus) than on the left side (Butterworth 1999; Dehaene et al. 2003). Some
functional cerebral imaging techniques seem to suggest that “linguistic ar-
eas” are not active in calculation tasks (Pesenti et al. 2000; Zago et al.
2001). Some accounts claim that in developmental and acquired language
impairments, linguistic and mathematical abilities may be dissociated, that
is, they do not form a single system of abilities (e.g., Ansari et al. 2003).
But such dissociations do not exclude the possibility that subsystems of
the grammar and the lexicon do support calculation performance, even in
the case of language impairment.

2.2. The studies by Varley et al. (2005) and Zimmerer & Varley (2010)
were groundbreaking in that they focused on the issue of whether recur-
sion and sensitivity to the peculiarities of hierarchical structure were par-
allel /interdependent properties of linguistic and arithmetical procedures.
Varley et al. (2005) studied three agrammatic aphasic persons. All
three were university graduates, one of them had been a professor of math-
ematics until he was afflicted with aphasia. According to the test results,
the calculation procedures of the three persons, including recursive op-
erations and sensitivity to hierarchical structures, had remained intact,
while they were moderate agrammatic aphasics in terms of both com-
puter tomography (CT) results and performance in status tests. They per-
formed relatively well on lexical comprehension and synonym finding. But
they exhibited severe impairment of linguistic-syntactic abilities and pro-
duced guessing-level results in grammaticality decisions with respect to
written sentences. They also showed asyntactic sentence comprehension
and guessing-level results in understanding “reversible” sentences. Their
spontaneous speech production consisted of broken phrases or constituents
thereof. Varley and her colleagues administered meticulous subtests on the
abilities of reading numbers as symbols and of identifying (mathematical)
operators, these being prerequisites to performing well on calculation tests.
Out of the three persons, only one was able to use lexical names of numbers
in speech, while the other two were not. On the other hand, the calculation
of quantities and their ratios turned out to be unimpaired for all of them.
The calculation tests were pen-and-paper-based and consisted of eight
subtests: (i) estimating the relative positions of quantities along a vertical
line; (ii) addition, subtraction, multiplication and division operations on
integers, then (iii) addition and subtraction of fractions; (iv) multiplication
both on the basis of the multiplication table and beyond it; (v) inverting an
operation yielding a positive number into one yielding a negative number;



62 Zoltdn Banréti - Eva Mészdros

(vi) creating infinite sets of numbers; (vii) operations involving bracketing,
where in some cases the brackets were syntactic in the sense that simply
performing the operations left-to right would not give the correct result
(e.g., 36 =+ (3 x 2)), while in other cases the brackets were non-syntactic
(e.g., (3 x 3) — 6); and persons were also asked to (viii) generate bracket-
ing (they received sequences of figures and operators with the instruction
that they should insert brackets in several different manners and then
calculate the results accordingly). We will return to the details of these
subtests in our discussion of their Hungarian adaptations. In what follows,
we will compare the performance of a healthy person and an aphasic par-
ticipant. Varley et al.’s participants achieved good results in each of the
subtests; in some cases they performed without a single error. The results
show the mutual independence of structure-based linguistic vs. arithmeti-
cal operations within a given cognitive architecture. Although all persons
were agrammatic aphasics, they applied syntactic principles in arithmetic
appropriately.

Varley et al. (2005) and Zimmerer & Varley (2010) proposed two types
of explanations of the interrelationship of the syntax of language and the
syntax of arithmetic. According to one, the two systems work indepen-
dently of each another, and the impairment of one does not need to concern
the other. According to the other explanation, there is a shared syntactic
system that underlies both language and arithmetic, but arithmetical pro-
cessing may directly access this system without translating the expressions
into a linguistic form first.

3. Participants

The aphasic participant was C, a 31-year-old right-handed man, 17 years
of schooling, an engineer. He was assigned to aphasia type on the basis
of CT results, the Western Aphasia Battery (WAB) tests (Kertesz 1982)
and the Token test (De Renzi & Vignolo 1962). The WAB test and the
Token test were adapted to Hungarian by Osmanné Sagi (1991; 1994).
The CT showed an isochemic stroke at the left arteria cerebri media. On
the basis of the results of the Western Aphasia Battery (WAB), he was
a Broca’s aphasic with severe agrammatism, his Aphasia quotient (AQ)
equalled 56 (in healthy participants: 93.8 or above; the maximum is 100).
In the Token test he achieved 14 scores (healthy subjects above 32; the
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maximum is 36).! According to the CT results and the results in the WAB
and Token tests, C exhibited the typical symptoms of severe agrammatic
Broca’s aphasia. C participated in our earlier investigation on the capacity
of recursive sentence embedding. In those experiments C was not able
to produce responses containing recursive sentence embedding, he gave
only some simple, short, fragmented answers (Banréti et al. 2016). He was
severely impaired in producing recursive syntactic structures.

The healthy subject was Z, a 42-year-old right-handed man with 16
years of schooling, a teacher.

4, Materials and methods

To test our subjects’ performance on arithmetic, we administered a variety
of tasks based on Varley et al. (2005), a total of seven subtests. For details
see the Appendix.

For the estimation task, they had to mark the approximate positions
of 20 numbers (presented to them in a random order) along a 20 cm ver-
tical line (number line) of which the two ends were marked as 0 and 100,
respectively. The task probed into the degree of limitation of the subjects’
utilization of quantity concepts. (The task sheets can be found in the Ap-
pendix.) The response was taken to be correct if the marking provided by
the subject was within 5 mm from the proper value point. Next, addition
(12 items), subtraction (12 items), multiplication (9 items), and division
tasks (16 items) followed. The correct results were positive integers in
all cases.

! The Western Aphasia Battery (WAB) uses a kind of standard protocol. Spontaneous
speech is evaluated for articulation, fluency, content and presence of paraphasias.
Comprehension is tested with yes or no questions, pointing commands, and one to
three step commands. Naming is evaluated for objects, object parts, body parts, and
colors. Repetition is requested for single words to complex sentences. The level of ad-
equacy for reading and writing is also tested. Five subtests on fluency, information,
comprehension, repetition, and naming impairment are classified from 0 to 10. The
maximum result of each subtest is 10 points each. Accordingly, aphasia can be clas-
sified into global aphasia, Broca’s aphasia, Wernicke’s aphasia, transcortical motor,
transcortical sensory conduction aphasia, and anomic aphasia types. For instance, in
Broca’s aphasia fluency ranges from 0 only to 4 points, comprehension ranges from
4 to 10, repetition is under 8 points and naming ranges from 0 only to 8. Aphasia
quotient (AQ) shows the severity of aphasia. AQ is calculated by the addition of
scores of the subtests and this sum is multiplied by two. The maximum is 100. Nor-
mal subjects score an AQ of 93.8 or above. An AQ around 50 shows a severe degree
of aphasia, cf. John et al. (2017).
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In the inversion task, two-digit numbers had to be subtracted or di-
vided in a random order, such that first a smaller number had to be sub-
tracted from a larger one (respectively, a larger number had to be divided
by a smaller one) yielding a positive integer (e.g., 72—26;60-+12), then the
other way round (yielding a negative number for subtraction and a fraction
for division, e.g., 26 — 72;12 + 60). All this was done in three instances.

In the bracketing resolution task, there were expressions involving
syntactic bracketing (8 items) in which, if the subject followed just the
linear order of operations without taking the brackets into consideration,
the result would be incorrect, as in 36 + (3 x 2); and there were also
expressions with non-syntactic bracketing (3 items) in which the correct
result is obtained whether or not the brackets are taken into consideration,
as in 12 x (6 x 7). Among the syntactic items, there were single and double
pairs of brackets. In the latter case, another operation was embedded as
a term of the main operation. While single bracketing occurred in the left
term or in the right term double bracketing invariably occurred in the
second term (8 items).

In the bracket generation task, the subject had to generate bracketing
on sequences of four numbers linked by operators such that different ways
of bracketing should yield different results, e.g., (6 +2) x 5+ 8 = 48;6 +
(2x5)+8 =24;6+2x(5+8) = 32;(6+2) x (5+8) = 104; etc.
The use of brackets in calculation tasks is taken to be an instruction for
recursive operations as in these cases one or more terms of an expression
are themselves results of a recursively embedded operation.?

In the infinity task, the subjects had to generate sequences of numbers.
They had to find numbers larger than one but smaller than two, then after
each response a number that is larger than the previous answer but still
smaller than two, and so on — keeping on increasing the values without
reaching the number two.

2 Arithmetic operations have a default order: if only additions and subtractions are
involved, their order does not matter. If a division or multiplication is one of the
operations required and an addition or subtraction is the other, it is always the divi-
sion/multiplication that comes first. Between division and multiplication, the order
has to be signaled by bracketing, e.g., (6+3) x 2 =4 but 6+ (3 x 2) = 1. In complex
expressions, it is the expression within the brackets that has to be calculated first;
and within a pair of brackets, multiplication and division enjoy applicational prece-
dence over addition and subtraction. For instance: 3 x (205 x 2) = 3 x (20-10) =
3 x 10 = 30. The default order (division/multiplication first) can be overridden by
bracketing: (6 4+2) x5+ 8 =48;6+ (2 x5) +8=24;6+2 x (5+8) = 32.
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5. Results
5.1. Normal participant

The calculation tasks did not represent any difficulty for the normal partic-
ipant except that he required a relatively long concentration of attention.
The sporadically occurring errors may be due to that factor.

Tables 1 and 2 show percentages of errors in each task (n = all calcu-
lations performed by the subject, 0: percentage of erroneous calculations
if no errors were made).

Table 1: Results of tasks in the arithmetical test in percentages of errors: normal

participant
Subject | Estimation The four basic Subtraction and its Division and its inversion | Infinity
task operations inversion (yielding a (ylelding a fraction) n =6 | n =11
n = 20 n =12 /12 /10 /10 negative number) n = 6
+]-[x] +
7 1.9 0lofo] 10 0 0 0

Table 2: Results of bracketing tasks in percentages of errors: normal participant

Bracketing operations
Subject Single bracketing Double bracketing Generation of bracketing Resolution of bracketing
n =20 n =38 n = 25 n =25
Z 0 0 0 0

5.2. Agrammatic aphasic participant
Tables 3 and 4 show percentages of errors in each task (n = all calculations
performed by the subject, 0: percentage of erroneous calculations if no

errors were made).

Table 3: Results of tasks in the arithmetical test in percentages of errors: aphasic

participant
Subject Estimation The four basic Subtraction and its Division and its Infinity
task operations inversion (yielding a inversion (yielding a n =10
n =20 n=12/10 /10 /9 | negative number) n = 6 fraction) n = 6
+ | = X | =+
C agrammatic 4.6 0 00 13 50 66.6 0
aphasic subject
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Table 4: Results of bracketing tasks in percentages of errors: aphasic participant

Bracketing operations
Subject Single Double Generation of Resolution of
bracketing bracketing bracketing bracketing
n=29 n=3 n=9 n=29
C agrammatic 12.8 33.3 0 100
aphasic subject

In the task involving the number line, C made few mistakes in localizing
given numerical values along the line, the deviation amounted to 4.6%.
(A 20 cm vertical line was at the subjects’ disposal, so 2.5% difference
meant 5 mm, C’s average deviation — above 5 mm — only about 4 mm above
the tolerance threshold). We can conclude that the notion of quantities
represented by figures was unimpaired in both subjects.

With respect to the four basic operations, he was successful in addition
and in subtraction. Here we found correct results for single-digit, two-digit,
and three-digit numbers. In case of multiplication, only that of single-digit
and two digit terms were done correctly, while no calculations with multiple
digits were carried out at all. The division of a two-digit number by a one-
digit number was correct, while C performed only one of the division tasks
of three-digit numbers correctly; out of nine cases, he gave the wrong result
in one case and gave a result that was roughly correct but not to the last
decimal value in another.

Half of the inversion tasks yielded the wrong result in subtractions,
and more than half of them in the case of divisions. In the case of negative
results, C signaled by [-| that he would get a negative number, but most
results were wrong. In the cases of dividing a smaller number by a larger
one, he overlooked only in one out of three cases that the result would not
be an integer.

The knowledge that sequences of numbers may be infinite was re-
tained. He found numbers larger than one but smaller than two correctly;
he gave several correct solutions and recognized the rule.

In bracketing operations, the order of operations in tasks involving
a single pair of brackets was correct; the final results were not always
correct due to calculation errors. In operations involving multiple brackets
(embeddings), the partial calculations and the order of operations were
correct, but the final result could not always be given.

In the last task, C was able to generate bracketing (embedding), he
inserted brackets at different places in each case but failed to calculate the
final results. In that task, he also used double bracketing.
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6. Discussion
6.1. Impairments in linguistic resources

C had difficulties in verbalizing his calculations, but he was capable of
self-monitoring. He showed several types of impairments in linguistic re-
sources available for arithmetic operations, especially impairments in the
lexical access of numerals. During the calculations, the digits were spon-
taneously read aloud, of which “9” was mistakenly read as “8” but in each
case he corrected himself to “9”. C hesitated typically at the verbal markers
indicating place values; for example, he said: nyolc... szdz... 666 nem/!...
nyolc... VAN... hat ‘eight... hundred... hmm... no!... eight... TY... six’. In
the end, he was always able to produce the correct name of the digit; he
could encode the visual input into verbal form.

In his calculations, the names of the signs “+” and “—” were produced
(called “plus” and “minus”). The verbal equivalents (names) of the division
and multiplication were not used spontaneously. The operations Ax B and
C=+D were called “A and B”, “C' and D”. C did not use the words “division”,
“multiplication” either in nominal or in verbal functions (i.e., the phrases “A
multiplied by B”, and “C divided by D” were never realized). At the same
time, the symbolic signs of multiplication and division were understood
and the operations indicated by them could be performed, and their results
were often accurate, even if not always. In other words, he performed the
operations of multiplication, division, addition and subtraction without
lexically accessing the exact names of those operations, except for using the
expressions “plus” and “minus” for addition and subtraction, respectively.

C did not produce the names of the fractional numbers, he did not
say “one third” or “two sixth”, for digits like 1/3, 2/6, etc. but he called
them 1 tért 3, 2 tort 6 ‘1 fraction 3, 2 fraction 6’, etc. when he was asked
to report on how he counted. At the same time, the results of addition and
subtraction of the fractions were correct; he used the value of the common
denominator of the fractions independently and correctly.

C did not use the term “bracket” either during the silent reading of the
tasks or in the completion of the tasks containing brackets. He was able to
produce the sequence and embedding of counting operations following the
hierarchy required by the brackets.



68 Zoltdn Banréti - Eva Mészdros
6.2. Effects related to aphasic limitation

We can identify several different effects related to aphasic limitation. The
first effect is that of complexity; in particular, the complexity of operations
to be performed in each task. C was able to perform addition and subtrac-
tion without errors, while in division and multiplication three digit terms
were avoided, inversion resulting in a negative number and the resolution
of all bracketed formulae came with high error rates and the resolution of
formulae generated by the subject himself proved to be even more diffi-
cult (100% error rate). Such robust effect of complexity is of course not
surprising under the circumstances of severe agrammatic aphasia.

The second effect involves the participant’s ability to estimate quan-
tities within a given domain. C’s error rate was only 4.6%. His ability in
certain calculation procedures is more severely impaired than his ability
to estimate quantities within a domain. C did not commit any errors with
respect to the relative order of the quantities along the number line; the
error rates werre due to cases in which they marked the points of the num-
ber line more than 5 mm off target. (C’s average deviation — above 5 mm
— was only about 4 mm). We can conclude that the notion of quantities
represented by figures was unimpaired in the aphasic participant.

The third effect was the ability to generate sequences of numbers in
a recursive manner. This was probed into by the task requiring the pro-
duction of infinite sequences of numbers (Appendix VIII), and by the task
asking for the generation of bracketing (Appendix VII) — including mul-
tiple bracketing — of the same series of numbers in several different ways.
In those two tasks, C performed without error. He was able to produce se-
quences of numbers and sequences of operations that recursively contained
other sequences of numbers and operations, respectively. However, C was
not able to do the actual calculation on task (viii). He did not produce erro-
neous results but rather deemed the calculation of the value of the formula
he had produced himself to be too difficult and gave up without trying.

In sum, the agrammatic aphasia did affect (limit) the complexity of
calculations but left the ability intact to estimate relative distances of
quantities and the ability to create recursive sequences of numbers or
operations. The latter was done in terms of schemas/constructions, the
calculations yielded concrete numerical end products were avoided.
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7. Conclusion

The dissociations outlined above are interesting especially in view of
the fact that in earlier studies we found strong limitations of linguistic-
syntactic recursion in Broca’s aphasia (Banréti et al. 2016). These observa-
tions are now complemented by the finding that, in the case of arithmetical
operations, albeit complexity effects show up similarly, the relative esti-
mation of quantities and the ability of generating recursive sequences of
numbers and operations can be retained in Broca’s aphasia. The arith-
metic operations by the aphasic person show limitations, but these do not
concern the basic operations themselves, only their more complex versions.
The difficulties in accessing the verbal linguistic resources that are useful
for counting may lead to errors or confusion in more complex calculations
but do not make them inaccessible. Recursive numerical sequences and
recursive operations are retained in the form of schemata or constructions.

Some patterns of linguistic and arithmetic expressions have similari-
ties, such as recursiveness and structure dependency. A moderate aphasic
condition exhibits strong limitations in those linguistic (primarily syntac-
tic and lexical) capacities, but arithmetical operations show a much better
state preserving basic operations. This provides arguments for a model in
which linguistic and arithmetic processes are separated, and counting may
be kept separate from language in adult age. In this model recursive arith-
metical operations can be carried out inspite of linguistic impairments.

Our results support the model proposed by Zimmerer and Varley
(2010) that posits a module of recursive operations in the human mind
that are shared (among others) by linguistic and arithmetical performance.
This common recursion module may be accessible for representations of
arithmetical constructions, whereas the representations of linguistic con-
structions may be detached from it in the case of Broca’s aphasia. Varley
et al. (2005) point out that in adult age® arithmetic can be sustained with-
out the grammatical and lexical resources of the language.

3 Varley et al. (2005, 6) state: “Number words may be important in children’s acquisi-
tion of numerical concepts and their digital, orthographic, phonological, and sensory
representations. Similarly, language grammar might provide a ‘bootstrapping’ tem-
plate to facilitate the use of other hierarchical and generative systems, such as math-
ematics. However, once these resources are in place, mathematics can be sustained
without the grammatical and lexical resources of the language faculty. [...| grammar
may thus be seen as a co-opted system that can support the expression of mathe-
matical reasoning, but the possession of grammar neither guarantees nor jeopardizes
successful performance on calculation problems”.
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Appendix

Aphasic participant: some examples

I. Estimation tasks
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II. Basic operations: addition, subtraction, multiplication, division tasks
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II1. Addition of fractional numbers, finding their common denominators

9.
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IV. “Inversion” tasks
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V. Single bracketing tasks

VI. Double bracketing tasks
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VII. Generation of bracketing tasks

VIII. “Infinity” task
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Normal participant: some examples

IX. Generation and resolution of bracketing task
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X. “Infinity” task
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We give a definition of morphism from one context-free grammar to
another. Thinking of a context-free grammar as the presentation of an
algebraic structure (a context-free language) by generators and rela-
tions, a morphism of context-free grammars is analogous to a homo-
morphism from one group (specified by generators and relations) to
another. A morphism of grammars induces a mapping between parse
trees; for unambiguous context-free grammars, it induces a mapping
between well-formed words. This captures the notion of translation
scheme familiar from the theory of compilers. The composite of two
morphisms is a morphism, and context-free grammars and their mor-
phisms form a category. The proof of this - the verification of associa-
tivity - is combinatorially quite intricate. We close with some thoughts
on syntax-driven translations that are not defined by morphisms in the
sense given in this paper.

1. Introduction

Let me begin with a little known comment by Noam Chomsky (see
Chomsky 1982, 15 or Chomsky 2004, 42), made in response to a question
on the significance of automata theory for linguistics and mathematics:

“This seems to me what one would expect from applied mathematics, to see if
you can find systems that capture some of the properties of the complex system
that you are working with, and to ask whether those systems have any intrinsic
mathematical interest, and whether they are worth studying in abstraction. And
that has happened exactly at one level, the level of context-free grammar. At
any other level it has not happened. The systems that capture other properties
of language, for example, of transformational grammar, hold no interest for
mathematics. But I do not think that is a necessary truth. It could turn out
that there would be richer and more appropriate mathematical ideas that would
capture other, maybe deeper properties of language than context free grammars
do. In that case you have another branch of applied mathematics which might
have linguistic consequences. That would be exciting.”
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Let me hasten to say that I do not wish to argue with Chomsky’s assess-
ment. It would be hard to do, at any rate, since he leaves room for both
possibilities: that there is no linguistic theory beyond context-free gram-
mars that is of interest to mathematics; or perhaps there is. But I was par-
ticularly struck by the sentence The systems that capture other properties
of language, for example, of transformational grammar, hold no interest
for mathematics. From the 1970’s on, transformational grammar has been
responsible, directly on indirectly, for much research on generalizations of
automata that, instead of transforming strings to strings, transform trees
to trees. Rational transducers, for example, gave rise to a variety of tree
transducers (deterministic, nondeterministic, top-down, bottom-up), in no
small part motivated by the desire to find a compact mathematical for-
malism underlying transformational grammar. In fact, transformations of
parse trees, called translations in the computer science literature, are cen-
tral to the contemporary theory of compilers. There has been a subtle
change of perspective, though. Transformational grammar, motivated by
examples such as the English passive, seeks to understand operations on
tree-like structures within one given language. Compilers translate from
source code to object code: from one (typically context-free) language to
another.

One can appeal to an algebraic analogy at this point. If context-free
languages are like algebras, then context-free grammars are like presen-
tations of algebras via generators and relations. One can map one set of
generators into another in a way that preserves relations; such a mapping
induces a homomorphism of algebras. So there ought to be such a thing as
mapping one context-free grammar into another in a ‘structure-preserving’
way, and this should induce a homomorphism between languages.

The goal of this note is to give one possible definition of morphism
of context-free grammars. This notion will organize context-free gram-
mars into a category (Mac Lane 1978) in such a way that the effects of
morphisms on parse trees —these are, more or less, the ‘translations’ of
computer science — become functorial. The appearance of these category-
theoretic concepts is somewhat auxiliary, however, to the main enterprise,
which is to understand what it means to map one grammar into another
‘in a grammatical way’.

We will be guided by four examples of grammatical operations. Keep-
ing in mind Chomsky’s dictum, each of them arises naturally within some
body of formalized mathematics — algebra or logic. Going through the mo-
tivating examples, the reader is invited to play with the following questions:
Which levels of the Chomsky hierarchy do the source and target languages
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belong to? Which family of transformations (translations? transductions?)
does the operation belong to? Each of the motivating examples is given by
an explicit formal recipe. Isn’t that recipe an outright ‘morphism’?

Motivating examples.

(a)

In a (non-commutative) ring, the commutator [z, y| of two elements
x,y is defined by

[yl =z-y—y- -2

Let Lo be the language of well-formed iterated commutators of ele-
ments, and let L; be the language of well-parenthesized terms in the
function symbols - and —. Consider the operation that associates
to an expression in Lg its equivalent in L; (prior to expansion and
simplification). For example, [[x,y], 2] is to be mapped to

(((@-y) = (y-2)-2) = (z-((y-2) = (z-y))) -

Consider the language Ly of (ambiguous) parenthesis-free terms
formed from a set of variables with the binary operators ® and X.
Let Ly be the language of terms, with the same operators, in prefix
form. Consider the multi-valued mapping that associates to a term
in Ly its prefix forms, under all possible parses. For example, the
possible parses of © ® y X z are (using parentheses, informally)

(r®y) Xz resp. z® (yXz)

or X®xyz resp. ®xXyz in prefix form.

Can this multi-valued mapping be described without mentioning pre-
fix and infix traversals of binary trees?

Fix a first order signature, and consider the language L of well-formed
formulas of first order logic. Let = be a variable, t a term and ¢ a
formula in L. Define the result 7,,+(¢) of replacing the free occur-
rences of x in ¢ by t by the usual set of rules. (These rules will not
be recalled here; see e.g., Mendelson 2010 or any careful textbook of
logic.) Fix x and t, and consider the map from L to itself sending ¢

t0 Tt ().
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(d) Consider again the language L of first order logic. The negation nor-
mal form, NNF(¢) of a formula ¢ is defined by the rewrite rules

—I—I¢ = ¢
o) =TV
(oVy)=T9A"

Wag = Ja™
Tdxgp = Ve

Iterated application of these rules transforms any well-formed for-
mula into a logically equivalent one where the targets of negation
symbols (if any) are atomic formulas. Does the operation sending ¢
to NNF(¢) belong in the same family as any of (a), (b) or (c)?

Notation. We will consider alphabets A and context-free grammars G with
productions written x — s where = € A and s is a string in .A*. Neither A
nor G is assumed finite. An element = of A is non-terminal if it occurs on
the left-hand side of some production, and is terminal otherwise. N and T
will denote the set of non-terminal and terminal symbols, respectively; so
A=NUT. For u,v e A*, write u = v if v is immediately derivable from
u; let =T denote the transitive and =* the reflexive-transitive closure of
the relation =-.

We will find it convenient to consider each non-terminal as a possible
start symbol, and to consider strings both in the full alphabet A and in
the set of terminals T'. For x € N, define

Lo(x)={uc A" |z =" u}

and
Lo(z)={uveT" |z="u}

Thus, for non-terminal x, ﬁg(x) is the set of sentential forms that can be
generated from z (considered as a start symbol), and Lg(z) is the usual
language generated from .

Let us recall the notion of unambiguous grammar in the form that
will be most useful to us:

Definition 1.1. The context-free grammar G is unambiguous if for every
non-terminal z and u € A* with z =7 u there exists exactly one pair of
k-tuples

51,852,583, .-,8k; Ui, U2,U3,...,Ug
where s; € A and u; € A*, such that
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® T — S$15983...Sy is a production
® U= uUjUsy...U, and
e s; =% u; for each 1 <17 < k.

This is equivalent to the requirement that the parse tree of every sentential
form u € Lg(x) be unique; or, equivalently, that there exist a unique
leftmost derivation, starting from z, for each u € ﬁg(m) If every non-
terminal is productive, that is, Lg(z) is non-empty for all non-terminals
x, then Def. 1.1 is equivalent to the unambiguity of the Lg(z) in the
classical sense. However, Def. 1.1 makes sense even if some or all of the
L¢(x) are empty.

Definition 1.2. For z € N, let treeg(x) denote the set of parse trees of
sentential forms from Lg(z), with root . (One could just as well consider
the set of leftmost or rightmost derivations, or other representatives of
equivalence classes of derivations, but the formalism of trees is the handi-
est.) The depth of a tree is the number of nodes on the longest path from
root to any leaf, minus 1. Thus, for T' € treeg(x), depth(T') = 0 if and
only if T' consists solely of the root (which is also a leaf) z. Note that
depth(7) = 1 if and only if T equals some production x — s € G. Let
NT(T") denote the set of leaves of T" labeled by non-terminal symbols; for a
node t of T, let label(t) denote the label (i.e., element of the alphabet A)
at t.

Let T € treeg(x) and let T3 be a tree with a leaf ¢ such that label(t) =
x. We will skip the definition of the horticultural maneuver of grafting T}
onto Ty at the location t. It is the same as the composition of (chains of)
productions, as the illustration(s) below will make it clear.

YN
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2. Morphisms of grammars

Let Gy and G1 be context-free grammars in the alphabets Ag and A7, with
terminals Ty, 71 and non-terminals Ny, N7 respectively.

Definition 2.1. A morphism from G to G consists of the following data:
e a mapping o : Ny — N

e a mapping (3 that assigns to each production z — s € Gy an element
of treeg, (a(x))

e for each production p € Gy, a function v(p,—) from NT(5(p)) to
NT(p), with the property that for all ¢ € NT(B(p)),

a(label(v(p, t))) = label(t) .

More plainly, « gives the translation of lexical categories. 5 specifies, for
each production p : x — s in the source grammar, a parse tree in the target
grammar, with root a(x). Productions of the form z — s will be translated
to trees of the form f(x — s). The re-indexing map (p, —) associates to
the location of each non-terminal symbol r occurring as a leaf in S(x — s)
the location of a non-terminal symbol s in s such that « will translate s to
r. This permits translation of the input parse tree by either top-down or
bottom-up recursion.

Let us make this more concrete by a formalization of our motivating
example (a). For the sake of readability, we will depart from the BNF
convention of enclosing names of non-terminals in angle brackets; strings
typeset in sans serif font, such as var and expr, should be considered as
stand-alone symbols. Also, we will drop commas separating elements of a
set being listed. Dots ‘...” indicate a (potentially infinite) set indexed by
the natural numbers.

Example 2.2. Consider the source alphabet

No = { var expr }
TQI{[,]xle...xi...}
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Let the grammar Gq consist of the productions

var >z |z | oo x| ..
expr — [var, var]
expr — [var, expr]
expr — [expr, var]
[

expr — [expr, expr]
Now consider the target alphabet

Ny = { var expr }
le{() - xl.’L‘g.’L‘Z}

Let the grammar G consist of the productions

var > xp |z | ... @ ..
expr — var — var | var - var
expr — var — (expr) | var - (expr)
expr — (expr) — var | (expr) - var

expr — (expr) — (expr) | (expr) - (expr)
There is a morphism from Gg to G with components «, 5,y defined by
e a(expr) = expr and a(var) = var

e B(var — x) = z for any variable z; note that y(var — z,—) has
empty domain

e [(expr — [var,var]) is

expr

<p/// ! \)
Var/ ‘ \Val’ Var/ ‘ \Val’

generating the string (var-var) — (var-var). Let us refer to the leaves
of the above tree via their location in ‘(var - var) — (var - var)’; so the
leaves labeled with non-terminals occur at {2,4,8,10}. Similarly, let
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us refer to the leaves in NT(expr — [var, var| ) through their location
in the string ‘[var,var|’, i.e., {2,4}. Then define

~(expr — [var, var], 2
v (expr — [var, varl, 4
v(expr — |var, var|, 8
~(expr — |[var,var], 10) =

Visually, the re-indexing map ~(expr — [var,var], —) is indicated by
the dotted and broken arrows

[// | \\] <p/// ! \\\p>
Treelaa VAN VAN

Continuing with the next production, define
B(expr — [var, expr| ) = (var - (expr)) — ((expr) - var)

(Since G is unambiguous, we will identify sentential forms with their
parse trees.) Using the same coding of locations as above, define

v (expr — [var, expr], 2
5

~(expr — [var, expr],
~(expr — [var, expr], 10
1

) =2
) =4
) =4
) =2

~(expr — [var, expr], 13

The treatment of the other two productions, and re-indexing of non-
terminals therein, is analogous.

How does translation from L, (expr) to Lg, (expr) actually work? Consider
a sentential form generated by Gy from expr, say,

[x7, [var, z3]]
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with parse tree

expr

| N

var , expr

AT

x7 var , var |

3

Since (G1 is unambiguous, the process is easiest to describe by bottom-up
induction. Starting from the leaves, associate to each non-terminal symbol
t in the input tree a string 7(¢) from Lg, (a(x)):

o If t is a leaf, let 7(t) = a(t).
e If ¢ is var, with descendant var — x, set 7(var) = x.

e Suppose ¢ is a node expr with descendants, say, [var,var|. Let s; =
7(var) for the first occurrence of ‘var’ in [var,var|, and sa = 7(var)
for the second occurrence. (7 is supposed to be defined on those two
symbols by induction.) Then set

T(expr) = (s1 - $2) — (82 - 1)
The idea is analogous for the other productions with source expr.

To see what is going on, let us affix subscripts to the non-terminals of the
above parse tree:

€Xpry
[/0/ | e
x7/ [/1/ | \\2]
;
Then
T(vary) =var  7(varg) = z7 T(varg) = x3

T(expry) = (var - x3) — (z3 - var)

T(exprg) = (a7 - ((var - z3) — (w3 - var))) — (((var - x3) — (z3 - var)) - z7)
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For the parse tree

expry
[/0/ | \exprl ]
x7/ [ V/arl/ | \Va\m ]
| |
5 T3

a moment’s thought confirms that

7(expry) = (z7 - (w5 - x3) — (x3 - 25))) — (x5 - ¥3) — (w3 - 25)) - 27)

respecting all long-distance dependencies.

Above, Gy was an unambiguous grammar, hence one could talk of the
translation of a string or of a parse tree interchangeably. The next propo-
sition defines the effect of a morphism of grammars in general. We retain
the notation of Def. 2.1.

Proposition 2.3. A morphism of grammars from Gg to Gy induces, for
each x € Ny, a mapping

T : treeg, (x) — treeg, (a(x)) .

Indeed, for T' € treeg, (), define 7(T) € treeg, (a(x)) by induction on the
depth of T

o If depth(7T") = 0, then T must be z itself, and 7(T") is defined to be
a(z).

e If depth(T) > 0, let x — s € G be the top production in T'. Write p
for z — s for brevity. Note that NT(p) can be identified with a subset
of s, namely, the locations of the non-terminal symbols in s. Since
Gy is context-free, each s € NT(p) induces a subtree Ty of T' with s
as root. For each t € NT(8(p)), graft the tree (T, ) on B(p) with
t as root. 7(T') is defined to be the resulting tree.

The definition makes sense: since depth(T) < depth(T’) for any s € NT(p),
7(Ts) is defined by the induction hypothesis. Note that 7(T) belongs to
treeg, (a(label(s)) by the induction assumption, and a(label(y(p,t))) =
label(t) by Def. 2.1. That is, the non-terminal symbol at the root of
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S~ 2

/\

T(T)

Figure 1: Computing 7(7). Above, p is a production (i.e., tree of depth 1), B(p)
is a tree, s and t are leaves labeled with non-terminal symbols such that
s =v(p,t). = and a(z) are the labels of the roots.

7(Ty(p,t)) coincides with the non-terminal symbol at the location ¢. Since
G is a context-f