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Original Research 

Implementation of a Reduced Field-
of-View Method for Dynamic MR 
Imaging Using Navigator Echoes 

Walid E. Kyriakos, MS • Lawrence P. Panych, PhD • Gary P. Zientara, PhD • Ferenc A. Jolesz, PhD 

A new technique was designed and i m p l e m e n t e d that 
increases imaging speed in dynamic imag ing in which 
change is restricted to a fraction of the full field of view 
(FOV). The technique is an enhancement o f a reduced 
FOV method first reported by Hu and Parrish. This en-
hancement extends the use of the Hu and Parrish 
m e t h o d to cases in which there is c y c l i c motion 
throughout the entire FOV that normal ly would be 
aliased into the reduced FOV. This m e t h o d requires 
the init ial acquisition of a number of base l ine k-space 
data s e t s to characterize the background physiological 
m o t i o n during imaging. Projection navigator echoes 
along both the phase- and the frequency-encoded di-
rec t ions are acquired and used to correct for motion 
outs ide the reduced FOV. Automatic p l a c e m e n t or re-
pos i t ioning of the updated fraction of t h e FOV using 
navigators also is investigated. With t h i s method, 
when us ing a 32-echo rapid acquisition w i t h relaxation 
e n h a n c e m e n t (RARE) sequence, s ingle-shot updates of 
T2-weighted, 128 x 128 pixel images are obtained, 
y ie lding a fourfold increase in temporal resolution 
compared to full k-space update methods . 

I n d e x t e r m « : k - s p a c e sampling - Image a l ias ing • P r o j e c t i o n navigator 
e c h o e s • R e d u c e d FOV 
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A b b r e v i a t i o n s : FOV - field oi view. GRASE - g r ad i en t a n d s p t n e c h o . RARE 
* rap id a c q u i s i t i o n with relaxation enhancemen t . rFOV « r e d u c e d field of 
view R O P E - respiratory-ordered phase encoding. SNR = s i g n a l - t o - n o i s e ra-
t io 
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IN SOME APPLICATIONS of dynamic MRI, change is well 
localized to a small fraction of the field of view (FOV). This 
occurs frequently in interventional MRI (1-3), during 
monitoring of the Insertion of a catheter or biopsy needle, 
or during the application of therapy (4). In these cases, 
there is a great deal of redundancy of data acquisition if 
the entire FOV is continually updated; therefore, several 
methods that attempt to focus only on the region of the 
change have been developed. In previous work with wave-
let encoding, for example. Panych et al (5) investigated 
methods to zoom in only on those parts of the FOV in 
which change occurs. Because much fewer data are 
needed if only a part of the FOV is updated, these reduced 
FOV (rFOV) approaches have the potential to greatly in-
crease temporal resolution. 

Recently, Hu and Parrish (6) presented a Fourier-en-
coding method designed to enhance imaging speed within 
an rFOV. Their method is based on the undersampling of 
k space to rapidly acquire the dynamic image updates 
vielding a considerable improvement in time resolution. 
However, the performance of this method is constrained 
strongly by the satisfaction of two strict assumptions. 
The first of these assumptions is that the change in the 
dynamic image is restricted physically to a predetermined 
rFOV. because any change occurring outside of this area 
is aliased into it after reconstruction, resulting in a seri-
ous deterioration of the image. The second assumption is 
that the position of the rFOV in which change is sup-
posed to occur is known a priori to allow for the correct 
placement within the full FOV during the dynamic recon-
struction. 

Practically the first assumption cannot be satisfied 
when there is physiological motion occurring in the entire 
FOV. for example, during abdominal imaging. In brain 
imaging, although motion generally is less problematic, 
there is often slight bulk head motion, violating the as-
sumption of localized change among a static background. 
The second assumption that the rFOV position is known 
could be satisfied realistically in interventional MRI ap-
plications. in which the operator knows a priori the lo-
cation of the introduced change. The success of the 
method, however, would depend in this case on the cor-
rect estimation of the relative position of the change 
within the entire FOV. and this may be subject to error. 

We present herein a technique designed to deal with 
the first limitation of the original rFOV approach and ex-
tend its use to cases in which cyclic motion may occur 
throughout the entire FOV. In our method, data from a 
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F i g u r e 2 . Schemat ic representat ion of the cor respondence o f 
base l ine d a t a acqu is i t ion to physio logical m o t i o n cycle. D a t a a re 
acqu i red i n t h i s fash ion over several cycles o f the phys io log ica l 
mo t i on . T h e n , da ta f r om al l cyc les are organized in to four g r o u p s , 
d e p e n d i n g o n the i r sho t n u m b e r . 

serve to locate its time point within the physiological mo-
tion cycle. Let Nt (x) designate the projection navigator 
adong the frequency-encoded direction x where i is the 
associated shot number (i - 1..4) and j is an Index rep-
resenting this order of acquisition in the baseline acqui-
sition series and. most likely, distinguishing a different 
time point in the motion cycle. Let N„ (y) designate the 
projection navigator along the phase-encoded direction y. 
Once the baseline data sets have been acquired and 
stored in the above fashion, the dynamic process is ini-
tiated. 

Dynamic choice of the baseline data.—Consider now the 
data acquisition as change is occurring. With each 32-
echo shot during dynamic imaging, we acquire a set of 
30 k-space lines plus two projection navigator echoes. Let 
D, (x) designate the dynamic navigator echo along the fre-
quency-encoded direction x and let D, (y) designate the 
dynamic navigator echo along the phase-encoded direc-
tion y. with t being the shot number. The k-space lines 
acquired by the fth shot number are indicated by Equa-
tion 111. 

Every pair of dynamic navigators D,(x) and D,[y) is 
compared to each of the baseline navigator pairs (x) 
and A\ (y) from all four baseline data groups to get the 
best baseline fit minimizing the mean squared error of 
the difference between navigator projections: 

r9 = J (D/x) - N,(x)p dx + / IDjy) - N^yW dy (2) 

For every shot, i (i = 1..4). we select from the baseline 
information, (x) and N„(y), that minimizes rr yielding 
four subsets (i = 1..4) of k-space data corresponding to 
the best baseline image match according to the mean 
squared error criterion. For example, for shot 1 = 1 . the j 
= 7th navigator might minimize Equation (2). whereas for 
shot i = 2. the j = 16th navigator might be optimal. The 
selected four subsets (t = 1..4) represent a complete base-
line image data set. The k-space data sampled from the 
current shot provide the dynamic update data. Recon-
struction of the dynamic update now can be performed 
similarly to the Hu and Parrish method outlined previ-
ously. 

It is useful to note here that the ordering of k-space 
acquisition in our method is fixed throughout the exper-
iment and does not depend on the state of the physiolog-
ical cycle, unlike the respiratory-ordered phase encoding 
(ROPE' (10) method, which uses previous knowledge of 
the distribution function of an external breathing signal 
to dynamically order the acquisition of individual k-space 
lines, instead, we use navigator echo information to pick. 

F i g u r e 3 . Scheme for p lacement of the rFOV w i t h i n the base-
l ine image to avoid w r a p a r o u n d when change crosses the b o u n d -
ary o f a rFOV. (Computa t ions progress as shown f r o m le f t to 
r ight . ) F i rs t , the reconst ruc ted rFOV da ta are scro l led b y a cer-
t a i n a m o u n t (d) equal to t he distance between the peak o f the 
d i f fe rence navigator and t he mid l ine o f the rFOV to p lace t he 
peak o f t he change in the center of the rFOV. The r F O V is t h e n 
p laced i n the baseline image after ad jus t i ng i ts pos iUon b y the 
same a m o u n t as the scro l l ing. 

off-line, the best baseline data set to use when recon-
structing the dynamic data. 

Placement oj rFOV.—The task of placing the rFOV 
within the chosen baseline image remains after the dif-
ference image is computed and the rFOV is recon-
structed. In our method, because we chose the rFOV to 
be one quarter of the FOV, we need to pick one of four 
possible quarter segments in the phase-encoding direc-
tion into which to add the difference image. If the change 
crosses the boundary of an rFOV, the reconstruction of 
the difference of the dynamic subset would yield a 32 x 
128 image in which the change is separated into two 
parts at the edges due to aliasing (wraparound). 

A postprocessing computation is used to properly place 
the rFOV in the FOV and to avoid wraparound. The lo-
cation in the phase-encoding direction of the change 
must be estimated either by direct manual prescription 
or by an automated approach. We investigated an auto-
mated method of placement using information from the 
projection navigators in the phase-encoding direction. In 
the automatic method, the difference between the projec-
tion navigator in the phase-encoding direction of the dy-
namic update and the average of the navigators in the 
phase-encoding direction of the chosen baseline image is 
computed, and the peak at which the maximum of this 
difference occurs is located. After the peak of the change 
is determined either by the manual or automatic method, 
the rFOV is then scrolled in the spatial domain as shown 
in Figure 3. to place the peak of the change in the middle 
of the rFOV. The altered rFOV is then placed in the cho-
sen baseline image offset from its original position as 
shown in Figure 3. 

The complex-valued difference image is added to the 
chosen complex-valued baseline image to get a dynamic 
update. However, in the case in which the change has 
high contrast, and for the purpose of reducing the alias-
ing within the rFOV. the difference image can be weighted 
by a reduction factor between 0 and 1. before adding the 
rFOV to the baseline image. This weighting is a compro-
mise between properly updating the image and reducing 
the aliasing from change occurring outside the rFOV. 

• RESULTS 
All experiments were performed on a 1.5-T S1GNA 

(General Electric Medical Systems. Milwaukee. WI) clini-
cal MR] system. We performed two sets of experiments to 
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Figure 2 . Schematic representat ion of the correspondence of 
baseline data acquis i t ion to physiological mo t i on cycle. Data are 
acquired i n th is fashion over several cycles o f the physiological 
motion. Then , data f rom al l cycles are organized in to four g roups, 
depending o n the i r shot number . 

serve to locate its time point within the physiological mo-
tion cycle. Let designate the projection navigator 
along the frequency-encoded direction x, where i is the 
associated shot number (t = 1..4) and J is an index rep-
resenting this order of acquisition in the baseline acqui-
sition series and. most likely, distinguishing a different 
time point in the motion cycle. Let Af„(y) designate the 
projection navigator along the phase-encoded direction y. 
Once the baseline data sets have been acquired and 
stored in the above fashion, the dynamic process is ini-
tiated. 

Dynamic choice of the baseline data.—Consider now the 
data acquisition as change is occurring. With each 32-
echo shot during dynamic imaging, we acquire a set of 
30 k-space lines plus two projection navigator echoes. Let 
D, M designate the dynamic navigator echo along the fre-
quency-encoded direction x and let D, (y) designate the 
dynamic navigator echo along the phase-encoded direc-
tion y. with i being the shot number. The k-space lines 
acquired by the ith shot number are indicated by Equa-
tion 111. 

Every pair of dynamic navigators D,(x) and D, (y) is 
compared to each of the baseline navigator pairs Ny (x) 
and A', (y) from all four baseline data groups to get the 
best baseline fit minimizing the mean squared error of 
the difference between navigator projections: 

ry = / (AM - Ayx)P dx + f [Djy) - dy (2) 

For every shot, i (i = 1..4), we select from the baseline 
information, Ny (x) and Ny (y), that minimizes r„, yielding 
four subsets (i = 1..4) of k-space data corresponding to 
the best baseline image match according to the mean 
squared error criterion. For example, for shot i = 1. the j 
= 7th navigator might minimize Equation (2|. whereas for 
shot i = 2. the j = 16th navigator might be optimal. The 
selected four subsets (i = 1..4) represent a complete base-
line image data set. The k-space data sampled from the 
current shot provide the dynamic update data. Recon-
struction of the dynamic update now can be performed 
similarly to the Hu and Parrish method outlined previ-
ously. 

It is useful to note here that the ordering of k-space 
acquisition in our method is fixed throughout the exper-
iment and does not depend on the state of the physiolog-
ical cycle, unlike the respiratory-ordered phase encoding 
(ROPE' (10) method, which uses previous knowledge of 
the distribution function of an external breathing signal 
to dynamically order the acquisition of individual k-space 
lines, instead, we use navigator echo information to pick. 

Figure 3 . Scheme for p lacement of the rFOV w i th in t he base-
line Image to avoid w r a p a r o u n d when change crosses the bound-
ary of a rFOV. (Computa t ions progress as shown f r o m left to 
right.) First, the recons t ruc ted rFOV data are scrolled b y a cer-
tain amount (d) equal to the distance between the peak of the 
difference navigator a n d the mid l ine of the rFOV to place the 
peak of the change i n the center of the rFOV. The rFOV is t hen 
placed in the baseline image after adjust ing its posi t ion by the 
same amount as the scro l l ing . 

off-line, the best baseline data set to use when recon-
structing the dynamic data. 

Placement of rFOV.—The task of placing the rFOV 
within the chosen baseline image remains after the dif-
ference image is computed and the rFOV is recon-
structed. In our method, because we chose the rFOV to 
be one quarter of the FOV, we need to pick one of four 
possible quarter segments in the phase-encoding direc-
tion into which to add the difference image. If the change 
crosses the boundary of an rFOV, the reconstruction of 
the difference of the dynamic subset would yield a 32 x 
128 image in which the change is separated into two 
parts at the edges due to aliasing (wraparound). 

A postprocessing computation is used to properly place 
the rFOV in the FOV and to avoid wraparound. The lo-
cation in the phase-encoding direction of the change 
must be estimated either by direct manual prescription 
or by an automated approach. We investigated an auto-
mated method of placement using information from the 
projection navigators in the phase-encoding direction. In 
the automatic method, the difference between the projec-
tion navigator in the phase-encoding direction of the dy-
namic update and the average of the navigators in the 
phase-encoding direction of the chosen baseline image is 
computed, and the peak at which the maximum of this 
difference occurs is located. After the peak of the change 
is determined either by the manual or automatic method, 
the rFOV is then scrolled in the spatial domain as shown 
in Figure 3. to place the peak of the change in the middle 
of the rFOV. The altered rFOV is then placed in the cho-
sen baseline image offset from its original position as 
shown in Figure 3. 

The complex-valued difference image is added to the 
chosen complex-valued baseline image to get a dynamic 
update. However, in the case in which the change has 
high contrast, and for the purpose of reducing the alias-
ing within the rFOV. the difference image can be weighted 
by a reduction factor between 0 and 1. before adding the 
rFOV to the baseline image. This weighting is a compro-
mise between properly updating the image and reducing 
the aliasing from change occurring outside the rFOV. 

• RESULTS 
All experiments were performed on a 1.5-T SIGNA 

(General Electric Medical Systems. Milwaukee. WI) clini-
cal MR! system. We performed two sets of experiments to 



Figure 4. Results of abdominal imaging during breathing. The block of 2 0 images on the left shows the dynamic updates obtained 
during dynamic acquisition using the reduced FOV method with navigators. The strip of live images on the right shows the slow updates 
available using a full set of acquired phase encodes. For every lour dynamic updates, one full slow update is acquired. The lime sequence 
is from left to right and from top to bottom. 

Figure 5. Result of the application of the Hu and Parrish technique to a case in which physiological motion occurs. The image on the 
left shows an abdomen before inhaling. The image in the center shows the same abdomen after introducing a water sample (appears 

s bright circle). The image on the right shows the result of applying the Hu and Parrish approach. Excessive motion artifact can be 
¡•en within the rFOV. 

test the performance of our method. In both of our ex-
periments. image resolution was 128 x 128 pixels. We 
used a 32-echo RARE sequence. TR = 2 seconds. TE = 
10 msec. 320 msec per shot, obtaining one dynamic im-
age update with a single shot. 

In the first experiment, we acquired one abdominal 
'ice during respiratory motion while moving a gadolin-

n-doped water sample across the abdomen. We eol-
;ccted eight baseline data sets before introducing the 
water sample, thus acquiring 32 consecutive shots dur-
ing normal breathing. At the end of baseline acquisition, 
the data were organized into four groups as described 
previously. Next, a water sample was rolled above and 
across the abdomen of the volunteer, and dynamic ac-
quisition was initiated. In this case, we had knowledge of 
' ' oosition of the rFOV within the baseline image (sur-

)f the abdomen) for placement of the difference im-

Figure 4 shows the series of dynamic images obtained 
using this method. The slow update, obtained after every 
four dynamic updates, is shown on the right side of Fig-
ure 4 In this series, we can see the position of the water 
sample changing, as well as the background profile of the 
abdomen due to respiratory motion. Some artifact can be 
rt .i . e cj jn dynamic series. This artifact depends on 

-nsity of the coverage of the motion cycle repre-
: in the baseline imaging and is independent of the 

spc< j of the motion, as long as no considerable motion 
occurs within the 320-msec time that it would lake to 
acquire one shot. Figure 5 shows the result of applying 
the original method without navigators. The substantial 
presence of artifact within the rFOV makes it difficult to 
discern anv structural detail or the position of the 
ehnr. jc . 

eond set of experiments was performed to test the 
• tic placement scheme. A water sample was moved 
a spherical water phantom, and the automatic 

placement approach described in the preceding section 
was used. The left side of Figure 6 shows results obtained 
in this case. The dynamic update reconstructed using the 
automatic placement approach can be seen at the top left 
of Figure 6. Below the image is the plot of the difference 
between the dynamic navigator and the chosen baseline 
average navigator. This plot shows a dominant peak, al-
lowing for the unambiguous placement of the dynamic 
rFOV within the baseline image. 

We tried to follow the movement of the same water 
sample along a human head using this automatic place-
ment method. The resulting dynamic image series was 
characterized by discontinuous jumps of the sample and 
erroneous placement inside the FOV. We then recon-
structed the dynamic images using prior knowledge of 
the position of the rFOV and plotted the difference navi-
gator for comparison. A sample of the results of this ex-
periment at one time point is shown on the right side of 
Figure 6. An examination of the plot of the difference be-
tween the dynamic navigator and the chosen baseline av-
erage navigator, shown at the bottom right side of Figure 
6. demonstrates the inability of the difference navigator 
to unambiguously locate the change. This can be attrib-
uted to the fact that slight difference in position between 
highly contrasted components (relative to contrast of 
change versus background) of the baseline image and the 
dynamic image (full FOV) are greater in magnitude than 
the difference signal coming from the water sample po-
sition. 

• DISCUSSION 
We have designed a method to address the major lim-

itation of the rFOV technique as it was originally de-
scribed by Hu and Parrish (6). especially in the cases in 
which significant physiological motion occurs during the 
dynamic imaging process. By incorporating the use ol 
navigator echoes, our principal goal was to reduce motion 
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Figure 6. Automatic placement using the projection navigator echo along the phase-encoded direction (horizontal direction in this 
example) On the left, the case of phantom imaging is shown and the position of the peak in the difference of projections clearlv 
determines the position of the change within the FOV. At right is an image of a brain imaging case in which the difference navigator 
does not unambiguously determine the position of the change. 

artifacts within the rFOV by use of baseline data that 
closely represent the physiological motion that occurs 
outside the rFOV but within the full FOV. Secondarily, 
we tested a simple approach using projection navigators 
to automatically place the rFOV within the full FOV. 

Significant reduction of motion artifacts within the 
rFOV was achieved over the initial method with the use 
of navigators. In the abdominal imaging experiments, for 
example we were able to follow the dynamic change re-
gardless of the background physiological motion. Fur-
thermore. because our updates are acquired in a single 
shot, the remaining motion artifacts are TR independent. 
T2-weighied spin-echo snapshot updates of an abdomi-
nal slice during breathing (128 x 128 image matrix) were 
obtained despite significant motion occuring within the 
TR period 

The projection navigator method was not successful 
when applied to ihe task of automatic placement of the 
rFOV. The automatic placement algorithm was based on 
the difference between ihe dynamic and the baseline pro-
jection navigator echoes along the phase-encoding direc-

tion. This particular method is apparently too sensitive 
to even small amounts of motion to be useful in the gen-
eral case. We are presently investigating a more sophis-
ticated adaptive approach of rFOV placement that is 
based on locating the bulk position of the change using 
low-frequency information and then following a multi-
resolution search strategy to zoom in on the position of 
the change. 

In the implementation presented herein, two echoes in 
the 32-echo train were sacrificed to incorporate the nav-
igator projections. This could be avoided by inserting a 
gradient-echo projection navigator along the phase-encoded 
direction before ihe 180° pulse in each shot. Also, other 
types of navigator echoes could be used, such as low-
resolution spiral scans, which might be belter suited to 
locate the change than the projection navigators studied 
here. 

A basic limitation of this technique, as well as other 
reduced FOV methods such as inner volume MR1 
(11.12). is the degradation of the SNR in the rFOV as a 
resull of Ihe limited sampling of k space. When updating 
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an rFOV consisting of one quarter of the full FOV. the 
SNR in the rFOV. as calculated by Hu and Parrish (6). is 
2.65 times smaller than in the rest of the image. Aliasing 
artifact further degrades image quality in the rFOV and 
cannot be eliminated completely even with the use of nav-
igator echoes. 

Despite the limitations of the method, our results show 
that a fourfold improvement in temporal resolution can 
be obtained with sufficient image quality to resolve events 
that would otherwise be obscured by motion artifact if 
using the original rFOV method. The method produces 
T2-weighted dynamic image updates after each multi-
echo shot. The common use of fast SE in abdominal 
imaging of the liver (13-15) and its efficiency to enhance 
contrast (16) and reduce motion artifacts (9) motivated 
our choice of the RARE sequence for our abdominal im-
aging experiments. Our method can be adapted readily 
to other multi-echo sequences such as gradient and spin 
echo (GRASE) (17.18). 

Finally, a standard image update can still be recon-
structed from a full k-space set alter multiple shots, be-
cause our method only involves a particular ordering of 
the k-space acquisition from each shot, followed by a spe-
cial method to reconstruct the dynamic updates. There-
fore. no acquired image information is sacrificed using 
our method, and the fast dynamic update may be very 
useful for applications such as interventional MRI. in 
which improved temporal resolution is needed. 

Acknowledgments: The authors thank Dr. Koichi Oshio for the use 
of his RARE pulse sequence code. 
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Multi-component Apparent Diffusion Coefficients in 
Human Brain: Relationship to Spin-Lattice Relaxation 

Robert V. Mulkern,1,2* Hale Pinar Zengingonul 2 Richard L. Robertson,1 Peter Bogner,3 

Kelly H. Zou,2 Hakon Gudbjartsson,4 Charles R.G. Guttmann,2 David Holtzman,2 

Walid Kyriakos,1 Ferenc A. Jolesz,2 and Stephan E. Maier2 

In vivo measurements of the human brain tissue water signal 
decay with b-factor over an extended b-factor range up to 
6,000 s/mm2 reveal a nonmonoexponential decay behavior 
for both gray and white matter. Biexponential parametriza-
tion of the decay curves from cortical gray (CG) and white 
matter voxels from the internal capsule (IC) of healthy adult 
volunteers describes the decay process and serves to differ-
entiate between these two tissues. Inversion recovery exper-
iments performed in conjunction with the extended b-factor 
signal decay measurements are used to make separate mea-
surements of the spin-lattice relaxation times of the fast and 
slow apparent diffusion coefficient (ADC) components. Dif-
ferences between the spin-lattice relaxation times of the fast 
and slow ADC components were not statistically significant 
in either the CG or IC voxels. It is possible that the two ADC 
components observed from the extended b-factor measure-
ments arise from two distinct water compartments with dif-
ferent intrinsic diffusion coefficients. If so, then the relax-
ation results are consistent with two possibilities. Either the 
spin-lattice relaxation times within the compartments are 
similar or the rate of water exchange between compartments 
is "fast" enough to ensure volume averaged T, relaxation yet 
"slow" enough to allow for the observation of biexponential 
ADC decay curves over an extended b-factor range. Magn 
Reson Med 44:292-300, 2000. © 2000 Wiley-Liss, Inc. 
Key words: apparent diffusion coefficient; brain; biexponential 
decay; spin-lattice relaxation 

Diffusion imaging is playing an increasingly important 
diagnostic role due to its extreme sensitivity to acute 
stroke in comparison with conventional T,- and T2-
weighted imaging (1-3). Due to the effects of anisotropic 
diffusion (4,5), it is now generally realized that at least 
three directions of the diffusion sensitization gradient 
should be sampled to generate trace images free from the 
effects of preferred directional diffusion. Indeed a mini-
mum of 6 directions must be sampled if a full diffusion 
tensor for each voxel is to be evaluated (6-8) for studies of 
myelin development and brain microarchitecture (9,10). 
Thus, the current trend towards clinical implementation 
of diffusion imaging is to sample multiple slices of the 
brain each at a low and a high b-factor, the latter being 
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typically on the order of 1,000 s/mmz, and to repeat the 
high b-factor sampling for at least three and up to six 
directions of the diffusion sensitization gradient. 

To this inherent complexity of brain tissue water diffu-
sion measurement and interpretation, yet another compli-
cating factor has recently emerged. Namely, when sampled 
over an extended b-factor range much larger than typically 
used clinically, the brain water signal decay in vivo from 
both rats and humans does not display the monoexponen-
tial signal decay so commonly assumed (11,12). Indeed a 
bi- as opposed to monoexponential model of decay is 
required to fit the ADC decay data. This finding is not 
explainable within the confines of the diffusion tensor 
formalism alone. Furthermore, the extended b-factor range 
required for observing and measuring the biexponential 
decay is readily accessible with conventional scanners 
using long echo times and standard gradient strengths of 1 
Gauss/cm. This endows the finding with significant clini-
cal ramifications and motivates further studies designed to 
explore the nature of the nonmonoexponential brain water 
signal decay. 

In this work, the spin-lattice relaxation behavior of hu-
man brain water signal decay over an extended b-factor 
range was examined by combining multi-b-factor sampling 
techniques with inversion recovery methods. Voxels from 
internal capsule (IC) white matter and cortical gray (CG) 
matter were sampled to determine relaxation in tissues 
with and without anisotropic diffusion effects. The spin-
lattice relaxation times of the fast and slow ADC compo-
nents, evaluated on the basis of biexponential ADC decom-
position as a function of inversion time, were found to be 
quite similar in either voxel type. Similarly, T, values 
evaluated directly from the data without the use of biex-
ponential decompositions showed no systematic depen-
dence on b-factor over the range sampled. Implications of 
these results are discussed within the context of a two-
compartment model for explaining the observed biexpo-
nential ADC behavior of brain water signal decay over 
extended b-factor ranges in both gray and white matter. 

MATERIALS AND METHODS 

Data Acquisition 

All s tud ies w e r e p e r f o r m e d with a 1.5 T Signa scanner 
(General Electr ic Medica l Systems. Milwaukee. WI) oper-
ating at t he 5.4 h a r d w a r e / s o f t w a r e configuration us ing a 
quadra tu re head coil . Eight healthy adult volunteers rang-
ing from 24 to 38 years of age participated in the s tudy , 
providing i n f o r m e d consen t according to the rules of the 
inst i tut ional rev iew board . A set of TO-mm thick axial 
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T,-weighted spin echo images (TR/TE = 500/20) were 
initially acquired. From these images, a 15 x 15 mm* 
cross-sectional column extending left-to-right and passing 
through cortex and white matter of the internal capsule at 
the level of the third ventricle was chosen for interroga-
tion. Detailed diffusion measurements of this tissue col-
umn were then performed using an inner volume spin-
echo sequence as described in a previous study (12) but 
modified to incorporate inversion pulses for T, measure-
ment. Mutually orthogonal slice selective excitation and 
refocusing pulses were used to solicit an echo from the 
intersection of the two slices. The inversion pulse was 
identical to the slice selective refocusing pulse of the spin 
echo sequence. Standard frequency encoding was per-
formed for along-column spatial mapping to obtain a ID 
image of the column every repetition time TR. A receiver 
bandwidth of 6 kHz, 128 frequency encoding steps, and a 
column length of 24 cm were used to obtain an along-
column spatial resolution of 1.9 mm. A long echo time of 
175 msec was employed to accommodate heavy diffusion 
weighting with long duration Stejskal-Tanner pulsed field 
gradients placed about the refocusing pulse. All three gra-
dient axes were used for diffusion sensitization in a (1,1,1) 
configuration. The amplitudes G of the diffusion sensiti-
zation gradients were incremented each TR period to cover 
a wide range of b-factors from 5 to 6,000 s/mm2 in 48 equal 
steps. The maximum gradient strength available along 
each direction was 1 Gauss/cm and the b-factor was cal-
culated through the relation 

b = 3(8yG)2(A - 8/3) [l] 

in which 5 is the duration of each diffusion gradient lobe 
and A is the time between their leading edges, which were 
79.6 and 82.9 msec, respectively. The factor of 3 in (l) 
accounts for the use of all three gradients simultaneously 
for diffusion sensitization. A 3-sec TR was used to obtain 
48 b-factor data sets of the tissue column in 2.5 min, a scan 
time that includes 2 "dummy" acquisitions to set the sys-
tem in steady state prior to data collection. Data sets were 
first acquired without an inversion pulse and then with an 
inversion pulse at 8 separate inversion times (TI) of 50, 
100, 150. 200, 250, 300, 350, and 400 msec prior to each 
excitation. 

Data Analysis 
The signal decay with b-factor from 0.19 X 1.5 x 1.5 cm3 

voxels along the tissue column through the brain were 
available for analysis. We averaged two adjacent voxels 
along the column in an area of cortical gray matter (CG) 
and in an area of white matter in the left internal capsule 
(IC) to extract decay curves from 0.84 mL voxels in these 
two regions for each volunteer. The CG and IC decay 
curves were then fit with a biexponential function of the 
form 

SI = A, exp(-D,b) + A2 exp(-D26) (2) 

where SI is the signal intensity at b-factor b, A, and A2 are 
the amplitudes and D, and D2 are the diffusion coefficients 
of the fast and slow diffusing components, respectively. 

Fitting was performed using a Marquardt-Levenberg algo-
rithm, as described previously (13). For the smallest b-
factor of 5 s/mm2 and occasionally for the second smallest 
b-factor of 133 s/mm2, signal intensities were obviously 
affected by a component with an ADC greater than that of 
pure water at 37°C. Such behavior at the lowest b-factors is 
attributed to the small combined CSF/perfusion pool re-
ported previously (14,15). Data from the lowest b-factor, 
and occasionally the second lowest, were thus excluded 
from the biexponential fitting process to avoid contamina-
tion from this pool, which is estimated to have a negligible 
contribution to signal decay at b-factors above 300 s/mm2. 
From the baseline data acquired with no inversion pulse, 
differences in the biexponential parameters between CG 
and IC data were determined by Student's paired t-test 
with P values <0.01 considered significant (16). The ap-
propriateness of the t-test was verified by demonstrating a 
normal distribution of differences using the z-test (17) as 
written in S-PLUS (18). 

A Bloch equation analysis of the spin echo inversion 
recovery experiment reveals that for a system with equi-
librium magnetization Ma, the steady state ^-weighting 
immediately after the 90° excitation pulse is given by 

S = MJl - 2 exp(-TI/7T) - exp(-TR/7T) 
+ 2 exp(-TR/Tl) exp(TE/(27T))] [3] 

The latter two terms combine destructively and are easily 
shown to be negligible for 7\ and TR values on the order of 
1 and 3 sec, respectively. This being the case for our 
experiments (vide infra), we drop the last two terms in (3) 
and rearrange the remaining terms to obtain a quantity ¥ 
suitable for log-linear regression analysis of 7\ relaxation: 

V = (M0- S)/(2M„) = e x p ( - T I / n ) [4] 

where the Af„ values are ADC component amplitudes de-
termined from baseline data sets acquired with no inver-
sion pulse. Preliminary experiments performed with TI 
values from 50 msec to 2 sec revealed signal minima for TI 
values between 600 and 800 msec (data not shown). Thus, 
the use of TI values less than 400 msec ensures that the S 
in Eq. [4] is technically negative for operational use. Both 
the fast and slow ADC component amplitudes A, and Az 
were used in Eq. [4] to obtain experimental measures of ¥ 
for each separate ADC component. The natural logarithm 
of ¥ vs TI was fit by linear regression and the slopes used 
to obtain the spin-lattice relaxation times for the fast and 
slow ADC components 7\r and T ls, respectively. Correla-
tion coefficients for each fit were also obtained from the 
linear regression analyses. Statistically significant differ-
ences between T u and Tls for the CG and IC data were 
determined using Student's paired t-tests with P values < 
0.01 considered significant. The appropriateness of the 
t-test was verified by demonstrating a normal distribution 
of differences using the z-test (17) as written in S-PLUS 
(18). This approach of finding the separate ^ s for the fast 
and slow ADC components is necessarily linked to the 
assumption of a biexponential model since the amplitudes 
of the biexponential fits are used for the inversion recovery 
analysis. For an evaluation of T, relaxation behavior 
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relaxation over the 250-msec inversion time can be appre-
ciated. Arrows in Fig. lb indicate the two horizontal loca-
tions along the column from which signal decay curves 
were extracted, representing 0.84-mL voxels in the cortical 
gray (CG) matter and the left internal capsule (IC). The 
latter consistently appeared as a prominent vertical streak 
in all cases, presumably due to slow diffusion processes in 
the white matter tracts with the (1,1,1) diffusion sensitiza-
tion gradient configuration. 

Figure 2a and b are signal decay curves extracted from 
the CG and IC voxels, respectively, taken from the data sets 
of Fig. 1. The curvature of the decay curves on these 
semi-log plots indicates nonmonoexponential behavior for 
signal intensities well above the baseline noise levels plot-
ted at the bottom of each figure. The decay curves are well 
characterized with biexponential functions as evidenced 
by the solid lines through the experimental data points 
obtained from fits to Eq. [2]. In general, the x2 values 
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FIG. 1. a: T , -weighted i m a g e d e p i c t i n g t h e t i s s u e co lumn ( 1 5 x 1 5 
m m 2 c r o s s - s e c t i o n ) targeted for m u l t i - c o m p o n e n t ADC study, b: 
I m a g e of the co lumn at 4 8 b - f a c t o r s f r o m 5 to 6 0 0 0 s / m m 2 (top to 
b o t t o m ) a s acquired with no invers ion p u l s e . Arrows d e n o t e the t w o 
l o c a t i o n s s a m p l e d for statistical a n a l y s e s in e a c h of the 8 volun-
t e e r s . c : S a m e a s in b but with e a c h acquis i t ion p r e c e d e d by an 
invers ion pulse at a T1 of 2 5 0 m s e c . 

which is independent of the biexponential model and 
associated fits, S values as a function of TI at 7 equally 
spaced b-factors from 515 to 5,107 s/mm2 were subjected 
to the inversion recovery analysis to obtain T, values as a 
function of b-factor. 

RESULTS 

F i g u r e l a s h o w s a r e p r e s e n t a t i v e t i s s u e c o l u m n s e l e c t e d 

f o r A D C m e a s u r e m e n t . F i g u r e l b a n d c a r e o n e - d i m e n -

s i o n a l i m a g e s o f t h e c o l u m n a t 4 8 b - f a c t o r s r a n g i n g f r o m 5 

t o 6 , 0 0 0 s / m m 2 ( t o p t o b o t t o m ) a s s c a n n e d w i t h o u t a n 

i n v e r s i o n p u l s e (b) a n d w i t h a n i n v e r s i o n p u l s e at a TI o f 

2 5 0 m s e c (c) . T h e la t ter t w o i m a g e s h a v e b e e n filmed w i t h 

i d e n t i c a l w i n d o w l e v e l s s o t h a t t h e s i g n a l l o s s d u e t o T , 

7000 

7000 

FIG. 2 . a: Brain t i s s u e water s ignal v s . b - fac tor a s taken from a 
v o x e l in t h e cortical gray (CG) matter u s i n g no inversion pulse (TI = 
infinity) a n d an inversion p u l s e at TI = 2 5 0 m s e c . S h o w n through the 
d a t a are t h e biexponent ia l fits o b t a i n e d with the Marquardt-Leven-
berg algorithm (solid lines). B a s e l i n e n o i s e v a l u e s are plotted at the 
b o t t o m of t h e figure, b: S a m e a s in a but for a voxe l in the internal 
c a p s u l e (IC). 
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Table 1 

Interindividual M e a n s and Standard Deviations (N = 8) of t h e 
Biexponential P a r a m e t e r s Obtained From Basel ine D a t a S e t s (No 
Inversion Pulse) From Voxe l s in the Cortical Gray (CG) a n d 
Internal C a p s u l e (IC) White Matter 

obtained from biexponential fits of the data were 5 to 10 
times smaller than x 2 values obtained from monoexponen-
tial fits, which were clearly inappropriate over this ex-
tended b-factor range. 

Table 1 shows interindividual means and standard de-
viations of the biexponential parameters found from fitting 
the baseline CG and IC decay curves acquired without any 
inversion pulse. The fraction of the fast diffusion compo-
nent A , / (A 1 +A 2 ) was significantly smaller in the IC than 
in the CG (P < 0.01). Similarly, the value of the slow 
diffusion coefficient D2, was significantly smaller in the IC 
than in the CG (P < 0.01). The interindividual means and 
standard deviations of ^ (see Eq. (4)) were evaluated at 
each TI for each ADC component from all 8 volunteers. 
The composite relaxation curves for the fast and s low ADC 
components, as found for the CG and IC data, are shown in 
Fig. 3a and b. A monotonic decrease with TI is observed on 
these semi-log plots. The inter-individual mean correla-
tion coefficients obtained from linear fits of the CG data 
were 0.97 ± 0.05 (fast component) and 0.86 ± 0.09 (slow 
component), whereas for the IC data they were 0.96 ± 0.06 
(fast component) and 0.90 ± 0.11 (slow component). Table 
2 provides the interindividual means and standard devia-
tions (N = 8) for the fast and slow spin-lattice relaxation 
times of the CG and IC. There was not a statistically sig-
nificant difference between T l f and T l s in either the CG or 
the IC (P > 0.20). The T1{ and Tls values were smaller in 
the IC than in the CG, as expected for white vs. gray matter 
in adults (19). The difference in the Tu values for the IC 
and CG achieved statistical significance (P < 0.01). 

Figure 4a and b shows composite plots made from all 8 
volunteers of the fast and slow diffusion coefficient values 
obtained at each TI for the CG and IC data sets, respec-
tively. There is little variation of the measured diffusion 
coefficients with TI, indicating robust biexponential fits 
even as the overall signal-to-noise decreased with the 
lengthening of TI. The decreased value of the slow diffu-
sion coefficient in the IC compared to the CG by nearly a 
factor of 3, as found from the baseline data and reported in 
Table 1. is seen to hold regardless of the TI value. 

Figure 5 shows the inter-individual mean T, values 
evaluated directly from signal intensities at 7 different 
b-factors over the full range. The IC T, values are generally 
lower than the CG values at all b-factors and the mean 
values or 981 ± 46 msec for the CG and 849 ± 51 msec are 
in general agreement with the values reported in Table 2 
obtainec using the biexponential model. The figure dem-
onstrates the relative independence of the T, measurement 
over the extended b-factor range sampled. 

DISCUSSION 
Brain tissue water signal decay with b-factor departs from 
the momexponential behavior commonly assumed when 
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A, / (A, + A J D, (p.m2/ms) D 2 (p.m2/ms) 

CG 0.73 ± 0.03 1.46 ± 0.33 0 .32 ± 0.09 
IC 0.66 ± 0.03 1.02 ± 0.22 0.11 ± 0 .03 2 
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FIG. 3. a: C o m p o s i t e plot of the spin-lattice relaxation d e c a y for the 
fast and s low A D C c o m p o n e n t amplitudes (see Eq. [4]) a s a funct ion 
of inversion t ime for the CG voxe ls sampled in all 8 v o l u n t e e r s 
(mean ± SD). A s in a but for the IC voxels. 

generating ADC maps in clinical practice once the b-factor 
range is extended towards 6,000 s/mm2. The curvature of 
the brain ADC decay curves (Fig. 2) generally becomes 
noticeable for b-factors above 2000 s/mm2 regardless of 

Table 2 
Interindividual M e a n s a n d Standard Deviations (N = 8) of t h e 
Spin-Lattice Relaxat ion T i m e s Found for the Fast and S l o w 
Diffusing ADC C o m p o n e n t s in Cortical Gray (CG) and Internal 
Capsule (IC) V o x e l s 

T „ (s) T „ (s) 

CG 1.08 ± 0.10 0.98 ± 0 .26 
IC 0.77 ± 0.05 0.85 ± 0.14 
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factor of 3, as found from the baseline data and reported in 
Table 1. is seen to hold regardless of the TI value. 
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evaluated directly from signal intensities at 7 different 
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diffusion at semi-permeable boundaries was accounted for 
in a manner similar to that proposed by Stanisz et al. in 
detailed ADC studies of bovine optic nerve in vitro (27,28). 
Aside from in vitro studies, the intra- and extracellular 
water diffusion model is commonly invoked in brain ADC 
imaging studies of stroke where typically only two or at 
most a few b-factors under 2000 s/mmz are sampled, ne-
cessitating monoexponential decay analyses. For instance, 
van Gelderen et al. (29) performed ADC imaging of acute 
stroke in cats and observed an ADC decrease from 0.65 
umz/msec in normal brain to 0.42 umz/msec in acute 
stroke. The observed ADC decrease was attributed to in-
tracellular swelling that was quantitatively consistent with 
a volume averaged fast exchange model for the ADC as 
based on literature values of intra- and extracellular vol-
ume ratios in normal and ischemic adult brain tissue. 

Niendorf et al. (11) reported biexponential ADC behav-
ior in in vivo rat brains. At 4.7 T they employed a single 
voxel PRESS technique to measure rat brain tissue water 
signal decay over an extended b-factor range up to 
10,000 s/mmz. In normal adult rat brain, they reported a 
0.80 volume fraction for the fast ADC component, which 
dropped to 0.69 postmortem. The immature rat brain in 
vivo had an even higher fast ADC component fraction than 
the adult brain, 0.90 vs. 0.80, respectively, consistent with 
a larger extracellular space in the immature brain. Changes 
of the intracellular volume fraction made on the basis of 
electrical impedance measurements were shown to corre-
late well with changes of the fraction of the slow ADC 
component observed during recovery from excitotoxic 
brain edema. All of these observations are consistent with 
an intra- vs. extracellular model interpretation for the slow 
and fast ADC components. A confounding feature noted by 
these investigators, however, was a discrepancy between 
the ADC component volume fractions and literature values 
for the actual intracellular and extracellular water volume 
fractions in normal adult brain that are approximately 0.8 
and 0.2, respectively. Thus, we might anticipate the slow, 
intracellular, ADC component to have a larger fraction 
than the fast, extracellular, ADC component, opposite to 
what is actually observed. More recently, Buckley et al. 
reported the effects of ouabain on multi-component ADC 
behavior in perfused rat brain slice preparations studied at 
high field (30). These investigators interpreted their find-
ings in terms of the intra- and extracellular compart-
mentation model for the biexponential ADC behavior 
when measured over an extended b-factor range up to 
4,500 s/mmz. The ouabain demonstrated the predicted 
effect of cell swelling, as inferred from the increase in the 
relative amplitude of the slow ADC component if associ-
ated with the intracellular water compartment. As with 
Niendorff et al. (It), however, these authors also found a 
larger fast than slow ADC component fraction. They ar-
gued that Tj-weighting of the data obtained with the spin-
echo technique favors a larger fraction of signal from ex-
tracellular water, thus reversing the expected rank order of 
the observed volume fractions (30). 

Our ability to separate two ADC components on the 
basis of multi-b-factor measurements allows us to probe 
the individual magnetic environments of each component. 
In this study, inversion recovery experiments were com-
bined with multi-b-factor measurements in order to deter-

mine the spin-lattice relaxation properties of the two ADC 
components. The experimental evidence suggests that 
there is no statistically significant difference between the 
spin-lattice relaxation times of the two ADC components 
observed in our studies (Table 2). The values of the fast 
and slow diffusion coefficients were well-behaved with 
respect to variations of the inversion time (Fig. 4a and b) 
whereas the amplitudes of the two ADC components were 
well-suited to log-linear regression analyses within the 
available signal-to-noise limitations (Fig. 3a and b). An 
alternate analysis of the data, free from the biexponential 
fitting routine, was also used to show that the spin-lattice 
relaxation behavior was independent of b-factor (Fig. 5). 
Several possibilities for the interpretation of the non-ex-
ponential behavior of brain water signal decay with b-
factor which are consistent with these T, results are now 
presented. 

One possibility is that there are two compartments with 
different intrinsic diffusion coefficients with no water ex-
change between the compartments. In this case, we would 
have to conclude that the two compartments have very 
similar spin-lattice relaxation times. This would be some-
what surprising since an environment with a very small 
diffusion coefficient suggests multiple interactions be-
tween water and other biological constituents, macromol-
ecules, cellular organelles, etc. These interactions would 
tend to enhance spin-lattice relaxation, reducing the 7\ 
compared to water in the compartment with fewer inter-
actions. A second possibility which we demonstrate is also 
compatible with the experimental findings is to assume 
that there is a moderate exchange of water between the two 
compartments which is fast enough to insure a well-mixed 
spin-lattice relaxation behavior (fast exchange) but slow 
enough to allow for the observation of biexponential like 
ADC behavior (intermediate exchange). T, values in tissue 
are fairly long, 400 to 2000 msec, for example. Thus, it is 
easy to show using the Zimmerman-Britton two-site ex-
change equations (31) provided in the appendix that with 
even moderate exchange rates on the order of 5 to 10 Hz, 
the T! relaxation of a two-component system is expected 
to be in the fast exchange regime. For instance let us 
assume an intracellular volume fraction of 0.8, an intra-
cellular spin-lattice relaxation rate of 1.5 sec -1 and an 
extracellular relaxation rate of 0.5 sec - 1 . The plot in Figure 
6 shows the fractional amplitudes of the slow and fast 
relaxing components (solid and dashed-dotted line, re-
spectively) of the anticipated biexponential T, relaxation 
curve as a function of the exchange rate kfg, from the extra-
to intracellular space. Beyond a kfg of approximately 
4 sec - 1 , the biexponential collapses to a single component 
whose relaxation rate is equal to the volume averaged "fast 
exchange" limit. 

With such exchange rates the ADC decay curves mea-
sured over the b-factor ranges we have sampled should 
still be biexponential in form. This is demonstrated using 
the relations proposed by Karger et al. (32) to simulate the 
signal decay with b-factor from a two-compartment system 
in exchange. The equations are provided in the appendix 
and Fig. 7 shows three simulated ADC decay curves based 
upon them. The solid line is an ADC decay for the case of 
no exchange as generated using the mean biexponential 
parameters found for the CG voxels (Table 1). This curve 
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FIG. 6. Fractional a m p l i t u d e s of the fast a n d s l o w relaxing c o m p o -
n e n t s of t h e b i exponent ia l function descr ib ing sp in- la t t i ce relaxation 
a s a f u n c t i o n of e x c h a n g e rate k,g. for a t w o - s i t e e x c h a n g e s y s t e m 
with v o l u m e f rac t ions a n d intrinsic relaxation ra te s s e t to va lues 
e x p e c t e d for intracellular and extracellular brain t i s s u e water. 

implies that 73% of the water in brain CG voxels arises 
from a compartment with an intrinsic diffusion coefficient 
of 1.46 um2/msec and the remainder arises from a com-
partment with a slower diffusion coefficient of 0.32 um2/ 
msec. As noted above, the relative percentages of these 
fractions are largely opposite that which would be ex-
pected on the basis of known extracellular and intracellu-
lar water volume percentages in brain tissue. The dashed 
line in Fig. 7 shows an ADC decay simulation from a 
system with a fast ADC component having a smaller frac-
tional size than the slow diffusing ADC component, 0.4 vs. 
0.6, respectively, which more closely resembles extra- and 
intracellular volume fractions in brain. The experimental 
settings 8, A, and diffusion gradient strength maxima used 
in the Karger relations to generate this curve were the same 
as those we used experimentally (80 msec, 83 msec, and 1 
Gauss/cm, respectively). A moderate exchange rate of 
10 Hz from the smaller compartment to the larger compart-
ment has been introduced and the intrinsic diffusion co-
efficient of the fast ADC component was approximately 
doubled to 3.0 um2/msec compared to the no exchange 
case. As may be seen, there is little noticeable difference 
between the no exchange case (solid line) and the moder-
ate exchange case (dashed line) over the b-factor range 
sampled. Both curves display markedly nonexponential 
behavior well-suited to biexponential modeling. Because 
the Karger relations were derived with the simplifying 
assumption that 8 <SC A, we also generated a hypothetical 
curve (diamonds) with the same two-site exchange rates, 
volume fractions, diffusion coefficients and A value used 
for the dashed line curve. The gradient pulse width 8, 
however, was reduced to 8 msec and the gradient maxima 
were set to 8.2 Gauss/cm in order to cover the same fa-
factor range. This curve demonstrates that even within the 
regime more suited for the use of the Karger relations, 
biexponential ADC behavior is still anticipated at moder-
ate exchange rates which would eliminate any detectable 
T, differences between ADC compartments. 

Though two possibilities within the framework of the 
two-site exchange model have been forwarded, which are 
consistent with our T, data, a third possibility is simply 
that the non-exponential signal decay is a manifestation of 
restricted diffusion processes which are only indirectly 
associated with biophysical compartmentation of water. 
Assaf and Cohen (33) recently studied the N-acetyl aspar-
tate (NAA) proton resonance at 2.0 ppm in rat brains in 
vivo and reported biexponential ADC behavior over an 
extended b-factor range. Because the NAA molecule is 
exclusively intracellular, an interpretation of intra- vs. ex-
tracellular compartmentation cannot be invoked in this 
case. The authors suggested that their finding may repre-
sent a population of NAA molecules in the neuronal cell 
body and another population in the neurital space consist-
ing of axons and proximal dendrites. This hypothesis is 
consistent with the different sizes of the restriction to 
diffusion they estimated for each ADC component. In an-
other study, Helmer et al. demonstrated nonmonoexpo-
nential behavior in water saturated samples of packed 
polystrene beads (34). These authors discussed their re-
sults in terms of a porous media model in which the 
shapes of the actual decay curves are sensitive to features 
like the surface-to-volume ratios of the pores (34-36). Fi-
nally, a very recent study by Peled et al. (37) of in vitro 
water diffusion in frog sciatic nerve demonstrated how 
restricted diffusion effects within a collection of parallel 
solid cylinders with a distribution of axonal radii similar 
to that measured by independent means can quite readily 
result in ADC decay curves that appear "biexponential." 

Thus, it is clear that there are competing interpretations 
for nonmonoexponential ADC decay curves in brain and 
other materials with complex micro-topologies for water 
diffusion. Only further studies will permit more definitive 
conclusions to be drawn regarding multicomponent brain 
ADC behavior. It is, of course, appealing to interpret our 
results in terms of the intra- and extracellular water com-
partmentation model because a quantifiable separation of 
these compartments on the basis of other MR parameters 
has remained elusive. In this regard, attempts based on 

FIG. 7. S i m u l a t e d s ignal d e c a y s with b-factor resulting from a two 
c o m p a r t m e n t s y s t e m for different parameter s e t t i n g s , s e e text for 
details. 
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relaxation measurements in brain appear quite limited. 
The separation of cerebrospinal fluid (CSF) from brain 
parenchyma can apparently be performed with multi-echo 
imaging experiments based on significant differences in Tz 

values (38,39). Also, quantitation of a short Tz component 
associated with water between myelin sheaths in white 
matter (Tz between 10 and 30 ms) appears feasible using 
specialized Carr-Purcell-Meiboom-Gill (CPMG) imaging 
sequences (40). Though interesting from their o w n per-
spectives, these relaxation based measurements do not 
appear to reflect intra- and extracellular water volumes in 
brain. Thus, separating intra- and extracellular volume 
fractions in brain parenchyma in vivo using multi-compo-
nent ADC analyses, even if corrections for Tz decay and 
exchange are required, remains an exciting possibility that 
may have important clinical ramifications in the diagnosis 
and management of neurological disease. 

CONCLUSIONS 

The primary experimental finding reported is the lack of 
any significant difference between the fast and s low ADC 
component spin-lattice relaxation times in either gray (CG) 
or white matter (IC) voxels. If a two compartment model is 
assumed, then the implications are that there is no differ-
ence in the intrinsic 7\ values within the two compart-
ments or that exchange between the two compartments is 
fast enough to insure a single well-mixed T1 yet s low 
enough to allow for the separation of two separate ADC 
components. The latter explanation seems more likely and 
it has been demonstrated that moderate exchange rates 
from the fast ADC compartment to the slow ADC compart-
ment would suffice to eliminate any detectable 7T differ-
ences while still supporting biexponential-like ADC decay 
curves similar to those observed experimentally. Alterna-
tive explanations for the observed nonexponential ADC 
decay curves of brain water in vivo which do not explicitly 
invoke a two-compartment model remain distinct possi-
bilities, however, and subject to further experimental and 
theoretical investigations. 

APPENDIX 

Karger et al. presented expressions for the signal decay 
with b-factor arising from a two-component system in 
exchange (32) intrinsically derived using the assumption 
that 8 <§: A. The solution for the decay is biexponential in 
form, though the apparent diffusion coefficients D, and D2, 
and the apparent volume fractions A, and A2, change with 
b-factor. In particular, for a normalized decay in which A, 
+ A2 = 1 and for which D, > D2 these parameters read 

D, 2 = [D,+ Dg + (k/g + kgf)/(byG)2]/2 ± 0 [ A l ) 

where 

2 0 = {[D,- Dg + (kfg - k^KhyG)2}2 + 4kfgkJ(byG)Y2 

[A2] 

and 

A2
 = (gDg + fDf~ D,)/(D2 - D,). [A3] 

Here, / and g are the actual volume fractions of the two 
pools with f + g = 1. kfg and kg, are the exchange rates in 
sec - 1 between the two compartments. These four parame-
ters are constrained by the steady state relationship fk f g = 
gkgf. Df and Dg are the intrinsic diffusion coefficients 
within each compartment. Only in the absence of ex-
change will the parameters extracted experimentally from 
biexponential fits of signal decay with b-factor directly 
reflect the intrinsic volume fractions and diffusion coeffi-
cients of each compartment. In the more general case, 
these parameters depend on the b-factor through the gra-
dient strength G and the timing variables 8 and A. 

For a two compartment system with intrinsic relaxation 
rates Rlf and Rlg and fractional amplitudes / and g, the 
apparent relaxation rates and amplitudes of the resultant 
biexponential aexp(-/? l aTI) + bexp(-fl l 6TI) measured ex-
perimentally using quantities like that defined in Eq. [4] 
are given by the following set of relations (31): 

Rla = C, - C2 [A4] 

Rib = C, + C2 [A5] 

C, = (Rlf + Ru +kgf+ kfg)/2 [ A6] 

C2 = { [ / ? v - Ru + kfg - k^2 + 4kgfkfg)V'2)/2 [A7] 

b = 1/2 - [ ( / - g)(Rig - R,f) + kgf+ kfg]/(4C2) [A8] 

These expressions were used to calculate the results 
shown in Fig. 6 utilizing Rxf = 0.5 sec -1 , RXg = 1.5 sec - 1 , 
/ = 0.2, and g = 0.8. 
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Sensitivity Profiles From an Array of Coils for Encoding 
and Reconstruction in Parallel (SPACE RIP) 
Walid E. Kyriakos,1,2* Lawrence P. Panych,1 Daniel F. Kacher,1 Carl-Fredrick Westin,1 

Sumi M. Bao,1 Robert V. Mulkern,1,2 and Ferenc A. Jolesz1 

A new parallel imaging technique was implemented which can 
result in reduced image acquisition times in MRI. MR data is 
acquired in parallel using an array of receiver coils and then 
reconstructed simultaneously with multiple processors. The 
method requires the initial estimation of the 2D sensitivity pro-
file of each coil used in the receiver array. These sensitivity 
profiles are then used to partially encode the images of interest. 
A fraction of the total number of k-space lines is consequently 
acquired and used in a parallel reconstruction scheme, allowing 
for a substantial reduction in scanning and display times. This 
technique is in the family of parallel acquisition schemes such 
as simultaneous acquisition of spatial harmonics (SMASH) and 
sensitivity encoding (SENSE). It extends the use of the SMASH 
method to allow the placement of the receiver coil array around 
the object of interest, enabling imaging of any plane within the 
volume of interest. In addition, this technique permits the arbi-
trary choice of the set of k-space lines used in the reconstruc-
tion and lends itself to parallel reconstruction, hence allowing 
for real-time rendering. Simulated results with a 16-fold in-
crease in temporal resolution are shown, as are experimental 
results with a 4-fold increase in temporal resolution. Magn 
Reson Med 44:301-308, 2000. © 2000 Wiley-Liss, Inc. 
Key words: k-space sampling; parallel imaging; sensitivity pro-
files; parallel reconstruction 

Despite the many advances in ultrafast MRI, there is al-
ways a need for further increases in the speed of image 
acquisition. Dynamic imaging applications like cardiac 
and interventional imaging would be greatly served with 
an order of magnitude reduction in scan time without 
sacrificing spatial resolution and signal to noise ratio 
(SNR). Conventional multiecho imaging techniques such 
as RARE and EPI (1,2) are currently very fast. The new 
field of parallel imaging can be combined with these meth-
ods to further increase imaging speed. 

In previous work on parallel imaging, Hutchinson and 
Raff (3) demonstrated the theoretical feasibility of fast data 
acquisitions using multiple detectors in MRI. In a subse-
quent work, Kwiat et al. (4) investigated methods to solve 
the inverse source problem on MR signals received in 
multiple RF receiver coils. Their technique required the 
use of a number of RF coils equal to the number of pixels 
in the image, as well as greatly increased receiver coil 
sensitivities. These requirements are quite impractical in 
conventional MR imaging, where the usual number of 
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pixels in an image is on the order of 256 X 256, hence the 
technique was never successfully used in medical imag-
ing. 

A number of more promising parallel imaging tech-
niques have been described in the literature (5-7) which 
use the sensitivity profiles of RF receiver coils for spatial 
encoding. Ra and Rim (5) described a method that uses sets 
of equally spaced k-space lines from multiple receiver 
coils and combines them with sensitivity profile informa-
tion in order to remove the aliasing that occurs due to the 
undersampling. A 4-fold decrease in the image acquisition 
time of a water phantom was shown using an array of four 
coils, although no biological images were shown. 

The SMASH method proposed by Sodickson and Man-
ning (6) has proven more practical, yielding good results in 
volunteers with clinical implementations. SMASH is de-
signed to enhance imaging speed by using multiple re-
ceiver RF coils. It is based on the computation of the 
sensitivity profiles of the coils in one direction. These 
profiles are then weighted appropriately and combined 
linearly in order to form sinusoidal harmonics which are 
used to generate the k-space lines that are missing due to 
undersampling. This technique showed an 8-fold increase 
in imaging speed. SMASH has some inflexibility in the 
choice of imaging planes due its restriction on the place-
ment of receiver coils along one direction. 

The SENSE method proposed by Pruessmann et al. (7) is 
another parallel imaging technique which relies on the use 
of 2D sensitivity profile information in order to reduce 
image acquisition times in MRI. Like SMASH, the carte-
sian version of SENSE requires the acquisition of equally 
spaced k-space lines in order to reconstruct sensitivity 
weighted, aliased versions of the image. The aliasing is 
then removed with the use of the sensitivity profile infor-
mation at each pixel. This is done by resolving in the space 
domain the linear system of equations obeyed by the in-
tensity of each pixel in the image. 

A generalization of SENSE was introduced by Pruess-
mann et al. (8) which would allow for data to be sampled 
along arbitrary k-space trajectories. A high computational 
cost, however, accompanies the arbitrary k-space sam-
pling in generalized SENSE methods, currently making 
reconstruction inconvenient. An elaborate description of 
the differences between SMASH and SENSE can be found 
in the SENSE manuscript (7). 

In this article, we present a parallel imaging and recon-
struction technique which attempts to generalize the 
SMASH approach by allowing for the arbitrary placement 
of RF receiver coils around the object to be imaged as well 
as for the use of any combination of k-space lines as 
opposed to regularly spaced ones. In addition, our recon-
struction technique is completely parallel, allowing for 
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real-time rendering possibilities with the use of multiple 
processors. 

METHODS 
Encoding Scheme 

The concept of parallel imaging is based on using multiple 
receiver coils, with each providing independent informa-
tion about the image. 

The MR signal received in a coil having Wk(x, y) as its 
complex 2D sensitivity profile, when neglecting all relax-
ation phenomena, can be written as: 

sk(Gf, t) = if r(x, y)Wk(x, y)enlG*'"+G'yT)dxdy, 

Sk(Gf, x) = r(x, y) Wk(x, y)e'^G>)dy, [2] 

which is the phase modulated projection of the sensitivity 
weighted image onto the x axis. For the purpose of dis-

cretization, we expand r(x, y) and Wk(x, y) along the y 
direction in terms of a spatially localized set of orthogonal 
sampling functions f l n (y ) to obtain the following equa-
tions: 

r(x, y) = 2 p(*> n)&n(y). [3] 

and, 

where r(x, y) denotes the proton density function, Gx 

represents the readout gradient amplitude applied in the x 
direction, G° represents the phase encoding gradient ap-
plied during the gth acquisition, x and y represent the x 
and y positions, respectively, and T is the pulse width of 
the phase encoding gradient G°. 

In most conventional serial imaging sequences, the read-
out gradient is constant along one direction and the phase 
encoding is applied along an orthogonal direction. In ad-
dition, only one receiver coil is used to collect all the data 
required to reconstruct a digitized version of r(x, y), with 
the tacit assumption that Wk[x, y) = 1. To achieve this, 
the phase encoding gradient Gy is varied so as to cover all 
of k-space with the desired resolution. For each value of 
Gf, an echo is acquired, making serial imaging a time-
consuming procedure. In this technique, we use sensitiv-
ity profile information from a number of receiver coils in 
order to minimize the number of acquisitions needed to 
estimate and reconstruct r( x, y). Taking the Fourier trans-
form of Eq. [1] along the x direction when a phase encod-
ing gradient Gf has been applied yields: 

Wk{x, y)eh(G>) = 2 Wk(x, i?')e'*G?n'T)Dn'(y). [4] 
n'-l 

where N is the number of pixels in the y direction. Com-
bining Eqs. [3] and [4], we get: 

SÁGI, x) 

N N 

2 p(x, n)il„(y) 2 Wk(x, n')e^G'"w)ClAy)dy. [5] 
n=l n'-l 

Rearranging the terms for simplification yields: 

Sk(Gf, x) = Í p(x, n)Wk(x, n')eW* f iln(y)njy)dy. 
n«= 1 j 

[6] 

Since f l (y) is orthonormal, we have: 

f U y ) Í U y ) d y = S ( n , n'). [7] 

Therefore, Eq. [6] can be written as: 

N 

Sk(Gg
y, x) = 2 p(x, n)Wk(x, n)e^G>\ [8] 

This expression can be converted to matrix form for each 
position x along the horizontal direction of the image, as 
follows: 

Ság;, x) 

sag;, x) 
s2(g;, x) 

sag;, x) 

SÁGI, X) 

Ság;, X ) 

wax, l)e'liGyu) 

WAx, l)e i l < c ' l T ) 

W2(x, l)e'^iT) 

WAx, l)e'*G'lT> 

WAx, l)e' l ( ckT) 

WÁx, l)e'7(GxlT) 

WAx, N)e^G>) 

WAx, 

WAx, N)eh(Glw 

WAx, N)eiliGrN7) 

WÁx, N)eh(Gïw 

WÁx, jv)e'1<G'Aft) 

P(x, 1) 
P(x, 2) 
PU, 3) 

[9] 

p(x, JV) 
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FIG. 1. Schematic representation of the 
parallel reconstruction scheme. The matrix 
to the left represents the 1DFT of the cho-
sen k-space data, the block of matrices in 
the center is the 3D sensitivity array formed 
by stacking M 2D matrices such as the one 
expressed in Eq. [9]. The matrix on the right 
represents the image, which is recon-
structed column by column by inverting 
each matrix in the sensitivity array. 

Fourier Transformed Data 

SJ, (GY , M)] 
Phase Encoded Sensitivity Profile Mati Column by Column recontrutior 

I ( m , n ) 

where F is the number of phase encodes used in the 
experiment, and K is the number of coils. 

Equation [9] is a matrix equation where the term on the 
left side of the equality is a K X F element vector contain-
ing the F phase encoded values for all K coils. The term on 
the far right is an JV-element vector representing the "im-
age" for one column. The middle term in Eq. [9] is a matrix 
with K X F rows and N columns which is constructed 
based on the sensitivity profiles and phase encodes used. 
Hence, this approach is not restricted to the case where 
K X F = JV. Solving Eq. [9] for each position along the x 
axis yields a column by column reconstruction of the 
image. 

Figure 1 shows a schematic representation of the recon-
struction process. As described above, each column in the 
image is reconstructed separately. In the case where the 
image matrix has N rows and M columns, a block of M 
matrices must be inverted to reconstruct the M columns of 
the image. The matrices are not necessarily square, so that 
a pseudoinverse must be computed for each column. The 
choice of the number of phase encodes F affects the quality 
of the reconstruction. Increasing F results in an increase of 
the rank of the matrices, yielding pseudoinverses that are 
better conditioned. There is a large computation load as-
sociated with this reconstruction; however, the potential 
for parallelization is obvious, since each column can be 
reconstructed separately. For each slice, the pseudoin-
verses have to be computed only once. Subsequent up-
dates of the same slice can be reconstructed by simple 
matrix vector multiplication, reducing reconstruction 
times to real-time rates. 

Conditioning and the Choice of the Phase Modulations 

The reconstruction scheme outlined in the previous sec-
tion is based on matrix inversion. In order to ensure a 
stable and robust reconstruction, the condition number of 
the inverted matrices, defined as the ratio of the largest 
eigenvalue to the lowest eigenvalue, should be minimized 
(9). Equation [9] shows that the condition number depends 
on the number of phase encodes F acquired per coil. It is 
also affected by the choice of the phase encodes used in 

the acquisition, as well as on the specifications of the 
receiver coils, which include the sensitivity profiles and 
the RF penetration. In addition, the condition number is 
affected by the SNR of the sensitivity profile estimations. 

Our results show (Fig. 6) that increasing the number of 
phase encodes used in the reconstruction would enhance 
the conditioning of the reconstruction matrices. To avoid 
errors due to numerical propagation, the pseudoinverse of 
each reconstruction matrix is computed after setting a 
minimum threshold to the eigenvalues. This effectively 
removes any noise amplification due to bad conditioning. 
For our reconstructions, we chose a cutoff threshold of 5% 
of the maximum eigenvalue whereby all eigenvalues be-
low that threshold are set to zero and therefore do not 
contribute to the reconstruction. Our results also show that 
more RF penetration contributes to better conditioning. 
Finally, if both the choice of the k-space encodes and the 
coil penetration are set, the condition number would be 
expected to depend on the k-space characteristic of the 
sensitivity profiles of the receiver coils. 

k-Space Coverage 

In order to appropriately cover the k-space of the image 
I(x, y), the choice of the phase modulations used in the 
inversion matrix should be determined by the frequency 
content of the sensitivity profile. In the spatial domain, the 
image received in a coil having a sensitivity profile Wc[x, 
y) can be written as Ic[x, y) = I[x, y)Wc(x, y). In the 
frequency domain, the k-space profile of Ic[x, y) is the 
convolution of the k-space profile I[kx, ky) of the image 
/ (x , y), with the k-space profile Wc[kx, ky) of the sensi-
tivity profile tVc(x, y). This convolution amounts to a 
blurring of the k-space data I(kx, ky) of the image. Since a 
different convolution is performed for each coil, a different 
blurring of I[kx, kv) occurs at each coil. Subsampling the 
convolved k-space data received in different coils there-
fore results in different coverages of the k-space of the 
image / (x , y). Hence, in order to get the best k-space 
coverage of the 7(x, y) for a given Wc[x, y), it is necessary 
to optimally sample the k-space data from all the coils. 
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FIG. 2. a: Magni tude of one of the sensit iv-
ity profi les used for encoding, b: Phase pro-
fi le used on all sensitivity profi les, c: Refer-
ence image reconstructed by 2DFT using all 
/(-space lines. Sixteen'' lines of k -space were 
used in the simulat ion assuming 16 coi ls 
arranged every 22.5° around the head. Parts 
d - f were reconstructed by using the 
k -space lines acquired f rom skipping, re-
spectively, 1, 8, and 16 lines. 

In contrast to SMASH (6), which requires the use of 
equally spaced k-space lines, this technique is completely 
flexible as to that choice. In this work, we use equally 
spaced k-space lines to demonstrate the technique, and 
show how more optimal sets of k-space lines can be found 
to achieve better results. Finding the optimal set of k-space 
lines is, however, a subject beyond the scope of the current 
work. 

Sensitivity Profile Calculation 

Our method is based on using the sensitivity profiles of RF 
pickup coils in order to encode MR images. To calculate 
these profiles, a number of techniques described in the 
literature could be used (7,10-12). In this article, we use a 
technique that only requires comparison between body 
coil and surface coil images without any filtering or other 
numerical manipulations. It was chosen for its simplicity 
and adaptability to real-time applications. A baseline im-
age of a homogeneous water phantom is acquired using an 
RF coil with a homogeneous sensitivity profile covering 
the whole image. This image can be written as fix, y). 
Subsequently, individual images of the same water phan-
tom are acquired using each of the surface coils. The image 
acquired using the kth coil can be represented as / (x , 
y)Wk(x, y) where Wk(x, y) is the sensitivity profile of the 
surface coil. Taking the point-by-point ratio of the two 
images yields the sensitivity profile Wk(x, y). 

The sensitivity profiles of the receiver coils depend on 
the loading. We assume that the variation incurred by 
these profiles amounts to a constant scaling between any 
two different loads. Therefore, in order to find the sensi-
tivity profile of the receiver coils when loaded with an 
arbitrary body of interest, we perform a sensitivity profile 
estimation on that body as described above, then compare 
it to the sensitivity profiles computed on the homogeneous 
water phantom in order to extract the scaling factor. The 
sensitivity profiles calculated from the homogeneous wa-
ter phantom are then multiplied by the scaling factor and 
used in the encoding scheme. This is done in order to get 
maximum coverage of the field of view by the sensitivity 

profiles. Optimizations of the computed sensitivity pro-
files by smoothing and interpolation have been proposed 
in SENSE (7) and may well be used to refine the sensitivity 
profile estimations in our technique, leading to better con-
ditioned reconstructions. 

RESULTS 

We show the results from a simulation of the method 
assuming a 16-element coil as well as the results from an 
experimental implementation of the method with a 4-ele-
ment array coil. All experiments were performed on 1.5 T 
GE clinical MRI systems operating at either the 5.7 SIGNA 
or 8.2.5 LX hardware-software configurations. 

S i m u l a t i o n R e s u l t s 

Noise-Free, Low-Frequency Profiles 

In order to assess the feasibility of the technique under 
ideal conditions, simulations were performed. We ac-
quired a homogeneous image of a brain, with a matrix size 
of 256 X 256, using a head coil, then computed an ideal, 
noise-free sensitivity profile having a 1/r2 falloff and a 
linear phase profile. Its magnitude image is shown in Fig. 
2a, and its phase profile is shown in Fig. 2b. Then, 16 
rotated magnitude sensitivity profiles were computed with 
an angle of 2TT/16 between any adjacent two of them and 
given the same phase profile shown in Fig. 2b. Next, the 
computed sensitivity profiles were multiplied point by 
point with the brain magnitude image in order to get 
approximations of sensitivity weighted images from sur-
face coils placed at different positions. The sensitivity-
weighted images are then Fourier-transformed in two di-
mensions in order to get the k-space data. Subsequently, 
16 lines of k-space data were taken from each matrix and 
used to reconstruct the head image. Image matrix size was 
chosen to be 256 X 256. 

As mentioned in the previous section, the choice of the 
k-space lines affects the image resolution. In Fig. 2d,e,f, we 
show three images reconstructed using different sets of 
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FIG. 3. Experiment results. The top row shows the magnitude images of the 2D sensitivity profiles as computed from a homogeneous water 
phantom from all four coils in the phased array. The middle row shows the phase images of the sensitivity profiles. The bottom row shows 
the adjusted phase profiles after linear shifting. 

k-space data in the K x F = N case. These computations 
required the inversion of 256 matrices each of size 256 X 
256 and were completed in less than 600 sec on a SUN 
UltraSparc machine with a processor speed of 266 MHz. 
These reconstructions can be performed in less than 1 sec 
if a processor is used for each column and with current 
processor speeds of over 700 MHz. This represents a clear 
advantage over the generalized SENSE reconstruction 
method, especially when the choice of the imaged slice is 
dynamically changed and a complete calculation of the 
pseudoinverses is needed. Reconstruction speed increases 
beyond real-time rates, however, when the same slice is 
being refreshed, and the calculation is reduced to a set of 
vector matrix multiplications. 

Figure 2c shows the reference image reconstructed using 
a 2DFT on all k-space lines. Figure 2d shows a reconstruc-
tion using the 16 lines of k-space going between k = — 7 
and k = 8; Fig. 2e shows a reconstruction using the lines 
of k-space going between k = — 79 to k = 80 and skipping 
8 lines; finally, Fig. 2f shows a reconstruction using the 16 
lines of k-space going between k = —127 to k = 128 and 
skipping 16 lines. It can be seen that Fig. 2e represents the 
best result of the three, as it shows better resolution than 
Fig. 2d and no artifact as in Fig. 2f. A certain deterioration 
of the image is observed in Fig. 2f as 16 lines are skipped 
before reconstruction. This suggests that the k-space cov-
erage from such a subsampling is not appropriate. 

Experimental Results 

Two imaging experiments were done in order to test the 
performance of the technique in practical situations. 

Imaging With the Cardiac Coil 

In the first experiment we imaged a human head using a 
phased array cardiac coil with 4 elements of size 10 x 10 cm 
fixed around the FOV. Image matrix size was chosen to be 
128 x 128. First, a baseline FSE T/weighted image was 
acquired from a homogeneous water phantom using the body 
coil with TR = 2 s, TE = 102 ms, and ETL = 12. The phased 
array coil was then used to simultaneously collect four im-
ages, one from each coil. These images were used in conjunc-
tion with the baseline image to calculate the sensitivity pro-
files of the coils at different positions using the point-by-
point ratio method as described above. The magnitude 
images of the sensitivity profiles are shown in Fig. 3 (top) and 
their respective phase images are shown below them in Fig. 
3 (middle). Initial calibration was performed in order to re-
move a linear phase shift which exists between the different 
coils. This calibration is necessary to insure that the k-space 
data in all coils is identically centered and that no destructive 
interference would arise during reconstruction. This finding 
is common to all parallel imaging techniques (6,7) where 
phase fidelity is crucial for the stability of the reconstruc-
tions. The resulting phase images of the adjusted profiles are 
shown in Fig. 3 (bottom). 
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FIG. 4. Experiment results. The parts on the top show the reconstruction using our technique with the cardiac coil array, and choosing 
equally spaced /(-space lines. The number of /(-space lines used are, from left to right, respectively: 128, 64, 43, and 32. The parts shown 
on the bottom represent the images obtained by summing the magnitude of the images reconstructed using the middle lines of /(-space 
in all four coils. The number of /(-space lines used from left to right are equal to those of the corresponding top parts. 

The calibrated profiles were subsequently used to en-
code a brain image as described previously. In a first re-
construction, we show in the top half of Fig. 4 the results 
of this technique, where equally spaced k-space lines were 
used. Figure 4a shows an image reconstructed using all 
128 k-space lines. Figure 4b was reconstructed using 64 
equally spaced and centered k-space lines; Fig. 4c was 
reconstructed using 43 k-space lines and Fig. 4d was re-
constructed using 32 k-space lines. Each of these images is 
shown on top of an image reconstructed by using the same 
number of k-space lines in the keyhole mode (13). These 
images are shown, respectively, in Fig. 4e—h. 

In a second reconstruction, we show the effect of choosing 
different sets of lines of k-space to enhance the rendering. 

These results are shown in Fig. 5 where different sets of 32 
lines of k-space are used to reconstruct a brain image. Below 
each image, we show the lines of k-space that were used to 
reconstruct it with our technique. The leftmost image is ob-
tained by using 32 equally spaced lines in k-space whereby 
the consecutive images are reconstructed by using variations 
of denser coverages of the center of k-space. Reconstructions 
were performed on a Sun Ultrasparc station having a proces-
sor speed of 266 MHz. In all cases, reconstruction times were 
less than 160 sec. 

Imaging With the Torso Coil 
In order to test the effect of coil penetration on the recon-
struction in practical situations, we repeated the previous 

„. - ••' -

« 
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FIG. 5. Experiment results. The parts on the top show the reconstruction using different sets of 32 lines of /(-space with our technique using 
the cardiac coil array. Below each part we show the corresponding k-space lines chosen. 
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FIG. 6. Experiment results. The parts on the top show the reconstruction using our technique with the torso coil array and choosing equally 
spaced /c-space lines. The number of /c-space lines used are, f rom left to right, respectively: 128, 64, 43, and 32. The parts shown on the 
bottom represent the plot of the condition numbers of the reconstruction matrix for each column. The number of /c-space lines used from 
left to right are equal to those of the corresponding top parts. 

experiment (FSE, TR = 2 s, TE = 102 ms, ETL = 12) using 
the phased array torso coil with four elements of size (15 X 
15 cm) fixed around the FOV. Image matrix size was cho-
sen to be 128 X 128. 

In a first reconstruction, we show in the top half of Fig. 
6 the results of this technique, by using equally spaced 
k-space lines. Figure 6a shows an image reconstructed 
using all 128 k-space lines, Fig. 6b was reconstructed by 
using 64 k-space lines, Fig. 6c was reconstructed using 43 
k-space lines, and Fig. 6d was reconstructed using 32 
k-space lines. Each of these images is shown on top of a 
plot showing the magnitude of the condition number of 
the reconstruction matrix for every column in the image. It 

can be seen that the condition number increases when 
fewer k-space lines are used, hence a slight overdetermi-
nation [K x F > N] is recommended for better reconstruc-
tions. We also note that the reconstruction shown in Fig. 
6c contains less artifact than Fig. 4c due to the larger coil 
elements. 

In a second reconstruction, we show the effect of choos-
ing different sets of lines of k-space to enhance the ren-
dering. These results are shown in Fig. 7, where different 
sets of 32 lines of k-space are used to reconstruct a brain 
image. Below each image, we show the lines of k-space 
that were used to reconstruct it with our technique. The 
leftmost image is obtained by using 32 equally spaced 

FIG. 7. Experiment results. The parts on the top show the reconstruction using different sets of 32 lines of /c-space with our technique for 
the torso coil array. Below each part we show the corresponding /(-space lines chosen. 
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lines in k-space whereby the consecutive images are re-
constructed by using variations of denser coverages of the 
center of k-space. An overall improvement in image qual-
ity is seen compared to the images in Fig. 5, which we 
attribute to the greater penetration depth of the sensitivity 
profiles due to the larger coil elements. 

DISCUSSION 
We have designed and implemented a parallel imaging 
and reconstruction method intended to complement the 
SMASH and SENSE techniques. This technique is based 
on using 2D sensitivity profile maps from an arbitrarily 
placed array of RF receiver coils, in order to encode and 
reconstruct MRI data in parallel, therefore reducing imag-
ing time proportionately to the number of coils present in 
the array. It is adaptable to any imaging sequence and to 
arbitrary imaging planes and has the flexibility of being 
able to use any set of k-space lines for image reconstruc-
tion. 

The placement of the RF pickup coils can be arbitrary, 
around the imaged field of view. This allows for the place-
ment of more RF coils than certain parallel imaging tech-
niques such as SMASH (6). Having more coils in the re-
ceiver array would enable faster imaging. 

A clear reduction of imaging speed could be achieved 
using this technique. In this article, we show the simulated 
results of a 16-fold speed increase and experimental re-
sults with a 4-fold speed increase. Since there is a tradeoff 
between coil size and penetration, an optimal number of 
coils can be determined to yield the best results. 

The reconstruction in this method is based on a matrix 
inversion algorithm. In order to ensure a good reconstruc-
tion, our results show that it is necessary to minimize the 
condition number of the inverted matrices. Better condi-
tioning of the reconstruction matrices can be achieved 
with the use of more k-space data from each coil [K x F > 
N), as shown in Fig. 6e-h. Once the receiver coil and the 
number F of acquired k-space lines are chosen, condition-
ing is achieved by setting a threshold to the eigenvalues in 
the reconstruction matrix. This is done to minimize nu-
merical propagation errors. 

For a given number F of k-space lines used in the recon-
struction, our results (Figs. 5, 7) show that the choice of the 
phase encodes is crucial to ensure that image resolution is 
similar to images acquired using full k-space data, and that 
artefacts due to the regular and insufficient sampling of 
k-space are eliminated. For all the images shown in Figs. 5 
and 7, we found the condition numbers of the reconstruc-
tion matrices to be similar; however, the choice of a dif-
ferent set of k-space lines results in dramatically reducing 
the artifacts. 

A current practical limitation of this technique is the 
need for a large number of receivers. Most commercial 
scanners are limited to four receivers, and the high cost of 
additional receivers makes having as many as 16 practi-
cally prohibitive. This problem could be solved with the 
use of channel multiplexers (5), whereby multiple coil 
outputs could be multiplexed and fed into a single receiver 
and later demultiplexed to get the output of each coil. 

Our technique is based on the use of coil sensitivity 
profiles to encode spatial dimensions; therefore, a good 

estimation of these profiles is crucial to ensure good re-
sults. In this article, we applied our technique by consid-
ering that the sensitivity profiles are independent of the 
coil loading, allowing us to extrapolate the results of the 
sensitivity profiles computed from a water phantom to 
encode other images. In reality, however, loading affects 
the sensitivity profiles of the coil elements and a dynamic 
method of profile computation would be useful to account 
for the different objects imaged. 

This technique is sensitive to phase differences between 
coils, which should be accounted for in the reconstruction. 
Care should be taken to calibrate the data acquisition be-
fore the beginning of every imaging experiment. 

The reconstruction algorithm presented in this tech-
nique allows for the independent computation of each 
column in the image. This technique lends itself, there-
fore, to parallel reconstruction, which can result in realis-
tic image computation times while keeping the flexibility 
of choosing arbitrary cartesian k-space acquisition trajec-
tories. 

We believe that the limitations mentioned are surmount-
able, and the technique has great potential to overcome the 
problem of relatively long acquisition times in MRI. The 
parallel reconstruction algorithm should allow for real-
time acquisition as well as reconstruction of MR data and 
may be very well suited for applications such as cardiac, 
functional, and interventional imaging. 
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Line Scan Echo Planar Spectroscopic Imaging 
Koichi Oshio,1 Walid Kyriakos,2 and Robert V. Mulkern1,2* 

A line scan echo planar spectroscopic imaging (LSEPSI) se-
quence is presented which can rapidly produce 2D chemical 
shift imaging (CSI) data with minimal relaxation weighting and 
motion-related artifacts. The technique is based on successive 
"snapshot" 1D CSI acquisitions of individual tissue columns, 
and avoids T, saturation problems associated with the short TR 
periods needed for veiy rapid scanning with either conventional 
or echo planar-based 2D CSI methods. Potential applications 
include rapid fat/water spectral quantitation in the abdomen 
and internally referenced temperature monitoring for interven-
tional procedures. Magn Reson Med 44:521-624, 2000. 
O 2000 Wiley-Liss, Inc. 

Key words: fast spectroscopic imaging; line scan; echo planar; 
chemical shift imaging; fat; water 

Echo planar imaging (EPI) gradients enable signal readouts 
which simultaneously encode one spatial dimension and 
the spectral dimension (1-7). Combined with standard 
slice selection and phase encoding, scan times for 2D 
chemical shift imaging (CSI) experiments can be dramati-
cally reduced compared to conventional CSI. In potential 
applications, such as in vivo tissue temperature monitor-
ing for thermal therapy (8-10) or breath-hold fat/water 
spectral acquisitions in the body (11), it is desirable to 
decrease the 2D CSI scan times as much as possible. One 
obvious approach is to lower the TR of echo planar-based 
2D CSI sequences to the limits dictated by the required 
spectral resolution. This invariably introduces T,-related 
signal losses, which can be quite substantial for typical 
tissue T, values (on the order of 1 sec). In this study, we 
generated 2D CSI data sets by combining line scan imaging 
methods with echo planar spectral/spatial readouts. The 
line scan imaging approach has previously been demon-
strated in the context of spin density imaging (12), Tz 
measurement (13), and diffusion imaging (14). In the con-
text of rapid spectroscopic imaging, the approach offers 
spectral data largely free from T, relaxation loss, with 
minimal T2-weighting. Furthermore, the lack of any phase 
encoding and the "snapshot" sampling of individual col-
umns both help minimize motion ghosting artifacts. We 
demonstrate how the combination of all these features 
results in good signal-to-noise spectra for fat/water quan-
titation from 4096, 0.22 ml voxels in approximately 4 sec 
in the abdomen of a healthy volunteer. 
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MATERIALS AND METHODS 

The line scan echo planar spectroscopic imaging (LSEPSI) 
sequence shown in Fig. 1 was implemented on a 1.5 T LX 
scanner at the 8.2.5 hardware/software configuration (Gen-
eral Electric Medical Systems, Milwaukee, WI). The 90e 

and 180° pulses selected mutually orthogonal, 10-mm-
thick slices inclined by 45° from the normal of the slice to 
be sampled. Rapid, successive column sampling was 
achieved by varying the RF pulse frequencies. The second 
half of the spin echo formed at TE = 10 msec from each 
column was sampled with an asymmetric echo planar 
gradient waveform (15) to simultaneously encode the 
along-column spatial dimension and the spectral dimen-
sion (6). We used 32 gradient echoes spaced by 1.3 msec, 
for a spectral resolution of 24 Hz. A receiver bandwidth 
of ± 64 kHz with 64 frequency encoding steps per gradient 
echo were employed for the along-column spatial sam-
pling. A total of 64 columns were sequentially sampled at 
62 msec intervals to cover the second in-plane dimension 
for a final 40 X 40 cm FOV in a 4 sec total scan time. Voxel 
dimensions were approximately 6 X 6 X 6 mm3. The slice 
thicknesses of the columns were chosen to fill the FOV 
while avoiding overlap between adjacent columns. In ad-
dition, sampling of the even and odd columns was stag-
gered so as to further avoid potential saturation at column 
edges. The spoiler gradients following each echo planar 
acquisition were applied along varying spatial axes in a 
six-step phase cycling scheme (x, y, z, -x, -y, -z) to elim-
inate ghosting artifacts from indirect echoes (14). Individ-
ual column reconstructions in the form of ID CSIs were 
performed using 2D Fourier transform along the spectral 
and along-column spatial dimension, with the final results 
displayed in magnitude mode. The along-column spatial 
and spectral dimensions were zero-filled to 128 from 64 
and 32 samplings, respectively, prior to the Fourier trans-
form. 

RESULTS 

Figure 2a-c shows projection images generated from the 
64 columns sampled with the 4 sec LSEPSI acquisition 
through the abdomen of a healthy 33-year-old male volun-
teer during a breath-hold. Figure 2a contains the signals 
from both the fat and water resonances, while Fig. 2b and 
c are images generated solely from the lipid resonances 
below 3.0 ppm and solely from the resonances above 
3.0 ppm—showing primarily water, but also olefinic pro-
tons. The sampled columns are vertically oriented in these 
images, with the frequency readout direction being ante-
rior to posterior. The liver and spleen are both seen in the 
water image; the spleen appears brighter due to a longer T2 
than the liver. Abdominal fat is seen at a number of loca-
tions in the fat image (center). Three representative ID 
CSIs of the 64 sampled (at columns 15,45, and 55, respec-
tively. along the x-axis of Fig. 2a-c at locations marked 
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RF/ Acq 

FIG. 1. LSEPSI sequence in which only eight 
gradient echoes of the 32 actually collected are 
shown. 

f 
= lG. 2. a: Projection image made by summing the data from all 64 columns and all frequency bins b: Projection image made by summing 
HI 64 columns and frequency bins below 3.0 ppm showing primarily fat. c: Projection image made by summing all 64 columns and 
' 'equency bins above 3.0 ppm, showing primarily water with some olefinic signal at 5.4 ppm d: 1D CSI from column 15. which passes from 
:ne posterior to anterior at a left-right location passing through the liver. The water resonance is to the left and the methylene resonance 
:o the right in all 10 CSIs shown. The vertical axis is spatial with bottom-to-top corresponding to posterior-to-anterior anatomically e: 1D 
CSI from column 45. passing primarily through the spleen f: 1D CSI of column 55. passing through substantial deposits of abdominal fat 
as well as muscle in the anterior and posterior locations 
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FIG. 3. Three representative spectra taken from the abdominal data 
acquired for Fig. 2. The lower spectrum is primarily a water signal in 
the liver, the middle spectrum is f rom a region containing some 
t issue and abdominal fat, and the top spectrum is from a region 
largely containing only abdominal fat. 

with white vertical lines) are shown in Fig. 2d-f. In each 
ID CSI the water band is to the left, as in conventional 
spectroscopic formats. The vertical axis, taken from bot-
tom to top, corresponds to posterior-to-anterior anatomy. 
The ID CSI shown in Fig. 2d, column 15, passes through 
the liver and contains mostly water signal, except at the 
edges of the body where the subcutaneous lipid signal is 
seen. The ID CSI shown in Fig. 2e contains mostly water 
signal from the spleen, with subcutaneous fat at the edges 
of the body. The ID CSI shown in Fig. 2f contains substan-
tial portions of abdominal fat as well as muscle in the 
posterior and anterior locations. The curvature of the wa-
ter resonance with position along the columns is due to 
field variations along the columns. 

Figure 3 provides representative spectra extracted from 

two locations in column 55 and one in column 15 The 
spectra have been chosen from locations which progres-
sively demonstrate water to lipid rich regions (bottom to 
top, respectively), sampling pure liver, an abdominal fat/ 
tissue and water region, and a pure abdominal fat region 
The signal-to-noise ratio (SNR) for the single water reso-
nance in the liver (lower spectrum) is approximately 14 
while the SNR for the methylene resonance in the primar-
ily abdominal fat spectrum (top) is approximately 18, as 
estimated from peak heights over baseline noise values in 
these magnitude spectra. 

Figure 4a and b shows ID CSIs from a corn oil phantom 
floating within tap water. The 7 \ s of the tap water and corn 
oil were estimated to be approximately 5 sec and 0.5 sec, 
respectively, using signal intensity measurements from 
fast spin echo (FSE) images acquired with four different 
TR values. The images in Fig. 4 are windowed to provide 
similar visual signal intensities from the corn oil signal in 
the center of the phantom. The ID CSI of Fig. 4a arises 
from an echo planar spectroscopic sampling acquisition of 
a single column repeatedly scanned with a TR of 500 msec. 
A total of 16 signal averages were used along with 8 
dummy acquisitions preceding the 16 single-shot data col-
lections. Note how the water resonances at the top and 
bottom of the phantom are smaller in signal intensity than 
the corn oil methylene resonance due to a T, saturation 
effect, as would occur in conventional or echo planar-
based 2D CSI methods with a 500 msec TR period. Figure 
4b shows a ID CSI from an LSEPSI acquisition using 
parameters identical to those employed for the abdominal 
imaging of Fig. 2. Strong water signals are now observed 
due to the infinite TR despite the 4 sec acquisition for all 
64 columns. The water/methylene peak height ratio in Fig. 
4a was 0.6, compared to a value of 2.2 for the infinite TR 
case of Fig. 4b, clearly demonstrating the TR saturation 
effect on the water resonance in the former. 

DISCUSSION 
With phase-encoded 2D CSI methods, conventional or EPI 
based, TR values of 100 msec or less will result in signal 

\ 

a 

FIG. 4 a: 1D CSI through a water/corn oil phantom collected using 8 dummy scans and 16 signal averages with a 500 msec TR. Note that 
the water lines at the top and bottom of the column are less intense than the methylene resonance from the corn oil. b: 10 CSI taken from 
a 4 sec LSEPSI acquisition which sampled 64 columns of the water/corn oil phantom with an effective TR of infinity. Note that now the signal 
intensit . f rom the water resonances are larger than the corn oil methylene resonance since there is no T, saturation of the water lines, as 
occurred during repeated sampling of the column at 500 msec intervals (a), a and b were generated from scans on different days, so while 
the columns shown are not identical they share the same basic geometry with respect to the oil vial and water bath. 



524 Oshio et al. 

losses of 80 to 90% from tissues with 7", values of 1 sec 
even when optimized flip angles are employed. Using the 
line scan approach, this ^-related signal is largely re-
stored even though the individual columns are sampled at 
"TR" intervals less than 100 msec. From the 7\ relaxation 
point of view, the TR is effectively infinite for single exci-
tation line scanning. There is, of course, an inherent signal 
loss when ID column sampling is compared with 2D pla-
nar sampling. For equivalent voxel dimensions this loss is 
equal to the square root of the number of phase encodes. 
For the example we have used, in which 64 columns 
instead of 64 phase encodes were sampled, a factor of 8 
reduction in signal-to-noise (S/N) is to be expected with 
line scan vs. 2D planar sampling. This fundamental reduc-
tion in S/N must be weighed against the potentially useful 
T,-related signal gains achieved with line scanning when 
comparing the method with phase-encoded echo planar 
spectroscopic imaging for any given application. For in-
stance, mapping low concentration metabolite signals in 
the brain generally utilizes long TR values for various 
reasons, including long signal readouts and water and 
outer volume suppression pulse modules (4,5,16). Under 
such circumstances, line scanning with multiple signal 
averaging offers no obvious advantages over phase-en-
coded echo planar spectroscopic imaging. In situations 
where the combination of rapid acquisitions and minimal 
relaxation losses are desired for spectral quantitation of 
major resonances like fat and water, however, the line scan 
approach may be quite attractive. We have attempted to 
demonstrate this capability with a 4 sec breath-hold ab-
dominal study. In applications where rapid acquisitions 
are desired, and limited volume coverage and spatial res-
olution suffice, the line scan method generally will be 
advantageous over alternative planar phase-encoding 
strategies. This is because the use of a small number of 
phase-encoding steps invariably leads to substantial signal 
bleed along the phase-encode dimension (17), whereas 
reducing the number of columns sampled with line scan-
ning methods does not degrade the spatial mapping of the 
volume covered. Finally, motion ghosting artifacts will be 
minimized with line scan acquisitions because of the lack 
of any phase encoding, and because the "snapshot" nature 
of the individual column sampling can freeze motion-
related problems to a large extent. In 2D echo planar spec-
troscopic imaging with phase encoding, motion at any 
time throughout the full scan cycle from any structure 
within the FOV will degrade the entire spectroscopic im-
age data set. 

in conclusion, there are several features of LSEPSI 
which may be of value for certain applications. The pre-
cise column thicknesses, number of gradient echoes, spec-
tral bandwidths, number of columns sampled, and number 
of frequency-encoding steps must be carefully considered 
for each application so that appropriate combinations of 
signal-to-noise, spatial, spectral, and temporal resolutions 
art found. One application in which the technique should 
prove useful is in rapid fat/water spectral quantitation in 

the abdomen (11), or possibly even the heart, where mo-
tion artifacts can be quite severe. Another potential appli-
cation is for internally referenced temperature monitoring 
during thermal therapy (8-10). Rapid mapping of fat/wa-
ter frequency differences in the breast with LSEPSI may 
ultimately provide robust, motion insensitive, internally 
referenced (8) temperature monitoring for precise thermal 
therapy. 
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