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Abstract 

One of the promising solutions to reduce power imbalance, an undesired impact of 

intermittent renewable energy sources, is to supply the loads by means of local distributed 

energy resources in the form of a microgrid. Microgrids offer several benefits such as reduction 

of  line losses, increased system reliability, and maximum utilisation of local energy resources. A 

microgrid, during its islanded operation, is more susceptible to the frequency and voltage 

fluctuation caused by a sudden dispatch either from the generation or load. Therefore, additional 

control is required to manage either the output power from the generation side or the demand 

from the end-user side. Thus, appropriate and efficient control and monitoring systems need to 

be installed. However, the cost of such a system will reduce the rate of investment return on 

microgrid projects. This research has focused on developing various techniques to maintain the 

voltage and frequency within acceptable limits in microgrids, taking into account various 

influencing factors. 

This study proposes an additional active power management technique through the use of 

inverters, that can maintain the microgrid’s frequency when the generated power in the 

microgrid is much higher than its demand. Also, to facilitate the microgrid’s transition from grid-

connected to islanded mode, the inverters can be controlled with a soft starting ramp. Moreover, 

a control function employing a droop control method is proposed in order to reduce the output 

power of the renewable sources when the microgrid frequency is much higher than the nominal 

frequency. 

On the other hand, when the demand is higher than the generated power, managing the 

demand under a demand response program is proposed as a means of maintaining the microgrid 

stability. This is an inexpensive solution which will not reduce the rate of investment return on 

the microgrid project. However, this requires the installation of appropriate enabling 

technologies at the utility and end-user sides. Moreover, the participation from demand 

response participants is influenced by the profit earned from engaging in the program. 

Therefore, in this research, the technical and economic benefits of demand response 

deployment are analysed in detail. 

The execution of the demand response program through load-shifting, reducing the 

appliances’ consumed power, and load-shedding causes customer discomfort. To minimise this 
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discomfort, in this thesis, suitable strategies are suggested for various groups of loads. 

Furthermore, each load profile contains information on its capacity, flexibility, and operating 

time. The proposed approach ensures that the loads with a larger capacity and flexibility are the 

most preferred ones to be controlled during demand response events so that customer 

discomfort and the number of affected loads can be minimised. Also, this study examines the 

load’s economic value, power losses, emission factor, and cost of energy production to maximise 

the microgrid operator’s profit as a result of deploying the demand response program. 

Meanwhile, to encourage end-users’ engagement in demand response programs, the 

microgrid operator should offer incentives to the customer as compensation for any incurred 

costs and discomfort felt. The given incentives should be such that both the microgrid operator 

and the end-user gain the maximum profit. Therefore, this study proposes an approach for 

calculating the level of incentives that should be given to the participants by comparing the 

differences between ongoing revenue and the cost of energy with and without demand 

response. 
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Chapter 1 Introduction 

1.1 Background 

Microgrids are referred to as localised electricity generation and distribution networks in 

which a high percentage of the energy is generated by renewable energy resource (RES)-based 

distributed energy resources (DERs). The deployment of microgrids is believed to provide both 

technical and economic benefits. Within a microgrid, the generators are located closer to the 

end-users; thus, the power loss in the network lines is reduced. Moreover, the microgrid can 

operate in either grid-connected or islanded modes, giving extra flexibility and improving the 

system’s reliability and resiliency [1]. 

 In the grid-connected mode, a microgrid is considered as a single controlled entity of its 

upstream grid. Hence, when a microgrid has excess power from its RES-based sources, it will act 

as a generating unit and injects the excess power to the upstream grid. Meanwhile, when the 

microgrid is facing power shortage, it resembles a load that absorbs power from the upstream 

grid to address its power deficiency. Therefore, it is expected that the balancing of power in a 

grid-connected microgrid can be achieved easily. A balanced state between generated and 

consumed power is a must either in any power system, including a microgrid, to maintain the 

frequency and voltage within the standard range of operation. 

 On the other hand, the power balancing of a microgrid during the islanded mode is a 

technical challenge that needs to be addressed carefully. This is more critical for microgrids with 

high RES-based sources because of the system’s smaller inertia [2] and limited reserve capacity. 

Therefore, a sudden demand increase or generation loss can significantly affect microgrid 

stability.  

 A balance of supply and demand can be achieved by managing the amount of the power 

produced from the DERs or the power consumed by the loads. If the management on the 

generation side is applied, then the microgrid controller will send command signals to the 
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generation units to ramp up or ramp down their output power. On the other hand, demand-side 

management aims to decrease, increase, or shift the power consumed by the loads. 

 To ensure maximum benefits, a microgrid should be equipped with additional controllers. 

Various microgrid technologies and architectures have been reviewed in previous studies [3, 4]. 

The enabling technologies include local controllers and a central microgrid controller. The 

microgrid operator installs local controllers at each DER and controllable load to ensure stable 

performance. Voltage drops or short circuit faults must be detected locally so that the microgrid 

can immediately give a response, whether it be changing to the islanded mode if the problems 

come from the upstream grid, or isolating the faulty components within the microgrid. The 

microgrid’s central controller has to supervise the microgrid to coordinate all of its DERs and load 

operations, and to exchange information with the upstream grid [5]. Fig. 1.1 shows a typical 

configuration of an ac microgrid. This microgrid network connects to the upstream grid through 

an interface point, known as the point of common coupling (PCC). 

The costs related to establishing a microgrid project include the cost of DERs, microgrid 

controllers, the distribution network, information and communication infrastructure, metering 

components, as well as their installation and commissioning [6]. On the other hand, the value of 

a microgrid deployment depends on its projected rate of return on investment [7]. To obtain a 

positive net present value (NPV) of the microgrid return of investment, a microgrid may reduce 

its operational expenditure by minimising the cost of energy production. This is equal to 

maximising the utilisation of the embedded DERs or reducing its energy consumption. However, 

the microgrid’s generated power may not be enough to supply all of the local demand. Moreover, 

if the main DERs in the microgrid are conventional power plants, such as diesel or gas-driven 

generators, maximising the power generated by the DERs will result in a higher cost of energy 

production. Therefore, effectively controlling the demand is one of the alternative solutions to 

ensure a balance between supply and demand while minimising the amount of energy imported 

from the upstream grid [8]. 

A demand-side management program aims to leverage the efficiency of energy 

consumption, and its implementation is expected to help the grid operator to achieve a balance 

between supply and demand [9, 10]. Demand-side management consists of two major tools: 

demand response and energy efficiency. Energy efficiency focuses on the long-term goals to 
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achieve energy sustainability, while demand response focuses on the short-term objectives of 

reducing peak load, valley filling and, finally balancing supply and demand.  
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Figure 1.1 Typical configuration of an ac microgrid. 

In this study, the adjusting of load consumption based on the changes of available power 

will be referred to as demand response. Thus, a demand response not only adjusts the amount 

of loads’ consumed power but also manages their operation time to maintain the power balance 

[11, 12].  
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In the demand response program, the loads are classified into two types: critical and non-

critical load. A critical load is defined as the load that needs uninterruptible supply, while a non-

critical load may become the object of load-shedding, shaving, and scheduling. Moreover, the 

load dispatching method in a demand response has three classifications: manual, semi-

automated, and fully-automated [13]. Manual demand response needs the customers or facility 

operators to be present to acknowledge the notification from the utility and then give a response 

by manually turning off or changing the setpoint of the switches or controllers. Therefore, 

upgrading into automated demand response is suggested to help customers systemise their 

participation in the demand response program. However, an automated demand response 

needs installation of additional components of information and communication technology 

infrastructure and modern control technology. Additional technologies either hardware or 

software are necessary for demand response enablement; this may include, dimmers for the 

lighting system, a thermostat for an air conditioning system, a dashboard interface, etc. It is 

reported in [14] that the use of technologies to enable demand response in conjunction with the 

time-of-used strategy resulted in a more significant reduction of peak demand. Fig. 1.2 shows an 

overview of the deployment of demand response in a microgrid. 

 

Figure 1.2 Overview of demand response deployment in a microgrid. 
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Nowadays, advanced technologies that enable a demand response program are available 

and have become more accessible; however, the investment cost incurred by both the utility and 

the participants discourages its adoption [15, 16]. On the other hand, as a microgrid is a small 

and localised power system, the implementation of demand response in a microgrid is expected 

to be easier and cheaper than its implementation in the broader grid. Moreover, most microgrids 

have a monitoring and control system. Thus, data communication infrastructure, metering, and 

system control may already have been partially installed in the microgrid. 

As stated in [17, 18], the implementation of an effective demand response program is 

greatly affected by the customer’s active participation. Varying electricity prices and the offering 

of incentives affect customers’ energy consumption behaviour. However, the uncertainty of 

revenue return has made the customers reluctant to participate in the demand response 

program. Bill savings from a demand response program may not be enough to recover the initial 

investment costs and compensate the inconvenience to the participants who are required to 

constantly monitor the price changes and then execute the required demand response strategy 

[19]. Furthermore, [16] stated that opportunity and comfort loss-costs vary from one participant 

to another, although in many demand response programs, the incentive payments scheme is 

based on a fixed rate per kilowatt-hour. If the issues of financial benefit and inconvenience are 

not addressed, the participants may withdraw from the demand response program [20]. 

Therefore, in this thesis, we propose a demand response technique which takes customer 

discomfort into consideration and propose an approach for determining an appropriate demand 

response incentive. Applying the proposed methods, we conduct a techno-economic analysis of 

demand response implementation in a modelled microgrid. The demand response approach 

proposed in this thesis is intended to strike a balance between a microgrid’s generated power 

and the consumed power in order to minimise the total amount of energy that needs to be 

imported from the upstream grid. The modelled microgrid’s DERs consist of a diesel generator, 

photovoltaic (PV) system, and battery energy storage (BES); while the microgrid’s end customers 

are individual households and commercial buildings. Moreover, in considering the effects of 

demand response on the customer discomfort, the loads are classified based on their priority 

and operating characteristics, and are weighted based on their capacity, flexibility, and economic 

value.  
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1.2 Aim and objectives 

The main aim of this thesis is to propose suitable control techniques to manage the power 

balance in a microgrid. To this end, generation and demand-side control techniques have been 

chosen and studied as effective approaches. A techno-economic analysis is conducted to 

determine the effects of deploying such techniques in a microgrid project in term of RES 

fluctuation, customers discomfort, microgrid operator’s profit and the project’s payback period. 

To achieve this goal, specific objectives have been established: 

➢ To develop additional generation side management in a real islanded microgrid following the 

fluctuation of its RES-based DERs. 

➢ To develop demand response strategies for correcting any voltage deviation and prolonging 

the supply to the critical loads, and to formulate an optimisation method addressing the issues 

of customer discomfort and the microgrid operator’s profits. 

➢ To determine the incentives to be given to the demand response participants, taking into 

consideration the demand response payback period. 

1.3 Significance of research 

The deployment and integration of microgrids in distribution networks is an effective 

means of achieving reliable and resilient power grids. Thus, in this thesis, the focus is on various 

aspects of microgrid control to ensure a balance between the power generated by its DERs and 

the power consumed by its loads. The proposed techniques, when applied to a microgrid, will 

ensure that the microgrid’s voltage and frequency are maintained within the acceptable range 

of operation, an essential factor for stabilising systems with significant variations in the output 

power of DERs. 

1.4 Thesis structure 

The remainder of the thesis is organised as follows: 

Chapter 2 presents a comprehensive review of the importance of balancing supply in a 

microgrid, the technical and economic benefits of demand response deployment, the types of 

demand response programs, and the cost associated with demand response deployment. 
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Chapter 3 presents a techno-economic analysis of a small-scale microgrid. The analysis 

results show that a smart-small-scale microgrid is not economically feasible, one of the reasons 

being the cost of purchasing the advanced equipment and control technology. 

Chapter 4 presents the effect of RESs intermittency on the frequency deviation within 

microgrids. In this chapter, a real microgrid test case is used to show the need for the proposed 

additional active power management to stabilise the microgrid frequency during its islanded 

operation. 

Chapter 5 proposes a method to optimise demand response implementation in a 

microgrid. This chapter also presents two study cases of demand response deployment in a 

microgrid. First, a simple sequence demand-side management to prolong the supply to the real 

microgrid test case’ critical loads is described. Second, a load adjustment method using active 

power-voltage droop control is proposed and evaluated. 

Chapter 6 proposes a method to determine the incentive that should be given to the 

demand response participants by the microgrid owner. The chapter discusses the procedure for 

deriving the demand response profit from the differences in microgrid ongoing costs and 

revenues as well as the carbon tax reduction. 

Chapter 7 summarises the key findings of the thesis and also offers suggestions for future 

research direction in this area of interest. 
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Chapter 2 Literature Review 

 In this chapter, the relevant literature is reviewed in order to evaluate the previous 

researches on managing the balance between the output power of the microgrid’s DERs and its 

demand. The method of controlling the DERs’ output power such as curtailment, droop control, 

and BES utilisation are examined. Meanwhile, the existing literature on demand response 

deployment is reviewed with particular focus on the importance of load classification, the 

currently available types of demand response, as well as the challenges, benefits, and the costs 

of deploying demand response.  

2.1 Distributed Energy Resources (DERs) Management 

 One of the methods used to minimise energy cost production and CO2 emission in a 

microgrid is to increase the percentage of RES-based DER penetration. However, without proper 

control of its dispatch management, this action may result in an unstable microgrid. The 

maximised deployment of RES-based DERs can cause a lack of spinning reserve in which is crucial 

in a microgrid as it used to maintain the voltage and frequency of microgrid by balancing supply 

and demand.  

 There are two types of reserve provision management in microgrid: grid-forming reserve 

and grid-following reserve. The grid-forming reserve determines the voltage magnitude and 

frequency of microgrid during its islanded mode. Generator units included in the grid-forming 

category are the dispatch-able power plants such as diesel generator and inverter-based BES. 

Grid-forming units often act as the master device in the “master-slave” control mode. If the grid-

forming reserve is no longer sufficient to support the demand changes in active-reactive power 

control (grid supporting units), then microgrids must use their grid-following reserve. The grid-

following reserve includes a microturbine and a fuel cell. Meanwhile, other uncontrollable or 

partially controllable micro power sources such as PVs and wind turbines are used to deliver their 

maximum power (grid feeding units). 
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 There are various methods of controlling DERs in the power grid, described below. 

2.1.1 Hard curtailment 

 Hard curtailment means reducing the amount of generated power by totally turning off 

one or more DERs. This method is executed when a power grid has surplus power or is facing 

transmission congestion [21, 22]. Inverter-based DERs which do not have additional control for 

ramping down their output power are more likely to encounter this curtailment method. 

However, an unintended hard curtailment might occur when excess power causing microgrid 

frequency exceeds the inverter operating frequency [23]. Moreover, curtailing RES-based DERs 

is contrary to the purpose of reducing CO2 emission. 

2.1.2 Droop control 

 Control methods such as maximum power point tracking and pulse width modulation are 

used to maximise the output power from the RES-converter-based DERs. However, the most 

widely-used control method for load sharing between generation units to maintain a grid’s 

frequency is droop control. This method is commonly used to adjust the amount of fuel that goes 

into the governor of the dispatch-able unit [24]. Currently, an imitating droop control method 

has also been implemented in the converter of RES-based DERs [25-27].  

 The relationship between active power and frequency and the correlation between 

reactive power and voltage can be determined as [25] 

𝑓 =  𝑓0 + 𝑘𝑃(P − P0)  (2.1) 

𝑉 = 𝑉0 + 𝑘𝑄(Q − Q0) (2.2) 

where 𝑓, 𝑉, P, Q are respectively the current value of frequency, voltage, active power, and 

reactive power; while subscript “0” denote the previous correlated value; and 𝑘𝑃 and 𝑘𝑄  

respectively denote the active and reactive power droop constants. Fig. 2.1 is a diagram of the 

droop control slope. The slope depends on the droop constant. It shows the effect of the changes 

in active power on the critical frequency and reactive power on the voltage. 
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Figure 2.1 Schematic diagram of droop control. 

The conventional droop control (P-𝑓 and Q-V droop) method will perform better with high-

voltage transmission lines because the line impedance is mainly inductive so that in the 

conventional droop control formula, resistance is considered as zero. However, most of the 

microgrids operate at low or middle voltage where its line resistance to reactance ratio is quite 

high. Therefore some modified droop control such as P-𝑉 and Q-𝑓 droop control, and adaptive 

transient droop have been proposed [28, 29]. 

2.1.3 Energy storage utilisation 

 An energy storage system (ESS) is optional but may be required to balance the generation 

and the consumption of electricity in microgrids [30]. During peak load, an ESS will discharge its 

stored energy to supply the demand.  With the current technologies that have enabled fast 

discharge, an ESS is suitable to be used as a compensator of RESs fluctuation. On the other hand, 

when RESs’ electricity production is abundant and higher than the demand, the ESS in a microgrid 

can absorb and store the energy to be utilised later when needed. Mostly, the charging period 

of ESSs can be halted. Thus, ESSs can be considered as interruptible loads. Energy storage 

systems may consist of batteries bank, flywheel, compressed air, pumped storage, batteries from 

electric vehicle, and other energy storage technologies [31]. 

 The sizing optimisation of ESS determines the effectiveness of its utilisation for power 

balancing in a microgrid. If the ESS capacity is too large, then the installation cost will not be 

economically feasible; if ESS capacity is too small, it will be challenging to run a stable microgrid. 

The optimum size of ESS depends on rated power capacity, initial cost, and the operating and 

maintenance cost [32, 33]. Battery Energy Storage (BES) is the most widely-used ESS. However, 

because it is expensive, batteries are deployed only in a small portion of the microgrid. 
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2.1.4 Other 

 Some studies have proposed algorithms such as predictive control [34, 35], stochastic 

[36, 37], and artificial intelligence algorithm [38, 39].  

2.2 Demand Response 

 In a microgrid, managing its loads’ power usage may inevitable, either to minimise the cost 

of energy production or to maintain microgrid stability. For example, in a microgrid that consists 

of a solar PV system which usually has surplus power during daytime, it is recommended that 

some of its load operation time be shifted from night to daytime. There are three techniques 

available for demand-side management: peak shaving, load-shifting, and valley filling. To be able 

to implement these methods, microgrids often divide their loads into sensitive, non-sensitive, 

and controllable loads [40, 41].  

 During peak load, the microgrid controller may shed the non-sensitive loads, thereby 

clipping the peak load. Meanwhile, the operation time of some loads may be shifted from their 

ordinary operation time depending on the available power. When the generated power is much 

higher than the demand, the shifted loads can fill in the valley [42]. Under the load-shifting 

program, the utility operator should consider whether it is cost-effective in terms of the cost of 

energy production, and ensure that another power deficiency does not occur after its execution. 

Moreover, the deferring of a load may affect the load performance or causing customer 

discomfort. Therefore, load classification is important so that the implemented demand 

management algorithm can contribute to maintaining optimal grid stability, while 

simultaneously considering the customers’ convenience and the financial aspect. 

2.2.1 Load Classification 

  The previous studies have suggested that loads that have the same profile should be put 

in the same group to determine the best demand response scheme for each group. In [43], the 

loads are classified based on their priority; for example, loads that provide public services will 

have higher priority. The common operating time profiles of loads were introduced in [44]. The 

demand response methods such as shifting, shedding and dimming are presented in [40, 45]. 
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The allocation of a load to a particular group often differs from one company/institution to 

another. For example, the computer and lighting system may be the priority loads in an office 

building, while air conditioning may be the second priority. On the other hand, air conditioning 

systems may be the first priority in a test laboratory.  

In this thesis, the loads are classified as follows: 

• Critical load: Critical loads are the highest priority loads that serve crucial infrastructures 

such as hospitals, data centres, and other public service areas. Critical loads need 

uninterrupted supply, and their time of operation cannot be shifted.  

• Controllable load: Controllable loads are loads that we can control electrically by varying 

the amount of power usage to operate the loads, such as dimming the lighting systems, 

adjusting the temperature for air conditioning units, and regulating the speed of induction 

or synchronous motor using variable-frequency devices, etc. A shimmy load is mentioned 

in [46]. This is a load that can give a fast response in increasing and decreasing the amount 

of its consumed power through a dispatch signal to ensure a real-time balance against the 

fluctuation from the generation side. This load supports the voltage and frequency control 

management; thus, it must react under a 5-minute or 4-second dispatch signal. 

• Shiftable load: Shiftable loads are those whose operation time is flexible so that it can be 

delayed, or can be scheduled at any time within a time frame range but cannot be 

interrupted when these loads are run. As an example, the stages in washing machines are 

often programmed as sequential steps. Thus, it is not possible to interrupt its operation. 

• Interruptible load: Interruptible loads are loads that can be interrupted during their 

operation. For example, the charging and discharging process of an ESS can be interrupted. 

2.2.2 Type of Demand Response 

Besides the stability issue, demand response implementations are often triggered by 

economic reasons such as price-based and incentive-based demand response. Therefore, the 

utilities must provide their customer with information on the electricity price. With this 

information, the utility tries to encourage its customers to reduce their electronic appliance 
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usage during higher electricity price or shift to a time when the electricity price is lower. Hence, 

demand response will reduce the customers’ electricity bill. 

There are two types of demand response program as mentioned in [47-50]. These are 

described below.  

2.2.2.1 Load Response 

In this program, to regulate a power system frequency, the utility operator will instigate 

the load control, primarily for load reduction. By participating in the demand response program, 

customers will receive an incentive [49, 50]. 

• Direct load control (DLC) 

In the DLC program, the utility will directly control (ON/OFF) the customer’s load. This 

program usually applied to residential customers or small commercial building to control 

some appliances that will not affect customer activity if the appliances, such as an electric 

water heater and air conditioner, are turned off for a limited period [47, 48]. 

• Curtailable load 

This program is applied to industrial and large commercial building customers that possibly 

turn off some of their equipment for a specified time. The utility will send a curtailment 

request to the customer prior to load reduction. The notification may be given minutes, 

hours, or even a day ahead. The utility may directly control the loads, or the participants 

can perform the load adjustment themselves depending on the agreement between the 

utility and the operator [47,49]. 

• Interruptible load 

This program catered to the large industrial or commercial building customers that have 

backup power to supply some or even all of their load. The contract agreement between 

utility and customer include penalties if there is any non-performance. The notification 

should be given by considering the time required by the affected customers to prepare 

their backup power [47, 48]. 

• Scheduled load 

The utility and the customers pre-determine the scheduling. This program is inflexible 

because of the (usually monthly) scheduling agreement; therefore, if at a particular time, 
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the utility needs an urgent load reduction, its cannot ask the customer to reduce their 

power usage [47, 49]. 

2.2.2.2 Price Response 

Price-based demand response is a voluntary action by customers who are prompted to 

adjust their energy usage for economic reasons. This program can be implemented when the 

already-established electricity market is liberalised, enabling the variation in electricity tariffs. 

The utility has to provide information on electricity pricing, such as the real-time, hourly, or time-

of-use rate [49, 50]. 

• Real-time pricing 

The implementation of this program requires an advanced metering infrastructure that 

allows a customer in observe electricity prices in real-time, and support the energy 

management system that includes smart meter, billing scheme, price forecasting (usually 

on an hourly basis - a day ahead), etc. [47, 49 ]. 

• Time-of-use rate 

In this demand response program, electricity price is differentiated into peak, off-peak, 

intermediate, weekdays, weekend tariff, etc. However, the pricing rate and the operating 

time is fixed for each time frame so that customers know in advance when the price is 

going to be higher or lower. Therefore, after ascertaining the rate, customers tend to shift 

their power usage from the higher price time to the lower price time. Some smart meters 

have a feature that automatically calculates the electricity bill based on time-of-use rate 

[47, 49 ]. 

• Critical peak-pricing 

During a peak period, the load demand may reach a critical level. Therefore, the utility 

needs to operate all the generation units, including the power plants which have high 

production costs, to provide the critical peak demand. As a result, the utility will charge a 

higher-than-standard rate. The day and the exact times of the critical demand event may 

be unpredictable, but based on real-time load profile, the utility will know whether the 

critical peak load will occur. One hour or more before the event, the utility must inform the 

customers of the starting time and duration of the event [47, 49 ]. 
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2.2.3 Challenges on the demand response Implementation 

Many countries have deployed demand response programs, such as the United States, 

Singapore, China, Brazil, and most European countries. However, not all the planned demand 

response programs have successfully resulted in optimal benefits. These experiences have 

enabled researchers to determine the barriers to demand response deployment. Most of the 

studies that reviewed the demand response challenges have identified three significant types of 

challenges: technological, regulatory framework, and customers themselves [16, 20, 51, 52]. 

 As mentioned, the cost of the demand response enabling technology and the uncertainty 

of the customers’ demand response profit has made the customers reluctant to participate in 

this scheme; thus, it would be difficult to expect customers to participate actively. Moreover, the 

lack of an operational standard, the issue of meter privacy and risk of cybersecurity attack have 

also discouraged the adoption of a demand response program [53, 54]. In addition to the cost of 

the system-enabling technologies, the utility also needs to pay for customer education, the 

development of demand response strategies, and the compensation costs for customers’ 

inconvenience comfort reduction. 

 The lack of market experiences and of a regulatory framework for demand response 

scheme will lead to an unsuitable demand response mechanism. For example, [20] stated that a 

smart meter is one of the most crucial devices in a demand response program. However, due to 

utility’s operator lack of experiences, the demand response implementation is unsuccessful. For 

example, because Brazil had no smart meter rollout, the Tariff Flags and White Tariff scheme 

implementation did not produce optimal benefits [51].  

 As mentioned above, in the load response (incentive) demand response program, the 

utility sends a request to instigate load reduction one hour or more before the execution; some 

scheme requires a day ahead notification. This scheme is reducing the flexibility of demand 

response in maintaining grid reliability and participating in the power market. Furthermore, 

many demand response schemes require the participants to be able to reduce a specific amount 

of their loads, such as 1 MW or more in a demand bidding program [12]. Therefore, research and 

innovation are needed to formulate appropriate policies and establish an effective market 

framework. For example, for residential customers who were negligible before [55] because of 
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their small capacity and flexibility, nowadays the demand response aggregator allows their 

untapped potential to be utilised.    

Other barriers are related to tariff elasticity, structure, and the ease with which participants 

can obtain real-time electricity pricing. For example, the tariff structure in the UK is more 

favourable than in Denmark for demand response. Around 70% of the electricity tariff’s 

component in the UK comes from the energy cost both for the residential and industrial 

customers. However, in Denmark, the share of energy costs in the electricity price component is 

only around 30% for residential customers and about 50% for industrial customers [56]. 

A demand response program is usually executed according to the predicted and actual 

amount of the generated power and demand; therefore, it is crucial to perform load profiling to 

define the baseline when choosing a suitable demand response strategy [55, 57] and its 

incentives [58, 59]. The customers’ energy usage patterns change over time; therefore, it is not 

easy to determine an accurate baseline. Achieving optimal load reduction is also difficult 

because, naturally, customers who are accustomed to operating their appliances during non-

peak load period are more likely to join a demand response program compared to those 

customers who frequently consume electrical energy during peak periods. Moreover, a gaming 

possibility that exists in the bidding program adds further uncertainty to baseline calculation. 

2.2.3 Technical Benefits of demand response implementation 

 Besides providing the benefit of supply and demand balancing, the implementation of 

demand response also produces other technical benefits in the grid operation as explained 

below. 

2.2.3.1 Frequency and voltage regulation 

Grid frequency and voltage deviate from their nominal value when the capacity of supply 

and demand is unbalanced. If the deviation exceeds the allowed range of operation, it may 

threaten the grid’s reliability. When a grid is facing under-frequency or under-voltage, this 

indicates that the grid is encountering power shortage. On the other hand, over frequency and 

voltage occurs when the demand is lower than the generated power. During this event, with the 
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demand response program, the utility may reduce the total demand by disconnecting some of 

the shedable loads or shifting the shiftable loads to the off-peak period hours. In [60], it is shown 

that the utilisation of demand response, combined with an energy storage system, can counter 

the intermittent effect of RES on frequency fluctuation. Moreover, [61] describes the potential 

of autonomous demand response for primary frequency control.  It is indicated in [62] that, with 

the demand flexibility, the DERs curtailment can be reduced for voltage control in the medium 

voltage distribution.  Also, the utilisation of residential demand response together with on-load 

tap changers can regulate voltage in an unbalance low-voltage grid [63].  

2.2.3.2 Ancillary power 

As stated in [64], a utility needs to provide a predefined capacity to be reserved for 

ensuring its network reliability, such as frequency control, network support and control, and 

system restart. Ancillary power should be available throughout the whole year. Because the 

changing of load consumption gives a faster response than ramping up conventional power 

plants, demand response is more powerful as a means of providing ancillary power during 

unforeseen or emergency events [65]. The potential of demand response program to provide 

ancillary power by controlling the controllable and deferrable loads are discussed in [66]. 

Meanwhile, [67] explained the utilisation of residential loads and electric vehicles in providing 

ancillary power.  

2.2.3.3 Contingency mitigation 

Contingency occurs when one or more components within the grid such as a generator, 

transmission line, or transformer fail so that power flows in the grid lead to an overload situation 

or exceed other operational limits such as thermal limit, voltage, etc. To recover from this 

overload, the utility may utilise the demand response program to curtail the loads. Ref. [68] 

simulates the flexibility of thermostatically-controlled loads to be used as contingency reserve 

provision. Meanwhile, an optimisation approach curtailing the loads and transferring them to 

the adjacent substation during contingency is proposed in [69].  
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2.2.3.4 Load shaping 

Knowing the load pattern or being able to forecast the capacity of the next demand is 

crucial in helping the utilities to manage the dispatching schedule of their generation units. With 

a demand response program, either the DLC or price-based demand response, a utility will have 

more control over shaping the loads following the available generation or minimising the cost of 

energy production. Refs. [70, 71] have presented a grid’s load shaping using electric vehicles. 

Meanwhile, [72] proposed a new approach to load shaping by utilising energy storage combined 

with dynamic pricing. Also, [73] found that scheduling the consumed energy of the household 

loads can successfully leverage the ratio between peak and peak-off period.  

2.2.3.5 Black-start smoothing 

Once a power grid encounters a total or partial blackout, the grid needs to again turn on 

the affected generation units. Mostly, utilities use a small diesel generator as the line charging 

for starting up the big-central power plant. During blackout recovery, a huge surge of current 

may occur, especially if the loads consist of a lot of inductive loads. Therefore, some of the loads 

need to be released at the start of the recovery process. The importance of load management 

after a blackout in terms of the restoration time is presented in [74]. It is also concluded in [75] 

that the previously captured data which contain the historical generation and load profile are 

important to speed up the grid restoration.  

2.2.4 Economic benefits of demand response implementation 

 The benefits of a demand response program go directly to the participants; other 

customers who do not participate in the demand response program will also acquire indirect 

benefits from a demand response program [12]. In [76], the benefits of demand response 

implementation in a power system are classified into four main categories: participant, market-

wide, reliability, and market performance benefits.  

The varying electricity prices and the offering incentives are two factors that affect 

customers’ energy consumption behaviour. Customers tend to reduce their load when the 

electricity tariff is high. Therefore, demand response participants will save on the electricity bill 



Chapter 2 Literature Review 

 

19 

or receive incentive payments. Also, the application of load-shedding, shifting, and valley filling 

will improve grid reliability, thereby avoiding further forced outage and saving customers from 

financial loss.  

Curtailing of the load during peak periods will also flatten the load shape of the overall 

market [77]; this means that utilities can avoid or delay the need to build additional high-cost 

power plants to be utilised during peak periods. Moreover, demand response will create a more 

price-competitive electricity market and encourage the utilisation and innovation of smart 

technologies in the power system. As a demand response program leads to lower wholesale 

market prices, all customers will save on their electricity bill.  

The NERA report for the Ministerial Council on Energy Smart Meter Working Group [78] 

has shown that one of the benefits of the smart meter rollout is the enablement of the demand 

response program. [79] discussed the installation of the advanced metering infrastructure in a 

microgrid which has enabled the implementation of price-response demand response program 

by providing the price changes information. The study shows that adjusting load consumptions 

based on market pricing led to higher cost savings for the flexible microgrid customer. Moreover, 

in the broader grid, a microgrid is considered as a single entity so that the benefits of demand 

response in a microgrid can be easily quantified mainly from the ratio of purchased energy before 

and after implementing the demand response program which can be calculated from the smart 

meter measurements.  

 In the study conducted by [80], several houses with their appliances (consumers) and 

houses with PV system (prosumers) are coordinated through a central controller to incorporate 

a demand response program. These aggregated houses were considered as a flexible entity 

(microgrid). In this paper, the modelled microgrid consists of real data from 201 households in 

Austin. This microgrid can buy and sell energy from the upstream grid. It implements the demand 

response program based on a mixed-integer linear programming algorithm. The proposed model 

shows that by incorporating the demand response program, the microgrid can reduce energy 

costs by 6.8%. 

 In [81], a stochastic model is presented to forecast load demand and market price based 

on a time-of-use tariff to minimise the cost of energy in a microgrid. The DERs in the proposed 

model comprise wind turbine, PV system, fuel cell, and diesel generator. The main objective of 

the proposed method is to optimise the scheduling DERs to meet forecasted demand while 
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reducing cost. The study result shows that the total cost of energy production can be decreased 

by increasing the amount of energy generated by the clean and low-cost DERs, and selling the 

surplus power to the upstream grid. In addition, system reliability and customer satisfaction 

increase load-shedding is avoided. 

 More comprehensive benefits that may arise from demand response implementation in 

power system are presented in [14, 82, 83]. The papers have reviewed eight demand response 

benefits and distinguished which benefits can be quantified as listed in Table 2.1. This table 

shows that only the benefits of demand response to the interconnecting DERs cannot be 

quantified. 

Table 2.1 Demand response benefits [14, 56, 82, 83]. 

Type of benefits Quantification 

Because the total energy demand is reduced, the utility’s energy production 

costs are decreased. Thus, the utility’s customers will benefit from the 

reduction of their electricity bill.  

Yes 

Benefits from shift peak demand strategy: during the peak period, to fulfil 

the demand, a utility needs to operate a high-cost peaking power plant; 

therefore, shifting some of the load during peak demand to the non-peak 

period results in a short-run marginal cost saving. 

Yes 

Benefits in terms of delaying/avoiding investment in a new plant by using 

demand response to reduce or shift the peak demand or respond to 

emergencies. 

Yes 

Benefits of using demand response in providing reserve power by curtailing 

or postponing some of the loads for emergencies/unforeseen events, for 

example, avoiding overload during the black-start process after a blackout. 

Partial 

Benefits of demand response combine with ESS to mitigate the effect of RESs 

fluctuation resulting in the saving of fuel cost, reducing CO2 emission, 

providing standby reserve, and avoiding RES curtailment.  

Yes 

Benefits from balancing the system by interconnecting the DERs. No 

Benefits of congestion reduction in the transmission line resulting in 

delaying/avoiding investment to expand or build new lines and avoiding 

transmission network re-enforcement. 

Yes 

Benefits from using demand response to reduce or shift peak demand 

improving distribution network efficiency and reduce losses by, for example, 

relieving voltage constraint and congestion in the distribution system. 

Yes 
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2.2.5 Cost of demand response implementation 

The execution of the demand response program is done by connecting, disconnecting, 

interrupting, shifting, or controlling the loads. The load dispatching methods applied in demand 

response scheme are classified as: manual, semi-automated, and fully-automated [84]. The 

manual demand response needs the customers or facility operators to be present to 

acknowledge the notification from the utility and then respond by manually turning off or 

changing the set point for the switches or controllers. Therefore, it is suggested that customers 

upgrade to automated demand response to institutionalise their demand response program.  

Previous studies have shown that more savings can be had from the automated demand 

response as the decision to shift or shed customer loads would not be dependent on the 

customer's preference but would be determined by a preprogrammed algorithm. The demand 

response algorithm is intended to exploit loads’ flexibility, either to minimise energy production 

or to maintain grid stability. However, automated demand response may violate customers’ 

comfort level; therefore, customer preferences in terms of how they will control their energy 

consumption need to be pre-determined. An application of automated residential demand 

response was simulated by [85, 86],  and showed that the automated demand response could 

reduce customers’ electricity bill without compromising customer comfort.  

2.2.5.1 Enabling technologies of demand response implementations 

An automated demand response requires the installation of an additional modern control 

and data communication infrastructure because, as mentioned in [87], smart grid and demand 

response are intrinsically linked. The enabling technologies include smart metering, sensing, 

control, and data communication infrastructure, which need to be installed at both the utility 

and the end-user side. The utility deploys the communication network to retrieve data from the 

metering device, send billing information to the customer, or send a request signal to inform the 

customer prior to the execution of a demand response event. Data exchange between devices 

or between the end-user and the utility require different bandwidth, latency, and security 

depending on application requirements. A comprehensive review of the requirement of the data 

communication network for the major smart grid application that includes a demand response 

feature, meter reading, home and building automatic network are presented in [88].  
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Meanwhile, for the end-user, the need for enabling technologies varies based on the 

automated level of the demand response program they want to implement. For example, a fully 

automated demand response program for the residential customers will need advanced 

software and hardware for its control mechanism, and customers will need to change their 

conventional load to a smart load. Lawrence Berkeley National Laboratory has assessed the 

enabling technologies that are needed by the end-user for implementing demand response 

program as listed in Table 2.2. The listed enabling technologies make the load dispatch-able, so 

that shed, shift and shimmy services become applicable.  

Table 2.2 End-user enabling technologies for demand response program [46]. 

Sector End-Use Enabling Technology Summary 

Commercial and 

Residential 

Battery-electric & plug-in 

hybrid vehicles 

Automated demand response 

All Behind-the-meter 

batteries 

Automated demand response 

Residential 

Air conditioning DLC, programmable communicating 

thermostat  

Electric water heater DLC or Automated demand response 

Pool pumps DLC 

Commercial 

HVAC Depending on site size: energy 

management system, automated demand 

response, DLC, and programmable 

communicating thermostat 

Lighting A range of luminaire, zonal & standard 

control options 

Electric water heater Automated demand response 

Refrigerated warehouse Automated demand response 

Industrial 

Process & large facilities Automated load-shedding & process 

interruption 

Agricultural pumping Base switch & automated demand 

response 

Wastewater treatment Automated demand response 
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2.2.5.2 Cost of enabling technologies 

As mentioned above, the incurring of additional costs for the purchase of enabling 

technologies is one of the hindrances to the adoption of demand response program. Moreover, 

monthly bill reduction might not be sufficient enough to compensate for the costs of additional 

required equipment if only a small portion of the customer’s loads can be listed in the demand 

response program [19]. Therefore, to encourage customers to participate in a demand response 

program, it is necessary to educate them. The utility has to explain the system and provide to 

the customer an estimation of the total costs and benefits of demand response implementation. 

The microgrid’s operator should perform a comparative study of the demand response 

deployment costs and the incentive or bill reduction given to e customers who can then estimate 

their return on investment. 

The costs of demand response program implementation have been classified in [12, 14, 

76] into initial costs and running costs that are incurred by both the participants and the demand 

response implementor. Some of the costs, such as the investment in the enabling technology, 

can be easily quantified. However, other costs are difficult or impossible to quantify, such as the 

costs of reducing the customer’s comfort level or the loss of a business opportunity. These 

demand response costs are listed in Table 2.3. 

There are three types of demand response costs that can be quantified: initial 

investment, fixed-ongoing, and variable costs. When establishing a demand response program, 

the utility or demand response aggregator needs to invest in the development of a demand 

response strategy and the installation of measurement, control, software, and data 

communication technologies. The fixed and variable costs are those incurred when the demand 

response program is running. Fixed costs are all the costs, aside from the capital investment, 

associated with the operation and maintenance of the demand response program. As an 

example, the cost of third-party data communication services is considered to be a fixed cost. On 

the other hand, variable costs are those resulting from the reduction of loads, where revenue is 

lost because less electricity has been sold to the customers [89]. A modelled microgrid that 

incorporates a demand response program that takes into account the costs of load-shedding, 

has been presented in [90]. Another cost that may occur as a result of enabling demand response 

strategy is the cost of ESS utilisation [91, 92], which involves  ESSs purchasing and wear costs. 
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Table 2.3 The incurred demand response costs [14]. 

2.3 Discussion 

It can be concluded that one of the solutions that could improve the reliability of the 

current traditional grid and contribute to the reduction of CO2 emission is the deployment of any 

distributed power system that uses renewable energy sources using microgrid concepts. 

However, the appropriate technologies needed to incorporate a control and monitoring system 

in a microgrid makes the rate of return on investment in a microgrid relatively slow. Moreover, 

maintaining microgrid stability is not a small task due to the uncertainty of the output power 

from renewable energy sources and the lack of inertia in a microgrid. In situations when demand 

Type of costs Cost Quantification 

Participant 

costs 

Initial 

costs 

Procuring the enabling technology Yes 

Developing a  demand response program strategy No 

Event-

specific 

costs 

Comfort reduction/inconvenience costs No 

Reduced amenity/business opportunity losses No 

Rescheduling costs (e.g., overtime pay) No 

Large industrial or commercial customers that 

engaged in the interruptible load program need to 

provide their onsite generator; therefore, they need 

to spend fund for generator fuel and its operation 

and maintenance costs 

No 

System 

costs 

Initial 

costs 

Upgrading/retrofitting metering and communication 

system 

Yes 

Upgrading the billing system, purchasing the 

software license and developing the program, and 

procuring additional equipment related to demand 

response program 

Partial 

Customer education Partial 

Ongoing 

program 

costs 

Program administration/management Partial 

Marketing to recruit customer in engaging demand 

response program 

Partial 

Payments to the participating customers Partial 

Program evaluation No 

Metering & data communication infrastructure Yes 
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is higher than supply, maximising the utilization of fossil fuel-based DERs results in higher energy 

production costs. Whereas, when demand is much smaller than the supply, performing hard 

curtailment of the RES-based DERs are contradictory to the purpose of reducing CO2 emission. 

Therefore, the balancing of supply and demand in the microgrid whilst achieving higher 

penetration of renewable energy sources is impossible without implementing a demand 

response program. Even though many papers have simulated the utilisation of demand response 

programs, and shown that demand response programs could improve microgrid stability and 

reduce the costs of energy, not many of the proposed demand response programs have 

performed optimally by considering customer discomfort and the project’s feasibility for both 

the microgrid owner and the demand response participants.  

The literature review revealed several research gaps. Firstly, some of the demand response 

deployment costs cannot be easily quantified. Secondly, the main benefit mentioned in the 

modelled demand response programs is the reduction in the participants’ electricity bill; 

however, this financial benefit has not been compared with the investment and other associated 

costs. The one and only open modelling framework that compares the cost-benefit ratio of a 

demand response program is based only on the price-response program, whereas future 

demand response programs are expected to take into consideration the variations in renewable 

output power. Lastly, to the best of this author’s knowledge, no study has ever been conducted 

to determine the appropriate demand response incentive which considers customer discomfort 

and the profits earned by the microgrid’s owner. 
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Chapter 3 Feasibility of Deploying a Small-scale Microgrid 

This chapter presents an evaluation of the techno-economic analysis of utilising a real 

small-scale microgrid. The analysis is performed by considering the possible business models, 

i.e., net metering for the electricity bill, the feed-in tariff for utilising renewable energy, and 

demand response implementation by exploiting the BES roles. These are in response to the price 

variation during peak and off-peak periods. Also, it is assumed that compensation is given every 

time the microgrid is in an islanded mode. The feasibility of each model is determined by the 

microgrid’s net present value (NPV) and internal rate of return (IRR). 

3.1 Approaches for calculating cost and benefits ratio 

The microgrid test case in this study is a 10kW PV integrated microgrid located at the office 

of Agency for The Assessment and Research of Technology (BPPT)’s office in Serpong, Indonesia. 

The microgrid is connected to 380VAC three-phase system and consists of a 10kWp PV array with 

a grid-tied inverter, SCADA and PLC system as microgrid controller, weather station, and 10kWh 

lithium BES connected to three bidirectional BES inverters to form three-phase AC system as 

shown in Fig.3.1. The BES inverter can be operated in on-grid and off-grid system and provides 

voltage reference for the grid-tied PV inverter during the islanded mode. The loads consist of the 

lighting system and the wall sockets for supplying electrical equipment as well as microgrid 

controller instrumentation.  

The feasibility of the microgrid test case is measured by calculating its NPV and IRR value 

with the assumption that the microgrid lifetime is 25 years considering the PV module lifetime. 

Note that the term ‘net present value’ means that the value estimated for the following years is 

converted to the value of the current years; as such, the interest and discount rate are taken into 

consideration in the NPV calculation method (discount method). The correlation between NPV 

and IRR is defined as 
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Figure 3.1 Single line diagram of the study case microgrid. 

𝑁𝑃𝑉microgrid = ∑
𝐶𝐹𝑛

(1 + 𝐼𝑅𝑅)𝑛

𝑁𝑦𝑒𝑎𝑟−1

𝑖=0
 (3.1) 

where 𝐶𝐹𝑛 is the cash flow for the year- 𝑛, which is the difference between the microgrid 

received revenue and cost including the investment and periodic costs. 

𝐶𝐹𝑛 = 𝑅𝑒𝑣𝑒𝑛𝑢𝑒𝑛 − 𝐶𝑜𝑠𝑡𝑛 (3.2) 

 The following sections describe the approaches for calculating the NPV of the microgrid’s 

revenues and costs throughout the microgrid’s lifetime.  

3.1.1 Estimation of PV Power 

 The PV system’s output power is computed based on [93] and uses a yearly solar 

irradiations data of the studied location. Output power from a PV system is affected mainly by 

the intensity of solar insolation and PV module temperature. The common equation for 

calculating a PV system’s output power (𝑃PV) is:  

𝑃PV
ℎ,𝑦

= 𝑅𝐶PV  × 𝐷𝑒𝑟PV
𝑦

 ×  (
𝐺̅ℎ

𝐺STC
) × (1 + 𝛼𝑃(𝑇𝑒𝑚𝑝PV

ℎ − 𝑇𝑒𝑚𝑝STC)) (3.3) 

where 𝑅𝐶PV  is the PV array rated capacity (kW) under the STC (standard test condition), 𝐷𝑒𝑟𝑃𝑉
𝑦

 

is the PV derating factor at current year 𝑦 (%), 𝐺̅ℎ   is the average intensity of solar radiation in the 
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current time step ℎ (kW/m2), 𝐺𝑆𝑇𝐶 is the insolation intensity under STC (1 kW/m2), 𝛼𝑃 is the PV 

module temperature coefficient of power (%/oC), 𝑇𝑒𝑚𝑝𝑃𝑉  is the PV module temperature in the 

current time step (oC), and 𝑇𝑒𝑚𝑝𝑆𝑇𝐶   is the PV cell temperature under STC. In this study, the 

available data is the hourly insolation profile. Thus, the effect of PV module temperature changes 

is ignored.  

 The performance efficiency of PV modules decreases throughout its operation lifetime, 

mainly because the module is exposed to direct sunlight and may encounter extreme ambient 

temperature changes. Thus, referring to the PV module’s derating factor shown in its datasheet, 

i.e., 2.5% in the first year and 0.5% for the following years [94],  the produced energy for the 

following years can be predicted. 

3.1.2 Estimation of microgrid total cost and revenues 

The deployment costs consist of the initial, operation and maintenance, and replacement 

costs. The initial cost comprises the total price of the purchased equipment, installation, and 

software development costs. As the value of money changes over time, the calculation of the 

predicted operation and maintenance costs and the electricity price takes into consideration the 

rate of inflation, i.e., 3.53% [95]. The replacement cost is calculated by assuming that the 

equipment price decreases by an average of 15% per year, according to the report in [96]. 

Meanwhile, the salvage value is ignored because most of the equipment components are used 

until the end of their lifespan. On the other hand, the microgrid revenues are defined as follows:  

• Two approaches are used to calculate the income from the PV system, i.e., net metering 

and feed-in tariff. In the net metering method, the electricity generated from the PV 

system will be rated the same as the customer's electricity price, i.e., $0.08 per kWh [97] 

for the BPPT building. Meanwhile, the feed-in tariff method is used to simulate if the utility 

gives incentives to the microgrid for producing electricity from the RESs. To generalise the 

solar energy tariff, this study uses regulation as in [98] which stated that feed-in tariff for 

the solar power plant located in Java Island is 14.5 cents/kWh.  

• The revenue from a BES system is calculated by assuming that the demand response 

program is implemented based on the price variation. A BES system is assumed to be 

charged during off-peak periods and discharged during peak periods. The Indonesian state-
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owned utility company applies a higher tariff during peak period with a multiplication 

factor of K = 1.5 [97]. The peak period is from 5 PM to 10 PM.  

• The reliability improvement revenue is calculated by assuming that compensation is 

provided to the customer who faced supply interruption. Based on [99], the Indonesian 

state-owned utility company (PT. PLN) is obliged to give a 35% reduction on the consumer’s 

minimum electricity bill if the realisation of power service quality level exceeds 10% above 

the level of standardised electricity service quality. However, as the microgrid capacity is 

much smaller compared to the total loads of one of the BPPT buildings where the microgrid 

is installed, the microgrid cannot be considered to represent the BPPT customer class; 

therefore, the compensation refers to [100], i.e., the value of service $2.5/kWh non-

delivered energy (NDE). This reliability revenue is then calculated based on the average 

interruption occurrence [101], i.e., five interruptions with a total duration of five hours per 

month.  

• The last revenue is derived by assuming that the carbon tax is also implemented. It is 

suggested that for the initial implementation of carbon tax in Indonesia is $10/ton CO2 

[102]. Based on [103], the emission factor for electricity generation in the studied location 

is 0.877 ton CO2/MWh.  

3.2 Results and Discussions 

Based on the predicted cash flow for 25 years, the microgrid’s NPV and IRR are calculated 

with the considered discounted rate, i.e., 7.5% [104]. The NPV and IRR will be calculated 

following the variation of the determined costs and benefits given in Section 3.1.2.  

3.2.1 Energy from the PV system 

The total generated energy is accumulated for 25 years based on the lifetime of the PV 

module. The output energy from the PV system is calculated based on the solar irradiation data 

extracted from the BPPT’s pyranometer in 2016. The output power from the PV system of the 

microgrid is shown in Fig. 3.2. The generated energy from the PV system is 16,232 kWh in the 



Chapter 3 Feasibility of Deploying as Small-scale Microgrid 

 

30 

first year of operation. The total amount of energy produced by the PV system over the 25-year 

lifespan is presented in Fig. 3.3, assuming the same solar irradiation.  
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Figure 3.2 The output energy from the 10kWp PV array in 2016. 
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Figure 3.3 The PV system energy through the microgrid lifetime considering PV module 
derating factor. 

3.2.2 Microgrid Costs and Revenues 

Table 3.1 shows the microgrid deployment costs, noting that the installation cost of the 

studied microgrid is $46,803. The cost of BES utilisation accounts for almost 40% of the total 

deployment cost. It is mentioned in [105] that a bigger BES capacity may reduce customer 

dissatisfaction rate, but also incurs a higher upfront cost which is not economically feasible. In 

this microgrid, a BES system is needed to enable the islanding mode and could contribute to 
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improving microgrid’s income by exploiting price deviations between peak and off-peak periods. 

Table 3.1 shows only the initial costs of the microgrid project deployment. Fig. 3.4 shows the 

microgrid cash flow which depicts the microgrid revenues and the assumed ongoing costs for the 

microgrid operation and maintenance and its component replacement over 25 years. 

Table 3.1 Microgrid deployment costs.  

Item Price Lifetime Item Price Lifetime 

PV module  $8,160 25 years 
MDB panel, combiner box, 

support module, etc. 
$1,848 20 years 

PV inverter $2,789 12.5 years SCADA system $2,414 - 

LiFePO4 BES $11,734 20 years PLC system $814 12 years 

3 BES inverter  $7,059 12.5 years 
Additional uninterruptible 

power system 
$450 5 years 

PC server and monitor $2,444 5 years 
Installation cost & software 

development 
$7,235  

Weather station $1,856 5 years Total Cost $46,803 

 

Figure 3.4 Cash flow diagram for microgrid running costs and revenues. 
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It can be seen from Fig. 3.4 that the revenue from carbon tax implementation is the smallest 

of the microgrid revenues. The revenue from a BES system in a demand response program is also 

very small. This happens because the peak price period is applicable only in once allocated time 

per day; thus, BES utilisation as a response of price deviation between peak and off-peak period 

can also be done once a day and resulted in the small BES’s revenue. On the other hand, the 

biggest amount of revenue is obtained with the feed-in tariff model.  

3.2.3 Microgrid Feasibility 

A comparison of the NPV and IRR between the different business cases is presented in 

Table 3.2.  

Table 3.2 Comparison of NPV and IRR based on available business cases. 

Indicator 
Net 

Metering 

Net 

metering + 

demand 

response 

Net 

metering + 

carbon tax 

Net 

metering 

+ NDE 

Net 

metering + 

demand 

response + 

carbon tax  

Net 

metering + 

demand 

response + 

NDE 

Net 

metering + 

NDE + 

carbon tax 

Net 

metering + 

demand 

response + 

NDE + 

carbon tax 

NPV -$34,979.5 -$32,897.2 -$32,953.1 -$8,954.2 -$30,870.7 -$6,871.8 -$6,927.8 -$4,845.4 

IRR -2.1% -1.2% -1.3% 5.6% -0.4% 6.1% 6.0% 6.5% 

Indicator 
Feed in 

tariff 

Feed in 

tariff + 

demand 

response 

Feed in 

tariff + 

carbon tax 

Feed in 

tariff + 

NDE 

Feed in tariff 

+ demand 

response + 

carbon tax  

Feed in 

tariff + 

demand 

response + 

NDE 

Feed in 

tariff + NDE 

+ carbon 

tax 

Feed in tariff 

+ demand 

response + 

NDE + 

carbon tax 

NPV -$17,996.5 -$15,914.1 -$15,970.1 $8,028.9 -$13,887.7 $11,236.8 $10,055.3 $12,137.7 

IRR 3.4% 4.0% 3.9% 9.1% 4.5% 9.6% 9.4% 9.8% 

It can be seen from Table 3.2 that if the revenue from the PV system is based on a net 

metering model, this results in a negative NPV value, meaning that the project is not feasible. 

Moreover, most of the business models with the net metering model face losses as indicated by 

the negative IRR. On the other hand, a positive IRR observed for the feed-in tariff model which 

indicates that this microgrid will acquire profits. Meanwhile, a positive NPV indicating that the 

microgrid is economically feasible is obtained when both the feed-in tariff and reliability options 
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were considered. The contribution of a BES in the demand response program is insignificant as 

well as is the revenue from the reduced carbon tax. The demand response revenue increased 

only by IRR 0.5% on average.  

3.3 Summary 

The results of the techno-economic analysis show that the deployment of a small scale 

microgrid equipped with modern control technologies for enabling microgrid services is not 

economically viable if only the net metering business model is considered. On the other hand, 

providing incentives for utilising renewable sources such as in the feed-in tariff has significantly 

increased microgrid’s NPV and IRR. Meanwhile, the absence of price variation reduces the 

opportunity of demand response implementation so that installing a large BES for the purpose 

of participating in a demand response program may causing losses to the microgrid. Therefore, 

in evaluating microgrid feasibility, adding other microgrid revenues obtained by quantifying 

reliability improvement as the result of installing energy storage and microgrid controller or 

including carbon tax revenue, will increase microgrid viability. In the future work, sensitivity 

analysis needs to be carried out by varying the technologies and size of DERs and exploring other 

benefits of the microgrid such as the provision of frequency or voltage restoration to its upstream 

grid by forcing the BES system to charge or discharge according to variations in the system.  
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Chapter 4 Active Power Management of Distributed Energy 

Resources (DERs)  

 This chapter describes the effects of the intermittency of the non-dispatchable RESs such 

as solar and wind energy in islanded microgrids. This chapter shows the utilisation of generation-

side management to enhance the active power management within a microgrid when the 

microgrid is operated in an islanded mode. To get a seamless transition from the grid-connected 

mode to islanded mode, a soft start ramping function is proposed and applied to the PV inverter. 

Meanwhile, to avoid the RESs curtailment, an active power reduction at over frequency 

conditions also been proposed and applied to the PV inverters. Both additional controls are 

implemented in a real microgrid test case and the results from the experimental measurements 

are presented in this chapter.  

4.1 Effect of RES Fluctuations to the Microgrid Frequency 

Increasing the percentage of the RES-based DERs in the microgrid reduces the microgrid’s 

inertia, because of the intermittency of RES-based DERs or the use of power electronic interfaces 

[106, 107]; thus the grid stability is concerned [108]. Another problem that may arise is the 

repeated of the DERs connection or disconnection, as the DERs try to connect to the microgrid 

but fail because of the over-voltage or over-frequency situations. The RES-based DERs 

curtailment is contrary to the purpose of reducing CO2 emission. A promising solution to address 

this intermittency effect is to utilise ESSs. With the ESS’s energy management system, ESSs can 

be controlled to absorb the excess power generated by the RES-based DERs or discharge its 

stored energy when the microgrid faces a power shortage. However, the use of large ESSs has 

been limited due to cost [109]. 

The following sections present the effects of RESs fluctuation on the microgrid’s frequency 

deviation and its countermeasure when an inverter-based microgrid is operated in the islanded 

mode.  
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4.1.1 The Microgrid Test Case 

In this chapter, the microgrid being considered is again the BPPT microgrid test case. In 

this microgrid, the BES can be operated either ON or OFF-grid mode, while the PV inverter is the 

grid-tied type. When the microgrid disconnects from its upstream grid and starts operating in 

the islanded mode, the BES’s inverter changes its operation mode from grid-connected to off-

grid. This process takes three to seven seconds. Meanwhile, the PV’s inverter shuts down 

because there is no voltage and frequency reference during this period. Therefore, except for 

the essential ones, no other loads will be supplied. After a few seconds, the BES’s inverter will 

act as the grid-forming unit and supply the loads and, subsequently, the PV’s inverter will start 

to operate in the grid-following mode. 

According to the Indonesian grid code, in normal conditions, a DER must work at its nominal 

capacity within the frequency range of 49 to 51 Hz; whereas during disturbances, it is permitted 

to drop down to 47.5 Hz or rise to 52 Hz [110]. Therefore, to comply with the Indonesian grid 

code, the operating frequency for a BES inverter is set from 47.5 to 51.5 Hz, and from 47.5 to 51 

Hz for the PV inverter as the PV system is the secondary reserve during islanded operation so 

that its maximum frequency is set lower than that for BES’s inverter. 

The microgrid islanding mode in this study is realised by disconnecting the microgrid from 

its upstream grid (i.e., by opening the switch at the point of common coupling). However, when 

the solar irradiation is high (e.g., during middays) but the load is low, the PV inverter starts 

switching on and off repeatedly, as it tries to connect to the microgrid but fails because the 

microgrid frequency exceeds its allowed range.  

4.1.2 Study Case 

First, let us evaluate the real microgrid test case shown in Fig.3.1 where the microgrid is 

connected to its upstream grid. During the testing, the average solar insolation was 841 W/m2, 

and the module temperature was 49.5oC. Therefore, the average of the measured PV system 

output power was approximately 7.57 kW (based on the datasheet of the used PV module and 

inverter [93, 94, 111]), while the total load was 1.5 kW. Fig. 4.1 shows the injected active power 

from the PV inverter along with the frequency when operated in connected mode. It can be seen 
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that the system frequency was in a stable condition even when the PV output power decreased. 

The network frequency remains around the nominal operating frequency of 50 Hz. 
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Figure 4.1 The output power of the PV system in grid-connected mode, along with the system’s 
frequency. 

Now, let us assume that the test case microgrid is in the islanded mode. Fig. 4.2 shows that 

the microgrid’s frequency increases with the increment of PV output power.  
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Figure 4.2 The output power of the PV system under the islanded mode, along with the 
microgrid’s frequency. 
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It takes around four seconds for the PV inverter to ramp up its output power from 0 to 

3.6 kW as the default output power ramp-up is 10% of its nominal capacity per second. When 

the PV inverter ramps up, subsequently, the BES inverter decreases its output power. However, 

the PV inverter automatically shuts down when the microgrid’s frequency reaches 51 Hz, as the 

operating frequency of the PV inverter has been set in the range of 47.5 to 51 Hz. After 

approximately 40 seconds, the PV inverter starts to synchronise again and tries to inject its 

produced power. However, it shuts down again because of over-frequency. 

4.2  Additional Active Power Management  

 Because the BPPT microgrid is an inverter-based microgrid, it has a small amount of inertia, 

so that a sudden dispatch from the uncontrollable DERs significantly affects the microgrid’s 

stability when the microgrid is operated in an islanded mode. Without proper control, the PV 

system was curtailed. With this hard curtailment of the PV system, all the connected loads in this 

microgrid are supplied only from the energy stored in the BES. Thus, the energy within the BES 

is probably not enough to support the microgrid loads if the off-grid mode persists for a long 

time. Therefore, the PV system’s active power output needs to be managed. 

4.2.1 Employing a soft start ramp after microgrid isolation 

Fig. 4.2 shows that the PV inverter shuts down when the microgrid’s frequency reaches 

its maximum operating frequency. Therefore, additional active power management, i.e., a soft 

starting ramp is applied to the PV inverter to smooth the starting sequence after the microgrid 

begins operating in islanded mode. A soft-starting ramp method has been employed for grid-

connected PV systems in [112] to mitigate the effects of sudden changes of solar irradiation or 

ambient temperature, and shows an improvement when compared with the conventional 

maximum power point tracking algorithm. 

During normal operation, the PV inverter is set to have an output power ramp-up of 10% 

(i.e., the output power of increases by 10% of its nominal value per second). The active output 

power (P) is a function of the current (I) following the maximum power point tracking algorithm. 

On the other hand, with a soft-starting ramp function, two ramp-up gradients will affect the PV 
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inverter output power, during the starting up after the microgrid has been isolated from the grid 

[113]. Thus, the output current of the PV inverter will be determined by   

𝐼𝑡 = 𝐼𝑡−1 + (𝑘𝑠𝑜𝑓𝑡 × 𝑘𝑖𝑛𝑐 × 𝐼𝑛𝑜𝑚) (4.1) 

where 𝐼𝑡 is the current at time t; 𝐼𝑡−1 is the current at the previous time sample, and 𝐼𝑛𝑜𝑚 is the 

nominal current value while 𝑘𝑠𝑜𝑓𝑡  is the power gradient for starting up and 𝑘𝑖𝑛𝑐  is the gradient 

for increasing active power.  

Now let us consider the same microgrid is employing the proposed controllers. First, a 

power gradient of 1.2% is set for the soft-starting ramp of PV inverter at the reconnection time, 

as well as a gradient of 20% for the active power increment. It can be seen from Fig. 4.3 that the 

slope of the active power rise and fall is not as steep as the slope before soft starting function is 

applied. Thus, it takes 80 seconds for the PV inverter to ramp up its output power from 0 to 2.5 

kW. However, as the PV system’s output power is much higher than the loads, it again shuts 

down before reaching its maximal output power due to over-frequency.  
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Figure 4.3 Output power of the PV system with the employed soft-starting ramp. 

4.2.2 Implementing an active power reduction at over-frequency 

As a microgrid is a localised power system, during the islanded mode, the DERs output 

power must match its load. Therefore, if the generated power is higher than the consumed 

power, the output power of the DER needs to be clipped. Fig. 4.3 shows that a hard curtailment 
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of the PV system can still be avoided. Therefore, the output power from the PV system needs to 

be reduced so that microgrid runs in the allowed range of frequency. In this study, the function 

of the active power reduction uses a droop algorithm: 

𝑃𝑡 = {
𝑃𝑡−1 × 𝑘𝑃𝑑𝑒𝑐 × (𝑓 − 𝑓𝑠𝑡𝑎𝑟𝑡) , 𝑓 ≥ 𝑓𝑠𝑡𝑎𝑟𝑡             

𝑃𝑡−1 + (𝑃𝑛𝑜𝑚 × 𝑘𝑃𝑖𝑛𝑐)         , 𝑓𝑟𝑠𝑡 ≤ 𝑓 ≤ 𝑓𝑠𝑡𝑎𝑟𝑡
 (4.2) 

The active power reduction when over-frequency occurs is illustrated in Fig. 4.4.  
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fmin fnom
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Figure 4.4 Active power-frequency illustration control of PV inverter. 

The PV system through its inverter will inject all its produced power into the microgrid as 

long as the frequency (f) is lower than the predefined starting frequency (𝑓𝑠𝑡𝑎𝑟𝑡). When the 

frequency is higher than 𝑓𝑠𝑡𝑎𝑟𝑡, the droop controller will reduce the PV inverter’s output power 

with a ramping slope of 𝑘𝑃𝑑𝑒𝑐 ; however, when the frequency decreases to the predefined 

resetting frequency of 𝑓𝑟𝑠𝑡, the PV inverter again increases its output power by a gradient of 

𝑘𝑃𝑖𝑛𝑐 . The values of 𝑓𝑠𝑡𝑎𝑟𝑡,  and 𝑓𝑟𝑠𝑡,  are assumed higher than the nominal value to minimise the 

curtailment of PV, especially during the grid-connected mode of the microgrid [114]. 𝑘𝑃𝑑𝑒𝑐  is set 

to 90% per Hz based on the ratio of the predicted output power of the PV system and the load 

capacity during the tests, while 𝑘𝑃𝑖𝑛𝑐  is 10% per second. 

Finally, an active power reduction at over-frequency is implemented assuming 𝑓𝑠𝑡𝑎𝑟𝑡 is 50.2 

Hz while 𝑓𝑟𝑠𝑡 is 50.05 Hz while the above-mentioned soft starting ramp function is active. When 

the microgrid’s frequency is higher than 50.2 Hz, the PV inverter reduces its active power output. 

Hence, the frequency also decreases. When the frequency falls to 50.05 Hz, the PV inverter again 

ramps up its active power. It can be seen from Fig. 4.5 that after two risings and fallings, the 

system reaches its stable point at a frequency of approximately 50.5 Hz, while the PV inverter’s 
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output power is around 1.5 kW. Based on the testing result, it takes seven minutes for the 

inverter to reach the desired value, which satisfies the 5-15 minute range specified in [2]. 
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Figure 4.5 Output power of the PV system with the employed soft starting ramp and power 

reduction at over-frequency 

4.3 Summary 

 This chapter has found that an islanded microgrid is prone to frequency deviations caused 

by RES fluctuations. The studies show that the proposed active power management has 

improved the microgrid frequency regulation. Through practical measurements, it is shown that 

employing a soft-starting ramp for the PV inverter can smooth the power delivered by the 

inverter when the microgrid starts operating in islanded mode. It is also demonstrated that 

reducing the active power output of the inverter against the deviation in the microgrid’s 

frequency, by imitating the 𝑃-𝑓 droop control method, has avoided the hard curtailment of the 

inverter. 
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Chapter 5 Utilising Demand Response in Microgrid 

This chapter proposes a load management scheme in lieu of controlling the microgrid’s 

DERs as a means of maintaining the microgrid stability. The proposed demand response aims to 

optimize customer comfort and microgrid profits. The case study section in this chapter presents 

a simple demand-side management based on BES SoC in the real microgrid test case which is 

applied in a real microgrid test case. Also proposed is an active power-voltage droop control to 

restore the load bus which encounters under-voltage condition. To evaluate this proposed 

method, a simulation has disturbing out, the results of which are presented in this chapter.  

5.1 Demand Response Optimisation 

 It has been confirmed that it is crucial to maintain the power balance between supply and 

demand in order to maintain the microgrid voltage and frequency deviation. This indicates that 

to prevent the microgrid voltage and frequency from deviating from the acceptable range, either 

the supply or the demand needs to be increased or decreased. This section presents two 

examples of demand response utilisation. A load-shedding scheme used to restore voltage 

deviation is studied within a modelled microgrid. Meanwhile, in the real-case microgrid, to 

improve its reliability during the islanded mode, a simple load-shedding scheme based on the 

microgrid BES’s state of charge (SoC) is evaluated.  

This section presents the proposed demand response optimisation so that the demand 

response deployment will not violate customer discomfort level, minimising the number of 

affected loads, and maximising the microgrid operator’s profits. The objectives function in this 

study are formulated as: 

• 𝑂𝐹1: The first consideration when implementing the demand response program is the 

project’s profitability to the microgrid operator. The microgrid operator can earn an 

additional profit by shifting some of its loads from peak periods to off-peak periods or 

shaving some of them when the network consumption is relatively higher than the total 
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generation capacity. This is equal to minimising the cost of energy supply 𝐶𝑜𝑠𝑡ES
ℎ . 

Therefore, the first objective is formulated as 

𝑂𝐹1 = ∑ 𝐶𝑜𝑠𝑡𝐸𝑆
h

𝑁ℎ𝑜𝑢𝑟𝑠

h=1
 (5.1) 

 where 𝐶𝑜𝑠𝑡𝐸𝑆 is the microgrid cost of energy supply and ℎ is the time index (e.g.,  an hourly 

basis). 

• 𝑂𝐹2; The second consideration is that the demand response implementation should not 

affect the microgrid’s stability. To achieve this, the amount of the deferred load must be 

higher than and as close as possible to the amount of the deviation between the generated 

and consumed power before the demand response is executed; i.e., 

𝑂𝐹2 = ∑ (𝑃load
𝐷𝑅,ℎ − 𝑃load

ℎ ) ≥ 𝑃DCG
ℎ

𝑁ℎ𝑜𝑢𝑟

ℎ=1
 (5.2) 

where 𝑃𝑙𝑜𝑎𝑑  and 𝑃𝑙𝑜𝑎𝑑
𝐷𝑅  are respectively the power supplied to the microgrid load before 

and after implementing the demand response program; while 𝑃𝐷𝐶𝐺
ℎ  is the difference 

between the consumed and generated power within a microgrid. 

• 𝑂𝐹3: Third, it is better to minimise the number of the affected loads when executing the 

demand response; i.e., 

𝑂𝐹3 = ∑ 𝐷𝑅𝑆load
𝑛

𝑁load

𝑛=1
  (5.3) 

where 𝐷𝑅𝑆load is the loads’ state, “1” means the loads are controlled under demand 

response program, whereas “0” indicates that the executed demand response does not 

affect the loads.  

• 𝑂𝐹4: Finally, the algorithm of the demand response program should minimise the 

discomfort felt by the participants. Therefore, in this study, the demand response is 

executed sequentially by scheduling the shiftable loads, utilising the BES by discharging its 

stored energy, reducing the power usage from the controllable loads and in the final step, 

disconnecting the shedable loads if the MG still faces a power shortage problem. 

𝑂𝐹4 = ∑ 𝐷𝑖𝑠load
𝑛

𝑁load

𝑛 =1
 (5.4) 
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To achieve the optimisation objectives, the loads are classified based on their operational 

profile and economic value. Also, this chapter presents the optimisation solver tool used in this 

study, i.e., the Genetic Algorithm (GA).  

5.1.1 Load and Customer Classification 

In chapter 2, the four load classifications were presented: critical (uninterruptible), 

shiftable, controllable, and shedable loads. The demand response program implementation 

should consider the effects of its execution on the customer’s discomfort. For example, the DLC 

under the demand response program is usually applied to residential customers or small 

commercial building. Controlling some of these customers’ appliances might not significantly 

affect their activities if the appliances, such as an electric water heater or air conditioner, are 

turned off for a limited period [40, 43, 45, 115]. 

 However, the DLC method is still has a higher probability of violating customer comfort 

level. Previous studies have suggested that in order to reduce the customers’ discomfort, the 

loads that have the same character should be classified into one group, so as to determine the 

best demand response scheme for each group. In [43], the loads are classified based on their 

group priority. In [44], load scheduling is based on the loads’ common operating time profiles. 

However, even for the loads that have the same characteristics and are in the same group, the 

customers usually have different preferences in terms of which load(s) should be uncontrolled or 

be allowed to continue operating. Also, many studies have investigated demand response 

applications for thermal loads such as air conditioner and water heater [116-118], taking into 

account the flexibility of their thermal inertia characteristic. Moreover, the available appliances 

may not be as flexible as thermal loads. 

Therefore, to ensure that the algorithm of the demand response program is able to 

minimise the discomfort felt by the demand response participants, in this study it is proposed 

that the demand response program be executed sequentially, taking into account the following 

considerations: 

• By assuming that load-shifting in a demand response program will cause the least 

discomfort to customers as the load’s performance/function will still be fulfilled, the load-

shifting strategy will be executed first before reducing the demand. Because the modelled 
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microgrid consist of a PV system and the modelled shift-able loads have their preferred 

time to be shifted when choosing the neighbourhood load’s operating time, the predicted 

PV output power is taken into consideration.  

• If, after the load-shifting process, the microgrid is still encountering power deficiency, 

then the next demand response strategy is to utilise the BES system. If the microgrid is 

facing a power shortage, the BES will discharge its stored energy. Whereas, if the 

microgrid has surplus power, then BES will absorb this excess power to be stored for later 

use.  

• If, after BES storage has been utilised, the microgrid is still facing power deficiency, then, 

to balance the power flow, the microgrid will reduce its demand by reducing the power 

being consumed by the group of controllable loads. It is assumed that reducing the 

performance of an appliance is preferable to totally disconnecting it from the grid.  

• If the microgrid is still encountering power deficiency although all the available 

controllable loads have been deferred but, the microgrid will disconnect some of its 

shedable loads as a last resort to balance the flow of electricity in the microgrid. 

In order to solve an optimisation problem with multiple objectives, weighting criteria can 

be attributed to the input parameter so that the chosen solution is the fair judgement of those 

available. As an example, multi-objective decision-making has been proposed in [119-122] while 

[123] presents score-based decision-making.  

To minimize the number of affected loads, it is preferable to control those loads that have 

a bigger capacity and flexibility and smaller economic value. Therefore, in this study, the loads 

will be indexed with a weighting value based on the load’s power usage (W), the flexibility to 

withstand the demand response control command, and the load’s economic value. Meanwhile, 

the discomfort level (𝐷𝑖𝑠) felt by customers caused by their affected loads also related to the 

load’s flexibility. Loads with higher flexibility will encounter a smaller comfort reduction per each 

demand response event. 

5.1.1.1 Shiftable loads 

Shiftable loads are the loads whose working time can be scheduled for other operation 
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times. If a shiftable load is operated, it should not be disconnected. Each customer has individual 

preferences in terms of when loads are to be shifted. The shifting flexibility will be different when 

the preferred shifting time overlap or not overlap with the load’s original operating time. Overlap 

means that the original load operation time without the load-shifting program is within the time 

frame of the predefined preferred shifting time as shown in Fig. 5.1. The shifting flexibility of the 

overlap and non-overlap shifting time is defined as  

𝐹𝑙𝑒𝑥Shift =  {
ℎshift

DR,end − ℎshift
DR,start − 𝑆𝑇 + 1, if overlap 

ℎshift
DR,end − ℎshift

DR,start − 𝑆𝑇 + 2, if not overlap
 (5.5) 

where  

𝑆𝑇 = 1 − Δ𝑇 (5.6) 

in which ℎshift
DR,start and ℎshift

DR,end are respectively the start and the end of the preferred shifting 

time. When the time frame overlap, the number “1” in (5.5) is retrieved as the ℎshift
DR,end included 

in the time frame (e.g., “7” indicates the time between 7:00 and 7:59), ST is the shiftable loads 

sliding time frame which is defined as the difference between the shortest sliding time (i.e., 1 

hour) toward the loads operating duration (Δ𝑇). 

 

Figure 5.1 Time frame between the allowed shifting time and the original operation time, (a) 
when overlap, (b) not overlap. 
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The capacity weighting of shiftable loads is related to the load nominal capacity (𝑃load). In 

this study, the load’s weighting capacity (𝜔cap) is normalised within a range of [1⋯2] from  

ωcap = 1 + 
𝑃load − 𝑃load

min  

𝑃load
max − 𝑃load

min  (5.7) 

where superscript min and max indicate the smallest and the biggest load capacity. 

In this study, the customer discomfort level is normalised within a range of [0 ⋯1]. For 

example, for the shiftable loads, when a load is shifted to the farthest shifting time, it has “1’ 

discomfort and has “0” discomfort if it is operated during its original operating time. The 

discomfort level felt by a shiftable load (𝐷𝑖𝑠Shift) is 

𝐷𝑖𝑠shift = 
|∆ℎ|

ℎshift
DR − ℎshift + 𝑆𝑇

 (5.8) 

where | | denotes the absolute function; ℎshift and ℎshift
DR  are respectively the shiftable loads’ 

original starting operation time and that after applying for the demand response program, and 

∆ℎ is the difference between its original time and the executed start of the shifting time.  

5.1.1.2 Controllable loads 

The utilisation of controllable loads in a demand response program means that when the 

loads are being operated, their performance is decreased by reducing their power usage. For 

example, by increasing the temperature setpoint of an air conditioning system by 1oC, this will 

reduce its power consumption by around 6% [124]. Most demand response programs use the 

thermal loads, such as air conditioners and water heaters, as the controllable loads. The function 

of a thermal load is dynamically affected by other factors, such as the number of occupants and 

the room’s dimensions. However, in this proposed method, the profile of controllable loads is 

simplified with only two pieces of information: the controllable load’s flexibility (𝐹𝑙𝑒𝑥cont) and 

the controllable load’s capacity. 𝐹𝑙𝑒𝑥cont refers to how many times a load can be controlled to 

reduce its power usage under a predefined comfort setting. For example, a lighting system, if the 

intensity of a lighting system can be reduced to 30% of its normal operation, and if each 

command control reduces 10% of the intensity, then this lighting system has three-order 

flexibility. Meanwhile, the controllable load’s capacity weighting is related to the total of power 
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that can be reduced (∆𝑃load) according to the predifined load’s flexibility. Again, the flexibility 

weighting (𝜔flex) and ωcap is normalised. 

With the load’s flexibility weighting, the proposed algorithm is intended to reduce the 

discomfort for the controllable loads by considering the standard deviation of discomfort level 

among the affected loads. For example, there are two loads with the 1st load allowed to reduce 

its power four times while it is twice for the 2nd load. In this case, the first step in the power 

reduction of the 2nd load will be carried out if the 1st load has been subject to power reduction 

twice so that the discomfort level for both loads become the same (i.e., each is 50%).  

In this study, the demand response program is intended only for reducing the power 

consumption when the system faces a power shortage; therefore, only two conditions of 

controllable load discomfort level have been considered: the normal situation when there is no 

power reduction (discomfort level is 0%) and the situation when the power is reduced, as shown 

in Fig. 5.2. A 100% discomfort level means that the amount of power reduction is equal to the 

maximum allowed reduction steps. Therefore, the discomfort felt by the controllable loads 

(𝐷𝑖𝑠cont) is the ratio between the number of loads’ power reduction steps that have been sent 

and the maximal reduction steps that are allowed to control the controllable loads per hour. 

𝐷𝑖𝑠cont
𝑛,ℎ = 

∑ 1 ×
𝐹𝑙𝑒𝑥cont
𝑛=1  𝐷𝑅𝑆load

𝑛

𝐹𝑙𝑒𝑥cont

 (5.9) 

 

Figure 5.2 Illustration of the controllable loads’ discomfort level. 
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5.1.1.2 Shedable loads 

Each demand response command sent to the shedable loads means that the loads will be 

disconnected during operation. Meanwhile, the flexibility of a shedable load (𝐹𝑙𝑒𝑥shed) is related 

to the number of hours that the load can be disconnected in order to achieve minimum 

performance. For example, to ensure the water quality of a swimming pool, the pump should 

run for a minimum of four hours a day, although the pool pump in normal condition runs for 

eight hours a day; thus, this pump can be disconnected for four hours (controlled four times) in 

a day. Again, refer to equation (5.9), the shedable loads’ capacity and flexibility weighting are 

normalised. 

Unlike the controllable loads which are controlled on an hourly basis, the shedable load 

discomfort (𝐷𝑖𝑠shed) is defined with the same formula as that of controllable loads discomfort 

but on a daily basis (𝑑).  

𝐷𝑖𝑠shed
𝑛,𝑑 = 

∑ 1 ×24
𝑛=1  𝐷𝑅𝑆load

𝑛

𝐹𝑙𝑒𝑥shed

 (5.10) 

Fig. 5.3 illustrates the discomfort level that will be encountered by the demand response 

participants based on load types. 
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Figure 5.3 Illustration of customer discomfort level (a). shiftable loads (b). controllable and 
shedable loads. 
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5.1.1.2 Customer Types 

As mentioned before, disturbing to a load’s performance has different effects in terms of 

financial consideration of the customer. Hence, in this study, by considering that reducing the 

performance of commercial loads may affect the business process to the customer, commercial 

customers are assumed to have a higher economic value than residential customers (i.e., 

𝐸𝑉com > 𝐸𝑉res). This economic value is assumed to be the same for all residential customer but 

can be different for various commercial customers.  

With the weighting of each load and the economic value to the customer, the 𝑂𝐹3 can be 

rewritten as 

𝑂𝐹3 =
∑ ωcap

𝑛 × ωflex
𝑛𝑁load

𝑛 =1

∑ 𝐸𝑉𝑥2
𝑛𝑁load

𝑛 =1

 (5.11) 

where 𝑥2 ∈ {res, com} denotes the customer’s types.  

 Table 5.1 summarises the load’s parameters used in the GA solver when employing the 

optimisation of the loads' control under the demand response program.  

Table 5.1 Load’ parameters. 

Shiftable  Controllable Shedable 

- capacity - capacity (W) - capacity (W) 

- allowed shifting time (start and end 

time) 

- power reduction per control 

command 
- operating time 

- original start time - maximal command (hourly) 
- maximal shed 

(daily) 

- operation duration - Operating time  

5.1.2 Genetic Algorithm 

With the above classification, each load will have information regarding its capacity, 

flexibility, and economic value. These values are discrete; thus, this study uses the Genetic 

Algorithm (GA) as the optimisation solver. GA is one of the nature-inspired algorithms that has 

been widely used in solving discrete value optimisation problems. In the GA application, at first, 

a space of random solutions called chromosome is generated. After that, using the feature of 
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evolution theory, the chromosomes are crossed over and mutated in order to obtain better 

generations [125]. 

Ref. [126] has stated that the size of the chromosome population has a significant impact 

on obtaining feasible solutions other than crossover and mutation rate. On the other hand, [127] 

mentioned the importance of the crossover and mutation rate. Usually, crossover probability has 

a higher rate, i.e., in the range of 0.5 – 0.95. Meanwhile, the mutation rate has a small value, i.e., 

lies from 0.001 to 0.05. The tutorial of solving multi-objective optimisation using GA in [128] 

explained that one of the general methodologies that can be applied is by determining entire 

Pareto optimal. The population must consist of a set of solutions which respect each other 

objectives function. 

The steps for GA implementation in this study are:  

• Define the population size of the Pareto optimal. Then, create an empty matrix with the 

defined size. 

• Determine how many chromosomes which satisfy one of the objective function will be 

generated. For example, for the load-shifting demand response program, the Pareto 

optimal will consist of a set of possible solutions with 30% of them intended to satisfy the 

objective of minimising the number of affected loads, another 30% for maximising the 

microgrid owner’s profits, 20% for minimising discomfort, 10% for maximising the 

weighting flexibility, and the last 10% for maximising the weighting value of a load’s 

capacity.  

• Generate a population consisting of random chromosomes, then check the fitness value 

and sorting them based on one of the objective functions. With the given percentage 

above, N best solutions are copied to the empty matrix of the Pareto optimal. Repeat this 

step based on the next objective function.  

• The chromosomes in this Pareto optimal are then crossed over and mutated, with the 

crossover point being randomly determined. Meanwhile, only the mutation points for 

shiftable loads are selected randomly. The mutation points for controllable and shedable 

loads are chosen based on a predetermined function that a load with a small value of 

𝑂𝐹3 𝑂𝐹4⁄  will be changed from ‘1’ (controlled) to ‘0’ (uncontrolled). On the other hand, a 

load which have a high value of 𝑂𝐹3 𝑂𝐹4⁄  will be changed from ‘0’ to ‘1’. 
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• In each iteration of the GA process, N best solutions are chosen as the elite chromosome. 

Once the iteration has finished, the final solution is retrieved by comparing the fitness value 

of all the elite chromosomes, and then choosing the chromosomes which have at least three 

better values in terms of the objective functions.  

In this study, instead of binary “1” and “0”, the chromosomes consist of the integer (decimal) 

numbers which represent the load parameter. The steps described below are used to generate 

the Pareto optimal, check the fitness value, and the chromosomes crossing-over and mutation 

using an example, i.e., the GA optimisation for the controllable loads. 

5.1.2.1 Generating chromosomes 

The first step in the GA process is generating the chromosomes as  

• Note that the demand response program in this study is considered on an hourly basis. 

Thus, the first step in creating chromosomes is to check and calculate the number of 

available loads (𝑁load) for a particular hour. This 𝑁load is then used as the matrix size of the 

chromosomes. 

• Then, for each of the available loads, a random number is generated in the range from 0 

to 𝐹𝑙𝑒𝑥cont (the maximal number of command control can be applied to the loads).  

𝐺𝐴𝐶cont
𝑚 = [Rand(𝑅)𝑚,1,  Rand(𝑅)𝑚,2,⋯ , Rand(𝑅)𝑚,𝑁load] (5.12) 

where Rand denotes the random function, while 𝑅 ∈  {0, 1, 2,⋯𝐹𝑙𝑒𝑥cont}, and 𝑚 denotes 

the index of the chromosomes in the population. 

 The next step is to generate a random population (𝐺𝐴𝑃𝑜𝑝cont) from a set of chromosomes 

as  

𝐺𝐴𝑃𝑜𝑝cont = [
Rand(𝑅)1,1 ⋯ Rand(𝑅)1,𝑁

⋮ ⋱ ⋮
Rand(𝑅)𝑀,1 ⋯ Rand(𝑅)𝑀,𝑁

] 

∀𝑀 ∈ {1, 2,⋯𝐹𝑙𝑒𝑥𝑐𝑜𝑛𝑡
𝑚𝑎𝑥 × 6} 

∀𝑁 ∈ {1, 2,⋯𝑁load} 

(5.13) 

Also, an empty matrix is generated for the Pareto optimal with the same size of 𝐺𝐴𝑃𝑜𝑝cont. 
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5.1.2.2 Checking fitness value 

As mentioned, the chromosomes in the Pareto optimal should satisfy at least one of the 

objective functions; then, after generating a random population 𝐺𝐴𝑃𝑜𝑝cont, the fitness value for 

each chromosome will be calculated according to the first objective function; these fitness values 

are then sorted out. After that, the best “𝑁” chromosomes are chosen to be copied to the Pareto 

optimal. For the controllable loads, 𝑁 is equal to the 𝐹𝑙𝑒𝑥𝑐𝑜𝑛𝑡
𝑚𝑎𝑥.  This step is repeated by again 

generating a random population, then checking the fitness function according to the next 

objective function, and the best 𝑁 chromosomes are copied to the Pareto matrix in the next 

adjacent index. These steps are performed for all the objective functions until the Pareto optimal 

is completely occupied. 

The checking of fitness values is formulated as 

• Checking the fitness value for the total power (𝐺𝐴𝑃cont) from each chromosome, i.e., 

𝐺𝐴𝑃cont
𝑚 = [Rand(𝑅)𝑚,1 × ∆𝑃load

𝑚,1 ,  Rand(𝑅)𝑚,2 × ∆𝑃load
𝑚,2 , ⋯ , Rand(𝑅)𝑚,𝑁load

× ∆𝑃load
𝑚,𝑁load] 

(5.14) 

 Refer to 𝑂𝐹2, this 𝐺𝐴𝑃𝑐𝑜𝑛𝑡
𝑚  should be higher than and as close as the required power to 

be reduced (𝑃DCG
ℎ ).  

• Checking the number of the affected loads in each chromosome (𝐺𝐴𝑁𝑙𝑜𝑎𝑑𝑐𝑜𝑛𝑡
𝑚 ) as 

𝐺𝐴𝑁loadcont
𝑚 = ∑ 𝐷𝑅𝑆load

𝑚,𝑛  
𝑁load

𝑛=1
 (5.15) 

 where 𝐷𝑅𝑆load
𝑛  is the loads’ state, “1” means the loads are controlled under the demand 

response program, whereas “0” indicates that the executed demand response does not 

affect the loads. For the controllable loads, if Rand(𝑅)𝑛 > 0, the load is controlled under 

the demand response program, thus the 𝐷𝑅𝑆load
𝑛  = 1. 

Refer to 𝑂𝐹3, this 𝐷𝑅𝑆load
𝑛  should be minimised as much as possible. Moreover, as 𝑂𝐹3 

has been rewritten in the equation (5.16), then the checking of the two other fitness 

values are performed, i.e., the total weighting (𝐺𝐴𝜔𝑐𝑜𝑛𝑡
𝑚 ) and the total economic value 

(𝐺𝐴𝐸𝑉cont).  
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• checking the total weighting for each chromosome as 

𝐺𝐴𝜔𝑐𝑜𝑛𝑡
𝑚 = ∑ 𝐷𝑅𝑆load

𝑛 × 𝜔flex,cont
𝑛 × 𝜔cap,cont

𝑛
𝑁𝑙𝑜𝑎𝑑

𝑛=1
 (5.16) 

• checking the total economic value for each chromosome as 

𝐺𝐴𝐸𝑉𝑐𝑜𝑛𝑡
𝑚 = ∑ 𝐷𝑅𝑆load

𝑛 × 𝐸𝑉𝑥2,cont
𝑛

𝑁𝑙𝑜𝑎𝑑

𝑛=1
 (5.17) 

• Checking the total discomfort (𝐺𝐴𝐷𝑖𝑠cont) for each chromosome as 

𝐺𝐴𝐷𝑖𝑠cont = ∑
𝑅𝑛

𝐹𝑙𝑒𝑥cont
𝑛

𝑁𝑙𝑜𝑎𝑑

𝑛=1
 (5.18) 

•  Checking the additional profit.  As mentioned, the controlling of loads under the demand 

response program is carried out to reduce the loads’ power usage when the power 

generated by the microgrid-owned DERs is not enough to supply all the demand. In other 

words, the demand response program reduces the amount of imported power. 

Therefore, the additional profit from each chromosome is defined as 

𝐺𝐴𝑃𝑟𝑜𝑓𝑖𝑡𝑐𝑜𝑛𝑡
𝑚,ℎ = ∑ 𝐺𝐴𝑃𝑐𝑜𝑛𝑡

𝑚,ℎ × (𝑇𝑎𝑟𝑖𝑓𝑓imp
ℎ − 𝑇𝑎𝑟𝑖𝑓𝑓cus

ℎ ) × 𝑇
𝑁𝑙𝑜𝑎𝑑

𝑛=1
 (5.19) 

 where 𝑇𝑎𝑟𝑖𝑓𝑓imp
ℎ  is the rate for importing power from the upstream grid, while 𝑇𝑎𝑟𝑖𝑓𝑓cus

ℎ  

is the energy tariff within the microgrid, and 𝑇 denote the duration of the supply. 

5.1.2.3 Chromosomes cross-over and mutation 

Once the Pareto optimal has been generated, the chromosomes in the Pareto optimal are 

crossed over and mutated. The chromosome’s index (𝐶𝑟𝑜𝑠𝑠cont
id ) and the load’s index or the 

crossover point (𝐶𝑟𝑜𝑠𝑠cont
pt

) are determined randomly. In this study, the mutation rate is 80% of 

the chromosomes population (𝑀). To avoid a chromosome crossing over more than one time, 

the first process is generated with the function of random permutation (Randperm).  

[𝐶𝑟𝑜𝑠𝑠cont
id ] = ∑ Randperm(𝑀)

0.8×𝑀

1
 (5.20) 

𝐶𝑟𝑜𝑠𝑠cont
pt

= Rand(𝑁) (5.21) 
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Once the 𝐶𝑟𝑜𝑠𝑠cont
id  and 𝐶𝑟𝑜𝑠𝑠cont

pt
 have been retrieved, then, the chromosomes are crossed over 

so that 

𝐺𝐴𝐶cont
𝐶𝑟𝑜𝑠𝑠cont

id

=  [
Rand(𝑅)𝐶𝑟𝑜𝑠𝑠cont

id ,1, Rand(𝑅)𝐶𝑟𝑜𝑠𝑠cont
id ,2 ⋯Rand(𝑅)𝐶𝑟𝑜𝑠𝑠cont

id ,𝐶𝑟𝑜𝑠𝑠cont
pt

,                           

Rand(𝑅)𝐶𝑟𝑜𝑠𝑠cont
id+1,𝐶𝑟𝑜𝑠𝑠cont

pt
+1, Rand(𝑅)𝐶𝑟𝑜𝑠𝑠cont

id+1,𝐶𝑟𝑜𝑠𝑠cont
pt

+2 ⋯ ,Rand(𝑅)𝐶𝑟𝑜𝑠𝑠cont
id+1,𝑁load

] 
(5.22) 

𝐺𝐴𝐶cont
𝐶𝑟𝑜𝑠𝑠cont

id+1

=  [
Rand(𝑅)𝐶𝑟𝑜𝑠𝑠cont

id+1,1, Rand(𝑅)𝐶𝑟𝑜𝑠𝑠cont
id+1,2 ⋯Rand(𝑅)𝐶𝑟𝑜𝑠𝑠cont

id+1,𝐶𝑟𝑜𝑠𝑠cont
pt

,                           

Rand(𝑅)𝐶𝑟𝑜𝑠𝑠cont
id ,𝐶𝑟𝑜𝑠𝑠cont

pt
+1, Rand(𝑅)𝐶𝑟𝑜𝑠𝑠cont

id ,𝐶𝑟𝑜𝑠𝑠cont
pt

+2 ⋯ ,Rand(𝑅)𝐶𝑟𝑜𝑠𝑠cont
id ,𝑁load

] 
(5.23) 

As well as the chromosomes crossover index, the chromosomes mutation index (𝑀𝑢𝑡cont
id ) 

is also chosen randomly using Randperm function to avoid a repeating mutation, the mutation 

index in this study is 0.1.  

[𝑀𝑢𝑡cont
id ] = ∑ Randperm(𝑀)

0.1×𝑀

1
 (5.24) 

The load mutation index (𝑀𝑢𝑡cont
pt

) is chosen by considering the load’s weighting and the 

objective function. The 𝑀𝑢𝑡cont
pt

 are constrained with an upper and lower limit which determines 

whether the chosen load (point) will be changed to “0” or “1”.  A 5% deviation from the amount 

of the targeted power to be reduced defines those limits. Therefore, if the chromosome’s active 

power is 5% higher or 5% lower than the targeted power to be reduced, then a load in this 

chromosome which previously was chosen to be controlled, is mutated.  

• If the 𝐺𝐴𝑃cont
𝑀𝑢𝑡cont

id

> 1.05 × 𝑃DCG
ℎ , then, to decrease the amount of power that will be 

reduced, the controllable loads with the smallest value of 𝑂𝐹3 𝑂𝐹4⁄ , its value of 

Rand(𝑅)𝑀𝑢𝑡cont
id ,𝑀𝑢𝑡cont

pt

 will be changed to “0”, which means the load will not be 

controlled to reduce its power usage. 

• If the 𝐺𝐴𝑃cont
𝑀𝑢𝑡cont

id

< 0.95 × 𝑃DCG
ℎ , then increase the amount of power that will be 

reduced from the related solution. A controllable load with a big value of ∆𝑃load but 

encountering less discomfort,  its value of Rand(𝑅)𝑀𝑢𝑡cont
id ,𝑀𝑢𝑡cont

pt

 will be changed with 

“1”, which means the power reduced from the nominal controllable loads became higher 

as well as its discomfort. The  choosing of 𝑀𝑢𝑡cont
pt

 is done by checking the value of 
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(ωcap
𝑛 Discont

𝑛⁄ ) and sorting them out in a descending manner. The index of the loads with 

the biggest value of ωcap
𝑛 Discont

𝑛⁄  is the chosen one. 

The process of crossover and mutation chromosomes is then repeated within the predefined 

maximal iteration step. 

5.2 Study Case 

 This section presents two case studies involving demand response implementation. First, 

a simple demand-side management to prolong the supply to the microgrid critical loads is 

implemented in a real microgrid test case. Second, an optimizing load-shedding scheme for 

correcting the voltage of a load bus is proposed.  

5.2.1  Demand response to Prolong Supply to the Microgrid Loads 

As mentioned in the previous section, in the BPPT microgrid, during its islanded mode, the 

BES is the primary unit for grid-forming, so that during the islanded mode the BES continuously 

discharges its stored energy. If there is no available energy in the BES, the microgrid will not be 

able to operate in islanded mode. To prolong the microgrid’s service to its loads, the energy in 

the BES needs to preserve as long as possible.  

Accurate information about a BES’s SoC is important to determine its remaining capacity 

so that the microgrid controller can predict how long the BES can supply its loads. Moreover, by 

monitoring the SoC’s level, the BES’s over-charge and over-drain can be avoided. Thus, its 

lifetime will be prolonged [129]. 

Therefore, in this BPPT microgrid, a simple sequence-based method has been implemented 

for load-shedding, taking into consideration the BES’s SoC level. In the microgrid under 

consideration, the assumed non-critical loads, i.e., some lighting and air conditioning loads are 

subject to the demand response program where they are classified based on priority. The group 

with the lowest priority is the one most likely to be disconnected. The load’s classification and 

the shedding sequences are as follows: 

• a group of lighting loads (through Q32) in Fig. 3.1 which was considered as the least 

prioritised load will be disconnected when the BES’s SoC decreases to 80%; and 
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• another group of lighting and air-conditioning loads (through Q31 in Fig. 3.1) which was 

considered as the second least priority will be disconnected when the BES’s SoC 

decreases to 50% 

• the critical loads which include the microgrid controller will not be disconnected until the 

BES’s SoC is 20%; this 20% limitation is taken as a precaution to prevent the BES from 

being over-drained, thereby prolonging its lifetime.  

During the testing of this proposed demand response scheme, the total load during the 

testing varies from 2.5 to 4 kW. Fig. 5.4 compares the BES’s SoC with and without the 

implemented demand-side management. As seen from this figure, by implementing the 

demand-side management, switch Q32 opens at 0:43:16 when the BES’s SoC drops to 80% while 

Q31 opens at 3:07:19 when the SoC drops to 50%. On the other hand, as seen from this figure, 

before applying this demand-side management, Q31 would have opened at 1:39:35. This shows 

that the microgrid which implements load-shedding can supply its essential loads for a longer 

time.  

 

Figure 5.4 The BES’s SoC before and after implementing the SoC-based load-shedding of non-
essential loads. 

5.2.2 Demand response for voltage correction 

A power grid needs to maintain its voltage magnitude as over-voltage may damage the 

connected appliance while under-voltage can stop appliances from working. Appliance voltage 
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sensitivity tests have been conducted and published in [130-133]. The capability to withstand 

under-voltage condition varies among the electronic devices. The method used to measure 

appliances voltage immunity is standardised in [130]. In a power system, a voltage dip/sag is 

defined as the 10% reduction in voltage magnitude from its nominal voltage in 2 cycles until 1-

minute duration. Most of the existing grid code mentioned that the lower bound of the standard 

operating voltage is -5% of the nominal voltage.  

A power grid is regularly performing power flow analysis to optimise the network’s 

utilisation of its distribution system. Power flow analysis, such as steady-state and short circuit 

analysis in a power system, is basically used to identify problems within an electricity network. 

The results of power flow analysis can be used to determine unit commitment optimisation, to 

avoid system collapse due to overloading, and to estimate the best position of the DERs to reduce 

power losses [134]. In a steady-state power flow analysis, it is assumed that the injected and 

consumed power are equal [135]. 

Suppose there are 𝐾 buses in the grid, ac power flow analysis formulates power balance 

as  

𝑃𝑗 = ∑|𝑉𝑗|

𝐾

𝑘=1

|𝑉𝑘||𝑌𝑗𝑘| cos(𝜃𝑗𝑘 − 𝛿𝑗 + 𝛿𝑘) (5.25) 

𝑄𝑗 =  ∑|𝑉𝑗|

𝐾

𝑘=1

|𝑉𝑘||𝑌𝑗𝑘| sin(𝜃𝑗𝑘 − 𝛿𝑗 + 𝛿𝑘) (5.26) 

where 𝑃𝐿 and 𝑄𝐿  are the load’s active and reactive power, 𝑗 and 𝑘 are the indexes for the buses, 

|𝑉| is the voltage magnitude, and 𝛿 is the angle. Using (5.25) and (5.26), the effect of RESs 

fluctuation to the microgrid frequency or voltage deviation can be analysed by varying the 

injected power from the RESs-based DERs.  

Power flow analysis deals with the unknown states which include the term of the complex 

number (trigonometric function) so that it becomes nonlinear and non-convex [136]. Therefore, 

solving an optimal power flow problem requires a big number of iteration steps. The two most 

popular conventional methods are Gauss-Seidel and Newton Raphson method. The Newton 

Raphson method outperformed the former method in terms of convergence rate [137]. 
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5.2.2.1 Newton Raphson power flow analysis 

The functional constraints given in equations (5.25) and (5.26) are the objective function 

of power flow analysis, i.e., a balanced state between the loads’ and generations’ active and 

reactive power within a power system. Usually, the load’s active and reactive power are known 

and fixed, while the generator’s active and reactive power are unknown and have an upper and 

lower bond. In achieving the objective of the power flow analysis, at least the power system has 

one slack (swing) bus as the reference where it voltage magnitude and phase angle are defined. 

This bus should inject the differences between the total power generated from other generators 

and the total demand which includes loads' consumed power and the power loss in the system 

network. The buses where the active and reactive power are specified but the voltage and phase 

angle are unknown, are termed as the load (𝑃-𝑄) busses. On the other hand, on the generator 

(regulated) busses, the voltage and active power are known, while the voltage phase angle and 

the buses' reactive power are the parameters that will be calculated by conducting a load flow 

analysis [138, 139]. 

Both the Gauss-Seidel and Newton Raphson method use the iterative technique. It is 

assumed that the solution of a one-dimensional function is equal to its initial value plus its partial 

derivative (the small differences per iteration step) of the unknown parameter. The Newton 

Raphson method uses the Jacobian ( 𝐽 ) matrix, an element of which is the partial derivative of 

the known to the unknown states. The Jacobian ( 𝐽 ) matrix is defined as 

𝐽 =  

[
 
 
 
 
 
 
 
 
 
 
𝜕𝑓(𝑃1)

𝜕𝛿1
⋯

𝜕𝑓(𝑃1)

𝜕𝛿𝑘

⋮ ⋱ ⋯
𝜕𝑓(𝑃𝑘)

𝜕𝛿1
⋯

𝜕𝑓(𝑃𝑘)

𝜕𝛿𝑘

|

|
 

𝜕𝑓(𝑄1)

𝜕𝛿1
⋯

𝜕𝑓(𝑄1)

𝜕𝛿𝑘

⋮ ⋱ ⋯
𝜕𝑓(𝑄𝑘)

𝜕𝛿1
⋯

𝜕𝑓(𝑄𝑘)

𝜕𝛿𝑘

|

|
 

𝜕𝑓(𝑃1)

𝜕|𝑉1|
⋯

𝜕𝑓(𝑃1)

𝜕|𝑉𝑘|
⋮ ⋱ ⋯

𝜕𝑓(𝑃𝑘)

𝜕|𝑉1|
⋯

𝜕𝑓(𝑃𝑘)

𝜕|𝑉𝑘|

𝜕𝑓(𝑄1)

𝜕|𝑉1|
⋯

𝜕𝑓(𝑄1)

𝜕|𝑉𝑘|
⋮ ⋱ ⋯

𝜕𝑓(𝑄𝑘)

𝜕|𝑉1|
⋯

𝜕𝑓(𝑄𝑘)

𝜕|𝑉𝑘| ]
 
 
 
 
 
 
 
 
 
 

 (5.27) 

where 
𝜕𝑓(𝑃1)

𝜕𝛿1
 denotes the partial derivative of the bus’s active power toward its phase angle. 

In this study, the known states are the voltage angle and magnitude of the slack bus, the 

injected active power, voltage magnitude at the generator bus, load’s active and reactive power, 
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and the impedance of the lines. With these given known states, the angle and voltage magnitude 

at all the buses can be calculated as 

[
𝛿𝑘

|𝑉𝑘|
]
𝑡+1

= [
𝛿𝑘

|𝑉𝑘|
]
𝑡

− [ 𝐽−1] [
𝑃𝑘

𝑄𝑘
] (5.29) 

where 𝑡 is the index for the iteration steps. 

5.2.2.2 Active power – voltage droop control 

In a power system which consists of induction or synchronous generators, the network will 

have an inertia response. Therefore, an accurate load share is important to prevent over-

shedding. The voltage magnitude per node drops proportionally alongside the distance between 

the correlated node and the generation or feeder bus. Therefore, each node will have different 

voltage droop constant which varies following the rise and fall of its active and reactive power. 

Focussing on the voltage correction, in this paper, the P-V droop control method is used to 

calculate the amount of active power that should be reduced in a node that is facing under-

voltage. 

 The P-V droop constant is calculated by repeating the Newton-Raphson power flow 

analysis process, whereby with each repetition, the amount of active and reactive power of the 

affected node is reduced. Then, the droop constant is calculated by linearising the power flow 

analysis results using a simple linear regression as 

𝑃𝑘
adjusted

= 𝑎 + (𝑏 × |𝑉𝑘
adjusted

|) (5.30) 

where 𝑃
adjusted

 denotes the adjusted active power of the affected load bus when the magnitude 

voltage is adjusted to |𝑉
adjusted

|, 𝑎 is the intercept, and 𝑏 is the droop gain. 

  If there is “N” OPF repetition, then 𝑎 and 𝑏 are defined as 

𝑎 =
∑ 𝑃𝑘

𝑛𝑁
𝑛=1 × ∑ (|𝑉𝑘|𝑛)2𝑁

𝑛=1 − ∑ |𝑉𝑘|𝑛𝑁
𝑛=1 × ∑ |𝑉𝑘|

𝑛 × 𝑃𝑘
𝑛𝑁

𝑛=1

𝑁 × ∑ (|𝑉𝑘|𝑛)2𝑁
𝑛=1 − (∑ |𝑉𝑘|𝑛𝑁

𝑛=1 )2
 (5.31) 

𝑏 =
𝑁 × ∑ |𝑉𝑘|𝑛 × 𝑃j

𝑛𝑁
𝑛=1 − ∑ |𝑉𝑘|𝑛𝑁

𝑛=1 × ∑ 𝑃𝑘
𝑛𝑁

𝑛=1

𝑁 × ∑ (|𝑉𝑘|𝑛)2𝑁
𝑛=1 − (∑ |𝑉𝑘|𝑛𝑁

𝑛=1 )2
 (5.32) 
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Referring to the result from (5.1), the amount of active power to be reduced (∆𝑃𝑘) is 

defined as 

∆𝑃𝑘 = 𝑃𝑘
adjusted

− 𝑃𝑘 (5.33) 

The amount of reactive power to be deferred is calculated by assuming that the power factor at 

the affected bus remains unchanged.  

∆𝑄𝑘 = ∆𝑃𝑘  
sin 𝜃𝑘

cos 𝜃𝑘
 (5.34) 

where ∆𝑄  is the targeted load’s reactive power to be reduced.  

5.2.2.3 Load adjustment 

From this section onwards, the methods described above are developed and evaluated in 

MATLAB. Now, let us consider a small-radial microgrid which is shown in Fig. 5.5 as the modelled 

microgrid to simulate the effect of RESs fluctuation on the voltage deviation in the microgrid. 

This microgrid consists of a diesel generator (DG), and it is assumed as the slack unit, a PV system, 

four load busses, and the 6 kV distribution line.  

 

Figure 5.5 The modelled microgrid. 
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A specific line length between buses is established to simulate the effects of the distance 

between the load and generator buses on the load bus voltage. The microgrid lines’ impedance 

is (1.0697 + i 1.666) ohm/km. The grid’s Sbase is 200kVA while its transformers impedance is 4% 

of its capacity. The total load capacity of each bus is listed in Table. 5.2. By representing the 

proposed grid in the per unit (pu) system, there will be 10 nodes (buses) as shown in Fig. 5.6. 

Table 5.2 The capacity of each load bus. 

Load bus Active power (W) Reactive power (VAr) 

L1 35740 17800 

L2 27240 12240 

L3 92570 37690 

L4 72530 33260 

 

Figure 5.6 The modelled microgrid represented in pu system. 

The power flow analysis is performed with a slack bus voltage set to 10o pu. During the 

experiment, around seven iterations were required for the Newton Raphson method to obtain a 

convergence result. Fig. 5.7 shows the power flow analysis result.  
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Figure 5.7 Load bus voltage when PV power is 90 and 72 kW. 

 When the injected power from the PV system is 90kW, all the load buses are within the 

allowed voltage magnitude. However, when the PV system’s active power decreases to 72kW, 

only bus-L4 encounters under-voltage, i.e. 0.947 pu. It can be seen that bus-L4, the location of 

which is the farthest from the generation bus, suffers the biggest voltage reduction. On the other 

hand, bus-L2 encounter the smallest voltage drop because this bus is the nearest node, and it 

also has the smallest load’ capacity; note that the power dissipated on the distribution network 

increases in proportion to its total line impedance and the current flows in it. 

 Let us consider that bus-L4 of the modelled microgrid needs to have a voltage magnitude 

of 0.955 pu. As shown in Fig. 5.7, that after the PV output power is decreased from 90 to 72 kW, 

load bus-4, the distance from the feeder bus is the farthest encountered under voltage. As 

mentioned before, line losses contribute to the voltage drop [140]; thus, the farther a load bus 

is located from the generation unit, the greater will be its drop in voltage.  

 In this thesis, by repeating the Newton-Raphson power flow analysis 15 times, and using 

the results as the input for the linear regression, the droop constant is determined. During the 

simulation, the PV system output power is set to 72kW while the capacity of the bus-L4 is 

decreased with each step to reduce the bus-L4 capacity by 0.2%. Results of this repetition are 

shown in Fig.5.8. Using equations (5.31) and (5.32), the intercept 𝑎 and droop gain 𝑏 are 

retrieved; 𝑎 is 1.66E+06 and 𝑏 is 1.67E+06. 
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Figure 5.8 The L4-bus active power-voltage droop. 

 Further, let us consider that the desired adjusted magnitude voltage is 0.95 pu; then, using 

the retrieved 𝑎 and 𝑏 the load capacity of bus-L4 is adjusted from 72530 Watt and 33260 VAr to 

70880 Watt and 32503 VAr. With this load adjustment and again using the Newton-Raphson 

method, the voltage magnitude is checked as shown in Fig. 5.9. This figure shows that the voltage 

is corrected to 0.95 pu as desired. Moreover, other load buses' voltage profiles are also 

improved. 

 

Figure 5.9 Buses' voltage before and after load adjustment. 
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5.2.2.3 Load-shedding optimization 

 Assumed that the desired adjusted magnitude voltage is 0.955 pu; then, using the 

proposed P-V droop control, it has resulted that the bus-L4 capacity should be adjusted to 64693 

W and 29666 Var. This means that the bus-L4 capacity is reduced by 7837 W and 3594 Var. To 

simulate the GA optimisation in selecting the best combination of the shed loads, let us assumed 

that bus-L4 is supplying 40 loads as listed in Table 5.3. 

 In this study, the GA objective is to minimise the number of affected loads and meet the 

constraint of load adjustment capacity. The adjusted capacity must be bigger and as close as the 

targeted power to be reduced. Let us also assume that the upper bond of the adjusted power is 

10% of the targeted power to be reduced. Minimising the number of affected loads is the highest 

priority for GA optimization to be fulfilled with the assumption that a smaller number of 

controlled loads means a faster restoration time. On the other hand, the reactive power 

constraint is the least priority, since a smaller reactive power will improve the system power 

factor.  

Table 5.3 Bus-L4’s loads. 

Load no. 1 2 3 4 5 6 7 8 9 10 

P (W) 680 2220 1590 360 4520 2350 3650 3740 520 2740 

Q (Var) 230 1620 1160 310 2820 1150 1880 2230 140 1390 

Load no. 11 12 13 14 15 16 17 18 19 20 

P (W) 5400 1180 3250 1820 2270 1150 370 140 580 200 

Q (Var) 3500 790 2240 830 1880 -480 190 0 40 0 

Load no. 21 22 23 24 25 26 27 28 29 30 

P (W) 360 210 2000 250 1300 3000 4500 5650 180 2220 

Q (Var) 180 90 -420 70 0 2030 2050 3340 0 1790 

Load no. 31 32 33 34 35 36 37 38 39 40 

P (W) 1180 1650 730 2270 2360 600 860 1700 440 2340 

Q (Var) 250 -460 240 -950 1060 270 230 150 0 1420 

 The chosen combinations of the shed loads are listed in Table 5.4. From this table, it can 

be seen that from the five attempts of GA optimization, the number of shed loads is minimised. 

The total capacity of the shed loads is also resulting in a value which is higher and close to the 
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amount of active and reactive power to be reduced. Table 5.4 also shows bus-L4’s voltage after 

load adjustment. It is noted that the voltage of bus-L4 is around the desired voltage magnitude.  

Table 5.4 Results of 5 attempts GA implementation. 

No. 

Total reduced 
P (W) 

Total reduced 
Q (Var) Index of the 

chosen loads 

Voltage after 
load adjustment 

(pu) Target: 7837 W Target: 3594 VAr 

Upper bound: 8621 Upper bound: 3953 Target: 0.955 

1. 7890 3780 8, 16, 26 0.955114 

2. 8400 3650 11, 25, 38 0.955110 

3. 7980 3650 12, 16, 28 0.955024 

4. 8550 3660 7, 13, 32 0.955149 

5. 7840 3940 8, 19, 31, 40 0.955238 

5.3 Summary 

This chapter has shown that demand response can improve the stability of microgrid. The 

studies show that by preserving the power of the grid-forming unit, the proposed load-shedding 

scheme, which is based on the BES’s SoC level, can prolong the energy supply to the microgrid’s 

critical loads. Furthermore, it is shown that the proposed P-V droop control method, which 

determines the amount of the adjusted capacity of the connected loads on a bus within a 

microgrid, can successfully restore the bus voltage. The studies have also shown that in order to 

minimise the number of affected loads as well as the demand response costs, a load with a higher 

capacity and discomfort tolerance level but small economic benefits can be controlled more 

often. 
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Chapter 6 Determining the Demand Response Incentive 

 In this chapter, an approach has been presented for determining the customer incentives 

that take into consideration of load’ and customer’ types to minimise the discomfort felt by the 

participants as well as maximise the microgrid owner’s profit. The proposed demand response 

optimisation is simulated and evaluated in a modelled microgrid. Further, the incentives are 

calculated and used to analyse the feasibility of the demand response deployment in microgrids. 

The feasibility is examined in terms of the demand response project payback period. Moreover, 

sensitivity analysis is conducted to investigate the effect on the demand response feasibility of 

the allocated fund for incentives and the load variation.  

6.1 The Concept 

 The development of demand response programs is relatively slow. First, both the microgrid 

operator and the customer have to purchase the demand response enabling technologies. The 

need for enabling technologies varies based on the automated level of the demand response 

program chosen by the customers. For example, a fully automated demand response program 

needs advanced software and hardware for its control mechanism, and the conventional load 

may need to change to smart load. Besides, the microgrid operator needs to provide incentives 

to compensate for the customers’ demand response deployment costs and comfort reduction as 

a side effect of demand response execution.  

 The types of incentives presented in [141, 142] are: 

• Indirect incentive: mostly for demand response program based on electricity price 

variation such as peak/off-peak, time of use, critical peak, and seasonal rate. The utility 

needs to send a signal price to the participants 
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• Upfront incentive: the incentive to install the meter and upgrade system and equipment. 

Mostly for the demand response program which requires a response, such as the DR 

program which is intended for frequency correction 

• Fixed per period: 

- based on nominated capacity or number of events, regardless whether it is called 

during demand response events; 

- annually (kW-year), monthly (kW-month) 

• Performance-based: based on the actual performance during demand response events, 

such as the total kWh reduction during demand response event and monthly 

performance ratio between the shed load (kW) and the nominated capacity (kW) 

• Market program: through a bidding process in the real-time and day-ahead market. 

Participants are paid based on the clearing price. Include penalty for the non-

performance of the nominated capacity.  

• Special contract: available for industrial and commercial customers. The compensation 

varies, case-by-case per contract and may include a penalty for non-performance. 

It is stated in [141, 143] that the demand response incentive should be efficient so that 

both the utility and the customers obtain high net profits. For example, the Hawai utility on its 

DLC program for commercial and industrial customers gives incentives of $5 - 10/kW-month of 

the nominated load and an additional $0.5/kWh for the reduction during shedding events. 

However, this incentive is considered inefficient because the cost of the incentive is higher than 

the cost of dispatching the high-cost peaking generation unit. Therefore, this study performs a 

feasibility study of demand response implementation in microgrid by comparing the ratio of 

demand response costs and the benefits to calculate the incentives that can/should be given to 

compensate the participants.  

6.1.1 Demand Response Costs  

To engage in the demand response program, customers need to have the appropriate 

enabling technologies such as smart meters, routers for communication and primary controllers 

for each controlled electric appliance. The costs for residential customers will be less than those 
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for commercial customers that may even need additional upgrading or retrofitting of their 

control systems. Meanwhile, the demand response aggregator incurs additional costs for the 

development of the demand response program to include extra communication and 

computation across the network.  

A microgrid may already comprise some of the required demand response enabling 

technologies. One good example is the smart meters, as well as the communication technologies, 

up to a limit. However, additional costs may be needed for system upgrading to adjust the 

existing technologies to the requirements of the proposed demand response program. 

Therefore, the total initial costs for the demand response deployment can be formulated as 

𝐶𝑜𝑠𝑡int = 𝐶𝑜𝑠𝑡ET + 𝐶𝑜𝑠𝑡SU + 𝐶𝑜𝑠𝑡MA (6.1) 

where 

𝐶𝑜𝑠𝑡ET = 𝐶𝑜𝑠𝑡ET
res + 𝐶𝑜𝑠𝑡ET

com 

= ∑ (𝑐𝑜𝑠𝑡m
𝑖 + 𝑐𝑜𝑠𝑡co

𝑖 + 𝑐𝑜𝑠𝑡inst
𝑖 + 𝑐𝑜𝑠𝑡up

𝑖 )
𝑁cus

𝑖=1
 

(6.2) 

𝐶𝑜𝑠𝑡ma =  𝑟MA × 𝑃𝑟𝑜𝑓𝑖𝑡DR (6.3) 

where 𝐶𝑜𝑠𝑡𝑖𝑛𝑡, 𝐶𝑜𝑠𝑡𝑒𝑡, 𝐶𝑜𝑠𝑡𝑠𝑢, and 𝐶𝑜𝑠𝑡𝑚𝑎 are the initial, enabling technology, system 

upgrading, and marketing costs; superscripts res and com refer to the residential and commercial 

customers; 𝑐𝑜𝑠𝑡𝑚, 𝑐𝑜𝑠𝑡𝑐𝑜, 𝑐𝑜𝑠𝑡𝑖𝑛𝑠𝑡 and 𝑐𝑜𝑠𝑡𝑢𝑝 are the cost for meters, communication 

technologies, installation, and upgrading equipment; 𝑟𝑚𝑎 is the percentage of the profit (denoted 

by 𝑃𝑟𝑜𝑓𝑖𝑡𝐷𝑅 , defined in below) used for marketing and 𝑘 (1 ≤ 𝑘 ≤ 𝑁cus) denotes the customer 

index. 

6.1.2 Demand Response Benefits   

Assuming a grid-connected microgrid, the first benefit of deploying the demand response 

program is a reduction of the cost of purchasing additional energy from the upstream grid. 

Moreover, with demand response shifting program, some of the loads which are usually 

operated during peak period can be shifted to non-peak periods when the electricity spot price 

is lower. In addition, a reduction in the amount of power consumed will indirectly reduce power 

loss in the distribution line, as well as CO2 emissions. The benefits of CO2 reduction can be 
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quantified based on the carbon tax policy and the CO2 emission factor associated with electricity-

producing [32]. 

The additional profits of demand response implementation (denoted by 𝑃𝑟𝑜𝑓𝑖𝑡DR
ℎ ) ) are 

calculated as the difference between the microgrid’s ongoing revenue and cost of energy before 

and after implementing the demand response program (respectively denoted by 𝑃𝑟𝑜𝑓𝑖𝑡DR,ℎ and 

𝑃𝑟𝑜𝑓𝑖𝑡ℎ ); i.e.,  

𝑃𝑟𝑜𝑓𝑖𝑡DR
ℎ = 𝑃𝑟𝑜𝑓𝑖𝑡DR,ℎ − 𝑃𝑟𝑜𝑓𝑖𝑡ℎ  (6.4) 

where  

𝑃𝑟𝑜𝑓𝑖𝑡ℎ = 𝑅𝑒𝑣𝑒𝑛𝑢𝑒ℎ − 𝐶𝑜𝑠𝑡ES
ℎ − 𝐶𝑜𝑠𝑡CO2

ℎ   (6.5) 

in which 𝑅𝑒𝑣𝑒𝑛𝑢𝑒ℎ , 𝐶𝑜𝑠𝑡ES
ℎ  and 𝐶𝑜𝑠𝑡CO2

ℎ  respectively denote the microgrid’s income from 

supplying electricity to the customers, its cost of energy supply, and its carbon tax resulting from 

CO2 emission, and ℎ is the time index (e.g., in hours).  

The 𝑅𝑒𝑣𝑒𝑛𝑢𝑒ℎ  in (6.5) is calculated by considering the amount of power supplied to the 

loads (denoted by 𝑃load
ℎ ), the energy tariff of the loads (denoted by 𝑇𝑎𝑟𝑖𝑓𝑓cus

ℎ ) and the duration 

of the supply (denoted by 𝑇) from 

𝑅𝑒𝑣𝑒𝑛𝑢𝑒ℎ = 𝑃load
ℎ × 𝑇𝑎𝑟𝑖𝑓𝑓cus

ℎ × 𝑇 (6.6) 

Again, in (6.5), 𝐶𝑜𝑠𝑡ES
ℎ  can be defined based on the fuel cost of the generators owned and 

operated by the microgrid (denoted by 𝐶𝑜𝑠𝑡fuel
ℎ ), the energy transaction cost with the upstream 

grid (denoted by 𝐶𝑜𝑠𝑡ET
ℎ ) and the wear cost, if any, of the BES within the microgrid, (denoted by 

𝐶𝑜𝑠𝑡BES
ℎ ) in the form of 

𝐶𝑜𝑠𝑡ES
ℎ = 𝐶𝑜𝑠𝑡fuel

ℎ + 𝐶𝑜𝑠𝑡BES
ℎ + 𝐶𝑜𝑠𝑡ET

ℎ  (6.7) 

in which 

𝐶𝑜𝑠𝑡fuel
ℎ = 𝐹𝑢𝑒𝑙ℎ × 𝑇𝑎𝑟𝑖𝑓𝑓fuel

ℎ  (6.8) 

𝐶𝑜𝑠𝑡BES
ℎ = 

𝐶𝑜𝑠𝑡BES
rep

× |𝑃BES
ℎ | × 𝑇

𝐸th × √𝜂
 (6.9) 

𝐶𝑜𝑠𝑡𝐸𝑇
ℎ = 𝐶𝑜𝑠𝑡imp

ℎ − 𝑅𝑒𝑣𝑒𝑛𝑢𝑒exp
ℎ    (6.10) 
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where 𝐹𝑢𝑒𝑙ℎ and 𝑇𝑎𝑟𝑖𝑓𝑓fuel
ℎ  are the amount of fuel consumption for the generators owned and 

operated within the microgrid and its unit purchase price, 𝐶𝑜𝑠𝑡BES
rep

, 𝐸th, 𝜂 and 𝑃BES
ℎ  are the BES’s 

replacement cost, throughput energy, round trip efficiency, and the discharging power; and 

𝐶𝑜𝑠𝑡imp
ℎ  and 𝑅𝑒𝑣𝑒𝑛𝑢𝑒exp

ℎ  are respectively the cost of importing a power of 𝑃imp
ℎ  from the 

upstream grid and exporting 𝑃exp
ℎ  to that, respectively at rates of 𝑇𝑎𝑟𝑖𝑓𝑓imp

ℎ  and 𝑇𝑎𝑟𝑖𝑓𝑓exp
ℎ , 

defined by 

𝐶𝑜𝑠𝑡imp
ℎ = 𝑃𝑖𝑚𝑝

ℎ × 𝑇𝑎𝑟𝑖𝑓𝑓imp
ℎ × 𝑇 (6.11) 

𝑅𝑒𝑣𝑒𝑛𝑢𝑒exp
ℎ = 𝑃exp

ℎ × 𝑇𝑎𝑟𝑖𝑓𝑓exp
ℎ × 𝑇 (6.12) 

The difference between the consumed and the generated power within a microgrid 

(denoted by 𝑃𝐷𝐶𝐺
ℎ ) can be calculated with 

𝑃DCG
ℎ = 𝑃load

ℎ + 𝑃loss
ℎ − 𝑃BES

ℎ − 𝑃RES
ℎ − 𝑃Gen

ℎ  (6.13) 

where 𝑃loss
ℎ  is the power loss in the microgrid’s network, while 𝑃RES

ℎ  and 𝑃Gen
ℎ  are respectively 

the generated power by the renewable energy resources and the generated power by the 

generators owned and operated in the microgrid. If 𝑃DCG
ℎ > 0, then 𝑃imp

ℎ = 𝑃DCG
ℎ . However, if 

𝑃DCG
ℎ < 0, 𝑃exp

ℎ = 𝑃DCG
ℎ . Note that, 𝑃BES

ℎ  is positive during discharging and negative when 

charging. 

Now, from (6.1) and (6.4), the NPV of deploying the demand response program over 𝑁 

years (i.e., the project lifetime) can be defined from  

𝑃𝑟𝑜𝑓𝑖𝑡DR
NPV = ∑

𝑃𝑟𝑜𝑓𝑖𝑡DR
𝑦

(1 + 𝑅𝐷𝑅)𝑦−1

𝑁year

𝑦=1
− 𝐶𝑜𝑠𝑡int (6.14) 

where 𝑅𝐷𝑅 is the real discount rate.  

6.1.3 Microgrid Tariff  

Large interconnected power systems usually have low-cost central generations; thus, their 

levelized cost of energy (LCOE) is usually cheaper than that of a microgrid. Moreover, electricity 

tariff structure in some countries may include subsidies so that the tariff does not reflect the 

actual cost of energy production. Thus, the microgrid operator may encounter financial loss if 
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offers the same tariff to its customers as that of the upstream grid. Hence, some studies such as 

[144, 145] have focused on determining the energy tariffs for the customers in a microgrid. With 

the discounted method in [146, 147], the microgrid LCOE can be calculated as 

𝐿𝐶𝑂𝐸 =  
∑

𝐶𝑜𝑠𝑡
invest
𝑦

 +𝐶𝑜𝑠𝑡O&M
𝑦

+ 𝐶𝑜𝑠𝑡
fuel
𝑦

+ 𝐶𝑜𝑠𝑡ET
𝑦

 

(1+𝑅disc)
𝑦

𝑌
𝑦=1

 ∑  
(𝐸𝐺

𝑦
+ 𝐸

imp
𝑦

 )

(1+𝑅disc)
𝑦

𝑌
𝑦=1  

 (6.15) 

where 𝐶𝑜𝑠𝑡invest is the investment costs for deploying the microgrid such as the cost for 

purchasing generator unit, renewable power plant, BES, and building the MG distribution 

network; while 𝐶𝑜𝑠𝑡O&M is the microgrid operating and maintenance cost. 

With the 𝐿𝐶𝑂𝐸 defined in (6.15), the electricity tariff in the microgrid is formulated as 

𝑇𝑎𝑟𝑖𝑓𝑓cus
peak,ℎ

= (1 + 𝑟profit) × 𝐿𝐶𝑂𝐸 × 𝑟peak  (6.16) 

𝑇𝑎𝑟𝑖𝑓𝑓cus
off-peak,ℎ

= (1 + 𝑟profit) × 𝐿𝐶𝑂𝐸 × 𝑟off-peak   (6.17) 

where 𝑟profit is the ratio of the microgrid operators’ desired profit versus the experienced LCOE 

while 

𝑟peak =  1 + 
∑ 𝐸imp

𝑦𝑁year

𝑦=1

∑ 𝐸𝐺
𝑦

+ Eimp
𝑦𝑌

y=1

 (6.18) 

𝑟off-peak = 
∑ 𝐸𝐺

𝑦
+ 𝐸𝑖𝑚𝑝

𝑦
+ (𝐸𝐺

y
)
2
− (𝐸imp

𝑦
)

2𝑁year

𝑦=1

∑ (𝐸𝐺
y
)
2
+ 𝐸𝐺

𝑦
+ 𝐸imp

𝑦𝑁year

𝑦=1

 (6.19) 

in which 𝐸𝑦 denotes the annual energy in year-y, and 

𝐸𝐺
𝑦

= 𝐸Gen
𝑦

+ 𝐸RES
𝑦

+𝐸BES
𝑦

 (6.20) 

6.1.4 Demand Response Incentives  

Fig. 6.1. shows the flowchart of the proposed method for determining the demand 

response incentives. The microgrid operator gives incentives, as compensation, to the demand 

response participants. To ensure that the microgrid operator will not face financial loss by 

providing an incentive, a percentage of the profit obtained through demand response (denoted 
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by 𝑟𝑖𝑛𝑐) is used as the total incentive (denoted by 𝐼𝑛𝑐NPV), i.e., 

INC𝑁𝑃𝑉 =  rinc × Profit𝐷𝑅
𝑁𝑃𝑉  (6.21) 

Start

Fetch input data:

DR Investment, load & generation profile

Tariff (main grid, microgrid, fuel)

Calculating ongoing revenue and 

CostES before DR

Executing DR optimization 

for shiftable loads

Executing DR optimization for 

controllable and shedable loads

h =  h + 1

h = 24 ?

d = D?

Allocating incentives = 

r% x (SProfit(d) – DR investment)

end

Calculating incentives for each type of loads

Calculating revenue and CostES after DR

Profit(d) =   revenue & CostES before after DR

d = d + 1

Y = Nyear ; D =  Nday; 

H = Nhour ; y = 1 ; d = 1 ; h = 1

Creating load scheduling for the 

shiftable loads based on the a day 

ahead RES forecasting

 

Figure 6.1 Flowchart of the demand response incentives calculation. 
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A demand response action in the form of load-shifting may provide more profit to the 

microgrid operator than a load-shaving action for controllable loads, as the microgrid operator 

will continue to receive revenue from selling electricity to the shifted loads later. On the other 

hand, even though the customers will benefit from bill reduction when some of their loads are 

shifted to the off-peak rate, this bill reduction may not be as great as when their loads are shaved. 

Hence, in this thesis, the customers’ discomfort level and the loads’ economic value are 

taken into consideration when determining the percentage from the allocated incentives fund 

for each load type. Therefore, with the predefined loads weighting the incentive is defined as 

𝐼𝑁𝐶base
𝑦

= 
𝐼𝑁𝐶NPV × (1 + 𝑅𝐷𝑅)y−1 × (𝐸load

DR,y
− 𝐸load

y
) 

(𝐸shift + 𝐸cont + 𝐸shed) × ∑ 𝐸load
DR,𝑦

− 𝐸load
𝑦𝑁year

𝑦=1

 (6.22) 

𝐸𝑥 = ∑ ∑ 𝑃𝑛
ℎ × 𝜔𝑥1

×
𝑁load

𝑛=1
𝐸𝑉𝑥2

× 𝑇
8760

ℎ=1
 (6.23) 

where 𝑥1 ∈ {shift, cont, shed} and 𝑥2 ∈ {res, com} denote the load and customer type 

respectively, 𝑁load is the number of loads for the customers participating in the demand 

response scheme, 𝜔 denotes the weighting of the load type, and 𝐸𝑉 is the economic value of 

the customers. 

From (6.22), the demand response incentive offered to each load of a customer (in $/kWh) 

can be defined from 

𝐼𝑁𝐶𝑥1
= 𝐼𝑁𝐶base × 𝜔𝑥1

× 𝐸𝑉𝑥2
 (6.24) 

considering the load type and the customer’s economic value. Note that, commercial customers 

are assumed to have a higher economic value than residential customers (i.e., 𝐸𝑉com >  𝐸𝑉com). 

This economic value is assumed the same for all residential customer but can be different for 

various commercial customers.  

6.2 Mathematical Modelling for the Microgrid DERs 

 When analysing the effects of deploying a demand response program in the microgrid, 

either the cost and the output power of the microgrid DERs need to be represented in the related 

mathematical modelling. This section describes the mathematical modelling of the PV system 
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output power and its forecasting, the fuel used by the diesel generator, the BES charge and 

discharge process, and the power loss in the microgrid network. 

6.2.1 PV Forecasting 

 Because the modelled microgrid consists of a PV system and the modelled shift-able loads 

have their preferred time to be shifted, in choosing the neighbourhood load’s operating time, 

the PV output prediction is taken into consideration so that load-shifting will not create another 

peak load because of over-shifting. Solar insolation can be forecasted either using a stochastic, 

time series, or artificial intelligence method [148, 149].  

 As in this study, only a series of historical insolation data is available; thus, a time series 

method is used in predicting solar insolation. Seasonal auto-regressive integrating moving 

average (ARIMA) model is used with its seasonal P (regression), D (differencing), Q (moving 

average) order is 2, 1, 1. The S (seasonal) order is set to 24 as the model will predict a day-ahead 

(24 hours) solar insolation based on a series of hourly insolation data. Using the backshift 

operator (𝐵), the model can be presented as 

𝜑𝑃(𝐵𝑆)(1 − 𝐵𝑆)𝐷𝑍ℎ = 𝜃𝑄(𝐵𝑆)𝑒ℎ (6.25) 

𝜑3(𝐵
24)(1 − 𝐵24)1𝑍ℎ = 𝜃1(𝐵

24)𝑒ℎ (6.26) 

𝑍̂ℎ = (1 + 𝜑1)𝑍ℎ−24 + (𝜑2 − 𝜑1)𝑍ℎ−48  + (𝜑3 − 𝜑2)𝑍ℎ−72 − 𝜑3𝑍ℎ−96 − 𝜃1𝑒ℎ−24 + 𝑒ℎ (6.27) 

where 𝑍ℎand 𝑍̂ℎ are respectively denote the measured and predicted insolation at hour h, while 

𝜑 and 𝜃 are the constants for the auto-regressive (AR) and moving average (MA) operator 

(autocorrelation function) respectively.  

 Disregarding climatic variation, this study considers that every day, solar insolation will most 

likely have the same magnitude at the same hour of the day. Therefore, instead of using a single 

AR and MA operator through the whole 24 hours ahead prediction, this study uses difference AR 

and MA operator for each time of the day. These AR and MA operators are calculated using the 

first month series of insolation data. These AR and MA operators are estimated using auto-

correlation function (ACF) as  
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𝜑𝑠 =  
covariance(𝑍ℎ , 𝑍ℎ−𝑠)

variance(𝑍ℎ)
 (6.28) 

𝜑𝑠 =  
∑ (𝑍ℎ − 𝑍 )

𝑁hour
ℎ=1 (𝑍ℎ−𝑠 −  𝑍)

∑ (𝑍ℎ − 𝑍)
2𝑁hour

ℎ=1

 (6.29) 

where 𝑠 is the seasonal range, i.e., 24 in this study and 𝑍 is the average value from the hourly 

insolation data. Meanwhile, to measure the performance of the proposed ARIMA model, this 

study considered the mean absolute error (MAE). MAE is one of the methods used to evaluate 

the accuracy of a prediction model. MAE is defined as 

𝑀𝐴𝐸 =
1

𝑁hour
∑ |𝑍ℎ − 𝑍̂ℎ|

𝑁hour

ℎ=1
 (6.30) 

As MAE calculates the average of the absolute difference between the predicted and the actual 

value, this means that all data is weighted equally. Fig. 6.2 shows the measured and predicted 

PV output power on two consecutive days. The MAE value calculated from the measured and 

predicted data of the PV output power over one year results in the MAE of 4.61 kW for a system 

with maximal PV output power of 100 kW.  

 

Figure 6.2 PV prediction in two consecutive days. 

 

 

 

 

0

10

20

30

40

50

60

70

80

0 4 8 12 16 20 0 4 8 12 16 20

A
c
ti
ve

 p
o

w
e

r 
(k

W
)

hour (0 - 23)
Measured Predicted



Chapter 6 Determining the Demand Response Incentive 

 

76 

6.2.2 BES Utilisation 

 In the BES system modelling, this study uses an idealised BES model, which assumes that 

the BES voltage remains constant during the charge and discharge process. Therefore, the BES’s 

SoC can be estimated using the coulomb counting method [150] as  

𝑆𝑂𝐶ℎ = 𝑆𝑂𝐶ℎ−1 + 
𝐼ℎ

𝑅𝐶BES
 ∆ℎ  (6.31) 

where SOCℎ and SOCℎ−1 are the BES SoC at the current and previous hour respectively, 𝐼ℎ  is the 

discharge current at the current time step, 𝑅𝐶BES is the BES rated capacity, and ∆ℎ is the 

discharge hours. 

 Because the balanced parameter in this study is the microgrid’s active power, where 𝑃𝐵𝐸𝑆
ℎ  is 

the BES power at the current time step, the simplified SoC BES modelling will be calculated in 

kWh instead of Ah as 

𝑆𝑂𝐶ℎ = 𝑆𝑂𝐶ℎ−1 + (𝑃BES
ℎ × ∆ℎ)  (6.32) 

 The BES’ charging and discharging processes are constrained by the BES’ maximal and 

minimal SOC, and the BES’ maximal charging and discharging power. If the remaining energy 

stored in the BES has reached its minimum SOC, then discharging cannot occur. Whereas, the 

charging process terminates when the BES has fully charged. Meanwhile, maximal charging 

(𝑃BES,charge
max ) and discharging power (𝑃BES,discharge

max ) are defined as 

 𝑃BES,charge
max  = 𝑁BES × 𝑉BES × 𝐼BES,charge

max  (6.33) 

𝑃BES,discharge
max  = 𝑁BES × 𝑉BES × 𝐼BES,discharge

max  (6.34) 

where 𝑁BES is the number of batteries, 𝑉𝐵 is the BES nominal voltage (Volt), and 𝐼BES,charge
max  and 

𝐼BES,discharge
max  are respectively the maximal current charging and discharging (Ampere).  

 The lifetime of a BES is usually limited. In this study, the modelled BES lifetime is based on 

its life cycle. Therefore, the BES throughput is defined as the total energy from the BES charging 

and discharging throughout its lifetime; the BES energy throughput (𝐸th) is formulated as 

𝐸th =  𝐸BES
rated  ×  𝐵𝐸𝑆𝑙𝑐 × 2 (6.35) 
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where 𝐸BES
rated is the BES energy rated capacity and 𝐵𝐸𝑆𝑙𝑐 is the BES lifecycle which can be 

obtained in the BES datasheet. Meanwhile, as one cycle consists of charging and discharging, 

thus it is multiplied by “2”. 

 In this study, it is assumed that the BES system experiences one cycle of charging and 

discharging per day. Thus, the BES is set to be charged during day-time when the PV system has 

high output power, and is allowed to discharge only during the night when the microgrid facing 

a power shortage and the upstream grid tariff is higher than the microgrid tariff. The depth of 

discharge is constrained to 80%; thus, the minimal SoC is 20%. Fig. 6.3 illustrates the charging 

and charging cycle of the BES. 
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Figure 6.3 Charging and discharging cycle. 

6.2.3 Fuel Used from Diesel Generation 

 A diesel generator will have better fuel efficiency when operated near its full load. In this 

paper, the diesel engine fuel curve is defined by linearising the fuel consumption data provided 

in its datasheet. The diesel fuel curve is formulated using a simple linear regression as  

𝐹𝑢𝑒𝑙ℎ = 𝑎 + (𝑏 ×  𝑃Gen
ℎ ) (6.36) 

𝑎 =
∑ 𝑃Gen

𝑛𝑁DI
𝑛=1 × ∑ (𝐹𝑢𝑒𝑙𝑛)2𝑁DI

𝑛=1 − ∑ 𝐹𝑢𝑒𝑙𝑛
𝑁DI
𝑛=1 × ∑ 𝑃Gen

𝑛 × 𝐹𝑢𝑒𝑙𝑛
𝑁DI
𝑛=1

𝑁DI × ∑ (𝐹𝑢𝑒𝑙𝑛)2𝑁DI
𝑛=1 −  (∑ 𝐹𝑢𝑒𝑙𝑛

𝑁DI
𝑛=1 )

2  (6.37) 

𝑏 =
𝑁DI × ∑ 𝑃Gen

𝑛 × 𝐹𝑢𝑒𝑙𝑛
𝑁DI
𝑛=1 − ∑ 𝑃Gen

𝑛𝑁DI
𝑛=1 × ∑ 𝐹𝑢𝑒𝑙𝑛

𝑁DI
𝑛=1  

𝑁DI × ∑ (𝐹𝑢𝑒𝑙𝑛)2𝑁DI
𝑛=1 − (∑ 𝐹𝑢𝑒𝑙𝑛

𝑁DI
𝑛=1 )

2  (6.38) 

where 𝑎 is the fuel curve intercept, 𝑏 is the fuel curve slope, and 𝑁DI is the number of data for 

the iteration which are provided in the generator’s datasheet. 
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6.2.4 Line Losses 

 In this study, it is assumed that the system power factor is maintained near 1; thus, the 

value of reactive power is ignored. Line losses in the distribution network cause a voltage drop 

as  

𝑉𝑗 = 𝑉1 − 𝐼𝑖 𝑅1−𝑗 (6.39) 

𝑉𝑗 = 𝑉1 −
𝑃load,𝑗

𝑉𝑗
 𝑅1−𝑗 (6.40) 

𝑉𝑗 = 
𝑉1 + √𝑉1 − (4 × 𝑅1−𝑗 × 𝑃load,𝑗) 

2 
 (6.41) 

𝐼𝑗 = 
𝑃load,𝑗

𝑉𝑗
 (6.42) 

where 𝑉  and 𝐼  are respectively the voltage magnitude and current flows through a bus; 𝑖 and 

𝑗 denote the index bus; 𝑉1 is the voltage at the feeder which is assumed to be 1 pu, and 𝑅1−𝑗 is 

the line resistance from feeder to the bus 𝑗. Therefore, the power dissipated through the 

transmission line is defined as  

𝑃loss,𝑗 =  𝐼𝑗
2𝑅1−𝑗 (6.43) 

6.3 Study Case 

Let us consider the microgrid system of Fig. 6.4 in the form of a radial system, consisting of 

a diesel generator (DG) of 450 kW, a PV system of 100 kWp, a BES of 20kWh, and two commercial 

buildings and 50 residential customers. Bus-1 represents the first 20 households, bus-2 supplies 

a commercial building, bus-3 is connected to a commercial building and 10 households, and bus-

4 is connected to the 20 households.  

There will be no curtailment of the power output by the PV system. Meanwhile, the DG is 

constrained to its minimum loading, i.e., 35% from its rated capacity. If the total amount of power 

consumed is lower than the DG minimum power, the microgrid will export the excess power to 

the upstream grid. On the other hand, prior to the implementation of the microgrid demand 

response program, if there is shortage power, at first the BES system will discharge its stored 

energy, and if the power deficiency persists, then the microgrid will import energy from the 
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upstream grid. On the other hand, if the microgrid has excess power, at first it will try to re-

charging the BES storage, and then sell the remaining excess power to the upstream grid. 
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Figure 6.4 Grid-connected microgrid network under consideration. 

Each customer’s loads are profiled for one week on an hourly basis. The load’s profile is 

assumed to be the same for each week. This one-week data is then extended to cover the lifetime 

of the program. However, the profile of solar insolation varies based on data taken from a 

pyranometer located in Jakarta, Indonesia; thus, demand response profit varies every day. 

Because the business activity in the commercial buildings takes place during weekdays only, 

there will be a significant difference between the load profiles for weekdays and weekends as 

shown in Fig. 6.5. This figure also shows the profiles of different types of loads such as shiftable, 

uninterruptable, controllable and shedable loads. 

Fig. 6.6 illustrates typical demand and generation profiles for a typical day. The network 

peak period is assumed to be between 18:00 and 20:00. This figure also shows the profile of the 

power imported from the upstream grid. Furthermore, each load has specific information that is 

used to calculate the load’s capacity and flexibility weighting. 
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Figure 6.5 Profile of loads over one week. 

 

Figure 6.6 Load and generation profile in a typical day. 

Table 6.1 presents the microgrid project’s investment, as well as its periodic costs for the 

operation and maintenance (O&M) and part replacement costs. The cost of the fuel used by the 

diesel generator and the purchase of energy from the microgrid upstream grid in the first year 

of operation are also listed in Table 6.1. Note that the currency in this chapter is the Australian 

dollar. 
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Table 6.1 Microgrid development costs [42-27]. 

Initial costs Price (AU$) Annual costs Price (AU$) 

PV system (100 kWp) 157,400 PV System O&M 1,440 

Diesel generator (560 kVA) 98,000 Distribution system O&M 20,238 

BES (2 kWh) 14,800 Microgrid controller O&M 3,607 

Network 407,690 DG maintenance 25,331 

Control and protection 180,351 BES replacement 4,536 

Installation and commissioning 125,867 Controller replacement 59,829 

Other 188,000 Fuel used (1st year) 1,041,670 

  Import energy (1st year) 67,760 

The cash flow diagram in Fig. 6.7 depicts the periodic costs during the project’s lifetime (25 

years) with a 4% nominal discount rate and a 2% inflation rate [151, 152]. Based on the cash flow 

data, total capital expenditure is $1,172,108 while the NPV of total operating expenditure is 

$25,942,143; thus, the total cost of energy production is $27114251. In this study, it is assumed 

that the demand profile will be the same every year; thus, the NPV of the total consumed energy 

is 62051837kWh. Therefore, the microgrid LCOE is: 

LCOE =
NPV total cost

total energy
= 

$27114251

 62051837kWh
=  0.436961 $/kWh 

With the above LCOE and given the microgrid will earn a profit of 10%, 𝑇𝑎𝑟𝑖𝑓𝑓cus
peak,ℎ

 and 

𝑇𝑎𝑟𝑖𝑓𝑓cus
off-peak,ℎ

respectively become 0.512189 and 0.478302 $/kWh. 

 

Figure 6.7 Cash flow diagram with the discounted method. 
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In this study, the upstream grid electricity price consists of three different tariffs for the off-

peak, shoulder, and peak periods during weekdays [153]. On the other hand, in the microgrid, 

the peak period occurs twice a day; therefore, the microgrid tariff varies only in terms of off-peak 

and peak tariffs. As shown in Fig. 6.8, the upstream grid tariff is higher than the microgrid tariff 

from 15:00 to 21:00; hence, the microgrid may encounter losses during this period. Therefore, 

load-shifting, shaving, and shedding will be performed only within this time frame. 

 

Figure 6.8 The microgrid and its upstream grid electricity tariff. 

On the other hand, the demand response deployment costs are assumed as listed in Table 

.6.2 and Table .6.3. As reported in [154], Fort Irwin, a military installation, has been participating 

in the demand response program. At first, they implemented a manual demand response; 

however, this method did not produce the desired performance and result. Therefore, they then 

implemented an open automated demand response program. Therefore, in this thesis, it is 

assumed that the implemented demand response program is an automated demand response 

so that the periodic cost of demand response program management is assumed to be zero. 

Moreover, the periodic cost for data communication is also ignored in this study, as it is assumed 

that the microgrid already has a communication infrastructure. 
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Table 6.2 Assumed demand response deployment costs incurred at the user-end. 

Item Cost per unit ($) Total cost ($) Building 1 Building 2 

Smart meter 330 16500 600 700 

Programmable thermostat 50 2500 300 - 

Switch Load control 40 2000 560 1440 

Communication Module 70 3500 400 600 

Installation & Commissioning 120 6000 600 1300 

Miscellaneous 20 1000 300 500 

smart plugin, dimmer  
 

120 600 

Energy Management System 
 

1000 2000 

Total 31500 3880 7140 

Table 6.3 Assumed demand response deployment cost incurred to the microgrid operator. 

Item Cost ($) 

Upgrading the billing & control system 8600 

Marketing cost 1600 

System developer  3400 

Commissioning & installation 3800 

Miscellaneous 1100 

Total 18500 

Tables 6.4, 6.5, and 6.6 show the examples of the loads’ profile for the shiftable, 

controllable, and shedable loads, respectively. Each load type is represented with 10 loads. Note 

that customer type “1”, “2”, and “3” respectively denote residential, commercial-1, and 

commercial-2 customers and “tr” means that during the correlated day and time, the loads are 

being operated; while the operating day parameters from S to S denote the day from “Sunday” 

to “Saturday” in sequence. In the study, there are 218 shiftable loads, 155 controllable loads, 

and 104 shedable loads. Further, from these tables, the loads weighting capacity, flexibility, and 

economic value are derived.  
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Table 6.7 summarises the GA parameters used to optimize the proposed demand 

response program.  

Table 6.7 GA parameters. 

Parameter Shiftable (daily) Controllable  (hourly) Shedable (hourly) 

Population size 𝑁load × 20 𝑁load × 𝐹𝑙𝑒𝑥cont × 6 𝑁load × 10 

Generation 15 26 20 

Crossover probability 0.8 0.8 0.8 

Mutation probability 0.02 0.01 0.02 

Crossover point random random random 

Mutation point random predefined predefined 

6.3.1 Shiftable Loads 

 Because the output power from a PV system fluctuates depending on weather changes, 

one day ahead PV forecasting is used as a reference for performing load-shifting. In this study, it 

is assumed that loads from the commercial building cannot be shifted as this may affect business 

operations. In this study, it is assumed that some of the residential loads such as washing 

machine, dryer, and dishwasher that usually operate during peak load hours can be shifted from 

5:00 am until 12:00 noon. It is also assumed that some of the households have a hot water tank; 

therefore, their water heater also can be shifted. However, with the consideration of heat losses, 

these loads can be shifted only close to their original operating time.   

 Fig. 6.9 and Fig. 6.10 show the results of the load-shifting under the demand response 

program in a day (during weekdays). Fig. 6.9 shows that some of the shiftable loads have been 

shifted from the peak to the off-peak period. The total amount of imported energy is reduced 

from 483 kWh to 388 kWh, while the total energy of the shifted load is 173 kWh. It can also be 

seen that as a result of load-shifting, the ongoing hourly cost and microgrid revenue have 

changed. 
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Figure 6.9 The consumed power changes after load-shifting. 

 Fig. 6.10 shows that the microgrid earns more profit (revenue – cost) mostly in every hour. 

However, during 15:00 – 17:00, the load-shifting program reduces the microgrid operator’s 

profits because some of the water heaters were shifted to these hours when the upstream grid 

tariff is higher than the microgrid tariff. The microgrid operator’s profit before deploying the 

demand response program is $1,043.24, increasing to $1,051.62 after load-shifting under the 

demand response program. Also, the total energy loss in the network lines has decreased from 

84.8 to 83.3 kWh; as a result, the total amount of power generated to supply the microgrid is 

reduced. Therefore, the microgrid also earns profit from the carbon tax reduction of $0.029. 
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Figure 6.10 Microgrid operator’s hourly cost and revenue changes after load-shifting. 
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 Fig. 6.11 and Fig. 6.12 show the shifted load’s profile. The loads that are depicted with a 

triangular shape are those that remain un-shifted during the demand response event. In the 

studied day, there are 53 available loads whose operating time can be shifted. It can be seen 

that, of the 53 loads, only four loads have not shifted as shown in Fig. 6.12. These four loads have 

0 discomfort level. Of the 53 loads, 19 have different values of ωflex  ×  ωcap and the four 

unshifted loads ranked at number 1 and 3 sorted from the smallest value. This result indicates 

that the proposed optimisation method has prioritised the loads which have higher capacity and 

flexibility to be chosen during demand response events. 
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Figure 6.11 The loads’ operation time before and after the load-shifting program. 

0

0.5

1

1.5

2

2.5

3

0

0.3

0.6

0.9

1.2

1.5

1.8

2.1

0 5 10 15 20 25 30 35 40 45 50 55

D
is

c
o

m
fo

rt

w
C

a
p

 *
 w

F
le

x)

Load no.

wCap * wFlex Discomfort  

Figure 6.12 The weighting factor of the affected shiftable loads. 
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6.3.2 Controllable Loads 

The demand response program for the group of controllable loads is executed when the 

microgrid is facing a power shortage when the upstream grid is at peak rate. Fig. 6.13 shows the 

result of demand response strategies for controllable loads. It can be seen that the total amount 

of power consumed from 15:00 to 21:00 has been reduced. This reduction results in additional 

profit to the microgrid as shown in Fig. 6.14 as it has reduced the imported power from the 

upstream grid at the expensive peak period tariff. The total controllable demand response profit 

for the simulated day is $5,45. Meanwhile, the reduction from line losses and the total energy 

consumed are 2.1 kWh and 105 kWh, respectively. Therefore, the additional profit from CO2 

reduction is $2.03. 

 If at hour ℎ, the maximal available capacity that can be reduced from the controllable load 

is smaller than the targeted import power to be reduced, all the available controllable load will 

be controlled to the maximum allowed by the command to be applied; thus, all of these loads 

will encounter maximal discomfort. Meanwhile, if the targeted power to be shaved is smaller 

than the available power from controllable loads, the GA optimisation method will be carried 

out. Every demand response event which is affecting the controllable loads may cause 

discomfort to customers, which level of the discomfort varies from 0 to 1. Its shown in Fig. 6.13 

that at hour 15:00 the targeted reduced power (12.02kW) is smaller than the maximal available 

load to be reduced (20.31kW).  
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Figure 6.13 Consumed power changes with controllable demand response. 
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Figure 6.14 Profit from controlling the controllable loads under the demand response program. 

 The profile of the affected loads is shown in Fig. 6.15 and Fig. 6.16. During this hour, there 

are 12, two, and eight available loads from the residential, commercial building-1, and 

commercial building-2, respectively. Using GA optimisation, of the 22 available loads, only three 

loads have not had their power reduced. Sorting from the smallest to the largest value of  

ωflex × ωcap, these three loads are ranked at 4. 
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Figure 6.15 Power reduction from the controllable loads. 
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Figure 6.16 The weighting factor of the affected controllable loads. 

6.3.3 Shedable Loads 

 If the microgrid still faces power deficiency, then it will begin to execute the load-shedding 

process. Similar to the strategy applied to the controllable loads, the GA optimisation will be 

executed when the available capacity from the shedable loads is higher than the capacity 

requiring to be reduced. Figs. 6.17 and 6.18 show the result of controlling the shedable loads 

under the demand response program. The total shedable demand response profit for a specific 

day is $7.95, and the total load and line losses reduction is 368 kWh; thus, the carbon tax 

reduction is $6.94. 
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Figure 6.17 Consumed power changes from controlling the shedable loads under the demand 
response program. 



Chapter 6 Determining the Demand Response Incentive 

 

91 

 

Figure 6.18 Profit from controlling the shedable loads under the demand response program. 

 To avoid the violation of set discomfort, each load has predefined information regarding 

the maximum number of shedding events per day. In every shedding event, the demand 

response optimisation memorises the discomfort level caused by each affected load. This 

discomfort level is then accumulated and reset every day. Fig. 6.19 shows that of the 31 available 

loads, only 12 loads have been disconnected. Moreover, loads with less flexibility, small capacity, 

and a high economic weighting factor are less likely to be controlled. Furthermore, Table 6.8 

shows the discomfort caused by seven shedable loads which are running from 16:00 to 20:00; it 

can be seen that once the discomfort has reached its maximum level, the affected load can no 

longer be shed during the following operating hours. 

  

Figure 6.19 The shedable loads’ weighting factor and the discomfort caused by the affected 
loads. 
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 Table 6.8 Discomfort caused by the affected shedable loads’. 

Maximum demand 

response event 
Capacity 

Operating hour (discomfort level) 

16 17 18 19 20 

4 2750 
  

0.25 0.5 0.75 

2 750 0.5 On 1 On On 

3 2750 0.33 
 

0.67 1 On 

2 550 On On 0.5 1 On 

2 1300   0.5 1 On 

2 1100 0.5 On 1 On  
2 1800  On 0.5 1 On 

note:             indicate that load is not currently operated 

 Fig. 6.20 shows the total amount of affected energy, while Fig. 6.21 shows that the total 

demand response profit for one year is $9,857. It can be seen that the load-shifting program 

brings the largest profit because by implementing the load-shifting program, the total amount 

of energy sold to the customer remains the same while the cost of energy supply decreases. The 

smallest profit comes from controllable demand response because, in this study, the available 

capacity from the studied controllable loads was not as big as the available capacity from 

shedable loads. Assuming that there are no generation and consumption changes during the 

lifetime of the demand response project, the NPV profit over 10 years becomes $101,852. 

 

Figure 6.20 The affected energy supply to the customers in one year.  
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Figure 6.21 Profit of the demand response implementation in one year. 

 Assuming that there are no changes to generation and consumption during the lifetime of 

the demand response project, the additional revenue obtained by the microgrid from deploying 

demand response for 10 years is $101,852. Therefore, the NPV of the demand response profit is 

$40,832. As mentioned, it is assumed that 20% of the demand response profit is allocated for 

the customer incentive. Thus, the total amount allocated for the incentive is $8,166, resulting in 

an incentive of $790 for the first year. Given that 𝜔Shift, 𝜔Cont and 𝜔Shed are 0.3, 0.5, and 0.7 

respectively, and 𝐸𝑉res, 𝐸𝑉com1 and 𝐸𝑉com2 are 0.3, 0.8, and 0.6 respectively, then the incentives 

are calculated as presented in Table 6.9, assuming that the microgrid operator has paid all the 

DR deployment costs.  

Table 6.9 Demand response incentives per load types when all the deployment costs are paid 
by the microgrid operator. 

Load type  

Customer type 

Residential  Commercial building 1 Commercial building 2 

(cents/kWh)  (cents/kWh) (cents/kWh)  

Shiftable  0.2822 - - 

Controllable 0.4704 1.2543 0.9407 

Shedable 0.6585 1.756 1.317 

 Let us consider that the costs of enabling technologies at the end-user side are the 

participants’ responsibility. In this case, the 10-year NPV of demand response profit becomes 

$83,352 and the first-year’s allocated fund for incentive becomes $1613. Given this allocated 
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fund, the incentives for each type of load are shown in Table 6.9. Table 6.10 shows that, on 

average, the residential customers receive an incentive of $20.14 in one year. Meanwhile, 

commercial customers 1 and 2 receive $193 and $414 respectively.  

Table 6.10 Demand response incentives per load types when the end-user deployment costs 
are paid by participants. 

Load type  

Customer type 

Residential  Commercial building 1 Commercial building 2 

(cents/kWh)  (cents/kWh) (cents/kWh)  

Shiftable  0.5761 - - 

Controllable 0.9602 2.5604 1.9203 

Shedable 1.3442 3.5846 2.6884 

 Fig.6.22 shows the incentive received by participants in one year. The NPV accumulation 

of the incentive through the demand response project lifetime is shown in Fig. 6.23. From these 

values, it can be deduced that the total amount of incentives received over 10 years is not enough 

to cover the end-users’ demand response costs. The payback period for residential customers is 

29 years on average while that for the commercial customers are 19 and 17 years. Fig. 6.23 shows 

the payback period for each customer type. 
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Figure 6.22 The incentives received by the demand response participants in one year.  



Chapter 6 Determining the Demand Response Incentive 

 

95 

0

1

2

3

4

5

6

7

8

9

0

200

400

600

800

1000

1200

1 4 7 10 13 16 19 22 25 28

C
o
m

m
e
rc

ia
l b

u
ild

in
g
 (
1
0

3
$
) 

R
e
s
id

e
n
ti
a
l (

$
)

project year

Accumulated received incentives DR cost

Residential Building-2Building-1  

Figure 6.23 Payback period of the end-users’ demand response deployment cost with the 
received incentive. 

 However, as each customer’s total amount of consumed energy is reduced and some of 

their load are shifted to the microgrid off-peak tariff, besides receiving incentives, the customer 

will also earn indirect benefits from their electricity bill reduction. Fig. 6.24 shows customer bill 

reductions in a year. The household bill reduction varies from $54 to $1,573, and its average is 

$576.5. Meanwhile, commercial building 1 and building 2 receive bill reductions of $3,932 and 

$10,468 respectively.  With the received incentive plus bill reduction, on average, the payback 

period for the end-user demand response deployment cost is in two years for a residential 

customer and one year for commercial customers as shown in Fig. 6.25. 

 

Figure 6.24 Customers’ bill reduction in one year. 
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Figure 6.25 Payback period of the end-users’ demand response deployment cost with the 

received incentive plus bill reduction. 

6.4 Sensitivity Analysis 

 The following sections analyse the effect of the percentage variation in allocating the 

microgrid operator’s profit of employing demand response for the participants’ incentive toward 

the demand response deployment cost payback period. Furthermore, because energy demand 

is increasing every year, sensitivity analysis is also carried out by varying the microgrid loads.  

6.4.1 Allocated Fund for Incentive 

 In the previous section, the allocated funds from the DR profits are set to 20% for the 

incentive. This is insufficient for both residential and commercial customers as they will not 

receive enough incentive to cover the cost of implementing the DR system. Therefore, a variation 

on the allocated fund is analysed to check its effects on the payback period. Fig. 6.26 shows the 

study result, indicating that at least 70% of the demand response profits needs to be reserved in 

order to pay the incentives so that the end-users’ demand response deployment costs are 

reimbursed within the lifetime of the demand response project. 
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Figure 6.26 Payback period of the end-users’ demand response deployment cost versus the 
percentage of profit allocated for incentive. 

6.4.2 Load Variation 

 It is stated in [155] that the demand for energy is increasing year by year. Therefore, the 

sensitivity analysis of the variation in demand is simulated. In this study, the additional demand 

capacity is added to the group of uninterruptible loads, while the profile of other types of load 

which are the object of the demand response program remains the same. Fig. 6.27 and Fig. 6.28 

show the comparison of microgrid’s load, losses, import, and profit with and without demand 

response. Both figures indicate that the demand response achieves the most profit when the 

total microgrid demand is 80% of the previous modelled profile. 

 Fig. 6.27 shows that with 80% demand, the load reduction is much smaller compared to the 

import reduction, resulting in a smaller reduction in revenue compared to the reduction of 

energy production costs. This occurs as the load-shifting program does not allow additional 

energy to be imported to the shifted hours as the microgrid can supply the demand with the 

power generated by the microgrid’s DERs. Furthermore, it can also be seen from both figures 

that with 90% to 120% load variations, the demand response profit is increasing. However, when 

the microgrid demand is 110% and 120%, the demand response profit changes modestly. This 

occurs because of the limited available capacity of the demand response loads.  
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Figure 6.27 Load variation versus energy changes. 
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Figure 6.28 Load variation versus the microgrid operator’s profit. 

6.5  Summary 

The study results show that under the proposed demand response scheme, a load with a 

higher capacity and greater flexibility tends to be chosen more to be controlled during the 

demand response events. Furthermore, the study results show that the microgrid operator 

benefits financially from the differences between the ongoing costs and revenues, and also from 

carbon tax reduction. Also, the results show that, if only 20% of the demand response profit is 

allocated for paying the participant incentive, and the end-user demand response cost is paid by 

the customer, the offered incentives are not enough to cover the demand response enabling 
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cost within the lifetime of the demand response project. However, the sensitivity analysis result 

of varying the percentage of demand response profit allocated for incentives shows that it is 

possible for the payback period to be within the lifetime of the demand response project. 

Moreover, the result shows that customers benefit from having bill reductions which will help to 

accelerate the rate of return and resulting in a one to two-year payback period.  
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Chapter 7 Conclusions and Recommendations  

This chapter summarises the findings and the results of this study. Also, several 

recommendations are offered for future research related to this area of study. 

7.1 Conclusions 

 The general conclusions of the thesis are: 

➢ The studies have shown that the voltage and frequency of a microgrid, especially an inverter-

based system operating in islanded mode, are prone to the fluctuation of RESs. The 

additional active power control, proposed for the inverters in the thesis, can stabilise the 

microgrid frequency and smooth its transition from the grid-connected to islanded mode.  

➢ The algorithm developed for adjusting the demand capacity by determining the P-V droop 

constant for the individual bus can restore the bus voltage to the desired range of operation 

when the microgrid is overloaded. Meanwhile, the proposed load-shedding sequence based 

on the BES SoC can prolong the supply of energy to the microgrid’s critical loads. 

➢ To minimise the customer discomfort and maximise the microgrid operator’s profit when 

employing the load-shedding approach, the proposed technique classifies the loads into 

shiftable, controllable, and shedable, in addition to differentiating the customers based on 

their economic value. Hence, the loads are then given weighted values that take into account 

each load’s capacity, flexibility to withstand the demand response execution, and economic 

value. The study results show that the proposed load-shedding optimisation scheme for 

voltage correction has minimised the number of shed loads and reduced the demand.  

➢ The thesis has determined the incentives that the microgrid operator will give to the 

customers participating in the demand response program as compensation for their 

discomfort. The study result indicates that the cost incurred by the end-user demand 
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response can be reimbursed within the project’s lifetime. Moreover, customers benefit 

financially from reductions in their electricity bills. 

7.2 Recommendations 

 Several areas in this thesis can be extended with future research as suggested below: 

➢ The modelling of the loads' profile in this study did not involve the actual loads' 

characteristics. For example, a thermal load such as air conditioning has inertia 

characteristics that are affected by the ambient temperature, number of occupants, air 

ventilation, building materials, etc. Moreover, the loads are modelled on an hourly basis, so 

that the proposed demand response is executed hourly. However, in the real application of 

a demand response program, demand response events may need to be executed for only 15 

minutes. Therefore, more detailed load profiles can be used in future research to yield more 

accurate results. 

➢ This research has modelled only a PV system as the uncontrollable RES-based DERs; 

therefore, future research could focus on wind energy. Furthermore, various types of 

conventional fuel-based DERs can be used to simulate the cost optimisation problem. 

➢ Nowadays, electric vehicles are gaining in popularity. Because they can be assumed to be 

both load and generation, it is believed that they have a bigger capability to stabilise the 

microgrid. On the other hand, the need to charge them quickly has raised a concern 

regarding the grid’s stability. Moreover, as electric vehicles have mobility characteristics, the 

stability of the grid is unpredictable as it is demography dependent. Therefore, it would be 

a worthwhile issue to consider in future research, particularly when calculating the incentive 

for utilising them in a demand response program. 

➢ In this thesis, the upstream grid electricity tariff was classified only as off-peak, shoulder, 

and peak rate. In future research, the feasibility of the demand response program can be 

investigated in terms of a dynamic real-time market price. 
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