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Plane Wave Imaging Techniques for Immersion
Testing of Components with Non-Planar Surfaces

Rosen K. Rachev, Paul D. Wilcox, Alexander Velichko, and Kevin L. McAughey

Abstract—Plane Wave Imaging (PWI) is an ultrasonic array
imaging technique used in non-destructive testing, that has been
shown to yield high resolution with few transmissions. Only a few
published examples are available of PWI of components with non-
planar surfaces in immersion. In these cases, inspections were
performed by adapting the transmission delays in order to pro-
duce a plane wave inside the component. This adaptation requires
prior knowledge of the component geometry and position relative
to the array. The current paper proposes a new implementation,
termed PWI Adapted in Post-Processing (PWAPP), which has
no such requirement. In PWAPP the array emits a plane wave
as in conventional PWI. The captured data is input into two
post-processing stages. The first reconstructs the surface of the
component, the latter images inside of it by adapting the delays
to the distortion of the plane waves upon refraction at the
reconstructed surface. Simulation and experimental data are
produced from an immersed sample with a concave front surface
and artificial defects. These are processed with conventional
and surface corrected PWI. Both algorithms involving surface
adaptation produced nearly equivalent results from the simulated
data, and both outperform the non-adapted one. Experimentally,
all defects are imaged with Signal-to-Noise Ratio (SNR) of at
least 31.8 and 33.5 dB for respectively PWAPP and PWI adapted
in transmission, but only 20.5 dB for conventional PWI. In the
cases considered, reducing the number of transmissions below the
number of array elements shows PWAPP maintains its high SNR
performance down to number of firings equivalent to a quarter
of the array elements. Finally, experimental data from a more
complex surface specimen is processed with PWAPP resulting in
detection of all scatterers and producing SNR comparable to that
of the Total Focusing Method.

Index Terms—ultrasound, non-destructive evaluation, plane
wave imaging, immersion testing, signal processing, complex
geometry.

I. INTRODUCTION

MOST industries have already adopted the use of ultra-
sonic phased arrays instead of monolithic transducers

for non-destructive evaluation (NDE) [1]–[3]. Phased arrays
are much more versatile as they allow different inspections
to be undertaken with the same equipment, potentially pro-
viding higher sensitivity and better coverage. More recently,
ultrasonic phased array imaging has been established as a
preferred and more intuitive processing of acquired inspection
data [4]. The Total Focusing Method (TFM) is described
as the ”gold standard” for ultrasonic imaging [5], [6]. This
technique utilises the full response of an array. The full matrix
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capture (FMC) of data corresponding to the time domain
signals from all transmit-receive element pairs is captured and
post-processed to form the final image. The advantage of the
approach over conventional beamforming techniques is that the
image is produced by focusing in transmission and reception
at every pixel, achieving the optimal spatial resolution.

A challenge for the ultrasonic NDE industry is that struc-
tures of interest often have few planar surfaces. There are
two approaches to transmit ultrasound through a complex
surface using a phased array [7]. The first is to match the
array geometry to the component allowing direct coupling and
transmission [8]–[11]. However, employing a flexible phased
array is often a sacrifice in robustness and the use of a
bespoke one adds significant costs. The second approach is
to introduce an intermediary medium between the array and
the component. This can be a perspex wedge [12], a liquid-
filled bag [13] or a liquid bath in which the whole inspection
setup is immersed [14]–[16].

The benefit of the immersion approach is that it allows
inspection of complex profile components without requiring
prior knowledge of their geometries [17], [18]. Instead, those
geometries are measured directly from the acquired ultrasonic
data through post-processing with a surface reconstruction
technique [19], [20]. Hence, once the geometry of a speci-
men is known (shapes and positions of the front and back
surfaces), the same phased array data can be used to form
multiple images inside of it [21]. The images correspond to the
views produced with the different combinations of propagation
modes [22], [23]. For example, during an immersion test with
a single data acquisition stage, direct mode imaging in the
couplant can be used for reconstruction of the front surface,
a second direct mode longitudinal image inside the specimen
can reveal the back surface, which allows a final shear wave
half-skip image sensitive to back surface-breaking cracks to
be formed [24].

TFM, while offering clear performance advantages, re-
quires a large number of transmissions, equal to at least the
number of array elements. Also, the post-processing of the
large FMC data set itself is computationally intensive. These
drawbacks make it difficult to apply TFM in cases where a
limit is imposed on the capture time (e.g. pipeline in-line
inspections [25]), or high frame-rates are required (medical
imaging). Various adaptations to the algorithm are present
in the literature which reduce the required number of firings
through sparsity of the collected data [26]–[29]. Such imple-
mentations result in compromised resolution in comparison
to TFM. Furthermore, their performance depends on imaging
parameters which have been tailored to a specific inspection
and need to be optimised differently if the inspection scenario
changes.
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Recently, another imaging method termed Plane Wave
Imaging (PWI) [30]–[32] was proposed. It addresses the speed
of acquisition issue without requiring precise tuning to a
specific inspection. The principle is to transmit plane waves
at different angles inside the inspection region of interest.
On reception, all elements record in parallel. This allows
dynamic reception focusing in post-processing at each pixel
in the image. An advantage of this technique is that higher
power is input into the component due to the transmission with
multiple elements rather than a single one. More importantly,
PWI is shown to yield images of comparable resolution to
TFM with significantly fewer acquisition cycles [33]. The
work presented in [32] investigates the PWI performance in
immersion scenarios as well as imaging in different modalities.
An extension to this work is presented in [34], which addresses
PWI through complex surfaces. The authors apply appropriate
time delays to the array elements in order to produce a plane
wave inside the component rather than in the couplant. This is
a common method to compensate distortions of the ultrasound
beam caused by a non-planar surface geometry [35] and allows
the formation of images of comparable quality to those formed
through a planar surface. The drawback of this approach is
the requirement that the front surface profile and transducer
orientation with respect to it are known prior to emitting the
transmitted wavefront.

This paper proposes an alternative PWI approach which
does not require prior knowledge of the inspection config-
uration, but forms images of comparable sensitivity to the
ones produced by the technique in [34]. In the proposed
approach, a plane wave is transmitted inside the couplant,
without accounting for the front surface geometry. The front
surface profile can be reconstructed in post-processing directly
from the received signals. During the image formation within
the specimen, the plane wave distortion caused by propagation
through the reconstructed interface is taken into consideration.
This information is used to map the path between the imaged
pixel and the part of the array the signal originates from.
The mapping is similar to the one performed in Pixel-Based
Beamforming techniques [36] proposed for medical imaging
with focused beams.

In Section II, the different PWI techniques are outlined. Sec-
tions III and IV present the model used to generate ultrasonic
data from a reflector in an immersed pipe-like component and
the results the different PWI algorithms output when applied to
that data. Section V shows experimental results with the PWI
algorithms used on data collected from immersed components
with concave and sinusoidal surfaces. Those are assessed in
terms of number of plane wave firings and compared to TFM.

II. METHODS

All immersion testing requires prior knowledge or measure-
ments of the specimen’s geometry and location with respect
to the phased array in order to process the acquired ultrasonic
array data into meaningful information about the structural
integrity of the component. A detailed discussion on the
different approaches to obtain the front surface reconstruction
is beyond the scope of this paper. In the algorithms presented

it is assumed that an accurate interface measurement has
been extracted. The focus is instead on how to adapt the
transmission or post-processing to that surface, in order to
form a PWI of the specimen in immersion. The different
approaches to cancel the distortion of the plane waves upon
transmission from the couplant into the specimen along with
their underlying assumptions are discussed in the following
subsections.

A. PWI with No Adaptation (PWNA)

In PWI with No Adaptation (PWNA), the interface geome-
try at the plane wave incidence is considered planar causing no
distortion to the wave refracted through it. This significantly
simplifies the image formation. A diagram illustrating the
assumed ray paths is shown in Figure 1a and the procedure to
implement it is presented in the following paragraphs.

Let the q-th plane wave be transmitted in the direction
defined by the unit vector Îq , and the incident point of the
plane wave centre onto the component front surface be sq .
Then, the distance ζ(1)q from the array centre ac to this front
surface crossing point is:

ζ(1)q = (sq − ac) · Îq (1)

For image formation purposes, under the PWNA scheme, the
insonified portion of the front surface is assumed planar. Its
normal is approximated by the surface normal vector nq at
the central incident point sq . Therefore, the transmitted plane
wave is assumed to stay planar after refraction through the
interface. This is illustrated in Figure 1a. The approximation
is valid when the ratio of the plane wave width to surface
curvature radius is small. Using Snell’s Law [37] the direction
of the refracted central ray (defined by the unit vector R̂q) of
the plane wave inside the specimen can be expressed as:

R̂q = η12Îq + νqn̂q (2)

where

η12 =
c2
c1

and νq = η12Cq −
√

1 + η212(C2
q − 1) (3)

c1 and c2 are the velocities in respectively the couplant and
specimen, and Cq is the cosine of the angle between the
surface normal n̂q and the plane wave central ray unit vector
Îq:

Cq = −Îq · n̂q (4)

Let the coordinates of an imaged pixel be r. When the plane
wave front passes through r, the distance traveled by the plane
wave inside the specimen is ζ(2)q (r). This is equivalent to the
component of the vector connecting the central incidence point
sq to the imaged point r in the direction of the refracted plane
wave R̂q:

ζ(2)q (r) = (r − sq) · R̂q (5)

Then, the outbound travel time from the phased array centre
to the imaged pixel point r is:

T (out)
q (r) =

ζ
(1)
q

c1
+
ζ
(2)
q (r)

c2
(6)
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Fig. 1: Assumed plane wave outbound (transmission) ray paths for refraction from water into steel according to different
variants of the PWI algorithm: (a) PWI with No Adaptation (PWNA); (b) PWI Adapted in Transmission (PWAT); (c) PWI
Adapted in Post-Processing (PWAPP); (d) PWAPP zoomed on a region insonified multiple times by a single plane wave.

The focusing on reception is the same as for the TFM
algorithm [6] and is independent of the transmitted q-th plane
wave characteristics. To obtain the appropriate time delays,
the coordinates of the refraction points sj(r) on the interface
are calculated. Those correspond to the set of points, through
which the rays, connecting each imaged pixel r to each receive
phased array element j (with coordinates aj) have to pass to
satisfy Snell’s law. The inbound delay is therefore:

T
(in)
j (r) =

|sj(r)− aj |
c1

+
|r − sj(r)|

c2
(7)

For an A-scan gq,j corresponding to the q-th transmitted wave
and j-th receiving array element, recorded such that the plane

wave front passes through the array centre at time 0, the total
delay applied to calculate the intensity at a pixel r is:

Tq,j(r) = T (out)
q (r) + T

(in)
j (r) (8)

As suggested by [32] the imaging is only applied within the
effective image area Dq (the sub-region insonified by the
corresponding q-th plane wave, shown in red in Figure 1a).
The final image intensity I(r) at a point r is the summation:

I(r) =

Q∑
q=1

κq(r)
N∑
j=1

gq,j(Tq,j(r))


where κq(r) = 1 if r ∈ Dq

and κq(r) = 0 if r /∈ Dq

(9)
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where Q is the number of transmitted plane waves and N is
the number of elements in the phased array.

B. PWI Adapted in Transmission (PWAT)

When the radius of the front surface curvature is small,
the assumption that a transmitted into the couplant plane
wave remains planar after refraction through the interface is
no longer appropriate. An alternative approach is to apply
transmit delays onto the elements to produce a plane wave
inside the specimen [34]. The idea is illustrated in Fig. 1b.
This requires prior knowledge of the component surface.
Additionally, it leads to a wave front in the couplant which is
not planar. However, this is not a drawback since focusing
and imaging in the couplant is rarely of interest once the
component surface is established. The algorithm to calculate
the adapted transmission delays and consequently image the
specimen is presented below.

Let the q-th plane wave be transmitted into the specimen
in a direction defined by the unit vector R̂q . Firstly, the
beam-forming time delay ∆T

(AT )
q,i required at the i-th transmit

phased array element to form such a plane wave has to be
calculated. This is done through ray tracing from a plane wave
front inside the specimen, through the interface, and back to
the phased array. The plane wave front is perpendicular to
the plane wave propagation direction and is shown in grey
in Figure 1b. Let l be a point on the plane wave front. A
ray originating from l is constructed in the direction R̂q . The
crossing point sq(l) of the ray with the front surface and the
front surface normal nq(l) at this crossing are calculated. Note
that in the PWI Adapted in Transmission (PWAT) algorithm,
the full set of front surface crossing points and normals are
used, rather than just the central ray one, resulting in the
dependency on the ray point of origin l. Then, Snell’s law
(eq. 2) is applied for refraction from the specimen into the
couplant. Hence, the front surface incident ray direction Îq(l)
that produces the refracted R̂q is calculated as:

Îq(l) = η21R̂q + νq(l)n̂q(l) (10)

At this stage the rays Îq(l) are no longer parallel and have
different gradients/angles depending on which part of the plane
wave front (l) they propagate to. This is observable in the rays
connecting the array to the front surface in Fig. 1b. Similarly
to the previous stage, the crossing points aq(l) of the Iq(l)
rays with the phased array surface can be calculated. The travel
time from the array to the plane wave front along the rays can
therefore be calculated with respect to arriving location onto
the plane wave front (l):

T (tt)
q (l) =

|sq(l)− aq(l)|
c1

+
|l− sq(l)|

c2
(11)

For a smooth surface the rays connect a single point onto the
plane wave front with a single point within the phased array
aperture. Hence, the calculated travel times function T

(tt)
q (l)

can be redefined as T (tt)
q (a) in terms of position onto the

array surface a. In practice, linear interpolation is used on the
values from the redefined function to compute the travel time
T

(tt)
q (ai) for the i-th array element.

Similarly to the previous algorithm, the travel time corre-
sponding to the centre of the array to the plane wave front
is taken as a reference and the delay/forwarding times are
calculated with respect to it. This allows the PWNA post-
processing algorithm to be applied to the PWAT data without
any major adjustments. The beam forming delay ∆T

(AT )
q,i for

the i-th transmit element is calculated as:

∆T
(AT )
q,i = T (tt)

q (ai)− T (tt)
q (ac) (12)

Physically, signals cannot be transmitted with negative delays
(forwarding), therefore a constant time offset T (os) is added
such that T (os) + T

(AT )
q,i ≥ 0. After collection time-trace

data are shifted so that time 0 corresponds to the plane wave
front passing through the array centre. Also note that since
the transmit and receive apertures are the same, the indices
i and j are used to specify an element from the same set of
phased array elements. However, the first indicates the element
is transmitting, while the latter shows the element is receiving.

Data collected in the aforementioned manner are then post-
processed. The central ray path is calculated in exactly the
same manner as for the PWNA algorithm. The distance from
the array to the plane wave front along the central ray, and
hence the outbound time delay is given by equation 6. The
inbound and total delays are given by equations 7 and 8. The
imaging algorithm is applied to the effective image area Dq .
This sub-region is shown in red in Figure 1b. It is similar
to the PWNA one, except in PWAT the real front surface of
the component and the actual insonified sub-region are used
rather than approximations. The final image is a summation
of the images for each individual plane wave firing given by
equation 9.

C. PWI Adapted in Post-Processing (PWAPP)

In some applications the geometry of the inspected compo-
nent is not known in advance and there is no opportunity to
perform multiple scans to firstly reconstruct the surfaces and
then adapt the transmissions. The algorithm proposed in this
section does not require the exact inspection configuration as
an input, since it does not rely on altering the transmission
patterns. Instead, the method utilises multiple post-processing
stages applied to the same data set to firstly reconstruct the
surface of the component and then adapt the ray tracing of the
PWI to an assumed distortion profile of the plane waves. This
section provides a detailed explanation of the latter part of the
algorithm: the PWI Adapted in Post-Processing (PWAPP).

The post-processing is applied to the same set of data
captured for the PWNA. The first step is to calculate the
outbound delay from the array to an imaged point r. Let
the q-th plane wave be transmitted inside the couplant in a
direction defined by the unit vector Îq . For the purpose of
post-processing this plane wave is split into M smaller plane
waves of the same width in the couplant. These are represented
schematically as the regions between the light blue rays in
Fig. 1c. If M is large, the plane wave sections behave under
the assumptions used for the PWNA algorithm. Therefore, the
outbound time delay τ (out)q,m (r) with respect to the plane wave
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section centre is expressed similarly to the one in equation 6:

τ (out)q,m (r) =
(sq,m − am) · Îq

c1
+

(r − sq,m) · R̂q,m

c2
(13)

where the m-th plane wave part originates from the centered
at am phased array sub-aperture, sq,m is the interface crossing
point with the central ray from am in the direction Îq , and
R̂q,m is the unit vector direction of the refracted inside the
component central ray following Snell’s Law (eq. 2). It is
noted the rays inside the specimen are no longer parallel and
the wave is not planar, hence the m dependency in R̂q,m. This
can also be observed in Figure 1c. The time delay T (out)

q,m (r)
from equation 13 needs to be adjusted to a unified global point
rather than the local sub-aperture centres am. Hence, the final
PWAPP outbound time delay T (out)

q,m (r) w.r.t. the phased array
centre ac is:

T (out)
q,m (r) =

−Îq(am − ac)

c1
+ τ (out)q,m (r) (14)

A few intricacies are present in the way those delays are
applied to the domain to form the final image. Firstly, to
model the true behaviour of the plane wave M should be
infinitely large. However, in practice sufficient representation
can be obtained with a relatively few sections. The optimal
value in terms of accurate representation against computational
efficiency is dependent on the phased array pitch, frequency
and component geometry. The relationship is not explored
in this paper. Instead, the problem is simplified to selecting
M such that the adjacent refracted rays (light blue in the
component half-space Fig. 1c) are near parallel to each other.
The value of M = 2N − 1 is found sufficiently large to meet
this criteria. Secondly, at some extreme firing angles, or for
complex surfaces, parts of the transmitted from the array plane
wave could be incident onto the media interface at angles
above the critical. This means a portion of the plane wave
will not refract into the component. However, the rest of it
can still be used for imaging. In the imaging algorithm, plane
wave sections between rays incident onto the interface above
the critical angle are ignored. The scenario is also illustrated
in Fig. 1c, where a ray is not constructed inside the specimen
from the rightmost element of the phased array (dashed purple
ray). Furthermore, instead of creating a single global effective
image area Dq for a plane wave q, multiple ones Dq,m are
formed corresponding to the areas insonified by each plane
wave section, bounded by the front surface and the end of the
domain. The equivalent plane wave global effective image area
(or the total area that can be imaged by a single plane wave
transmission) is the combined area covered by all sections
of the transmitted plane wave. The section and global areas
are illustrated in Fig. 1c. A benefit of this utilisation is in
handling rays which cross and stack on top of each other.
An example of the phenomenon is observed in Figure 1d,
where the pixels in the black quadrilateral are in the effective
image areas of two plane wave sections. These pixels are
insonified multiple times by the same transmission at different
travel times through refractions from different positions onto
the front surface. The separate post-processing of the pixels

in multiple imaging regions will ensure consistent focusing
results.

The inbound delays are the same as for the previous two
algorithms (eq. 7). The total delay is given by eq. 8. The final
image is the summation of the images of each of the M sub-
regions Dq,m for each individual plane wave firing q:

I(r) =

Q∑
q=1

 M∑
m=1

κq,m(r)
N∑
j=1

gq,j(Tq,j(r))


where κq,m(r) = 1 if r ∈ Dq,m

and κq,m(r) = 0 if r /∈ Dq,m

(15)

III. MODELLING

The aforementioned algorithms will be compared in scenar-
ios close to actual industrial inspections. In order to efficiently
cover a wide range of inspection configuration parameters
a simulation has been designed as the initial step in this
comparison. An advantage of using simulated instead of
experimental data is the effects of noise and media speed of
sound inaccuracies will not be present. An omni-directional
scatterer is modelled under a circular concave surface in
immersion. This setup is close to the real world inspections
of various types of defects in pipes (e.g. porosity, pitting,
cracks, etc.). A 2-Dimensional (2D) forward model is used
and only the longitudinal-longitudinal direct mode paths to
the scatterer are simulated ignoring all reflections from the
component’s geometry. The model outputs the FMC response
of the phased array to the reflector. The different steps to
produce the simulation are presented in this section.

Firstly, the signal output from the phased array elements
is modelled. It is a five cycle, Hanning windowed (-6 dB
bandwidth of 50%) tone burst with a frequency spectrum
Φ(ω). This signal has to be propagated along the ray paths
from an element to the defect and back. A transmit ray path
from an element at ai to the scatterer at p is illustrated in
Figure 2a. The front surface refraction point si on this path is
calculated using Fermat’s minimum time principle. Therefore,
the travel distances in the couplant L(1)

i and the concave
specimen L

(2)
i as well as the propagation time Ti from an

element i to the scatterer are:

L
(1)
i = |si − ai| and L

(2)
i = |p− si| (16)

Ti =
L
(1)
i

c1
+
L
(2)
i

c2
(17)

To simulate the propagation, in addition to delaying, amplitude
scaling is applied to the signal. This scaling is introduced
through the coefficients for phased array element directivity,
beam spreading and partial transmission [38]. The 2D element
directivity function is defined in terms of amplitude w.r.t. ray
angle from the phased array normal in the steering plane.
Let this angle be ψi (shown in Figure 2a). Therefore, the 2D
directivity function Fi for an element i is:

Fi = sinc
(
πb sinψi

λ

)
(18)
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Fig. 2: Simulation configuration of the scatterers under a concave surface: (a) Ray path from transmit element i to a scatterer
at p; (b) Phased array, front surface and full set of point scatterers (dimensions in mm).

where b is the element width and λ is the central frequency.
The beam-spread function Ai describes the loss in amplitude
due to beam spread in both media (without contributions from
attenuation or partial transmission). For a transmission from
the couplant into the specimen, denoted with a superscript (12),
this is as follows:

A
(12)
i =

√
β
(12)
i

1√
β
(12)
i L

(1)
i + L

(2)
i

(19)

β
(12)
i =

c21/c
2
2 − sin 2θi

(c1/c2) cos 2θi
(20)

where θi is the angle the incident ray forms with the pipe
surface normal. It should be noted ψi and θi are different since
the pipe front surface is not planar and hence not parallel to the
phased array surface. This is also observed in Fig. 2a. Finally,
the partial transmission coefficients between liquid and solid
media are given by [39]. For an incident longitudinal wave
in a liquid and a refracted longitudinal wave in the solid the
formula is:

V
(12)
i =

2

Ni

c1ρ1
c2ρ2

cos 2θ
(T )
i (21)

Ni =
c23
c22

sin 2θ
(L)
i sin 2θ

(T )
i + cos 22θ

(T )
i

+
ρ1c1
ρ2c2

cos θ(L)i

cos θi

(22)

where c3 is the shear wave speed in the solid, θ(L)i and θ(S)i

are respectively the angles of the longitudinal and transverse
rays refracted into the solid, ρ1 and ρ2 are the densities in
the liquid couplant and solid pipe specimen. Equations 16
to 22 are sufficient to simulate the wave behaviour on the
outbound paths (from the phased array elements to the defect).
Almost all coefficients for the inbound paths can be calculated
using the same formulas, through substituting the dependence
on transmit element i to dependence on receive element j.

The exceptions are the beam spreading A
(21)
j and partial

transmission V (21)
j , since the boundary switches from liquid-

solid to solid-liquid. Those are given by:

A
(21)
j =

√
β
(21)
j

1√
L
(1)
j + β

(21)
j L

(2)
j

(23)

V
(21)
j =

2

Nj

cos θ(L)j cos 2θ
(T )
j

cos θj
(24)

where β
(21)
j = 1/β

(12)
j . Therefore, the resulting spectrum

Hi,j(ω) for a transmit-receive pair of elements i-j is:

Hi,j(ω) = FiFjA
(12)
i A

(21)
j V

(12)
i V

(21)
j Φ(ω)e−ιω(Ti+Tj)

(25)
where the imaginary unit is denoted ι to avoid confusion with
the transmit and receive element indices i and j. The final
time domain signals hi,j(t) are the inverse Fourier transform
of the Hi,j(ω) spectra.

IV. MODELLING RESULTS AND DISCUSSION

The model has been used to generate FMC data sets with
input parameters as defined in Table I. The phased array
parameters have been specified to simulate a commercial probe
manufactured by Imasonic, Besancon, France. Figure 2b de-
fines the coordinate system and the geometry of the simulated
setup, including the full set of defects. The location of these
simulated scatterers is defined in terms of depth under the
front surface and lateral position (x-coordinate) away from
the centreline of the ultrasonic array. The depths range from
7.5 mm to 12.5 mm at every 0.5 mm, while the x-coordinates
are from -15 to 0 mm at every 0.5 mm. Note that reflectors
are simulated only on one side of the phased array centreline
since the setup is symmetric. Front surface radii from 50 mm
to 300 mm are examined.

The simulation algorithm outputs ultrasonic data h(t) in
FMC format. The techniques presented in Section II require
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TABLE I: Inspection setup parameters.

Parameter Value
Phased array properties
Centre frequency 5 MHz
Sample frequency 50 MHz
Number of elements 64
Element pitch 0.3 mm
Element size 0.28 mm
Materials properties
Couplant density 1000 kg/m3

Couplant speed of sound 1480 m/s
Specimen density 8000 kg/m3

Specimen longitudinal wave speed 5673 m/s
Specimen shear wave speed 3086 m/s

input data in plane wave format (time traces w.r.t wave
transmission q and receiving element j). Therefore, the first
post-processing step is to convert the FMC data h(t) into plane
wave data format g(t). This is implemented through a time-
shift and summation. The centre of the phased array is taken
as a reference point and its delay is 0. For PWNA and PWAPP,
the advance/delay ∆T

(NA)
q,i on the i-th element to produce the

q-th plane wave is given by:

∆T
(NA)
q,i =

−Îq(ai − ac)

c1
(26)

whereas for PWAT the beam formation time shift ∆T
(AT )
q,i

is given in equation 12. Either way, the time shift ∆Tq,i is
applied along the FMC columns (w.r.t. different transmitters
i), the signals in each of which are then summed. Hence, the
q-j time trace entry in the plane wave data is synthesised from
the FMC according to the equation:

gq,j(t) =
N∑
i=1

hi,j (t+ ∆Tq,i) (27)

After the conversion the data sets are processed into an
image with the different PWI techniques. For PWNA and
PWAPP the images are formed using plane waves transmitted
at 64 equally spaced angles -12.6◦ : 0.4◦ : 12.6◦ inside the
couplant. The angles are specified to produce coverage close to
-60◦ to +60◦ inside a flat front surface specimen of the same
material. During the processing with PWNA the central ray
refracted angles for each pipe radius are recorded. Those are
input into PWAT, which requires input angles in the specimen
rather than the couplant. Furthermore, in all PWI the exact
geometry and location of the simulated front surface is used,
thereby ignoring the effects of surface reconstruction accuracy.
These steps ensure the techniques’ comparison is done under
as similar as possible conditions.

Firstly, a point reflector 10 mm away from the phased array
centreline and at 10 mm depth beneath the front surface is
imaged. The array and scatterer configuration to scale is shown
in Figure 2a. This point-reflector is selected since it is just
outside of the aperture and at a depth often specified as the
nominal thickness of pipelines in the oil and gas industry.
Hence it can be regarded as a representative of the response
from a small defect on the outer surface of a pipe. Figure 3
displays results with the 3 PWI techniques for front surface

radii of 50, 100 and 300 mm. All images are 7×7 mm,
centered onto the scatterer, and plotted on a -40 to 0 dB scale
relative to the peak amplitude. The images show a clear central
indication of the point reflector and can be used to qualitatively
compare the algorithms. A performance improvement of the
adapted techniques over PWNA is easily observable at front
surface radii of 50 and 100 mm, while at larger front surface
radii the performance of the 3 PWI techniques is similar.

R 50 mm

PW
N

A

R 100 mm R 300 mm

-40 -30 -20 -10 0

PW
A

T
PW

A
PP

Fig. 3: Point spread function plot of a defect 10 mm away
from the centre of the phased array in the lateral direction
and 10 mm under a front surface of different radii (Colour
intensity in dB). The grey lines indicate the positions of the
intensities plotted in Fig. 4.

To compare the point-spread functions of the algorithms for
the different front surface radii quantitatively, the cross section
of the reflector indications are examined. Those are detected
automatically by fitting a bounding box around pixels above
a -20 dB threshold. A line is plotted through the maximum
intensity observed in an image. This line is parallel to the side
of the bounding box that is closest to being perpendicular
to the direction of the central ray (i.e. the transverse cross
section through the reflector indication). The lines are shown
in Figure 3. The intensities along those lines are recorded
and summarised for the 3 different front surface radii in
Figure 4. PWNA exhibits a wider main lobe than PWAT and
PWAPP. The main lobe widths for R 50 mm curvature are:
PWNA 1.12 mm; PWAT 0.98 mm; and PWAPP 0.79 mm.
This is a reduction of 12.5% and 29.5% with respectively
PWAT and PWAPP. The results for the 3 methods from the
larger curvature R 300 mm surface are much closer. The
main lobe widths are: PWNA 1.14 mm; PWAT 1.09 mm; and
PWAPP 1.10 mm. PWNA also yields higher intensity side-
lobes, reaching -12.5 dB and -10.5 dB respectively for the front
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Fig. 4: Point spread function plot of a defect 10 mm away from the centreline of the phased array and 10 mm under a front
surface of radii: (a) R 50 mm; (b) R 100 mm; (c) R 300 mm.
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Fig. 5: API-6 dB (shown as colour intensity) produced by PWNA, PWAT and PWAPP for the scatterers from Fig. 2b under a
front surface of radius between 50 and 300 mm.

surfaces of R 50 mm and R 100 mm. For a R 50 mm front
surface, the highest intensity side-lobe produced by PWAT is
-26.4 dB, while PWAPP highest output is -19.7 dB. When
focusing through a R 300 mm surface, PWNA, PWAT, and
PWAPP produce side lobes of maximum intensity respectively
-19.7, -28.2 and -28.3 dB.

To summarise the results from all PWI techniques for all
front surface radii, the array performance index (API) [6] was
used. API is defined as the area S of the ultrasonic array
image above a certain threshold normalised by the wavelength
squared. For a -6 dB threshold this is as follows:

API-6 dB =
S-6 dB

λ2
(28)

The PWNA, PWAT and PWAPP API-6 dB results are sum-
marised in Figure 5. Those have been plotted onto the same

0.5 to 2.5 intensity colour scale to ensure comparisons can be
drawn between the different figures. Lower API-6 dB implies
smaller focal spot, hence the better results tend towards blue
in the colour plots.

All plots in Figure 5 show significantly better performance
for scatterers simulated under the phased array aperture (-
9.5 mm to 0 mm X coordinate) than for those outside of it.
This is due to the specified firing pattern producing better
coverage of the area (i.e. higher number of transmitted plane
waves actually insonify the reflectors). Comparing between
the different algorithms, the expected convergence towards
similar results is observed with increasing front surface radius.
At R 300 mm, the PWNA and PWAT API-6 dB results are
already stable, with the latter slightly outperforming the first in
imaging the deeper reflectors. PWAPP is generally comparable
to PWAT, but exhibits some oscillations for reflectors outside
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of the phased array aperture. These inconsistencies in the
PWAPP results can be explained through observing Fig. 1d
again. As stated, for some transmission angles one part of
the plane wave will refract on top of another resulting in the
insonification of a region multiple times by the same plane
wave. Since the plane wave is split into a finite number of
sections during imaging, abrupt rather than continuous and
smooth change in intensity can be observed between adjacent
reflectors if they are located in different sections.

Across all 3 PWI techniques the results for the smaller front
surface radii (particularly R 50 mm) give generally lower API
values, suggesting superior imaging performance. However,
this is somewhat misleading. If Figures 3 and 4 are re-
examined, the width and area of the main lobe indications for
smaller radii front surfaces are definitely smaller. Nevertheless,
this does not necessarily signify better results, as the images
are polluted by artifacts from the side lobes. While the API-6 dB
generally catches only the main lobe indications, occasionally
it will include some of the artifacts produced by the side-
lobes. For example, this is the cause of the irregularly high
API-6 dB pattern in the PWNA at curvature radius of 100 mm
contour (Figure 5). Disregarding the small regions in which
the performance is dominated by such factors, all techniques
are capable of imaging the defect in its correct location at
an intensity (above -6 dB) sufficiently high for detection
purposes. The performance is better for shallower defects
under the phased array aperture and the adapted techniques
both outperform PWNA in inspections through smaller radius
surfaces.

V. EXPERIMENTAL EXAMPLES

A. PWI of a half-pipe specimen
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Fig. 6: Inspection configuration of half-pipe specimen with
side-drilled holes (dimensions in mm).

Experimental FMC data have been collected from a car-
bon steel half-pipe specimen. A dimensioned drawing of the
sample is shown in Figure 6. The inspection configuration
is in immersion with the array positioned so that its centre

is 20 mm away from the portion of pipe surface directly
under it. The inspection parameters are given in Table I,
except the FMC has been captured with with a phased array
of 128 instead of 64 elements. The defects contained in the
specimen are side-drilled holes of diameter 1.5 mm. Those
are numbered 1 to 4 in Figure 6. Images of the holes, formed
with the 3 PWI techniques, are compared. A reference TFM
image is also provided. The first comparison, similarly to the
one in the previous section, ignores the effects of the front
surface reconstruction accuracy. The second one demonstrates
the advantageous ability of PWAPP to extract a surface profile
and form high sensitivity images from the same data without
any transmission adjustments.

To begin with, the pipe front surface is imaged with TFM
using the full 128 elements aperture. Nodes are assigned to it
according to the highest intensities observed in each depth line
of the image. A circle is fitted to the nodes using a MATLAB
Files Exchange code [40]. This reconstructed surface is input
into all imaging algorithms. The FMC conversion into plane
wave data follows equations 12, 26 and 27. The imaging inside
the pipe specimen is in direct mode with longitudinal waves
using only the central 64 array elements. The performance
of the 3 PWI techniques with synthesized 64 plane wave
transmissions at angles -12.6◦ : 0.4◦ : 12.6◦ is compared to
that of TFM. The results are presented in Figure 7. The images
have been normalised with respect to a root mean square
(RMS) intensity value calculated in a region with no features,
shown as a grey dashed-sides rectangle. The final intensity is
plotted onto a 0 to 40 dB scale above this RMS noise value.

Side-drilled holes 2 to 4 are clearly visible in all images.
The indication from defect 1 is noticeably fainter even when
using the more advanced imaging algorithms and is at the
intensity level of the imaging artifacts in the PWNA image.
The Signal-to-Noise Ratios (SNR) are recorded for the defects
through extracting the highest observed intensity from an
indicator in the images formed with each algorithm. Those
are summarised in Figure 8a. TFM is the best performing
technique followed by PWAT. With an optimal choice of
plane wave firing angles, the information contained in the
FMC and the plane wave data subsequently used to form the
images should be the same [33]. However, no firing angles
optimisation study is attempted, causing the marginally worse
SNR in PWAT. PWAT’s superiority to other PWI is expected,
given the adaptation in the beam forming to produce a specific
plane wave and ensure the inspected region is covered uni-
formly. However, in practice this would require either precise
measurements of the orientation of the phased array w.r.t. the
component surface or multiple transmission cycles initially
intended at surface reconstruction and later at component
internal imaging. In contrast, the PWAPP algorithm does not
require any adjustments to the transmission pattern and yields
performance close to the TFM (5 to 13% lower SNR). As
expected in such a small radius curvature PWNA results are
inadequate. The performance drop is evident, when imaging
through a portion of the surface, whose normal is forming a
larger angle with the phased array normal (defects 1 and 2).

The main advantage of PWI over other ultrasonic imaging
techniques is in the ability to produce high sensitivity images
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Fig. 7: Imaging of side-drilled holes in half-pipe specimen (Surface reconstructed from FMC data, colour intensities in dB,
RMS noise region for normalisation in grey rectangle): (a) TFM; (b) PWNA (64 firings); (c) PWAT (64 firings); and (d)
PWAPP (64 firings).
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Fig. 8: Side-drilled holes SNRs: (a) w.r.t imaging algorithm, summary of Fig 7; (b) Side-drilled hole 1 w.r.t. number of plane
wave transmissions; (c) Side-drilled hole 4 SNR w.r.t. number of plane wave transmissions.

with few transmissions. PWAT requires knowledge of the
front surface prior to these transmissions, in order to adapt
the wave fronts. This information could be obtained (e.g.
ultrasonically), but at the expense of additional measurements
and acquisition time. Conversely, PWNA and PWAPP both
involve the transmission of plane waves into the couplant
and therefore do not require prior knowledge of the front
surface; instead the front surface is recovered from the data
prior to image form. To demonstrate this and particularly
the improvements PWAPP boasts over PWNA with the same
number of transmissions, the same setup from Fig. 6 and
captured FMC data are considered. However, the plane wave
data are synthesised before the surface nodes extraction, which
is now done from a PWI rather than a TFM image. Therefore,
the same data are used for both the extraction and subsequent
imaging inside the component. Additionally, the front surface
is directly defined as the points resulting from applying a
moving average filter on the extracted nodes instead of a
forced circular fit. Figure 9 shows the PWNA and PWAPP
results with 4 and 16 plane wave firings equally spaced in

terms of angles between -12.6◦ and 12.6◦ in the couplant.
The PWNA 4 transmissions result (Fig. 9a) shows detection
of all defects, albeit at SNR of 29.2 dB or lower. Parts of the
back surface, mostly behind the holes, cannot be imaged. The
PWAPP 4 firings image (Fig. 9b) shows the distortion of the
plane waves upon refraction into the specimen and explains
the portions of the back surface indication are missing because
they have not been insonified. In place of defect 1 multiple
indications are observed and detection is difficult. Side-drilled
hole 2 is imaged at SNR equivalent to the one produced by
PWNA. Defects 3 and 4 are below the phased array aperture
and display much higher SNR of respectively 38.7 and 35.1
dB. Increasing the number of transmissions to 16 in PWNA
(Fig. 9c) displays more of the back surface but does not offer
a significant increase in SNR of holes. The maximum SNR
gain is 2.9 dB for defect 2, while defects 1 and 3 even exhibit
a drop. PWAPP with 16 transmissions (Fig. 9d) results in a
large 12.8 dB increase of SNR for defect 2, but little to no
improvement for the rest of the side-drilled holes.

Figures 8b and 8c show the SNR of defects 1 and 4 with
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Fig. 9: Imaging of side-drilled holes in half-pipe specimen (Surface reconstructed directly from plane wave data, colour
intensities in dB, RMS noise region for normalisation in grey rectangle): (a) PWNA (4 firings); (b) PWAPP (4 firings); (c)
PWNA (16 firings); and (d) PWAPP (16 firings).

respect to number of transmissions for PWNA and PWAPP.
The transmit plane wave angles are equally spaced between
-12.6◦ and 12.6◦ in the couplant. Initially, increasing the num-
ber of transmissions results in an increase of SNR, except for
defect 1 imaged with PWNA. Defect 1 is not under the array
aperture. Hence, it is insonified only by oblique front surface
incidence plane waves, which are severely distorted upon the
refraction. This leads to unpredictability and instability in
the PWNA side-drilled hole 1 results, further manifested as
the larger dispersion of SNR values even for higher number
of transmissions. The rest of the results in Fig. 8 display a
nearly linear increase in SNR from 4 to 32 transmissions.
From 32 to 64 transmissions saturation is reached and there
is no apparent gain in SNR. This proves the statement to the
ability of PWI to produce high sensitivity images even through
unknown surfaces with fewer transmission than TFM. Finally,
regardless of the number of firings, PWAPP displays SNR of
approximately 10 and 8 dB higher than PWNA respectively
for defects 1 and 4. The data capture required by the 2 PWI
algorithms is the same, which shows PWAPP is the superior
post-processing technique.

B. PWAPP through a sinusoidal surface

To test the limitations of PWAPP, focusing through a
sinusoidal surface is examined. A dimensioned diagram of
the experimental configuration is shown in Figure 10a. The
surface is defined with a sine wave of 2 mm amplitude and
40 mm period. The defects contained in the specimen are 5
side-drilled holes of diameter 1 mm, numbered 1 through 5 in
Fig. 10a. The configuration is in immersion with the phased
array positioned so that it is approximately 20 mm away from
the mean of the component surface, and its center is under
the central hole. The parameters used are given in Table I,
except again the FMC is collected using all 128 elements.
Additionally, the temperature of the water is measured to
accurately estimate its speed of sound (1467.3 m/s).

Firstly, the surface is reconstructed from a TFM image
through applying a moving average filter to the extracted
surface nodes. The procedure is described in Section V-A.
This profile is subsequently input in the imaging algorithms
to simulate focusing through a known specimen surface and
position. The imaging is in direct mode with longitudinal
waves using only the central 64 elements. The same RMS
normalisation approach is used as for the half-pipe specimen
results, but the intensity plots are on a 12 to 52 dB scale. The
distortion exerted onto a single plane wave transmitted at 5◦

is examined. This is shown schematically in Figure 10b. The
sections of the plane wave transmitted from the elements at
the ends of the phased array do not refract into the specimen,
resulting in a smaller effective firing aperture. Additionally,
upon refraction the ray angles result in a focused at about 10
mm under the component surface pattern, which then diverges
with depth in the sample. However, even after this complex
interaction of the plane wave with the component surface, the
data collected can be used to interpret the condition of the
specimen. The PWAPP image formed from this single plane
wave is shown in Figure 10c. All defects are visible albeit
polluted with some artifacts. If a large number of plane waves
(64 at angles: -12.6◦ : 0.4◦ : 12.6◦) are transmitted the quality
produced is close to that of TFM. The results presented in
Figures 11a and 11b serve as a comparison between TFM
and PWAPP. The central 3 holes are represented equally well
in both images. TFM outputs a higher intensity for the outer
two holes suggesting higher angular coverage. The shallowest
hole in the PWAPP image is also split into a double indication
which could potentially be misleading.

Due to the extreme surface normal angles, entire plane
waves from the transducer can hardly refract into the specimen
(and vice versa). Therefore, using PWNA or PWAT signifi-
cantly reduces the range of possible plane wave transmission
angles. However, PWAPP is not restricted in this manner
because it processes the plane waves in portions, rather than in
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Fig. 10: (a) Inspection configuration of sinusoidal front surface specimen (dimensions in mm); (b) Distortion profile of a plane
wave fired at 5◦ upon refraction through a sine wave front surface specimen; (c) PWAPP image formed with the 5◦ plane
wave (Colour intensities in dB, RMS noise region for normalisation in grey rectangle).

their entirety. It tracks which sections are transmitted into the
specimen and images only with them. As shown in Fig. 10c,
even partially refracted plane waves can contain valuable
information about a component. This ability to utilise all avail-
able data makes PWAPP particularly valuable in inspections
through unknown complex surfaces in immersion. Figures 11c
and 11d demonstrate the performance of PWAPP with limited
number of transmissions. The plane wave angles are again
equally spaced between -12.6◦ and 12.6◦ in the couplant. The
same setup and collected FMC is used, however the surface
is reconstructed directly from a PWI image formed after the
plane wave data is synthesised. This surface reconstruction
appears less representative than the one from a TFM image
in the regions that are not directly above the array aperture
(comparison of the dark grey lines at depths between 20 and
30 mm in Figures 11b and 11d). The 4 transmissions PWAPP
image (Fig. 11c) shows high SNR for defect 3 (37.5 dB), but
otherwise outputs multiple artifacts around the real indications.
It is considered insufficient for the detection of all defects.
PWAPP with 16 transmissions (Fig. 11d) increases the SNR
for holes 2, 3 and 4 to respectively significantly (respectively
38.9, 40.3, and 39 dB) and these are clearly detectableDefect
1 shows a double indication. Both it and defect 5 display
significantly lower intensity than the holes directly above the
phased array aperture. Figure 12 investigates the PWAPP SNR
performance w.r.t. number of transmissions for holes 1, 3, and
5. As for the half-pipe specimen, near linear increase in SNR
is observed at lower number of transmissions (up to 32) after
which a saturation is reached and no apparent improvement is
gained by acquiring more data. The SNR saturation value for
defect 3 is approximately 44 dB, which is significantly higher
than the 34 and 31 dB respectively for holes 1 and 5. This

discrepancy results from the poor coverage in regions away
from the array aperture even at relatively shallow depths.

VI. CONCLUSIONS

A new PWI approach is proposed using adaptation in post-
processing rather than in transmission. This implementation is
shown to produce images of comparable quality to ones using
delay adaptations in transmission, while being potentially more
robust when there is misalignment in the array orientation or
the component surface is unknown. The algorithm’s ability
to image a perfect reflector through different radius concave
curvature is investigated through simulation. It is established
that there is natural focusing present when imaging through
smaller radii surfaces resulting in smaller point spread function
and apparent better performance. The PWAPP imaging is also
tested experimentally onto a carbon steel sample containing
side-drilled holes. All defects are identifiable and their SNR
is comparable to the ones produced by PWAT and TFM.
Finally, the technique was tested in imaging of side-drilled
holes under a sinusoidal surface. The complex surface restricts
the range of angles for which a plane wave can refract
into the component in its entire width. PWAPP is readily
applicable in this scenario, since it utilises the available data
from even partially transmitted plane waves. With a number of
transmissions equal to the number of array elements, it yields
images similar to TFM, while even with a quarter of the firings
it detects all the defects.
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Fig. 12: Point spread function plot of a defect 10 mm away from the centreline of the phased array and 10 mm under a front
surface of radii: (a) defect 1; (b) defect 3; (c) defect 5.
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