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# ABSTRACT <br> A Framework for Analyzing Stochastic Algorithms Under Dependence <br> <br> Chaoxu Zhou 

 <br> <br> Chaoxu Zhou}

In this dissertation, a theoretical framework based on concentration inequalities for empirical processes is developed to better design iterative optimization algorithms and analyze their convergence properties in the presence of complex dependence between directions and step-sizes. Based on this framework, we proposed a stochastic away-step Frank-Wolfe algorithm and a stochastic pairwise-step Frank-Wolfe algorithm for solving strongly convex problems with polytope constraints and proved that both of those algorithms converge linearly to the optimal solution in expectation and almost surely. Numerical results showed that the proposed algorithms are faster and more stable than most of their competitors.

This framework can be applied for designing and analyzing stochastic algorithms with adaptive step-sizes that are based on local curvature for self-concordant optimization problems. Notably, we proposed and analyzed a stochastic BFGS algorithm without line-search, and proved that it converges linearly globally and super-linearly locally using the framework mentioned above. This is the first work that analyzes a fully stochastic BFGS algorithm, which also avoids time consuming or even impossible line-search steps.

A third class of problems that the empirical processes framework can be applied to is to study the optimization of compositions of stochastic functions. A multi-level Monte Carlo based unbiased gradient generation method is introduced into stochastic optimization algorithms for minimizing function compositions. Based on this, standard stochastic optimization algorithms can be applied to these problems directly.
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## Chapter 1: Introduction and Background

### 1.1 Overview

In the era of big data, the main challenge that the field of optimization faces is the trade-off between solution accuracy and algorithm running time. To address this issue, a large number of stochastic optimization algorithms have been developed, especially for convex problems. When the directions and step sizes are both stochastic and depend on each other, analyzing the convergence properties of such algorithms poses great technical difficulty. To address this issue, we developed a theoretical framework based on concentration inequalities for empirical processes to better design algorithms and analyze their convergence properties in the presence of complex dependence.

Based on this framework, we proposed a stochastic away-step Frank-Wolfe algorithm and a stochastic pairwise-step Frank-Wolfe algorithm in [1] for solving strongly convex problems with polytope constraints and proved that both of them converge linearly to the optimal solution in expectation and almost surely. Numerical results showed that the proposed algorithms are faster and more stable than most of their competitors.

Another important issue for current stochastic optimization algorithms is step-size tuning. Most currently available stochastic algorithms are provably convergent only if either diminishing or infinitesimal step-sizes are used. As a result, practitioners have to put a lot of effort into tuning step-sizes and other parameters in most of the algorithms that are used. To address this topic, we proposed an adaptive step-size framework based on local curvature for a number of stochastic algorithms for self-concordant optimization problems in [2]. Most notably, we proposed a stochastic BFGS algorithm without line-search, and proved that it converges linearly globally and super-linearly locally using the techniques mentioned above that we developed to resolve the dependence issue. This is the first work that analyzes a fully stochastic BFGS algorithm, which also
avoids time consuming or even impossible line-search steps.
A third class of problems that we studied addresses the optimization of compositions of stochastic functions. Problems that have this structure arise in many statistics and machine learning applications, such as parameter estimation for conditional random fields and for maximizing the partial likelihood in proportional-hazards models. In these problems, obtaining a stochastic gradient is already computationally difficult. Therefore most current approaches use biased stochastic gradients in their algorithmic design, which results in non-optimal iteration complexities. To solve this problem, we introduced multi-level Monte Carlo methods into optimization algorithms for minimizing function compositions in [3]. We proposed simulation algorithms that generate unbiased gradient estimates with finite variance and finite expected computational cost. As a result, standard stochastic optimization algorithms can be applied to these problems directly. We also modified our simulation algorithms to enable them to incorporate various acceleration schemes.

### 1.2 The Empirical Processes Framework

Empirical processes generalizes the Glivenko-Cantelli theorem and the Donsker theorem to more general function classes. It has been widely used in analyzing large-sample properties of statistical estimators, especially M-estimators, in parametric, non-parametric, and semi-parametric statistical models. The uniform convergence results in the theory of empirical processes naturally resolve the complex dependence between the estimator and the samples when analyzing its properties. The complexity of the underlying function class, which is measured by the covering number, packing number, or bracketing number, plays an important role in the development of empirical processes theory. However, this set of tools has not been previously used in analyzing the properties of stochastic optimization algorithms. In chapter 2 of this thesis, we propose and develop a theoretical framework that is based on concentration inequalities for empirical processes for proving the convergence results for stochastic optimization algorithms under dependence.

### 1.3 The Frank-Wolfe Algorithm and Its Variants

The Frank-Wolfe algorithm, which is also known as the conditional gradient algorithm, was proposed in 1956 to minimize a convex function over a convex and compact feasible region. More specifically, for solving $\min _{x \in \mathcal{D}} F(x)$, where $F(\cdot)$ is a convex function and $\mathcal{D}$ is a convex and compact set, the Frank-Wolfe algorithm proceeds as follows:

```
Algorithm 1 The Frank-Wolfe Algorithm
    Input: Initial solution \(x^{(1)} \in \mathcal{D}\).
    for \(k=1,2, \ldots\) do
        Set \(p^{(k)}=\arg \min _{s \in \mathcal{D}}\left\langle\nabla F\left(x^{(k)}\right), s\right\rangle\).
        Set \(d^{(k)}=p^{(k)}-x^{(k)}\).
        Set \(x^{(k+1)}=x^{(k)}+\gamma^{(k)} d^{(k)}\), where \(\gamma^{(k)}=\frac{2}{k+2}\) or obtain by line-search.
    end for
    Return: \(x^{(k+1)}\).
```

The Frank-Wolfe Algorithm has become popular recently because it performs a sparse update at each step. For a good review of what was known about the FW algorithm until a few years ago, see [4]. When the feasible region $\mathcal{D}$ is a polytope, it is well-known that this algorithm converges sub-linearly with rate $O(1 / k)$ because of the so-called zig-zagging phenomenon [5]. Especially if the optimal solution $x_{*}$ does not lie in the relative interior of $\mathcal{D}$, the FW algorithm tends to zig-zag amongst the vertices that define the facet containing $x_{*}$. One way to overcome this zig-zagging problem is to keep track of the "active" vertices (the vertices discovered previously in the FW algorithm) and move away from the "worst" of these in some iterations. The Away-step FrankWolfe algorithm (AFW) and the Pairwise Frank-Wolfe algorithm (PFW) in [5] are two notable variants based on this idea.

In chapter 3 of this thesis, we will discuss in details and analyze the convergence properties of stochastic versions of these two algorithms. Moreover, in large-scale numerical experiments, the proposed algorithms perform as well as or better than their stochastic competitors in actual CPU
time.

### 1.4 Local Curvature Based Adaptive Step-size Algorithms

Many stochastic algorithms have been proposed to solve the generic stochastic optimization problem

$$
\min _{x \in \mathbb{R}^{d}} \mathbb{E}_{\xi} f(x, \xi),
$$

and its finite sample version

$$
\min _{x \in \mathbb{R}^{d}} \frac{1}{n} \sum_{i=1}^{n} f\left(x, \xi_{i}\right),
$$

including stochastic gradient descent (SGD), and variance-reduced extensions of SGD, such as SVRG [6], SAG [7], and SAGA [8]. These first-order methods extend gradient descent to the stochastic setting. It is natural to consider stochastic extensions of quasi-Newton and second-order methods. One such method, the Newton Incremental Method (NIM) [9], combines cyclic updating of a fixed collection of functions $f\left(x, \xi_{1}\right), \ldots, f\left(x, \xi_{m}\right)$ with Newton's method, and attains local superlinear convergence.

One of the key obstacles in developing stochastic extensions of quasi-Newton methods is the necessity of selecting appropriate step sizes. The analysis of the global convergence of the BFGS method [10] and other members of Broyden's convex class [11] assumes that Armijo-Wolfe inexact line search is used. This is rather undesirable for a stochastic algorithm, as line search is both computationally expensive and difficult to analyze in a probabilistic setting. However, there is a special class of functions, the self-concordant functions, whose properties allow us to compute an adaptive step size based on local curvature and thereby avoid performing line searches. In [12], it is shown that the BFGS [13][14][15][16] method with adaptive step sizes converges superlinearly when applied to self-concordant functions.

In chapter 4 of this thesis, we will introduce class of stochastic, adaptive methods for minimizing self-concordant functions which can be expressed as an expected value. These methods generate an estimate of the true objective function by taking the empirical mean over a sample
drawn at each step, making the problem tractable. The use of adaptive step sizes, which are based on local curvature, eliminates the need for the user to supply a step size. Methods in this class include extensions of gradient descent (GD) and BFGS. Based on the empirical processes framework, we can show that, given a suitable amount of sampling, our stochastic adaptive GD method attains linear convergence in expectation, and with further sampling, our stochastic adaptive BFGS method attains R-superlinear convergence.

### 1.5 Unbiased Simulation Method for Stochastic Composition Optimization Problems

Most of the algorithms for solving the generic stochastic optimization problem,

$$
\min _{x \in \mathcal{D}} \mathbb{E}_{\xi} f(x ; \xi)
$$

implicitly assume the gradient of each member function $f(\cdot ; \xi)$ is easy to compute. But this assumption does not hold in the so-called stochastic composition optimization (SCO) problem [17]:

$$
\min _{x \in \mathcal{D}} F(x) \triangleq \mathbb{E}_{v} f_{v}\left(\mathbb{E}_{w} g_{w}(x)\right),
$$

where $v$ and $w$ are random variables with certain known joint distributions nor its finite sample version:

$$
\begin{equation*}
\min _{x \in \mathcal{D}} F_{n}(x) \triangleq \frac{1}{n} \sum_{i=1}^{n} f_{i}\left\{\frac{1}{m_{i}} \sum_{j=1}^{m_{i}} g_{i j}(x)\right\} . \tag{1.1}
\end{equation*}
$$

As far as we know, all current algorithms that are used to solve SCO problems are based on biased stochastic gradient oracles.

In chapter 5 of this thesis, we introduce unbiased gradient simulation algorithms that are based on a multilevel Monte Carlo technique for solving smooth SCO problems. Based on our unbiased gradient simulation algorithms, a stochastic composition optimization problem can be considered as a generic stochastic optimization problem.

## Chapter 2: An Empirical Processes Framework

### 2.1 The Framework

The goal of developing the empirical prcoesses framework described in this section is to unify the convergence analysis of stochastic optimization algorithms under dependence. These results originate in empirical process theory [18]. The problem to be minimized has the form

$$
\begin{equation*}
\min _{x \in \mathbb{R}^{d}} F(x) \equiv \mathbb{E}_{\xi} f(x, \xi) . \tag{2.1}
\end{equation*}
$$

We require the following assumptions on $F$ and $f$ for the analysis.

## Assumptions:

1. There exist compact sets $\mathcal{D}_{0}$ and $\mathcal{D}$ with $x^{*} \in \mathcal{D}$ and $\mathcal{D}_{0} \subseteq \mathcal{D} \subset \mathbb{R}^{d}$, such that if $x_{0}$ is chosen in $\mathcal{D}_{0}$, then for all possible realizations of the samples $\xi_{1}, \ldots, \xi_{m^{(k)}}$ for every $k$, the sequence of iterates $\left\{x_{k}\right\}_{k=0}^{\infty}$ produced by the algorithm is contained within $\mathcal{D}$. We write $D=\sup \{\|x-y\|: x, y \in \mathcal{D}\}$ for the diameter of $\mathcal{D}$.

Furthermore, we assume that the objective values and gradients are bounded:

$$
\begin{aligned}
& u=\sup _{\xi} \sup _{x \in \mathcal{D}} f(x, \xi)<\infty \\
& l=\inf _{\xi} \inf _{x \in \mathcal{D}} f(x, \xi)>-\infty \\
& \gamma=\sup _{\xi} \sup _{x \in \mathcal{D}}\|\nabla f(x, \xi)\|<\infty
\end{aligned}
$$

2. There exists $0<L<\infty$, such that $\sup _{\xi}|f(x, \xi)-f(y, \xi)|<L\|x-y\|$.

The key theorem of this framework is a concentration bound which limits the divergence of a
sub-sampled function $F^{(k)}(x)$ from $F(x)$.
Theorem 2.1.1. Let $m^{(k)} \in \mathbb{N}_{+}$, and $F^{(k)}(x) \equiv \frac{1}{m^{(k)}} \sum_{i=1}^{m^{(k)}} f\left(x, \xi_{i}^{(k)}\right)$, where $\xi_{1}^{(k)}, \ldots, \xi_{m^{(k)}}^{(k)}$ are i.i.d. following the distribution of $\xi$. For any $\delta>0$ and $0<\epsilon<\min \left\{D, \frac{\delta}{2 L}\right\}$, we have

$$
\begin{equation*}
\mathbb{P}\left(\sup _{x \in \mathcal{D}}\left|F^{(k)}(x)-F(x)\right| \geq \delta\right) \leq 2 d^{d / 2} \frac{D^{d}}{\epsilon^{d}} \exp \left\{-\frac{m^{(k)}(\delta-2 L \epsilon)^{2}}{2(u-l)^{2}}\right\} \tag{2.2}
\end{equation*}
$$

Moreover, let $x_{*}=\arg \min _{x \in \mathcal{D}} F(x)$ and $x_{*}^{(k)}=\arg \min _{x \in \mathcal{D}} F^{(k)}(x)$. For $m^{(k)} \geq 3$, we have

$$
\begin{equation*}
\mathbb{E} \sup _{x \in \mathcal{D}}\left|F^{(k)}(x)-F(x)\right| \leq C \sqrt{\frac{\log m^{(k)}}{m^{(k)}}} \tag{2.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{E}\left|F^{(k)}\left(x_{*}^{(k)}\right)-F\left(x_{*}\right)\right| \leq C \sqrt{\frac{\log m^{(k)}}{m^{(k)}}} \tag{2.4}
\end{equation*}
$$

where

$$
C=4(|u|+|l|) d^{d / 2} D^{d} \exp \left\{-d \log \frac{u-l}{2 \sqrt{2} L}\right\}+(u-l) \sqrt{d+1} .
$$

Proof of this theorem can be found in next section.

Based on this theorem, we are ready to state our theoretical framework for proving the convergence of stochastic algorithms. Let $\left\{y^{(k)}\right\}$ be a sequence of iterates that are generated by an iterative and deterministic algorithm which solves problem (2.1). Assume the iterates satisfies the property that

$$
\begin{equation*}
F\left(y^{(k+1)}\right)-F\left(y_{*}\right) \leq \rho^{(k)}\left\{F\left(y^{(k)}\right)-F\left(y_{*}\right)\right\}, \tag{2.5}
\end{equation*}
$$

where $\rho^{(k)} \in(0,1)$ and only depends on the smoothness properties of $F(\cdot)$ and other deterministic
properties such as iteration count and hyper-parameters. Now consider a stochastic version of the deterministic algorithm which uses an average i.i.d. sub-sampled quantity to substitute for the original deterministic quantity. Let $\left\{x^{(k)}\right\}$ be the sequence of iterates generated by this stochastic algorithm. Then we have
$F\left(x^{(k+1)}\right)-F\left(x_{*}\right)=\left\{F\left(x^{(k+1)}\right)-F^{(k)}\left(x^{(k+1)}\right)\right\}+\left\{F^{(k)}\left(x^{(k+1)}\right)-F^{(k)}\left(x_{*}^{(k)}\right)\right\}+\left\{F^{(k)}\left(x_{*}^{(k)}\right)-F\left(x_{*}\right)\right\}$.

For the terms in the first set of brackets on the right hand side of the equation above, we have

$$
\begin{align*}
\mathbb{E}\left\{F\left(x^{(k+1)}\right)-F^{(k)}\left(x^{(k+1)}\right)\right\} & \leq \mathbb{E}\left|F\left(x^{(k+1)}\right)-F^{(k)}\left(x^{(k+1)}\right)\right| \\
& \leq \mathbb{E} \sup _{x \in \mathcal{D}}\left|F^{(k)}(x)-F(x)\right| \\
& \leq C \sqrt{\frac{\log m^{(k)}}{m^{(k)}}} . \tag{2.6}
\end{align*}
$$

Similarly, for the terms in the third set of brackets on the right hand side, we have

$$
\begin{equation*}
\mathbb{E}\left\{F^{(k)}\left(x_{*}^{(k)}\right)-F\left(x_{*}\right)\right\} \leq \mathbb{E}\left|F^{(k)}\left(x_{*}^{(k)}\right)-F\left(x_{*}\right)\right| \leq C \sqrt{\frac{\log m^{(k)}}{m^{(k)}}} \tag{2.7}
\end{equation*}
$$

For the second term, note that $x^{(k+1)}$ only depends on the samples generated in $k$-th iteration and $x^{(k)}$. As a result, we may consider it as running the deterministic algorithms on a deterministic function $F^{(k)}(\cdot)$. Thus the property (2.5) can be directly applied here; that is,

$$
\begin{aligned}
& F^{(k)}\left(x^{(k+1)}\right)-F^{(k)}\left(x_{*}^{(k)}\right) \\
\leq & \rho^{(k)}\left\{F^{(k)}\left(x^{(k)}\right)-F^{(k)}\left(x_{*}^{(k)}\right)\right\} \\
= & \rho^{(k)}\left\{F\left(x^{(k)}\right)-F\left(x_{*}\right)\right\}+\rho^{(k)}\left\{F^{(k)}\left(x^{(k)}\right)-F\left(x^{(k)}\right)\right\}+\rho^{(k)}\left\{F\left(x_{*}\right)-F\left(x_{*}^{(k)}\right)\right\} .
\end{aligned}
$$

Taking expectation on both sides of the inequality above and using (2.6) and (2.7), we have

$$
\begin{aligned}
\mathbb{E}\left\{F^{(k)}\left(x^{(k+1)}\right)-F^{(k)}\left(x_{*}^{(k)}\right)\right\} & \leq \rho^{(k)} \mathbb{E}\left\{F^{(k)}\left(x^{(k)}\right)-F^{(k)}\left(x_{*}^{(k)}\right)\right\}+2 \rho^{(k)} C \sqrt{\frac{\log m^{(k)}}{m^{(k)}}} \\
& \leq \rho^{(k)} \mathbb{E}\left\{F^{(k)}\left(x^{(k)}\right)-F^{(k)}\left(x_{*}^{(k)}\right)\right\}+2 C \sqrt{\frac{\log m^{(k)}}{m^{(k)}}}
\end{aligned}
$$

where the last inequality follows from $\rho^{(k)}<1$.
Combining these three inequalities, we have

$$
\begin{aligned}
\mathbb{E} F\left(x^{(k+1)}\right)-F\left(x_{*}\right) & \leq \rho^{(k)} \mathbb{E}\left\{F\left(x^{(k)}\right)-F\left(x_{*}\right)\right\}+4 C \sqrt{\frac{\log m^{(k)}}{m^{(k)}}} \\
& \leq\left(F\left(x^{(1)}\right)-F\left(x_{*}\right)\right) \prod_{i=1}^{k} \rho^{(i)}+4 C \sum_{i=1}^{k} \sqrt{\frac{\log m^{(i)}}{m^{(i)}}} \prod_{j=i+1}^{k} \rho^{(j)} .
\end{aligned}
$$

Therefore, the rate of convergence of this stochastic algorithm is determined by the rate of of convergence of its deterministic version $\rho^{(k)}$ and the sampling rate, $m^{(k)}$, in every iteration.

Remark. Our analysis above focuses on the iteration complexities instead of sample complexities. In machine learning, the sample complexity of an algorithm represents the total number of training samples needed in order to learn the target function with arbitrarily high probability. This concept is also important in the context of optimization algorithms, since many stochastic algorithms, such as Stochastic Gradient Descent (SGD), use only one sample in every iteration and obtaining such a sample is the most time consuming step. In this case, the sample complexity is a good indicator of the performance of these algorithms. However, in many other algorithms such as the stochastic Frank-Wolfe (conditional gradient) algorithms and stochastic Quasi-Newton algorithms, this is not the case. In stochastic Frank-Wolfe algorithms, in every iteration, one needs to solve a linear programming problem which is typically much more time consuming than sampling. Similarly, the matrix vector multiplications in the Quasi-Newton algorithms can be more time consuming than sampling. In such cases, the iteration complexity is a much more reasonable indicator of the
performance of an algorithm.

### 2.2 Proof of Theorem 2.1.1

We need the following definition and lemma to prove the Theorem 2.1.1.
Definition [Bracketing Number] Let $\mathcal{F}$ be a class of functions. Given two functions $l$ and $u$, the bracket $[l, u]$ is the set of all function $f$ with $l \leq f \leq u$. An $\epsilon$-bracket in $L_{1}$ is a bracket $[l, u]$ with $\mathbb{E}|u-l|<\epsilon$. The bracketing number $N_{[]}\left(\epsilon, \mathcal{F}, L_{1}\right)$ is the minimum number of $\epsilon$-brackets needed to cover $\mathcal{F}$. (The bracketing functions $l$ and $u$ must have finite $L_{1}$-norms but need not belong to $\mathcal{F}$ ).

The bracketing number is a quantity that measures the complexity of a function class. The lemma below provides an upper bound for a function class indexed by a finite dimensional bounded set. This result can be found in any empirical processes textbook such as [18]. For completeness, we provide a proof.

Lemma 2.2.1. Let $\mathcal{F}=\left\{f_{\theta} \mid \theta \in \Theta\right\}$ be a collection of measurable functions indexed by a bounded subset $\Theta \subset \mathbb{R}^{d}$. Denote $D_{\Theta}=\sup \left\{\left\|\theta_{1}-\theta_{2}\right\| \mid \theta_{1}, \theta_{2} \in \Theta\right\}$. Suppose that there exists a measurable function $g$ such that

$$
\begin{equation*}
\left|f_{\theta_{1}}(\xi)-f_{\theta_{2}}(\xi)\right| \leq g(\xi)\left\|\theta_{1}-\theta_{2}\right\| \tag{2.8}
\end{equation*}
$$

for every $\theta_{1}, \theta_{2} \in \Theta$. If $\|g(\xi)\|_{1} \equiv \int|g(\xi)| d P<\infty$, then the bracketing numbers satisfy

$$
N_{[]}\left(\epsilon\|g\|_{1}, \mathcal{F}, L_{1}\right) \leq\left(\frac{\sqrt{d} D_{\Theta}}{\epsilon}\right)^{d}
$$

for every $0<\epsilon<D_{\Theta}$.

Proof. To prove the result, we use brackets of the type $\left[f_{\theta}-\epsilon g / 2, f_{\theta}+\epsilon g / 2\right]$ for $\theta$ that ranging over a suitably chosen subset of $\Theta$ and these brackets have $L_{1}$-size $\epsilon\|g\|_{1}$. If $\left\|\theta_{1}-\theta_{2}\right\| \leq \epsilon / 2$, then by the Lipschitz condition (2.8), we have $f_{\theta_{1}}-\epsilon g / 2 \leq f_{\theta_{2}} \leq f_{\theta_{1}}+\epsilon g / 2$. Therefore, the brackets
cover $\mathcal{F}$ if $\theta$ ranges over a grid of meshwidth $\epsilon / \sqrt{d}$ over $\Theta$. This grid has at most $\left(\sqrt{d} D_{\Theta} / \epsilon\right)^{d}$ grid points. Therefore the bracketing number $N_{[]}\left(\epsilon\|g\|_{1}, \mathcal{F}, L_{1}\right)$ can be bounded by $\left(\sqrt{d} D_{\Theta} / \epsilon\right)^{d}$.

Remark: The bracketing number has a very close relationship with the covering number, which is a better known quantity in machine learning. Let $N\left(\epsilon, \mathcal{F}, L_{1}\right)$ be the covering number of the set $\mathcal{F}$; that is, the minimal number of balls of $L_{1}$-radius $\epsilon$ needs to cover the set $\mathcal{F}$. Then the relation, $N\left(\epsilon, \mathcal{F}, L_{1}\right) \leq N_{[]}\left(2 \epsilon, \mathcal{F}, L_{1}\right)$, between covering number and bracketing number always holds. Moreover, this concept is also closely related to the VC-dimension. Usually, constructing and counting the number of brackets for a class of functions is easier to do than computing the minimum number of balls that covers the class.

Now, we are ready to prove Theorem 2.1.1.

Proof. Consider the function class $\mathcal{F}=\{f(x, \cdot) \mid x \in \mathcal{D}\}$ as defined in (2.1). Since $f(\cdot, \xi)$ each is assumed to be Lipschitz continuous with Lipschitz constant $L$, we must have $|f(x, \xi)-f(y, \xi)| \leq$ $L\|x-y\|$. Moreover, the index set $\mathcal{D} \in \mathbb{R}^{p}$ for the function class $\mathcal{F}$ is assume to be bounded. Therefore all conditions for Lemma 2.2.1 are satisfied and hence the number of brackets of the type $[f(x, \cdot)-\epsilon L, f(x, \cdot)+\epsilon L]$ satisfies

$$
N_{[]}\left(\epsilon L, \mathcal{F}, L_{1}\right) \leq(\sqrt{d})^{d}\left(\frac{D}{\epsilon}\right)^{d},
$$

for every $0<\epsilon<D$, where $D=\sup \{\|x-y\| \mid x, y \in \mathcal{D}\}$. Let $\Gamma \subset \mathcal{D}$ denote the set of indices of the centers of these brackets and $\xi_{1}, \ldots \xi_{m^{(k)}}$ be the i.i.d. samples drawn at the $k$-th iteration of the algorithm. Since the brackets centered at $\Gamma$ cover $\mathcal{F}$, we must have

$$
\sup _{x \in \mathcal{D}}\left|\frac{1}{m^{(k)}} \sum_{i=1}^{m^{(k)}} f\left(x, \xi_{i}\right)-\mathbb{E} f\left(x, \xi_{i}\right)\right| \leq \max \left\{\left.\left|\frac{1}{m^{(k)}} \sum_{i=1}^{m^{(k)}} f\left(y, \xi_{i}\right)-\mathbb{E} f\left(y, \xi_{i}\right)\right| \right\rvert\, y \in \Gamma\right\}+2 \epsilon L
$$

Consequently, for every $\delta \geq 0$ and $\epsilon<\min \{\delta /(2 L), D\}$,

$$
\begin{aligned}
& \mathbb{P}\left\{\sup _{x \in \mathcal{D}}\left|\frac{1}{m^{(k)}} \sum_{i=1}^{m^{(k)}} f\left(x, \xi_{i}\right)-\mathbb{E} f\left(x, \xi_{i}\right)\right| \geq \delta\right\} \\
\leq & \mathbb{P}\left\{\max \left\{\left.\left|\frac{1}{m^{(k)}} \sum_{i=1}^{m^{(k)}} f\left(y, \xi_{i}\right)-\mathbb{E} f\left(y, \xi_{i}\right)\right| \right\rvert\, y \in \Gamma\right\}+2 \epsilon L \geq \delta\right\} \\
\leq & \sum_{y \in \Gamma} \mathbb{P}\left\{\left|\frac{1}{m^{(k)}} \sum_{i=1}^{m^{(k)}} f\left(y, \xi_{i}\right)-\mathbb{E} f\left(y, \xi_{1}\right)\right| \geq \delta-2 \epsilon L\right\} \\
\leq & \sum_{y \in \Gamma} 2 \exp \left\{-\frac{2 m^{(k)}(\delta-2 L \epsilon)^{2}}{(u-l)^{2}}\right\} \quad \quad \text { (union bound) } \\
\leq & 2(\sqrt{d})^{d}\left(\frac{D}{\epsilon}\right)^{d} \exp \left\{-\frac{2 m^{(k)}(\delta-2 L \epsilon)^{2}}{(u-l)^{2}}\right\} . \quad \quad\left(|\Gamma| \leq(\sqrt{d})^{d}\left(\frac{D}{\epsilon}\right)^{d}\right)
\end{aligned}
$$

Since by definition, $F^{(k)}(x)=\frac{1}{m^{(k)}} \sum_{i=1}^{m^{(k)}} f\left(\xi_{i}, x\right)$ and $F(x)=\mathbb{E} f\left(\xi_{i}, x\right)$, then (2.2) follows.
To show (2.3), first note that both $F^{(k)}(\cdot)$ and $F(\cdot)$ are bounded by $l$ and $u$; hence, $\sup _{x \in \mathcal{D}} \mid F^{(k)}(x)-$ $F(x) \mid \leq 2(|u|+|l|)$. Then for every $\delta \geq 0$, we have,

$$
\begin{aligned}
& \mathbb{E} \sup _{x \in \mathcal{D}}\left|F^{(k)}(x)-F(x)\right| \\
\leq & 2(|u|+|l|) \mathbb{P}\left\{\sup _{x \in \mathcal{D}}\left|F^{(k)}(x)-F(x)\right| \geq \delta\right\}+\delta \mathbb{P}\left\{\sup _{x \in \mathcal{D}}\left|F^{(k)}(x)-F(x)\right|<\delta\right\} \\
\leq & 4(|u|+|l|)(\sqrt{d})^{d}\left(\frac{D}{\epsilon}\right)^{d} \exp \left\{-\frac{2 m^{(k)}(\delta-2 L \epsilon)^{2}}{(u-l)^{2}}\right\}+\delta \\
\leq & 4(|u|+|l|)(\sqrt{d})^{d} D^{d} \exp \left\{-\frac{2 m^{(k)}(\delta-2 L \epsilon)^{2}}{(u-l)^{2}}+d \log \frac{1}{\epsilon}\right\}+\delta .
\end{aligned}
$$

Now let $\delta=\frac{(u-l) \sqrt{4(d+1) \log \sqrt{m^{(k)}}}}{\sqrt{m^{(k)} \sqrt{2}}}, \epsilon=\frac{(u-l)}{2 L \sqrt{m^{(k)}} \sqrt{2}}$. Then

$$
\begin{aligned}
\mathbb{E} \sup _{x \in \mathcal{P}}\left|F^{(k)}(x)-F(x)\right| \leq & 4(|u|+|l|)(\sqrt{d})^{d} D^{d} \exp \left\{-\left(\sqrt{4(d+1) \log \sqrt{m^{(k)}}}-1\right)^{2}-d\left(\log \frac{u-l}{2 \sqrt{2} L}\right)\right. \\
& \left.+d \log \sqrt{m^{(k)}}\right\}+\frac{(u-l) \sqrt{4(d+1) \log \sqrt{m^{(k)}}}}{\sqrt{m^{(k)}} \sqrt{2}}
\end{aligned}
$$

Note that $(x-1)^{2} \geq x^{2} / 4$ when $x \geq 2$. Thus, for $m^{(k)} \geq 3$ and $d \geq 1, \sqrt{4(d+1) \log \sqrt{m^{(k)}}} \geq 2$.

Therefore

$$
\begin{aligned}
& \mathbb{E} \sup _{x \in \mathcal{D}}\left|F^{(k)}(x)-F(x)\right| \\
\leq & 4(|u|+|l|)(\sqrt{d})^{d} D^{d} \exp \left\{-(d+1) \log \left(\sqrt{m^{(k)}}\right)+d \log \sqrt{m^{(k)}}-d\left(\log \frac{u-l}{2 \sqrt{2} L}\right)\right\} \\
& +\frac{(u-l) \sqrt{4(d+1) \log \sqrt{m^{(k)}}}}{\sqrt{m^{(k)}} \sqrt{2}} \\
\leq & C \sqrt{\frac{\log m^{(k)}}{m^{(k)}}}
\end{aligned}
$$

where $C=4(|u|+|l|)(\sqrt{d})^{d} D^{d} \exp \left\{-d\left(\log \frac{u-l}{2 \sqrt{2} L}\right)\right\}+(u-l) \sqrt{d+1}$.
Next, we will obtain a bound for $\mathbb{E}\left|F^{(k)}\left(x_{*}^{(k)}\right)-F\left(x^{*}\right)\right|$. (2.2) implies both

$$
\begin{equation*}
F\left(x_{*}^{(k)}\right)-\delta \leq F^{(k)}\left(x_{*}^{(k)}\right) \leq F\left(x_{*}^{(k)}\right)+\delta \tag{2.9}
\end{equation*}
$$

and

$$
\begin{equation*}
F\left(x^{*}\right)-\delta \leq F^{(k)}\left(x^{*}\right) \leq F\left(x^{*}\right)+\delta \tag{2.10}
\end{equation*}
$$

happen with probability at least $1-2(\sqrt{d})^{d}\left(\frac{D}{\epsilon}\right)^{d} \exp \left\{-\frac{m^{(k)}(\delta-2 L \epsilon)^{2}}{2(u-l)^{2}}\right\}$. Consequently, on the one hand

$$
\begin{align*}
F^{(k)}\left(x_{*}^{(k)}\right) & \geq F\left(x_{*}^{(k)}\right)-\delta  \tag{by2.9}\\
& \geq F\left(x^{*}\right)-\delta
\end{align*}
$$

(optimality of $x^{*}$ for $F(\cdot)$ )

On the other hand,

$$
\begin{array}{rlr}
F^{(k)}\left(x_{*}^{(k)}\right) & \leq F^{(k)}\left(x^{*}\right) & \left.\quad \text { (optimiality of } x_{*}^{(k)} \text { for } F^{(k)}(\cdot)\right) \\
& \leq F\left(x^{*}\right)+\delta & \quad \text { by } 2.10)
\end{array}
$$

Therefore, we have

$$
\mathbb{P}\left\{\left|F^{(k)}\left(x_{*}^{(k)}\right)-F\left(x_{*}\right)\right| \geq \delta\right\} \leq 2(\sqrt{d})^{d}\left(\frac{D}{\epsilon}\right)^{d} \exp \left\{-\frac{m^{(k)}(\delta-2 L \epsilon)^{2}}{2(u-l)^{2}}\right\}
$$

and hence, $\mathbb{E}\left|F^{(k)}\left(x_{*}^{(k)}\right)-F\left(x^{*}\right)\right|=C \sqrt{\frac{\log m^{(k)}}{m^{(k)}}}$.

### 2.3 From Convergence in Expectation to Almost Sure Convergence.

In this section, we will discuss a simple technique that enables us to derive the almost sure convergence of the solutions of a stochastic algorithm from its convergence rate in expectation. Let $\left\{x^{(k)}\right\}$ be the solutions generated by a stochastic algorithm for solving problem (2.1). Assume that $\mathbb{E} F\left(x^{(k)}\right)-F\left(x_{*}\right) \leq \alpha^{(k)}$ and $\sum_{k=1}^{\infty} \alpha^{(k)}<\infty$. Then $F\left(x^{(k)}\right) \rightarrow F\left(x_{*}\right)$ almost surely as $k \rightarrow \infty$.

To prove this, for every $\epsilon>0$, let $E^{(k)}$ denote the event that $F\left(x^{(k)}\right)-F\left(x_{*}\right)>\epsilon$. By the Markov inequality

$$
\sum_{k=2}^{\infty} \mathbb{P}\left(E^{(k)}\right)=\sum_{k=2}^{\infty} \mathbb{P}\left(\left(F\left(x^{(k)}\right)-F\left(x_{*}\right)\right)>\epsilon\right) \leq \sum_{k=2}^{\infty} \frac{\mathbb{E}\left\{F\left(x^{(k)}\right)-F^{*}\right\}}{\epsilon}<\frac{1}{\epsilon} \sum_{k=2}^{\infty} \alpha^{(k)}<\infty .
$$

Therefore the Borel-Cantelli lemma implies that $\mathbb{P}\left(\lim \sup _{k \rightarrow \infty} E^{(k)}\right)=0$, and hence, $F\left(x^{(k)}\right)-$ $F\left(x_{*}\right) \rightarrow 0$ almost surely as $k \rightarrow \infty$.

Remark. As we have shown, when the rate of convergence in expectation satisfies certain conditions, we can get almost sure convergence for free. This result guarantees the global convergence of every individual sample path, which is a key component for analyzing local convergence properties of the stochastic quasi-Newton algorithms.

# Chapter 3: Linear Convergence of Stochastic Frank Wolfe Variants 

### 3.1 Motivation

The recent trend of using a large number of parameters to model large datasets in machine learning and statistics has created a strong demand for optimization algorithms that have low computational cost per iteration and exploit model structure. Regularized empirical risk minimization (ERM) is an important class of problems in this area that can be formulated as smooth constrained optimization problems. A popular approach for solving such ERM problems is the proximal gradient method which solves a projection sub-problem in each iteration. The major drawback of this method is that the projection step can be expensive in many situations. As an alternative, the Frank-Wolfe (FW) algorithm [19], also known as the conditional gradient method, solves a linear optimization sub-problem in each iteration, which is much faster than the standard projection technique when the feasible set is a simple polytope [20]. When the number of observations in ERM is large, calculating the gradient in every FW iteration becomes a computationally intensive task. The question of whether 'cheap' stochastic gradients can be used as a surrogate in FW immediately arises.

### 3.2 Contribution

In this chapter, we show that the Away-step Stochastic Frank-Wolfe (ASFW) algorithm converges linearly in expectation and on each sample path, the algorithm converges linearly. We also show that if an algorithm converges linearly in expectation then it converges linearly almost surely. The major technical difficulty of analyzing the ASFW algorithm is the lack of tools that combine stochastic arguments and combinatorial arguments. In order to solve this problem and prove our convergence results, a novel proof technique based on the empirical processes framework, that we
introduced in Chapter 2, is developed. This technique is then applied to prove the linear convergence in expectation and almost sure convergence of each sample path of another Frank-Wolfe variant, the Pairwise Stochastic Frank-Wolfe (PSFW) algorithm. In our large-scale numerical experiments, the proposed algorithms outperform their competitors in all different settings.

### 3.3 Related Work

The Frank-Wolfe algorithm was proposed sixty years ago ([19]) for minimizing a convex function over a polytope and is known to converge at an $O(1 / k)$ rate. In [21] the same convergence rate was proved for compact convex constraints. When both objective function and the constraint set are strongly convex, [22] proved that the Frank-Wolfe algorithm has an $O\left(1 / k^{2}\right)$ rate of convergence with a properly chosen step size. Motivated by removing the influence of "bad" visited vertices, the away-steps variant of the Frank-Wolfe algorithm was proposed in [23]. Later, [24] showed that this variant converges linearly under the assumption that the objective function is strongly convex and the optimum lies in the interior of the constraint polytope. Recently, [25] and [26] extended the linear convergence result by removing the assumption of the location of the optimum and [27] extended it further by relaxing the strongly convex objective function assumption. Stochastic Frank-Wolfe algorithms were studied by [28] and [29] and an $O(1 / k)$ rate of convergence in expectation were established. [30] considered the Stochastic Varianced-Reduced Frank-Wolfe method (SVRF) which also has convergence rate $O(1 / k)$ in expectation. In addition, the Frank-Wolfe algorithm has been applied to solve several different classes of problems, including non-linear SVM ([31]), structural SVM ([32, 33]), and comprehensive principal component pursuit ([34]) among many others. We compare FW variants and other useful algorithms such as the Prox-SVRG of [35] and the stochastic variance reduced FW algorithm of [30] in Table 3.1, where we summarize the required conditions for convergence and the given complexity bounds, the number of exact and stochastic gradient oracle calls, the number of linear optimization oracle (LO) calls and the number of projection calls in order to obtain an $\epsilon$-approximate solution.

| Algorithm | Extra conditions | FG | SG | LO | Projection |
| :---: | :---: | :---: | :---: | :---: | :---: |
| FW | bounded constraint | $O\left(\frac{1}{\epsilon}\right)$ | NA | $O\left(\frac{1}{\epsilon}\right)$ | NA |
| Away-step <br> FW | polytope constraint strongly convex objective | $O\left(\log \frac{1}{\epsilon}\right)$ | NA | $O\left(\log \frac{1}{\epsilon}\right)$ | NA |
| Pairwise FW | polytope constraint strongly convex objective | $O\left(\log \frac{1}{\epsilon}\right)$ | NA | $O\left(\log \frac{1}{\epsilon}\right)$ | NA |
| SVRF | bounded constraint | $O\left(\log \frac{1}{\epsilon}\right)$ | $O\left(\frac{1}{\epsilon^{2}}\right)$ | $O\left(\frac{1}{\epsilon}\right)$ | NA |
| Prox- <br> SVRG | strongly convex objective | $O\left(\log \frac{1}{\epsilon}\right)$ | $O\left(m \log \frac{1}{\epsilon}\right)$ | NA | $O\left(m \log \frac{1}{\epsilon}\right)$ |
| ASFW | polytope constraint strongly convex objective | NA | $\begin{aligned} & O\left(1 / \epsilon^{4 \eta}\right), \\ & 0<\eta<1 \end{aligned}$ | $O\left(\log \frac{1}{\epsilon}\right)$ | NA |
| PSFW | polytope constraint strongly convex objective | NA | $\begin{gathered} O\left(1 / \epsilon^{(6\|V\|!+2) \zeta}\right), \\ 0<\zeta<1 \end{gathered}$ | $O\left(\log \frac{1}{\epsilon}\right)$ | NA |

Table 3.1: Comparisons of algorithms in terms of their requirements and theoretical performance to get an $\epsilon$-approximate solution. In Table 3.1, FG denotes full gradient; SG denotes stochastic gradients; and LO denotes linear optimizations. In Prox-SVRG, $m$ is the number of iterations in each epoch. In PSFW, $|V|$ is the number of vertices in the polytope constraint.

### 3.4 Problem description.

Consider the minimization problem

$$
\begin{equation*}
\min _{x \in \mathcal{P}}\left\{F(x) \equiv \frac{1}{n} \sum_{i=1}^{n} f_{i}(x)\right\}, \tag{P1}
\end{equation*}
$$

where $\mathscr{P}$ is a polytope, i.e., a non-empty compact polyhedron given by $\mathcal{P}=\left\{x \in \mathbb{R}^{p}: C x \leq d\right\}$ for some $C \in \mathbb{R}^{m \times p}, d \in \mathbb{R}^{m}$. Therefore, the set of vertices $V$ of the polytope $\mathcal{P}$ has finitely many elements. Let $D=\sup \{\|x-y\| \mid x, y \in \mathcal{P}\}$ be the diameter of $\mathcal{P}$. For every $i=1, \ldots, n, f_{i}: \mathbb{R} \rightarrow \mathbb{R}$ is a strongly convex function with parameter $\sigma_{i}$ with an $L_{i}$ Lipschitz continuous gradient. From another point of view, (P1) can be reformulated as the stochastic optimization problem

$$
\begin{equation*}
\min _{x \in \mathcal{P}}\left\{\frac{1}{n} \sum_{i=1}^{n} f_{i}(x) \equiv \mathbb{E} f(\xi, x)\right\}, \tag{SP1}
\end{equation*}
$$

where $\xi$ is a random variable that follows a discrete uniform distribution on $\{1, \ldots, n\}, f(i, x)=$ $f_{i}(x)$ for every $i=1, \ldots, n$ and $x \in \mathcal{P}$. Furthermore, define $\nabla f(\xi, x)=\nabla f_{\xi}(x)$.

### 3.5 The Frank-Wolfe Algorithms.

In contrast to the projected gradient algorithm, the Frank-Wolfe algorithm calls a linear optimization oracle instead of a projection oracle in every iteration.

```
Algorithm 2 The Frank-Wolfe Algorithm
    Input: \(x^{(1)} \in \mathcal{P}, F(\cdot)\)
    for \(k=1,2, \ldots\) do
        Set \(p^{(k)}=\arg \min _{s \in \mathcal{P}}\left\langle\nabla F\left(x^{(k)}\right), s\right\rangle\).
        Set \(d^{(k)}=p^{(k)}-x^{(k)}\).
        Set \(x^{(k+1)}=x^{(k)}+\gamma^{(k)} d^{(k)}\), where \(\gamma^{(k)}=\frac{2}{k+2}\) or obtain by line-search.
    end for
    Return: \(x^{(k+1)}\).
```

The Frank-Wolfe Algorithm has become popular recently because it performs a sparse update at each step. See [4] for a good review of the classical results on the FW algorithm. It is well-known that this algorithm converges sub-linearly with rate $O(1 / k)$ because of the so-called zig-zagging phenomenon ([5]). Especially when the optimal solution $x^{*}$ does not lie in the relative interior of
$\mathcal{P}$, the FW algorithm tends to zig-zag amongst the vertices that define the facet containing $x^{*}$. One way to overcome this zig-zagging problem is to keep tracking of the "active" vertices (the vertices discovered previously in the FW algorithm) and move away from the "worst" of these in some iterations.

The Away-step Frank-Wolfe algorithm (AFW) and the Pairwise Frank-Wolfe algorithm (PFW) are two notable variants based on this idea. After computing the vertex $p^{(k)}=\arg \min _{x \in \mathcal{P}}\left\langle\nabla F\left(x^{(k)}\right), x\right\rangle$ by the linear optimization oracle and the vertex $u^{(k)}=\arg \max _{x \in U^{(k)}}\left\langle\nabla F\left(x^{(k)}\right), x\right\rangle$, where $U^{(k)}$ is the set of active vertices at iteration $k$, the AFW algorithm moves away from the one that maximizes the potential increase in $F(x)$; i.e. the increase in the linearized function, while the PFW algorithm tries to take advantages of both vertices and moves in the direction $p^{(k)}-u^{(k)}$. Details of the algorithms can be found in [5].

### 3.5.1 Variants of Stochastic Frank-Wolfe Algorithm

When the exact gradients are expensive to compute and an unbiased stochastic gradient is easy to obtain, it may be advantageous to use stochastic gradients in AFW and PFW. We describe the Away-step Stochastic Frank-Wolfe Algorithm (ASFW) and the Pairwise Stochastic Frank-Wolfe Algorithm(PSFW) below.

```
Algorithm 3 Away-step Stochastic Frank-Wolfe algorithm
    Input: \(x^{(1)} \in V, f_{i}\) and \(L_{i}\)
    Set \(\mu_{x^{(1)}}^{(1)}=1, \mu_{v}^{(1)}=0\), for all \(v \in V /\left\{x^{(1)}\right\}\) and \(U^{(1)}=\left\{x^{(1)}\right\}\).
    for \(k=1,2, \ldots\) do
    : \(\quad\) Sample \(\xi_{1}, \ldots, \xi_{m^{(k)}} \stackrel{\text { i.i.d. }}{\sim} \xi\) and set \(g^{(k)}=\frac{1}{m^{(k)}} \sum_{i=1}^{m^{(k)}} \nabla_{x} f\left(\xi_{i}, x^{(k)}\right)\),
        \(L^{(k)}=\frac{1}{m^{(k)}} \sum_{i=1}^{m^{(k)}} L_{\xi_{i}}\).
5: \(\quad\) Compute \(p^{(k)} \in \arg \min _{x \in \mathcal{P}}\left\langle g^{(k)}, x\right\rangle\).
6: Compute \(u^{(k)} \in \operatorname{argmax}_{v \in U^{(k)}}\left\langle g^{(k)}, v\right\rangle\).
7: \(\quad\) if \(\left\langle g^{(k)}, p^{(k)}+u^{(k)}-2 x^{(k)}\right\rangle \leq 0\), then
8: \(\quad \operatorname{Set} d^{(k)}=p^{(k)}-x^{(k)}\) and \(\gamma_{\text {max }}^{(k)}=1\).
9: else
10: \(\quad \operatorname{Set} d^{(k)}=x^{(k)}-u^{(k)}\) and \(\gamma_{\text {max }}^{(k)}=\frac{\mu_{u^{(k)}}^{(k)}}{1-\mu_{u^{(k)}}^{(k)}}\).
11: end if
12: \(\quad\) Set \(\gamma^{(k)}=\min \left\{-\frac{\left\langle g^{(k)}, d^{(k)}\right\rangle}{L^{(k)}\left\|d^{(k)}\right\|^{2}}, \gamma_{\max }^{(k)}\right\}\) or determine it by line-search.
13: \(\quad\) Set \(x^{(k+1)}=x^{(k)}+\gamma^{(k)} d^{(k)}\).
14: Update \(U^{(k+1)}\) and \(\mu^{(k+1)}\) by VRU Procedure.
    end for
    Return: \(x^{(k+1)}\).
```

Algorithm 4 Pairwise Stochastic Frank-Wolfe algorithm
1: Replace line 7 to 11 in Algorithm 3 by: $d^{(k)}=p^{(k)}-u^{(k)}$ and $\gamma_{\max }^{(k)}=\mu_{u^{(k)}}^{(k)}$.

The following algorithm updates a vertex representation of the current iterate and is called in Algorithms 3 and 4.

```
Algorithm 5 Procedure Vertex Representation Update (VRU)
    Input: \(x^{(k)},\left(U^{(k)}, \mu^{(k)}\right), d^{(k)}, \gamma^{(k)}, p^{(k)}\) and \(v^{(k)}\).
    if \(d^{(k)}=x^{(k)}-u^{(k)}\) then
        Update \(\mu_{v}^{(k)}=\mu_{v}^{(k)}\left(1+\gamma^{(k)}\right)\), for all \(v \in U^{(k)} /\left\{u^{(k)}\right\}\).
        Update \(\mu_{u^{(k)}}^{(k+1)}=\mu_{u^{(k)}}^{(k)}\left(1+\gamma^{(k)}\right)-\gamma^{(k)}\).
        if \(\mu_{u^{(k)}}^{(k+1)}=0\) then
    6: \(\quad\) Update \(U^{(k+1)}=U^{(k)} /\left\{u^{(k)}\right\}\)
        else
            Update \(U^{(k+1)}=U^{(k)}\)
        end if
    end if
    Update \(\mu_{v}^{(k+1)}=\mu_{v}^{(k)}\left(1-\gamma^{(k)}\right)\), for any \(v \in U^{(k)} /\left\{p^{(k)}\right\}\).
    Update \(\mu_{p^{(k)}}^{(k+1)}=\mu_{p^{(k)}}^{(k)}\left(1-\gamma^{(k)}\right)+\gamma^{(k)}\).
    if \(\mu_{p^{(k)}}^{(k+1)}=1\) then
        Update \(U^{(k+1)}=\left\{p^{(k)}\right\}\).
    else
        Update \(U^{(k+1)}=U^{(k)} \cup\left\{p^{(k)}\right\}\).
    end if
```

18: (Optional) Carathéodory's Theorem can be applied for the vertex representation of $x^{(k+1)}$ so
that $\left|U^{(k+1)}\right|=p+1$ and $\mu^{(k+1)} \in \mathbb{R}^{p+1}$.
19: Return: $\left(U^{(k+1)}, \mu^{(k+1)}\right)$

### 3.6 Convergence Proof

In this section, we first introduce some lemmas and notation and then prove the main theorems in this chapter. Note that, at the $k$-th iteration of Algorithms 3 and 4, $m^{(k)}$ i.i.d. samples of $\xi$ are obtained. Define $F^{(k)}(x)=\frac{1}{m^{(k)}} \sum_{i=1}^{m^{(k)}} f_{\xi_{i}}(x)$. Clearly, $F^{(k)}$ is Lipschitz continuous with Lipschitz constant $L^{(k)}=\frac{1}{m^{(k)}} \sum_{i=1}^{m^{(k)}} L_{\xi_{i}}$ and strongly convex with constant $\sigma^{(k)}=\frac{1}{m^{(k)}} \sum_{i=1}^{m^{(k)}} \sigma_{\xi_{i}}$.

The following ancillary problem is used in our analysis.

$$
\begin{equation*}
\min _{x \in \mathcal{P}} F^{(k)}(x) \tag{H1}
\end{equation*}
$$

Let $x_{*}^{(k)}$ denote the optimal solution of problem (H1), i.e., $x_{*}^{(k)}=\operatorname{argmin}_{x \in \mathcal{P}} F^{(k)}(x)$. The lemma below plays an important role in our proof. We refer to [27] for a detailed proof of this lemma.

Lemma 3.6.1. For any $x \in \mathcal{P} /\left\{x_{*}^{(k)}\right\}$ that can be represented as $x=\sum_{v \in U^{(k)}} \mu_{v} v$ for some $U^{(k)} \subset$ $V$, where $\sum_{v \in U^{(k)}} \mu_{v}=1$ and $\mu_{v}>0$ for every $v \in U^{(k)}$, it holds that,

$$
\max _{u \in U, p \in V}\left\langle\nabla F^{(k)}(x), u-p\right\rangle \geq \frac{\Omega_{\mathcal{P}}}{|U|} \frac{\left\langle\nabla F^{(k)}(x), x-x_{*}^{(k)}\right\rangle}{\left\|x-x_{*}^{(k)}\right\|},
$$

where $\left|U^{(k)}\right|$ denotes the cardinality of $U^{(k)}, V$ is the set of extreme points of $\mathcal{P}$ and

$$
\Omega_{\mathcal{P}}=\frac{\zeta}{\phi}
$$

for

$$
\begin{aligned}
& \zeta=\min _{v \in V, i \in\{1, \ldots, m\}: a_{i}>C_{i} v}\left(d_{i}-C_{i} v\right), \\
& \phi=\max _{i \in\{1, \ldots, m\} / I(V)}\left\|C_{i}\right\| .
\end{aligned}
$$

Lemma 3.6.2. Let $c_{i} \geq 0$ and $b_{i} \in\{0,1\}$ for $i=1, \ldots, n$. Assume that $\sum_{j=1}^{n} b_{j}=m<n$. Then for $0<a<1$, we have

$$
\begin{equation*}
\sum_{k=1}^{n} a^{\sum_{j=k}^{n} b_{j}} c_{k} \leq \sum_{k=1}^{m} a^{m-k+1} c_{k}+\sum_{k=m+1}^{n} c_{k} \tag{3.1}
\end{equation*}
$$

Proof. The right hand side of (3.1) is obtained by setting $b_{i}=1$ for $i \leq m$ and $b_{i}=0$ for $i>m$. We will show that this choice of $\left\{b_{i}\right\}$ maximizes $\sum_{k=1}^{n} a^{\sum_{j=k}^{n} b_{j}} c_{k}$. Consider an assignment of $b_{i}$ such that there is a $b_{r}=0$ for $r \leq m$ and $b_{s}=1$ for $s>m$. Define a new assignment $b_{i}^{\prime}$ such that there
is $b_{i}^{\prime}=b_{i}$ for $i \neq r, s, b_{r}^{\prime}=1$ and $b_{s}^{\prime}=0$. Then

$$
\begin{aligned}
\sum_{k=1}^{n} a^{\sum_{j=k}^{n} b_{j}} c_{k} & =\sum_{k=s+1}^{n} a^{\sum_{j=k}^{n} b_{j}} c_{k}+\sum_{k=r}^{s} a^{\sum_{j=k}^{n} b_{j}} c_{k}+\sum_{k=1}^{r-1} a^{\sum_{j=k}^{n} b_{j}} c_{k} \\
& =\sum_{k=s+1}^{n} a^{\sum_{j=k}^{n} b_{j}^{\prime}} c_{k}+\sum_{k=r+1}^{s} a^{\sum_{j=k}^{n} b_{j}} c_{k}+\sum_{k=1}^{r} a^{\sum_{j=k}^{n} b_{j}^{\prime}} c_{k} \\
& =\sum_{k=s+1}^{n} a^{\sum_{j=k}^{n} b_{j}^{\prime}} c_{k}+a \sum_{k=r+1}^{s} a^{\sum_{j=k}^{n} b_{j}^{\prime}} c_{k}+\sum_{k=1}^{r} a^{\sum_{j=k}^{n} b_{j}^{\prime}} c_{k} \\
& \leq \sum_{k=s+1}^{n} a^{\sum_{j=k}^{n} b_{j}^{\prime}} c_{k}+\sum_{k=r+1}^{s} a^{\sum_{j=k}^{n} b_{j}^{\prime}} c_{k}+\sum_{k=1}^{r} a^{\sum_{j=k}^{n} b_{j}^{\prime}} c_{k} \\
& =\sum_{k=1}^{n} a^{\sum_{j=k}^{n} b_{j}^{\prime}} c_{k} .
\end{aligned}
$$

Therefore, such interchanges will always increase the value of $\sum_{k=1}^{n} a^{\sum_{j=k}^{n} b_{j}} c_{k}$ and hence, setting $b_{i}=1$ for $i \leq m$ and $b_{i}=0$ for $i>m$ maximizes it.

Using the above lemmas we are ready to state and prove the main results.
Theorem 3.6.3. Let $\left\{x^{(k)}\right\}_{k \geq 1}$ be the sequence generated by Algorithm 3 for solving Problem (P1), $N$ be the number of vertices used to represent $x^{(k)}$ (if VRU is implemented by using Carathéodory's theorem, $N=p+1$, otherwise $N=|V|$ ) and $F^{*}$ be the optimal value of the problem. Let $\rho=$ $\min \left\{\frac{1}{2}, \frac{\Omega_{\rho}^{2} \sigma_{F}}{16 N^{2} L_{F} D^{2}}\right\}$, where $\sigma_{F}=\min \left\{\sigma_{1}, \ldots, \sigma_{n}\right\}, L_{F}=\max \left\{L_{1}, \ldots, L_{n}\right\}$. Set $m^{(i)}=\lceil 1 /(1-$ $\left.\rho)^{2 i+2}\right\rceil$. Then for every $k \geq 1$,

$$
\begin{equation*}
\mathbb{E}\left\{F\left(x^{(k+1)}\right)-F^{*}\right\} \leq C_{2}(1-\beta)^{(k-1) / 2}, \tag{3.2}
\end{equation*}
$$

where $C_{2}$ is a deterministic constant and $0<\beta<\rho \leq 1 / 2$.

Proof. At iteration $k$, let $x^{(k)}$ denote the current solution, $\xi_{1}, \ldots, \xi_{m^{(k)}}$ denote the samples used by Algorithm 3, $d^{(k)}$ denote the direction that Algorithm 3 takes and $\gamma^{(k)}$ denote the step length. Define $F^{(k)}(x)=\frac{1}{m^{(k)}} \sum_{i=1}^{m^{(k)}} f\left(\xi_{i}, x\right), x_{*}^{(k)}=\arg \min _{x \in \mathcal{P}} F^{(k)}(x)$ and $F_{*}^{(k)}=F^{(k)}\left(x_{*}^{(k)}\right)$. Note that $F^{(k)}$ is Lipschitz continuous with Lipschitz constant $L^{(k)}=\frac{1}{m^{(k)}} \sum_{i=1}^{m^{(k)}} L_{\xi_{i}}$ and strongly convex
with constant $\sigma^{(k)}=\frac{1}{m^{(k)}} \sum_{i=1}^{m^{(k)}} \sigma_{\xi_{i}}$. In addition, the stochastic gradient $g^{(k)}=\nabla F^{(k)}(x)$. From the choice of $d^{(k)}$ in the algorithm,

$$
\left\langle g^{(k)}, d^{(k)}\right\rangle \leq \frac{1}{2}\left(\left\langle g^{(k)}, p^{(k)}-x^{(k)}\right\rangle+\left\langle g^{(k)}, x^{(k)}-u^{(k)}\right\rangle\right)=\frac{1}{2}\left\langle g^{(k)}, p^{(k)}-u^{(k)}\right\rangle \leq 0 .
$$

Hence, we can bound $\left\langle g^{(k)}, d^{(k)}\right\rangle^{2}$ below by

$$
\begin{array}{rlr}
\left\langle g^{(k)}, d^{(k)}\right\rangle^{2} & \geq \frac{1}{4}\left\langle g^{(k)}, u^{(k)}-p^{(k)}\right\rangle^{2} & \\
& \geq \frac{1}{4} \max _{p \in V, u \in U^{(k)}}\left\langle g^{(k)}, u-p\right\rangle^{2} & \text { (definition of } \left.p^{(k)} \text { and } u^{(k)}\right) \text { ) } \quad\left(g^{(k)}=\nabla F^{(k)}\left(x^{(k)}\right)\right. \text { ) } \\
& =\frac{1}{4} \max _{p \in V, u \in U^{(k)}}\left\langle\nabla F^{(k)}\left(x^{(k)}\right), u-p\right\rangle^{2} & \\
& \geq \frac{1}{4} \frac{\Omega_{\mathcal{P}}^{2}}{\left|U^{(k)}\right|^{2}} \frac{\left\langle\nabla F^{(k)}\left(x^{(k)}\right), x^{(k)}-x_{*}^{(k)}\right\rangle^{2}}{\left\|x^{(k)}-x_{*}^{(k)}\right\|^{2}} & \\
& \geq \frac{\Omega_{\mathcal{P}}^{2}}{4 N^{2}} \frac{\left\{F^{(k)}\left(x^{(k)}\right)-F_{*}^{(k)}\right\}^{2}}{\left\|x^{(k)}-x_{*}^{(k)}\right\|^{2}} & \quad \text { (by Lemma 3.6.1) } \\
& \geq \frac{\Omega_{\mathcal{P}}^{2} \sigma^{(k)}}{8 N^{2}}\left\{F^{(k)}\left(x^{(k)}\right)-F_{*}^{(k)}\right\} & \text { (by strong convexity of } \left.F^{(k)}(\cdot)\right) \text { ) } \\
& \geq \frac{\Omega_{\mathcal{P}}^{2} \sigma_{F}}{8 N^{2}}\left\{F^{(k)}\left(x^{(k)}\right)-F_{*}^{(k)}\right\} . &
\end{array}
$$

Similarly, we can bound $\left\langle g^{(k)}, d^{(k)}\right\rangle$ above by

$$
\begin{aligned}
\left\langle g^{(k)}, d^{(k)}\right\rangle & \leq \frac{1}{2}\left\langle g^{(k)}, p^{(k)}-u^{(k)}\right\rangle & \\
& \leq \frac{1}{2}\left\langle g^{(k)}, x_{*}^{(k)}-x^{(k)}\right\rangle & \text { (definition of } \left.p^{(k)} \text { and } u^{(k)}\right) \\
& =\frac{1}{2}\left\langle\nabla F^{(k)}\left(x^{(k)}\right), x_{*}^{(k)}-x^{(k)}\right\rangle & \left(g^{(k)}=\nabla F^{(k)}\left(x^{(k)}\right)\right) \\
& \leq \frac{1}{2}\left\{F_{*}^{(k)}-F^{(k)}\left(x^{(k)}\right)\right\} . & (\text { Convexity of } F(\cdot))
\end{aligned}
$$

With the above bounds, we can separate our analysis into the following four cases at iteration $k$
$\left(A^{(k)}\right) \quad \gamma_{\max }^{(k)} \geq 1$ and $\gamma^{(k)} \leq 1$.
$\left(B^{(k)}\right) \quad \gamma_{\max }^{(k)} \geq 1$ and $\gamma^{(k)} \geq 1$.
$\left(C^{(k)}\right) \quad \gamma_{\max }^{(k)}<1$ and $\gamma^{(k)}<\gamma_{\text {max }}^{(k)}$.
$\left(D^{(k)}\right) \quad \gamma_{\max }^{(k)}<1$ and $\gamma^{(k)}=\gamma_{\max }^{(k)}$.

By the descent lemma, we have

$$
\begin{align*}
F^{(k)}\left(x^{(k+1)}\right) & =F^{(k)}\left(x^{(k)}+\gamma^{(k)} d^{(k)}\right) \\
& \leq F^{(k)}\left(x^{(k)}\right)+\gamma^{(k)}\left\langle\nabla F^{(k)}\left(x^{(k)}\right), d^{(k)}\right\rangle+\frac{L^{(k)}\left(\gamma^{(k)}\right)^{2}}{2}\left\|d^{(k)}\right\|^{2} \\
& =F^{(k)}\left(x^{(k)}\right)+\gamma^{(k)}\left\langle g^{(k)}, d^{(k)}\right\rangle+\frac{L^{(k)}\left(\gamma^{(k)}\right)^{2}}{2}\left\|d^{(k)}\right\|^{2} . \tag{3.3}
\end{align*}
$$

In case $\left(A^{(k)}\right)$, let $\delta_{A^{(k)}}$ denote the indicator function for this case. Then

$$
\begin{aligned}
& \delta_{A^{(k)}}\left\{F^{(k)}\left(x^{(k+1)}\right)-F_{*}^{(k)}\right\} \\
\leq & \delta_{A^{(k)}}\left\{F^{(k)}\left(x^{(k)}\right)-F_{*}^{(k)}+\gamma^{(k)}\left\langle g^{(k)}, d^{(k)}\right\rangle+\frac{L^{(k)}\left(\gamma^{(k)}\right)^{2}}{2}\left\|d^{(k)}\right\|^{2}\right\} \\
= & \left.\delta_{A^{(k)}}\left\{F^{(k)}\left(x^{(k)}\right)-F_{*}^{(k)}-\frac{\left\langle g^{(k)}, d^{(k)}\right\rangle^{2}}{2 L^{(k)}\left\|d^{(k)}\right\|^{2}}\right\} \quad \quad \text { (definition of } \gamma^{(k)} \text { in case } A^{(k)}\right) \\
\leq & \delta_{A^{(k)}}\left\{\left(1-\frac{\Omega_{\mathcal{P}}^{2} \sigma_{F}}{16 N^{2} L^{(k)} D^{2}}\right)\left(F^{(k)}\left(x^{(k)}\right)-F_{*}^{(k)}\right)\right\} \\
\leq & \delta_{A^{(k)}}\left\{\left(1-\frac{\Omega_{\mathcal{P}}^{2} \sigma_{F}}{16 N^{2} L_{F} D^{2}}\right)\left(F^{(k)}\left(x^{(k)}\right)-F_{*}^{(k)}\right)\right\}
\end{aligned}
$$

In case $\left(B^{(k)}\right)$, since $\gamma^{(k)}>1$, we have

$$
\begin{align*}
& -\left\langle g^{(k)}, d^{(k)}\right\rangle>L^{(k)}\left\|d^{(k)}\right\|^{2} \quad \text { and }  \tag{3.4}\\
& \gamma^{(k)}\left\langle g^{(k)}, d^{(k)}\right\rangle+\frac{L^{(k)}\left(\gamma^{(k)}\right)^{2}}{2}\left\|d^{(k)}\right\|^{2} \leq\left\langle g^{(k)}, d^{(k)}\right\rangle+\frac{L^{(k)}}{2}\left\|d^{(k)}\right\|^{2} \tag{3.5}
\end{align*}
$$

Use $\delta_{B^{(k)}}$ to denote the indicator function for this case. Then,

$$
\begin{align*}
& \delta_{B^{(k)}}\left\{F^{(k)}\left(x^{(k+1)}\right)-F_{*}^{(k)}\right\} \\
\leq & \delta_{B^{(k)}}\left\{F^{(k)}\left(x^{(k)}\right)-F_{*}^{(k)}+\gamma^{(k)}\left\langle\nabla F^{(k)}\left(x^{(k)}\right), d^{(k)}\right\rangle+\frac{L^{(k)}\left(\gamma^{(k)}\right)^{2}}{2}\left\|d^{(k)}\right\|^{2}\right\} \\
= & \delta_{B^{(k)}}\left\{F^{(k)}\left(x^{(k)}\right)-F_{*}^{(k)}+\gamma^{(k)}\left\langle g^{(k)}, d^{(k)}\right\rangle+\frac{L^{(k)}\left(\gamma^{(k)}\right)^{2}}{2}\left\|d^{(k)}\right\|^{2}\right. \\
\leq & \delta_{B^{(k)}\{ }\left\{F^{(k)}\left(x^{(k)}\right)-F_{*}^{(k)}+\left\langle g^{(k)}, d^{(k)}\right\rangle+\frac{L^{(k)}}{2}\left\|d^{(k)}\right\|^{2}\right\}  \tag{3.5}\\
\leq & \delta_{B^{(k)}}\left\{F^{(k)}\left(x^{(k)}\right)-F_{*}^{(k)}+\frac{1}{2}\left\langle g^{(k)}, d^{(k)}\right\rangle\right\}  \tag{3.4}\\
\leq & \delta_{B^{(k)}\{ }\left\{\frac{1}{2}\left(F^{(k)}\left(x^{(k)}\right)-F_{*}^{(k)}\right)\right\}
\end{align*}
$$

In case $\left(C^{(k)}\right)$, let $\delta_{C^{(k)}}$ be the indicator function for this case. Using exactly the same argument as in case $\left(A^{(k)}\right)$, we obtain the following inequality

$$
\begin{aligned}
\delta_{C^{(k)}}\left\{F^{(k)}\left(x^{(k+1)}\right)-F_{*}^{(k)}\right\} & \leq \delta_{C^{(k)}}\left\{F^{(k)}\left(x^{(k)}\right)-F_{*}^{(k)}-\frac{\left\langle g^{(k)}, d^{(k)}\right\rangle^{2}}{2 L^{(k)}\left\|d^{(k)}\right\|^{2}}\right\} \\
& \leq \delta_{C^{(k)}}\left\{\left(1-\frac{\Omega_{\mathcal{P}}^{2} \sigma_{F}}{16 N^{2} L_{F} D^{2}}\right)\left(F^{(k)}\left(x^{(k)}\right)-F_{*}^{(k)}\right)\right\}
\end{aligned}
$$

Case $\left(D^{(k)}\right)$ is the so called "drop step" in the conditional gradient algorithm with away-steps. Use $\delta_{D^{(k)}}$ to denote the indicator function for this case. Note that $\gamma^{(k)}=\gamma_{\max }^{(k)} \leq-\left\langle g^{(k)}, d^{(k)}\right\rangle /\left(L^{(k)}\left\|d^{(k)}\right\|^{2}\right)$ in this case. Hence, we have

$$
\begin{aligned}
& \delta_{D^{(k)}}\left\{\left(F^{(k)}\left(x^{(k+1)}\right)-F_{*}^{(k)}\right)\right\} \\
\leq & \delta_{D^{(k)}}\left\{F^{(k)}\left(x^{(k)}\right)-F_{*}^{(k)}+\gamma^{(k)}\left\langle\nabla F^{(k)}\left(x^{(k)}\right), d^{(k)}\right\rangle+\frac{L^{(k)}\left(\gamma^{(k)}\right)^{2}}{2}\left\|d^{(k)}\right\|^{2}\right\} \\
= & \delta_{D^{(k)}}\left\{F^{(k)}\left(x^{(k)}\right)-F_{*}^{(k)}+\gamma^{(k)}\left\langle g^{(k)}, d^{(k)}\right\rangle+\frac{L^{(k)}\left(\gamma^{(k)}\right)^{2}}{2}\left\|d^{(k)}\right\|^{2}\right\} \\
\leq & \delta_{D^{(k)}}\left\{F^{(k)}\left(x^{(k)}\right)-F_{*}^{(k)}+\frac{\gamma^{(k)}}{2}\left\langle g^{(k)}, d^{(k)}\right\rangle\right\} \\
\leq & \delta_{D^{(k)}}\left\{F^{(k)}\left(x^{(k)}\right)-F_{*}^{(k)}\right\} .
\end{aligned}
$$

Define $\rho=\min \left\{\frac{1}{2}, \frac{\Omega_{p}^{2} \sigma_{F}}{16 N^{2} L_{F} D^{2}}\right\}$. Note that $\rho$ is a deterministic constant between 0 and 1 . Therefore we have

$$
\begin{aligned}
& F^{(k)}\left(x^{(k+1)}\right)-F_{*}^{(k)} \\
\leq & \left(\{1-\rho)^{\left\{1-\delta_{D^{(k)}}\right\}}\left(F^{(k)}\left(x^{(k)}\right)-F_{*}^{(k)}\right)\right. \\
= & (1-\rho)^{\left\{1-\delta_{D^{(k)}}\right\}}\left(F^{(k-1)}\left(x^{(k)}\right)-F_{*}^{(k-1)}\right) \\
& +(1-\rho)^{\left\{1-\delta_{D^{(k)}}\right\}}\left\{F^{(k)}\left(x^{(k)}\right)-F_{*}^{(k)}-F^{(k-1)}\left(x^{(k)}\right)+F_{*}^{(k-1)}\right\} \\
= & (1-\rho)^{\left\{1-\delta_{D^{(k)}}\right\}}\left(F^{(k-1)}\left(x^{(k)}\right)-F_{*}^{(k-1)}\right) \\
& +(1-\rho)^{\left\{1-\delta_{D^{(k)}}\right\}}\left\{F^{(k)}\left(x^{(k)}\right)-F\left(x^{(k)}\right)+F\left(x^{(k)}\right)-F^{(k-1)}\left(x^{(k)}\right)+F^{*}-F_{*}^{(k)}+F_{*}^{(k-1)}-F^{*}\right\} \\
\leq & (1-\rho)^{\left\{1-\delta_{D^{(k)}}\right\}}\left(F^{(k-1)}\left(x^{(k)}\right)-F_{*}^{(k-1)}\right) \\
& +(1-\rho)^{\left\{1-\delta_{D^{(k)}}\right\}}\left\{\left|F^{(k)}\left(x^{(k)}\right)-F\left(x^{(k)}\right)\right|+\left|F^{(k-1)}\left(x^{(k)}\right)-F\left(x^{(k)}\right)\right|+\left|F_{*}^{(k)}-F^{*}\right|\right. \\
& \left.+\left|F_{*}^{(k-1)}-F^{*}\right|\right\} \\
\leq & (1-\rho)^{\sum_{i=1}^{k}\left\{1-\delta_{\left.D^{(i)}\right\}}\left(F^{(0)}\left(x^{(1)}\right)-F_{*}^{(0)}\right)+\right.} \\
& \sum_{i=1}^{k}(1-\rho)^{\sum_{j=i}^{k}\left\{1-\delta_{D}(j)\right\}}\left\{\left|F^{(i)}\left(x^{(i)}\right)-F\left(x^{(i)}\right)\right|+\left|F^{(i-1)}\left(x^{(i)}\right)-F\left(x^{(i)}\right)\right|+\left|F_{*}^{(i)}-F^{*}\right|\right. \\
& \left.+\left|F_{*}^{(i-1)}-F^{*}\right|\right\} .
\end{aligned}
$$

At iteration $k$, there are at most $(k+1) / 2$ drop steps, i.e., at most $(k+1) / 2 \delta_{D^{(i)}}$ 's equal to 1 . Then, letting $a=1-\rho, b_{i}=1-\delta_{D^{(i)}}$, and $c_{i}=\left\{\left|F^{(i)}\left(x^{(i)}\right)-F\left(x^{(i)}\right)\right|+\left|F^{(i-1)}\left(x^{(i)}\right)-F\left(x^{(i)}\right)\right|+\mid F_{*}^{(i)}-\right.$
$F^{*}\left|+\left|F_{*}^{(i-1)}-F^{*}\right|\right\}$, it follows from Lemma 3.6.2 that

$$
\begin{aligned}
& \left.\sum_{i=1}^{k}(1-\rho)^{\sum_{j=i}^{k}\left\{1-\delta_{D}(j)\right.}\right\}\left|F^{(i)}\left(x^{(i)}\right)-F\left(x^{(i)}\right)\right|+\left|F^{(i-1)}\left(x^{(i)}\right)-F\left(x^{(i)}\right)\right|+\left|F_{*}^{(i)}-F^{*}\right| \\
& \left.+\left|F_{*}^{(i-1)}-F^{*}\right|\right\} \\
\leq & \sum_{i=k / 2}^{k}\left\{\left|F^{(i)}\left(x^{(i)}\right)-F\left(x^{(i)}\right)\right|+\left|F^{(i-1)}\left(x^{(i)}\right)-F\left(x^{(i)}\right)\right|+\left|F_{*}^{(i)}-F^{*}\right|+\left|F_{*}^{(i-1)}-F^{*}\right|\right\} \\
+ & \sum_{i=1}^{k / 2-1}(1-\rho)^{k / 2-i}\left\{\left|F^{(i)}\left(x^{(i)}\right)-F\left(x^{(i)}\right)\right|+\left|F^{(i-1)}\left(x^{(i)}\right)-F\left(x^{(i)}\right)\right|+\left|F_{*}^{(i)}-F^{*}\right|+\left|F_{*}^{(i-1)}-F^{*}\right|\right\} .
\end{aligned}
$$

Therefore

$$
\begin{aligned}
& F^{(k)}\left(x^{(k+1)}\right)-F_{*}^{(k)} \\
\leq & (1-\rho)^{\frac{k-1}{2}}\left(u_{F}-l_{F}\right) \\
+ & \sum_{i=k / 2}^{k}\left\{\left|F^{(i)}\left(x^{(i)}\right)-F\left(x^{(i)}\right)\right|+\left|F^{(i-1)}\left(x^{(i)}\right)-F\left(x^{(i)}\right)\right|+\left|F_{*}^{(i)}-F^{*}\right|+\left|F_{*}^{(i-1)}-F^{*}\right|\right\} \\
+ & \sum_{i=1}^{k / 2-1}(1-\rho)^{k / 2-i}\left\{\left|F^{(i)}\left(x^{(i)}\right)-F\left(x^{(i)}\right)\right|+\left|F^{(i-1)}\left(x^{(i)}\right)-F\left(x^{(i)}\right)\right|+\left|F_{*}^{(i)}-F^{*}\right|+\left|F_{*}^{(i-1)}-F^{*}\right|\right\} .
\end{aligned}
$$

In addition, $F^{(k)}\left(x^{(k+1)}\right)-F_{*}^{(k)}=F\left(x^{(k+1)}\right)-F^{*}+\left(F^{(k)}\left(x^{(k+1)}\right)-F\left(x^{(k+1)}\right)\right)+\left(F^{*}-F_{*}^{(k)}\right)$. Thus

$$
\begin{aligned}
& F\left(x^{(k+1)}\right)-F^{*} \\
\leq & (1-\rho)^{\frac{k-1}{2}}\left(u_{F}-l_{F}\right) \\
+ & \sum_{i=k / 2}^{k+1}\left\{\left|F^{(i)}\left(x^{(i)}\right)-F\left(x^{(i)}\right)\right|+\left|F^{(i-1)}\left(x^{(i)}\right)-F\left(x^{(i)}\right)\right|+\left|F_{*}^{(i)}-F^{*}\right|+\left|F_{*}^{(i-1)}-F^{*}\right|\right\} \\
+ & \sum_{i=1}^{k / 2-1}(1-\rho)^{k / 2-i}\left\{\left|F^{(i)}\left(x^{(i)}\right)-F\left(x^{(i)}\right)\right|+\left|F^{(i-1)}\left(x^{(i)}\right)-F\left(x^{(i)}\right)\right|+\left|F_{*}^{(i)}-F^{*}\right|+\left|F_{*}^{(i-1)}-F^{*}\right|\right\} .
\end{aligned}
$$

Note that for any deterministic $x \in \mathcal{P}$, we have $\mathbb{E} F^{(k)}(x)=F(x)$. In addition, by Theorem 2.1.1,
the following bound holds for every iteration $k$

$$
\mathbb{E}\left|F^{(k)}\left(x^{(k)}\right)-F\left(x^{(k)}\right)\right| \leq \mathbb{E} \sup _{x \in \mathcal{P}}\left|F^{(k)}(x)-F(x)\right| \leq C_{1} \sqrt{\frac{\log m^{(k)}}{m^{(k)}}}
$$

and

$$
\mathbb{E}\left|F_{*}^{(k)}-F^{*}\right| \leq C_{1} \sqrt{\frac{\log m^{(k)}}{m^{(k)}}}
$$

Combining all above bounds and using $m^{(i)}=\left\lceil 1 /(1-\rho)^{2 i+2}\right\rceil$, we have

$$
\begin{aligned}
& \mathbb{E}\left\{F\left(x^{(k+1)}\right)-F^{*}\right\} \\
& \leq \\
& (1-\rho)^{\frac{k-1}{2}}\left(u_{F}-l_{F}\right) \\
& \quad+2 C_{1}\left\{\sum_{i=k / 2}^{k+1}\left(\sqrt{\frac{\log m^{(i)}}{m^{(i)}}}+\sqrt{\frac{\log m^{(i-1)}}{m^{(i-1)}}}\right)+\sum_{i=1}^{k / 2-1}(1-\rho)^{k / 2-i}\left(\sqrt{\frac{\log m^{(i)}}{m^{(i)}}}+\sqrt{\frac{\log m^{(i-1)}}{m^{(i-1)}}}\right)\right\} \\
& \leq(1-\rho)^{\frac{k-1}{2}}\left(u_{F}-l_{F}\right)+4 C_{1}\left\{\sum_{i=k / 2}^{k+1} \sqrt{\frac{\log m^{(i-1)}}{m^{(i-1)}}}+\sum_{i=1}^{k / 2-1}(1-\rho)^{k / 2-i} \sqrt{\frac{\log m^{(i-1)}}{m^{(i-1)}}}\right\} \\
& \leq(1-\rho)^{\frac{k-1}{2}}\left(u_{F}-l_{F}\right)+4 C_{1} \sqrt{2 \log \frac{1}{1-\rho}}\left\{\sum_{i=k / 2}^{k+1}(1-\rho)^{i} \sqrt{i}+\sum_{i=1}^{k / 2-1}(1-\rho)^{k / 2} \sqrt{i}\right\} \\
& \leq C_{2}(1-\beta)^{\frac{k-1}{2}}
\end{aligned}
$$

for some constant $C_{2}$ and $0<\beta<\rho<1$.

Remark: The proof of Theorem 3.6.3 does not use any stochastic arguments until the very end and uses Lemma 3.1 to get rid of the indicator function for the 'drop-steps' so that the stochastic arguments based on concentration inequalities can be applied. Note that we cannot take expectation on the stochastic gradients and utilize their unbiasedness property because of the presence of the indicator functions. This proof technique is specifically designed for the 'drop-step' in ASFW and can be useful in analyzing other similar algorithms.

Corollary 3.6.4. Let $\left\{x^{(k)}\right\}_{k \geq 1}$ be the sequence generated by Algorithm 3 for solving Problem (P1). Then

$$
\frac{F\left(x^{(k)}\right)-F^{*}}{(1-\omega)^{\frac{k-1}{2}}} \rightarrow 0
$$

almost surely as $k$ tends to infinity for any $0<\omega<\beta$. Therefore $F\left(x^{(k)}\right)$ linearly converges to $F^{*}$ almost surely.

Proof. For every $\epsilon>0$, let $E^{(k)}$ denotes the event that $\left(F\left(x^{(k)}\right)-F^{*}\right) /(1-\omega)^{(k-1) / 2}>\epsilon$. By Markov's inequality

$$
\begin{aligned}
\sum_{k=2}^{\infty} \mathbb{P}\left(E^{(k)}\right) & =\sum_{k=1}^{\infty} \mathbb{P}\left(\left(F\left(x^{(k)}\right)-F^{*}\right) /(1-\omega)^{(k-1) / 2}>\epsilon\right) \\
& \leq \sum_{k=2}^{\infty} \frac{\mathbb{E}\left\{F\left(x^{(k)}\right)-F^{*}\right\}}{\epsilon(1-\omega)^{(k-1) / 2}} \\
& \leq \frac{C_{2}}{\epsilon} \sum_{k=2}^{\infty}\left(\frac{1-\beta}{1-\omega}\right)^{\frac{k-1}{2}} \\
& <\infty
\end{aligned}
$$

Therefore $\sum_{k=2}^{\infty} \mathbb{P}\left(E^{(k)}\right)<\infty$ and the Borel-Cantelli lemma implies that $\mathbb{P}\left(\lim \sup _{k \rightarrow \text { inf }} E^{(k)}\right)=$ 0 , which implies $\left(F\left(x^{(k)}\right)-F^{*}\right) /(1-\omega)^{(k-1) / 2}$ converges to 0 almost surely. This implies that every sequence generated by Algorithm 3 linearly converges to the optimal function value almost surely.

Remark: Note that the result in Corollary 3.6 .4 only relies on the property that an algorithm converges linearly in expectation. Therefore, we can apply exactly the same argument to show that every sequence generated by the algorithm in [6] converges linearly almost surely.

Corollary 3.6.5. To obtain an $\epsilon$-accurate solution, Algorithm 3 requires $O\left((1 / \epsilon)^{4 \eta}\right)$ of stochastic gradient evaluations, where $0<\eta=\log (1-\rho) / \log (1-\beta)<1$.

Proof. Let $k$ be the total number of iterations performed by Algorithm 3 so that an $\epsilon$-accurate solution is obtained for the first time. Theorem 3.6.3 implies $C_{2}(1-\beta)^{\frac{k-1}{2}}<\epsilon$ and hence $k \geq$
$1+2 \log \epsilon / \log (1-\beta)$. In iteration $i$ of Algorithm $3, m^{(i)}=1 /(1-\rho)^{2 i+2}$ stochastic gradient evaluations are performed. Thus, the total number of stochastic gradient evaluations until iteration $k$ is

$$
\begin{aligned}
\sum_{i=1}^{k} m^{(i)} & =\sum_{i=1}^{k} \frac{1}{(1-\rho)^{(2 i+2)}} \\
& =\frac{1}{(1-\rho)^{2}} \frac{1 /(1-\rho)^{2}-1 /(1-\rho)^{2 k+2}}{1-1 /(1-\rho)^{2}} \\
& \leq \frac{2}{(1-\rho)^{2 k+4}} \leq \frac{2}{(1-\rho)^{4}} \exp \{-2 k \log (1-\rho)\} \\
& \leq \frac{2}{(1-\rho)^{4}} \exp \left\{-2 \log (1-\rho)-4 \frac{\log \epsilon \log (1-\rho)}{\log (1-\beta)}\right\} \\
& =O\left(\left(\frac{1}{\epsilon} \frac{4 \log (1-\rho)}{\log (1-\beta)}\right)\right. \\
& =O\left(\left(\frac{1}{\epsilon}\right)^{4 \eta}\right)
\end{aligned}
$$

Theorem 3.6.6. Let $\left\{x^{(k)}\right\}_{k \geq 1}$ be the sequence generated by Algorithm 4 for solving Problem (P1), $N$ be the number of vertices used to represent $x^{(k)}$ (if VRU is implemented by using Carathéodory's theorem, $N=p+1$, otherwise $N=|V|)$ and $F^{*}$ be the optimal value of the problem. Let $\kappa=$ $\min \left\{\frac{1}{2}, \frac{\Omega_{\rho}^{2} \sigma_{F}}{8 N^{2} L_{F} D^{2}}\right\}$ where $\sigma_{F}=\min \left\{\sigma_{1}, \ldots, \sigma_{n}\right\}, L_{F}=\max \left\{L_{1}, \ldots, L_{n}\right\}$. Set $m^{(i)}=\left\lceil 1 /(1-\kappa)^{2 i+2}\right\rceil$. Then for every $k \geq 1$

$$
\begin{equation*}
\mathbb{E}\left\{F\left(x^{(k+1)}\right)-F^{*}\right\} \leq C_{3}(1-\phi)^{k /(3|V|!+1)} \tag{3.6}
\end{equation*}
$$

where $C_{3}$ is a deterministic constant and $0<\phi<\kappa \leq 1 / 2$.

Proof. Since $d^{(k)}=p^{(k)}-u^{(k)}$, similar to the proof of Theorem 3.6.3, we have

$$
\begin{aligned}
\left\langle g^{(k)}, d^{(k)}\right\rangle^{2} & \geq \frac{\Omega_{\mathcal{P}}^{2} \sigma_{F}}{4 N^{2}}\left\{F^{(k)}\left(x^{(k)}\right)-F_{*}^{(k)}\right\} \\
\left\langle g^{(k)}, d^{(k)}\right\rangle & \leq \frac{1}{2}\left(F_{*}^{(k)}-F^{(k)}\left(x^{(k)}\right)\right)
\end{aligned}
$$

The remaining proof for Theorem 3.6 .3 could also apply here except that the case $D^{(k)}$ can be either a 'drop step' or a so-called 'swap step'. A swap step moves the weight of a active vertex to another active vertex. There are at most $\left(1-\frac{1}{3|V|!+1}\right) k$ drop steps and swap steps after $k$ iteration. The same argument as in Theorem 3.6.3 implies

$$
\mathbb{E}\left\{F\left(x^{(k+1)}\right)-F^{*}\right\} \leq C_{3}(1-\phi)^{k /(3|V|!+1)}
$$

for a deterministic constant $C_{3}$ and $0<\phi<\kappa \leq 1 / 2$.

Corollary 3.6.7. Let $\left\{x^{(k)}\right\}_{k \geq 1}$ be the sequence generated by Algorithm 4 for solving Problem $(P 1)$. Then

$$
\frac{F\left(x^{(k)}\right)-F^{*}}{(1-\psi)^{\frac{k}{3|V|+1}}} \rightarrow 0
$$

almost surely as $k$ tends to infinity for some $0<\psi<\phi$. Therefore $F\left(\mathbf{x}^{(k)}\right)$ linearly converges to $F^{*}$ almost surely.

Proof of this Corollary is almost the same as the proof of Corollary 3.6.4.

Corollary 3.6.8. To obtain an $\epsilon$-accurate solution, Algorithm 4 requires $O\left((1 / \epsilon)^{(6|V|!+2) \xi}\right)$ of stochastic gradient evaluations, where $0<\zeta=\log (1-\rho) / \log (1-\phi)<1$.

Proof of this Corollary is the same as the proof of Corollary 3.6.5.

### 3.7 Numerical Experiments

### 3.7.1 Simulated Data

We apply the proposed algorithms to the synthetic problem:

$$
\begin{array}{cl}
\operatorname{minimize} & \|A x-b\|_{2}^{2}+\frac{1}{2}\|x\|_{2}^{2} \\
\text { such that } & l \leq x_{1} \leq x_{2} \leq \cdots \leq x_{p} \leq u
\end{array}
$$

where $A \in \mathbb{R}^{n \times p}, b \in \mathbb{R}^{n}$ and $x \in \mathbb{R}^{p}$. We generated the entries of $A$ and $b$ from the standard normal distribution and set $n=10^{6}, p=1000, l=-1$ and $u=1$. This problem can be viewed as minimizing a sum of strongly convex functions subject to a polytope constraint. Such problems can be found in the shape restricted regression literature. We compared the ASFW and PSFW with two variance-reduced stochastic methods, the variance-reduced stochastic Frank-Wolfe (SVRF) method [30] and the proximal variance-reduced stochastic gradient (Prox-SVRG) method [6, 35]. Both Prox-SVRG and SVRF are epoch based algorithms. They first fix a reference point and compute the exact gradient at the reference point at the beginning of each epoch. Within each epoch, both algorithms compute variance reduced gradients in every step using the control variates technique based on the reference point. The major difference between them is that in every iteration, the Prox-SVRG takes a proximal gradient step and the SVRF takes a Frank-Wolfe step. For detailed implementations of SVRF, we followed Algorithm 1 in [30] and chose the parameters according to Theorem 1 in [30]. For the Prox-SVRG, we followed the Algorithm in [35] and set the number of iterations in each epoch to be $m=2 n$ and set the step size to be $\gamma=0.1 / L$ found by [35] to give the best results for Prox-SVRG, where $n$ is the sample size and $L$ is the Lipschitz constant of the gradient of the objective function. For ASFW and PSFW implementations, we followed Algorithm 3 and Algorithm 4 and used adaptive step sizes since we know the Lipschitz constants of the gradients of the objective functions. The number of samples that we used to compute stochastic gradients for ASFW and PSFW was set to be $1.04^{k}+100$ at the iteration $k$. The linear optimization sub-problems in the Frank-Wolfe algorithms and the projection step in Prox-SVRG were solved by using the GUROBI solver. We summarize the parameters that were used in the algorithms at iteration $k$ and epoch $t$ in Table 3.2. In this table, $g^{(k)}$ is the stochastic gradient, $L^{(k)}$ is the Lipschitz constant of the stochastic gradient at iteration $k, d^{(k)}$ is the direction the algorithms take at iteration $k$ and $\gamma_{\max }$ is the maximum of the possible step sizes (see Algorithm 3 and 4). In Prox-SVRG, $L$ is the Lipschitz constant of the gradient of the objection function and $n$ is the sample size.

To make fair comparisons, we used the same starting point for all four algorithms. The loss

|  | step-size | batch-size | \#iterations |
| :---: | :---: | :---: | :---: |
| ASFW | $\min \left\{-\left\langle g^{(k)}, d^{(k)}\right\rangle /\left(L^{(k)}\left\\|d^{(k)}\right\\|^{2}\right), \gamma_{\max }\right\}$ | $100+1.04^{k}$ | N/A |
| PSFW | $\min \left\{-\left\langle g^{(k)}, d^{(k)}\right\rangle /\left(L^{(k)}\left\\|d^{(k)}\right\\|^{2}\right), \gamma_{\max }\right\}$ | $100+1.04^{k}$ | N/A |
| SVRF | $2 /(k+1)$ | $96(k+1)$ | $2^{t+3}-2$ |
| SVRG | $0.1 / L$ | 1 | $2 n$ |

Table 3.2: Parameter choices in the algorithms
function values obtained by using ASFW, PSFW and Prox-SVRG and the running minimum values obtained by SVRF are plotted against CPU time. From the plot, we can see that ASFW and PSFW performed as well as or slightly better than their stochastic competitors. At the very beginning, both Prox-SVRG and SVRF descents rapidly, while ASFW and PSFW obtains lower function values later on. We also observe big swings in SVRF periodically. This is because at the beginning of each epoch, SVRF proceeds with noisy gradients and very large step sizes. According to Theorem 1 in [30], the step size of the first step in every epoch can be as large as 1.


Figure 3.1: Comparison between algorithms on simulated data.

### 3.7.2 Million Song Dataset

We implemented ASFW and PSFW for solving least squares problems with elastic-net regularization and tested them on the Million Song Dataset (YearPredictionMSD) [36][37], which is a dataset of songs with the goal of predicting the release year of a song from its audio features. There are $n=463,715$ training samples and $p=90$ features in this dataset. The dataset is the one with largest number of training samples available in the UCI machine learning data repository. Therefore it is interesting to examine the actual performance of stochastic algorithms on such a massive dataset. The least squares with elastic-net regularization model that we used was,

$$
\min _{x \in \mathbb{R}^{p}} \frac{1}{n}\|A x-b\|_{2}^{2}+\lambda\|x\|_{1}+\mu\|x\|_{2}^{2}
$$

where $A \in \mathbb{R}^{n \times p}$ and $b \in \mathbb{R}^{n} . \mu \geq 0$ and $\lambda \geq 0$ are regularization parameters. In the numerical experiments, we considered the constrained version of the problem, that is,

$$
\begin{array}{ll}
\operatorname{minimize} & \frac{1}{n}\|A x-b\|_{2}^{2}+\mu\|x\|_{2}^{2} \\
\text { subject to } & \|x\|_{1} \leq \alpha
\end{array}
$$

where $\alpha>0$ is inversely related to $\lambda$.
We also compared the ASFW and PSFW with SVRF and Prox-SVRG. We followed the same settings in this real data experiment as that in the simulated data experiment except that we used explicit solutions for solving linear optimizations over an $l_{1}$-balls in FW algorithms and we used the algorithm in [38] for the solving projections onto $l_{1}$-balls in the Prox-SVRG algorithm instead of using GUROBI for solving linear optimizations and projections. To make fair comparisons, we used the same starting point for all four algorithms. The logarithm of the loss function values obtained by ASFW, PSFW and Prox-SVRG and the running minimum value obtained by SVRF are plotted against CPU time. The figures indicate that the performance of ASFW and PFW was as good as or better than Prox-SVRG and SVRF under different regularization parameter settings.


Figure 3.2: Comparisons between algorithms on million song dataset.

We also observed huge swings in SVRF periodically in these experiments. Therefore, we plot the running minimums instead of the most recent function values for SVRF.

### 3.8 Conclusion and Future Work

In this chapter, we proved linear convergence almost surely and in expectation of the Awaystep Stochastic Frank-Wolfe algorithm and the Pairwise Stochastic Frank-Wolfe algorithm by using a novel proof technique. We tested these algorithms by training a least squares model with elastic-net regularization on the million song dataset and on a synthetic problem. The proposed algorithms performed as well as or better than their stochastic competitors for various choices of the
regularization parameters. Future work includes extending the proposed algorithms to problems with block-coordinate structures and non-strongly convex objective functions and using variance reduced stochastic gradients to reduce the number of stochastic gradient oracle calls.

# Chapter 4: Local Curvature Based Adaptive Step-size Algorithms 

### 4.1 Introduction

We are concerned with minimizing functions of the form

$$
\begin{equation*}
\min _{x \in \mathbb{R}^{n}} F(x)=\mathbb{E}_{\xi} f(x, \xi) . \tag{4.1}
\end{equation*}
$$

Many common problems in statistics and machine learning can be put into this form. For instance, in the empirical risk minimization framework, a model is learned from a set $\left\{y_{1}, \ldots, y_{m}\right\}$ of training data by minimizing an empirical loss function of the form

$$
\begin{equation*}
\min _{x} L(x)=\frac{1}{m} \sum_{i=1}^{m} f\left(x, y_{i}\right) \tag{4.2}
\end{equation*}
$$

It is easy to see that this formulation is equivalent to taking $\xi$ to be the uniform distribution on the points $\left\{y_{1}, \ldots, y_{m}\right\}$.

An objective function of the form (4.1) is often impractical, as the distribution of $\xi$ is generally unavailable, making it infeasible to analytically compute $\mathbb{E} f(x, \xi)$. This can be resolved by replacing the expectation $\mathbb{E} f(x, \xi)$ by the estimate (4.2). The strong law of large numbers implies that the sample mean $L(x)$ converges almost surely to $F(x)$ as the number of samples $m$ increases, provided that the samples $y_{i}$ are drawn independently from the distribution of $\xi$. However, even the concrete problem (4.2) is not a good target for classical optimization algorithms, as the amount of data $m$ is frequently extremely large. Thus, a better strategy when optimizing (4.2) is to consider subsamples of the data to reduce the computational cost. This leads to stochastic algorithms where the objective function changes at each iteration by randomly selecting subsamples.

Many stochastic algorithms have been proposed which use this approach for solving (4.2), no-
tably stochastic gradient descent (SGD), and variance-reduced extensions of SGD, such as SVRG [6], SAG [7], and SAGA [8]. These methods are first-order methods, extending gradient descent to the stochastic setting, and the latter three (variance-reduced) methods can be shown to converge linearly for strongly convex objectives. Linearly convergent stochastic Limited Memory BFGS algorithms [39][40] have also been proposed. It is then natural to consider stochastic extensions of quasi-Newton and second-order methods. One such method, the Newton Incremental Method (NIM) [9], combines cyclic updating of a fixed collection of functions $f\left(x, y_{1}\right), \ldots, f\left(x, y_{m}\right)$ with Newton's method, and attains local superlinear convergence.

One of the key obstacles to developing stochastic extensions of quasi-Newton methods is the necessity of selecting appropriate step sizes. The analysis of the global convergence of the BFGS method [10] and other members of Broyden's convex class [11] assumes that Armijo-Wolfe inexact line search is used. This is rather undesirable for a stochastic algorithm, as line search is both computationally expensive and difficult to analyze in a probabilistic setting. However, there is a special class of functions, the self-concordant functions, whose properties allow us to compute an adaptive step size and thereby avoid performing line searches. In [12], it is shown that the BFGS [13][14][15][16] method with adaptive step sizes converges superlinearly when applied to self-concordant functions.

In this chapter, our goal is to develop a stochastic quasi-Newton algorithm for self-concordant functions. We propose an iterative method of the following form. At the $k$-th iteration, we draw $m_{k}$ i.i.d samples $\xi_{1}, \ldots, \xi_{m_{k}}$. Define the empirical objective function at the $k$-th iteration to be

$$
\begin{equation*}
F_{k}(x)=\frac{1}{m_{k}} \sum_{i=1}^{m_{k}} f\left(x, \xi_{i}\right) \tag{4.3}
\end{equation*}
$$

Let $H_{k}$ be a positive definite matrix. The next step direction is given by

$$
d_{k}=-H_{k} \nabla F_{k}\left(x_{k}\right),
$$

and the step size by

$$
t_{k}=\frac{\alpha_{k}}{1+\alpha_{k} \delta_{k}},
$$

where

$$
\begin{align*}
\alpha_{k} & =\frac{\nabla F_{k}\left(x_{k}\right)^{T} H_{k} \nabla F_{k}\left(x_{k}\right)}{\delta_{k}^{2}} \text { and }  \tag{4.4}\\
\delta_{k} & =\sqrt{\nabla F_{k}\left(x_{k}\right)^{T} H_{k} \nabla^{2} F_{k}\left(x_{k}\right) H_{k} \nabla F_{k}\left(x_{k}\right)} .
\end{align*}
$$

The motivation for this step size is described in Section 4.4.
A key feature of these methods is that the step size $t_{k}$ can be computed analytically, using only local information, and adapts itself to the local curvature. A fixed step size $\eta$ is typically used in the SGD variants, and this step size must be determined experimentally. The theoretical analysis that has been provided for these methods is of little help in choosing $\eta$, as often $\eta$ is constrained to be impractically small, and moreover, is related to unknown constants such as the Lipschitz parameter of the gradient. Furthermore, a fixed $\eta$ which was effective in one phase may become ineffective as the algorithm progresses, and enters regions of varying curvature.

Our new methods are also capable of solving general problems of the form (4.1). This is in contrast to incremental-type methods such as SAG, SAGA, and NIM, which, because of their stored updating scheme, can only be applied to problems of the form (4.2) with a fixed data set $\left\{y_{1}, \ldots, y_{m}\right\}$. This opens up new avenues for the solutions of problems where new data can be sampled as the algorithm progresses, as opposed to having a fixed training set throughout.

By choosing the matrices $H_{k}$ appropriately, we obtain stochastic extensions of classical methods. In particular, two choices of $H_{k}$ will be of interest:

1. Taking $H_{k}=I$ yields the stochastic adaptive gradient descent method (SA-GD).
2. Fixing $H_{0}$, and then taking $H_{k+1}$ to be the BFGS update of $H_{k}$, yields the stochastic adaptive BFGS method (SA-BFGS).

When the number of samples $m_{k}$ is fixed, and large enough, both SA-GD and SA-BFGS con-
verge $R$-linearly in expectation to an $\epsilon$-optimal solution. The SA-BFGS algorithm can also be shown to converge $R$-superlinearly to the true optimal solution if the number of samples is increased so that $m_{k}^{-1}$ converges $R$-superlinearly to 0 .

This chapter is organized as follows. In Section 4.2, we introduce our notation, and the technical assumptions needed for the analysis of our methods. In Section 4.3, we describe the relevant results from stochastic analysis which motivate our algorithms. In Section 4.4, we describe the required theory of self-concordant functions. In Section 4.5, we formally define stochastic adaptive methods, and prove the convergence results. In Section 4.6, we present preliminary numerical experiments, and conclude with a discussion in Section 4.7.

### 4.2 Assumptions and Notation

The number of variables is $n$. We use $g_{k}(x)=\nabla F_{k}(x)$ and $G_{k}(x)=\nabla^{2} F_{k}(x)$ for the gradient and Hessian of the empirical objective function. In the context of a sequence of iterates $\left\{x_{k}\right\}_{k=0}^{\infty}$ generated by an algorithm, we also write $g_{k}$ with no argument to denote $g_{k}\left(x_{k}\right)$, and $G_{k}$ for $G_{k}\left(x_{k}\right)$. In the context of BFGS, $H_{k}$ denotes the approximation to the inverse Hessian, and $B_{k}=H_{k}^{-1}$.

The optimal solution of $\min _{x} F(x)$ is denoted $x^{*}$, and the optimal solution of the empirical problem $\min _{x} F_{k}(x)$ is denoted $x_{k}^{*}$. Note that $x_{k}^{*}$ is random.

Unless otherwise specified, the norm $\|\cdot\|$ is the 2-norm, or the operator 2-norm. The Frobenius norm is indicated as $\|\cdot\|_{F}$.

We make the following technical assumptions on $F(x)$ and $f(x, \xi)$. We will explain the motivation behind these assumptions at the relevant points in the discussion.

## Assumptions:

1. There exist constants $L \geq \ell>0$ such that for every $x \in \mathbb{R}^{n}$ and every realization of $\xi$, the Hessian of $f$ with respect to $x$ satisfies

$$
\ell I \leq \nabla_{x}^{2} f(x, \xi) \leq L I
$$

That is, $f(x, \xi)$ is strongly convex for all $\xi$, with the eigenvalues of $\nabla_{x}^{2} f(x, \xi)$ bounded by $\ell$ and $L$.
2. $F_{k}(x)$ is standard self-concordant for every possible sampling $\xi_{1}, \ldots, \xi_{m_{k}}$.
3. There exist compact sets $\mathcal{D}_{0}$ and $\mathcal{D}$ with $x^{*} \in \mathcal{D}$ and $\mathcal{D}_{0} \subseteq \mathcal{D}$, such that if $x_{0}$ is chosen in $\mathcal{D}_{0}$, then for all possible realizations of the samples $\xi_{1}, \ldots, \xi_{m_{k}}$ for every $k$, the sequence of iterates $\left\{x_{k}\right\}_{k=0}^{\infty}$ produced by the algorithm is contained within $\mathcal{D}$. We use $D=\sup \{\|x-y\|$ : $x, y \in \mathcal{D}\}$ for the diameter of $\mathcal{D}$.

Furthermore, we assume that the objective values and gradients are bounded:

$$
\begin{aligned}
& u=\sup _{\xi} \sup _{x \in \mathcal{D}} f(x, \xi)<\infty \\
& l=\inf _{\xi} \inf _{x \in \mathcal{D}} f(x, \xi)>-\infty \\
& \gamma=\sup _{\xi} \sup _{x \in \mathcal{D}}\|\nabla f(x, \xi)\|<\infty
\end{aligned}
$$

4. (For BFGS only) The Hessian $G(x)$ is Lipschitz continuous with constant $L_{H}$.

Note that Assumption 1 is standard when analyzing stochastic algorithms. The function $f(x, \xi)$ is commonly a loss function, and either $f(x, \xi)$ is itself strongly convex, or each $f(x, \xi)$ is weakly convex and strong convexity is ensured by adding a quadratic regularization term to $F(x)$.

### 4.3 Stochastic Framework

Our analysis is based on a uniform convergence law, a standard technique in learning theory and empirical processes. The central idea is that $F_{k}(x)$ is an empirical mean estimating $F(x)$, and we can closely control the error $\left|F_{k}(x)-F(x)\right|$ over all $x \in \mathcal{D}$ by varying the sample size $m_{k}$. The relevant stochastic analysis can be found in [1]. [41] and [42] also consider strategies of increasing sample size during the computation of batch gradients that are based on pointwise variance estimate or pointwise tail bounds instead of a bound that is uniform over all possible
points. To be consistent with the notation in this chapter, we restate the Theorem 2.1.1 below as Theorem 4.3.1.

Theorem 4.3.1. Let $\delta>0$ and $0<\epsilon<\min \left\{D, \frac{\delta}{2 L}\right\}$. Then

$$
\mathbb{P}\left(\sup _{x \in \mathcal{D}}\left|F_{k}(x)-F(x)\right|>\delta\right) \leq c(\epsilon) \exp \left(-\frac{m_{k}(\delta-2 L \epsilon)^{2}}{2(u-l)^{2}}\right)
$$

where $c(\epsilon)=2 n^{n / 2} D^{n} \epsilon^{-n}$. If $m_{k} \geq 3$, then

$$
\begin{aligned}
& \mathbb{E} \sup _{x \in \mathcal{D}}\left|F_{k}(x)-F(x)\right| \leq C \sqrt{\frac{\log m_{k}}{m_{k}}} \\
& \quad \mathbb{E}\left|F_{k}\left(x_{k}^{*}\right)-F\left(x^{*}\right)\right| \leq C \sqrt{\frac{\log m_{k}}{m_{k}}}
\end{aligned}
$$

where $C$ is given by

$$
4(|u|+|l|) n^{n / 2} D^{n} \exp \left[-n\left(\log \frac{u-l}{2 \sqrt{2} L}\right)\right]+(u-l) \sqrt{n+1}
$$

Assumption 3 is required for the uniform law of Theorem 4.3.1 to hold. The set $\mathcal{D}_{0}$ is assumed to be a region where, if $x_{0}$ is chosen within $\mathcal{D}_{0}$, the path of the stochastic algorithm will remain within the larger set $\mathcal{D}$. For practical purposes, we may take $\mathcal{D}$ to be an arbitrarily large bounded set in order to ensure convergence, though this worsens the complexity bounds provided by Theorem 4.3.1. We note that the constant $C$ is very much a 'worst-case' bound, and for almost every problem arising in practice, the expected difference will be much smaller than Theorem 4.3.1 suggests. Rather, the crucial implication is that the expected difference diminishes at the rate $\sqrt{\frac{\log m_{k}}{m_{k}}}$, allowing a sharp level of control by adjusting $m_{k}$.

We will also use Theorem 4.3.1 to bound $g_{k}$ and $G_{k}$. Assumption 1 implies that the partial derivatives $\frac{\partial F}{\partial x_{i}}(x)$ and $\frac{\partial^{2} F}{\partial x_{i} x_{j}}(x)$ are also uniformly bounded for $x \in \mathcal{D}$. Hence, we can apply Theorem 4.3.1 to each of the $n$ entries $\frac{\partial F}{\partial x_{i}}$ of the gradient, and each of the $n^{2}$ entries $\frac{\partial^{2} F}{\partial x_{i} \partial x_{j}}$ of the Hessian. Taking a union bound over the resulting $n^{2}+n$ inequalities, we obtain the following
concentration inequality for the sampled gradients and Hessians:

Corollary 4.3.2. For any $\delta>0$ and $0<\epsilon<\min \left\{D, \frac{\delta}{2 L}\right\}$,

$$
\mathbb{P}\left(\sup _{x \in \mathcal{D}}\left\|G_{k}(x)-G(x)\right\|>\delta \text { or } \sup _{x \in \mathcal{D}}\left\|g_{k}(x)-g(x)\right\|>\delta\right) \leq C_{1} \epsilon^{-n} \exp \left[-C_{2} m_{k}\left(\delta-C_{3} \epsilon\right)^{2}\right]
$$

where $C_{1}, C_{2}, C_{3}$ are constants depending only on $F$.

Recall the definitions of $\delta_{k}, \rho_{k}, \alpha_{k}$, and $\eta_{k}$ above. In our analysis of stochastic methods, the gradients and Hessians are those of the empirical objective function. That is to say, $\rho_{k}=g_{k}^{T} H_{k} g_{k}$ and $\delta_{k}=\sqrt{d_{k}^{T} G_{k} d_{k}}$, where $g_{k}$ and $G_{k}$ are the gradient and Hessian of $F_{k}$.

We say that a constant $c$ is global if it depends only on the properties of the function $F$, and is completely independent of the realization of the samples $\xi_{1}, \ldots, \xi_{m_{k}}$.

### 4.4 Self-Concordant Functions and Adaptive Methods

A convex function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is self-concordant if there exists a constant $\kappa$ such that for every $x \in \mathbb{R}^{n}$ and every $h \in \mathbb{R}^{n}$, we have

$$
\left|\nabla^{3} f(x)[h, h, h]\right| \leq \kappa\left(\nabla^{2} f(x)[h, h]\right)^{3 / 2}
$$

If $\kappa=2, f$ is standard self-concordant. Self-concordant functions were introduced by Nesterov and Nemirovski in the context of interior point methods [43].

Many common problems have self-concordant formulations. At least one method, the DiSCO algorithm of [44], is tailored for distributed self-concordant optimization and has been applied to many regression problems. Convex quadratic objective functions have third derivatives equal to zero, and are therefore trivially standard self-concordant. In particular, least squares regression is self-concordant. In [44], it is also shown that regularized regression, with either logistic loss or hinge loss, is self-concordant.

For self-concordant functions, the notion of a local norm is especially useful. Given a convex
function $f$, the local norm with respect to $f$ at the point $x$ is given by

$$
\|h\|_{x}=\sqrt{h^{T} \nabla^{2} f(x) h}
$$

Consider an iterative method for minimizing self-concordant functions with steps given as follows. On the $k$-th step, the step direction $d_{k}$ is given by $d_{k}=-H_{k} \nabla f\left(x_{k}\right)$ for some positive definite matrix $H_{k}$, and the step size is given by $t_{k}=\frac{\alpha_{k}}{1+\alpha_{k} \delta_{k}}$, where $\delta_{k}=\left\|d_{k}\right\|_{x_{k}}$ and $\alpha_{k}=\frac{g_{k}^{T} H_{k} g_{k}}{\delta_{k}^{2}}$.

Methods of this type have been analyzed in [45] and [12]. In [12], the above choice of $\alpha_{k}$ is shown to guarantees a decrease in the function value.

Theorem 4.4.1 (Lemma 4.1, [12]). Let $\rho_{k}=\nabla f\left(x_{k}\right)^{T} H_{k} \nabla f\left(x_{k}\right)$. If $\alpha_{k}$ is chosen to be $\alpha_{k}=\frac{\rho_{k}}{\delta_{k}^{2}}$, then

$$
f\left(x_{k}+t_{k} d_{k}\right) \leq f\left(x_{k}\right)-\omega\left(\eta_{k}\right)
$$

where $\eta_{k}=\frac{\rho_{k}}{\delta_{k}}$ and the function $\omega(z)=z-\log (1+z)$.

We make Assumption 2 in order to apply Theorem 4.4.1 to the empirical objective functions $F_{k}(x)$. A natural question is whether Assumption 2 can be relaxed to the assumption that $f(x, \xi)$ is self-concordant for all $\xi$, and $F(x)$ is standard self-concordant. In the case where $\xi$ is finitely supported, it is possible to scale $F(x)$ so that we may use this weaker assumption.

Lemma 4.4.2. Suppose that $\xi$ is finitely supported on $\left\{a_{1}, \ldots, a_{m}\right\}$, with $p_{i}=\mathbb{P}\left(\xi=a_{i}\right)$. Suppose that $f\left(x, a_{i}\right)$ is self-concordant with constant $\kappa_{i}$. Let $\theta=\frac{1}{4} \frac{\max \kappa_{i}^{2}}{\min p_{i}}$. Then the scaled function $\bar{F}(x)=$ $\mathbb{E}[\theta f(x, \xi)]$ is standard self-concordant, and every empirical objective function $\bar{F}_{k}(x)$ is standard self-concordant.

Proof. Observe that $\theta f\left(x, a_{i}\right) p_{i}$ is self-concordant with constant $\theta^{-1 / 2} p_{i}^{-1 / 2} \kappa_{i} \leq 2$. We deduce that $\mathbb{E} \bar{F}(x)=\sum_{i=1}^{m} \theta f\left(x, a_{i}\right) p_{i}$ is standard self-concordant. Furthermore, since $\sum_{i=1}^{m} p_{i}=1$, we have $\min p_{i} \leq \frac{1}{m}$. Thus, $\frac{1}{m} \theta f\left(x, a_{i}\right)$ is self-concordant with constant $\theta^{-1 / 2} m^{-1 / 2} \kappa_{i} \leq 2$, which implies that $\bar{F}_{k}(x)$ is standard self-concordant for every possible $\bar{F}_{k}(x)$.

However, if we do not assume that each $f(x, \xi)$ is self-concordant, or if $\xi$ is not compactly supported, it is unclear whether every possible $F_{k}(x)$ will be standard self-concordant, even when $F(x)$ is standard self-concordant. Thus, we impose Assumption 2 in our analysis, while observing that it is unnecessary in the practical case where $\xi$ is derived from a finite data set.

### 4.5 Stochastic Adaptive Methods

Our basic approach is to sample an empirical objective function $F_{k}(x)$ at each step, and then compute the step direction and adaptive step size (4.4) using $F_{k}$. For particular choices of the matrices $H_{k}$, we recover analogues of classical methods such as gradient descent, L-BFGS, and BFGS.

### 4.5.1 Stochastic Adaptive GD

When $H_{k}=I$ for every $k$, the resulting method is stochastic adaptive gradient descent (SAGD), which is given as Algorithm 6. The number of samples drawn at each iteration is left as an input to the algorithm, and (weak) bounds on the required number $m_{k}$ can be inferred from the convergence analysis.

```
Algorithm 6 SA-GD
    Input: \(x_{0},\left\{m_{0}, m_{1}, \ldots\right\}\)
    for \(k=0,1,2, \ldots\) do
        Sample \(\xi_{1}, \ldots, \xi_{m_{k}}\) i.i.d from \(\xi\)
        Compute:
\[
\begin{aligned}
g_{k} & =\nabla F_{k}\left(x_{k}\right), \quad d_{k}=-g_{k} \\
\delta_{k} & =\sqrt{g_{k}^{T} G_{k}\left(x_{k}\right) g_{k}} \\
\alpha_{k} & =\frac{g_{k}^{T} g_{k}}{\delta_{k}^{2}}, t_{k}=\frac{\alpha_{k}}{1+\alpha_{k} \delta_{k}}
\end{aligned}
\]
```

where $F_{k}(x)=\frac{1}{m_{k}} \sum_{i=1}^{m_{k}} f\left(x, \xi_{i}\right)$.
Set $x_{k+1}=x_{k}+t_{k} g_{k}$.
end for

Theorem 4.5.1. Let $\epsilon>0$ be fixed. At each iteration, we draw m i.i.d samples $\xi_{1}, \ldots, \xi_{m}$, where the size of $m$ satisfies

$$
\frac{\log m}{m} \leq\left(\frac{1-r}{4 C}\right)^{2} \epsilon^{2}
$$

and $C$ is the constant in Theorem 4.3.1 and $r=1-\frac{\lambda^{2} \ell^{3 / 2}}{(\sqrt{\ell}+\gamma) \Lambda^{2} L}$. Then we have

$$
\mathbb{E} F\left(x_{k+1}\right)-F\left(x^{*}\right) \leq \epsilon
$$

when $k=\log \left(\epsilon^{-1} 2(u-l)\right) / \log r$.

We need the following theorem and lemma to prove our main theorem (Theorem 4.5.1) in this subsection.

For matrices $H_{k}$ with bounded eigenvalues, $\eta_{k}=\rho_{k} / \delta_{k}$ can readily be bounded in terms of the empirical gradients, and the sequence $\left\{\eta_{k}\right\}_{k=0}^{\infty}$ is bounded.

Theorem 4.5.2. There exists a global constant $\Gamma=\frac{\gamma}{\sqrt{\ell}}$ such that $\eta_{k} \leq \Gamma$ for all $k$. Furthermore, $\eta_{k} \geq \frac{\lambda}{\Lambda \sqrt{L}}\left\|g_{k}\right\|$ for all $k$.

Proof. By Assumption 1 (strong convexity), $G_{k}$ satisfies $\ell I \leq G_{k} \leq L I$. Thus, from the definition of $\eta_{k}$, we have

$$
\eta_{k}=\frac{g_{k}^{T} H_{k} g_{k}}{\sqrt{g_{k}^{T} H_{k} G_{k} H_{k} g_{k}}} \leq \frac{\left\|g_{k}\right\|\left\|H_{k} g_{k}\right\|}{\sqrt{\ell}\left\|H_{k} g_{k}\right\|}=\frac{1}{\sqrt{\ell}}\left\|g_{k}\right\|
$$

By Assumption 3, we find that $\left\|g_{k}\right\|=\left\|g_{k}\left(x_{k}\right)\right\| \leq \gamma$. Hence, we may take $\Gamma=\frac{\gamma}{\sqrt{\ell}}$. We also find that

$$
\eta_{k}=\frac{g_{k}^{T} H_{k} g_{k}}{\sqrt{g_{k}^{T} H_{k} G_{k} H_{k} g_{k}}} \geq \frac{\lambda}{\Lambda \sqrt{L}}\left\|g_{k}\right\|
$$

Lemma 4.5.3. The empirical objective function $F_{k}(x)$ satisfies

$$
F_{k}\left(x_{k+1}\right)-F_{k}\left(x_{k}^{*}\right) \leq r\left(F_{k}\left(x_{k}\right)-F_{k}\left(x_{k}^{*}\right)\right)
$$

for the global constant $r=1-\frac{\ell}{(1+\Gamma) L}<1$.
Proof. Observe that the function $\omega(z)$ satisfies $\omega(z) \geq \frac{1}{2}(1+\Gamma)^{-1} z^{2}$ for all $z \in[0, \Gamma]$. Also, recall that the strongly convex function $F_{k}$ satisfies $\left\|g_{k}(x)\right\|^{2} \geq 2 \ell\left(F_{k}(x)-F_{k}\left(x_{k}^{*}\right)\right)$. By Theorem 4.4.1 and Theorem 4.5.2, we find that

$$
\begin{aligned}
F_{k}\left(x_{k+1}\right)-F_{k}\left(x_{k}^{*}\right) \leq F_{k}\left(x_{k}\right)-F_{k}\left(x_{k}^{*}\right)-\omega\left(\eta_{k}\right) & \leq F_{k}\left(x_{k}\right)-F_{k}\left(x_{k}^{*}\right)-\frac{1}{2}(1+\Gamma)^{-1} \eta_{k}^{2} \\
& \leq F_{k}\left(x_{k}\right)-F_{k}\left(x_{k}^{*}\right)-\frac{1}{2}(1+\Gamma)^{-1} \frac{\lambda^{2}}{\Lambda^{2} L}\left\|g_{k}\right\|^{2} \\
& \leq\left(1-\frac{\lambda^{2} \ell}{(1+\Gamma) \Lambda^{2} L}\right)\left(F_{k}\left(x_{k}\right)-F_{k}\left(x_{k}^{*}\right)\right)
\end{aligned}
$$

Thus, we may take $r=1-\frac{\lambda^{2} \ell}{(1+\Gamma) \Lambda^{2} L}$. For SA-GD in particular, $\lambda=\Lambda=1$, so $r=1-\frac{\ell}{(1+\Gamma) L}$.
We are now ready to prove Theorem 4.5.1.

Proof. By Lemma 4.5.3, we calculate that

$$
\begin{aligned}
F_{k}\left(x_{k+1}\right)-F_{k}\left(x_{k}^{*}\right) \leq & r\left(F_{k}\left(x_{k}\right)-F_{k}\left(x_{k}^{*}\right)\right) \\
= & r\left(F_{k-1}\left(x_{k}\right)-F_{k-1}\left(x_{k-1}^{*}\right)\right) \\
& +r\left(F_{k}\left(x_{k}\right)-F\left(x_{k}\right)-F_{k-1}\left(x_{k}\right)+F\left(x_{k}\right)\right) \\
& +r\left(F_{k-1}\left(x_{k-1}^{*}\right)-F\left(x^{*}\right)-F_{k}\left(x_{k}^{*}\right)+F\left(x^{*}\right)\right) \\
\leq & r\left(F_{k-1}\left(x_{k}\right)-F_{k-1}\left(x_{k-1}^{*}\right)\right) \\
& +r\left(\sup _{x \in \mathcal{D}}\left|F_{k}(x)-F(x)\right|+\sup _{x \in \mathcal{D}}\left|F_{k-1}(x)-F(x)\right|\right) \\
& +r\left(\left|F_{k}\left(x_{k}^{*}\right)-F\left(x^{*}\right)\right|+\left|F_{k-1}\left(x_{k-1}^{*}\right)-F\left(x^{*}\right)\right|\right)
\end{aligned}
$$

By iterating this expansion, we find that

$$
\begin{aligned}
F_{k}\left(x_{k+1}\right)-F_{k}\left(x_{k}^{*}\right) \leq & r^{k}\left(F_{0}\left(x_{1}\right)-F_{0}\left(x_{0}^{*}\right)\right) \\
& +\sum_{j=1}^{k} r^{j}\left(\sup _{x \in \mathcal{D}}\left|F_{k+1-j}(x)-F(x)\right|+\sup _{x \in \mathcal{D}}\left|F_{k-j}(x)-F(x)\right|\right) \\
& +\sum_{j=1}^{k} r^{j}\left(\left|F_{k+1-j}\left(x_{k+1-j}^{*}\right)-F\left(x^{*}\right)\right|+\left|F_{k-j}\left(x_{k-j}^{*}\right)-F\left(x^{*}\right)\right|\right)
\end{aligned}
$$

Decompose $F_{k}\left(x_{k+1}\right)-F_{k}\left(x_{k}^{*}\right)$ as

$$
F_{k}\left(x_{k+1}\right)-F_{k}\left(x_{k}^{*}\right)=F\left(x_{k+1}\right)-F\left(x^{*}\right)+\left[F_{k}\left(x_{k+1}\right)-F\left(x_{k+1}\right)\right]+\left[F\left(x^{*}\right)-F_{k}\left(x_{k}^{*}\right)\right]
$$

We can move the terms in square brackets to the right hand side, and upper bound them, to obtain

$$
\begin{align*}
F\left(x_{k+1}\right)-F\left(x^{*}\right) \leq & r^{k}\left(F_{0}\left(x_{1}\right)-F_{0}\left(x_{0}^{*}\right)\right) \\
& +\sup _{x \in \mathcal{D}}\left|F_{k}(x)-F(x)\right| \\
& +\sum_{j=1}^{k} r^{j}\left(\sup _{x \in \mathcal{D}}\left|F_{k+1-j}(x)-F(x)\right|+\sup _{x \in \mathcal{D}}\left|F_{k-j}(x)-F(x)\right|\right)  \tag{4.5}\\
& +\left|F_{k}\left(x_{k}^{*}\right)-F\left(x^{*}\right)\right| \\
& +\sum_{j=1}^{k} r^{j}\left(\left|F_{k+1-j}\left(x_{k+1-j}^{*}\right)-F\left(x^{*}\right)\right|+\left|F_{k-j}\left(x_{k-j}^{*}\right)-F\left(x^{*}\right)\right|\right)
\end{align*}
$$

Suppose that we draw a constant number of samples $m_{k}=m$ at each iteration. Taking expectations on both sides of equation (4.5) and applying the concentration bound of Theorem 4.3.1, we obtain

$$
\begin{aligned}
\mathbb{E} F\left(x_{k+1}\right)-F\left(x^{*}\right) & \leq r^{k}(u-l)+2 C \sqrt{\frac{\log m}{m}} \sum_{j=0}^{k} r^{j} \\
& \leq r^{k}(u-l)+\frac{2 C}{1-r} \sqrt{\frac{\log m}{m}}
\end{aligned}
$$

In order to obtain an $\epsilon$-optimal solution, we may use sufficiently large samples, and take sufficiently
many iterations, so that

$$
\begin{aligned}
r^{k}(u-l) & \leq \frac{\epsilon}{2} \\
\frac{2 C}{1-r} \sqrt{\frac{\log m}{m}} & \leq \frac{\epsilon}{2}
\end{aligned}
$$

This yields the given bounds on $m$ and $k$ in Theorem 4.5.1.

In particular, it suffices to take $m=O\left(\epsilon^{-2} \log \epsilon^{-1}\right)$ and $k=O\left(\log \epsilon^{-1}\right)$.

### 4.5.2 Stochastic Adaptive BFGS

By updating $H_{k}$ using the BFGS formula, we obtain the stochastic adaptive BFGS (SA-BFGS) method, which is given in Algorithm 7.

```
Algorithm 7 SA-BFGS
    Input: \(x_{0}, H_{0},\left\{m_{0}, m_{1}, \ldots\right\}, \beta<1\)
    for \(k=0,1,2, \ldots\) do
        Sample \(\xi_{1}, \ldots, \xi_{m_{k}}\) i.i.d from \(\xi\)
        Compute
\[
\begin{aligned}
g_{k} & =\nabla F_{k}\left(x_{k}\right), d_{k}=-H_{k} g_{k} \\
\delta_{k} & =\sqrt{d_{k}^{T} G_{k}\left(x_{k}\right) d_{k}} \\
\alpha_{k} & =\frac{g_{k}^{T} H_{k} g_{k}}{\delta_{k}^{2}}, t_{k}=\frac{\alpha_{k}}{1+\alpha_{k} \delta_{k}}
\end{aligned}
\]
```

where $F_{k}(x)=\frac{1}{m_{k}} \sum_{i=1}^{m_{k}} f\left(x, \xi_{i}\right)$.
Set $g_{k+1}=\nabla F_{k}\left(x_{k}+t_{k} d_{k}\right)$
Set $y_{k}=g_{k+1}-g_{k}$
if $g_{k+1}^{T} d_{k}<\beta g_{k}^{T} d_{k}$ then
Set $d_{k}=g_{k}$
Recompute $\delta_{k}, \alpha_{k}, t_{k}$
Set $H_{k+1}=H_{k}$
else
Set $H_{k+1}=\left(I-\frac{s_{k} y_{k}^{T}}{s_{k}^{T} y_{k}}\right) H_{k}\left(I-\frac{y_{k} s_{k}^{T}}{s_{k}^{T} y_{k}}\right)+\frac{s_{k} s_{k}^{T}}{s_{k}^{T} y_{k}}$
end if
Set $x_{k+1}=x_{k}+t_{k} d_{k}$.
end for

In Algorithm 7, we use the standard BFGS update with $y_{k}=g_{k}\left(x_{k+1}\right)-g_{k}\left(x_{k}\right)$. Another option is to replace $y_{k}$ with the action of the Hessian on $s_{k}$, so $y_{k}=G_{k}\left(x_{k}\right) s_{k}$. In general, we must compute $G_{k}\left(x_{k}\right) d_{k}$ when finding the adaptive step size, so we can re-use the result of that computation instead of computing an extra gradient $g_{k}\left(x_{k+1}\right)$.

For technical reasons, our SA-BFGS procedure tests whether the Wolfe condition is satisfied for the adaptive step size $t_{k}$. If not, we revert to taking a SA-GD step. This is an artifact of our analysis, and under suitable conditions on the growth of the samples $m_{k}$, there will be some point after which the Wolfe condition is necessarily satisfied on every step. In practice, omitting this test does not impact performance.

There are also two possible ways to implement SA-BFGS. For problems with $n$ at most mediumsized, it is possible to explicitly store the matrix $H_{k}$, and compute $d_{k}$ by a matrix product $-H_{k} g_{k}$. For $n$ very large, it is infeasible to store $H_{k}$, and we can instead store the pairs $\left(s_{k}, y_{k}\right)$ and compute $-H_{k} g_{k}$ using a two-loop recursion [46]. This corresponds to stochastic adaptive L-BFGS (SALBFGS) if we limit the number of past pairs ( $s_{k}, y_{k}$ ) to only the $h$ most recent, and to SA-BFGS if we store everything. The amount of storage used by SA-LBFGS surpasses that of SA-BFGS as $h$ approaches $n$.

Theorem 4.5.1 holds for SA-LBFGS, since it holds for any method where $\left\{H_{k}\right\}$ has uniformly bounded eigenvalues. Thus, SA-LBFGS also converges in expectation to an $\epsilon$-optimal solution after $k=O\left(\log \epsilon^{-1}\right)$ steps given samples of size $m=O\left(\epsilon^{-2} \log \epsilon^{-1}\right)$, though now the constants within the big-O are dependent on $h$.

Now, we will layout our framework for proving that SA-BFGS converges superlinearly with probability 1.

Theorem 4.5.4. Suppose that we draw $m_{k}$ samples on the $k$-th step, where $m_{k}^{-1}$ converges $R$ superlinearly to 0 . Then SA-BFGS converges to the optimal solution $x^{*}$ almost surely.

Our arguments closely follow the proofs given in [10] and [47] for the deterministic BFGS method. Along the way, we will also consider the behavior of SA-BFGS when $\epsilon$-optimality suffices, and $m_{k}$ is held constant. Note that the results preceding Lemma 4.5.13 do not depend on any
particular choice of sample sizes $m_{k}$.
We introduce the following assumption in this section:

## Assumption:

4. The Hessian $G(x)$ is Lipschitz continuous with constant $L_{H}$.

The adaptive step size is known to satisfy the Armijo-Wolfe conditions in the deterministic setting. A similar property holds for the empirical objective functions.

Theorem 4.5.5 (Theorem 6.2, [12]). The adaptive step size $t_{k}$ satisfies the Armijo condition for $\alpha=\frac{1}{2}$, for the empirical objective function $F_{k}(x)$.

Recall that the SA-BFGS algorithm performs a BFGS update at step $k$ only if $t_{k}$ satisfies the Wolfe condition. If $t_{k}$ does not satisfy the Wolfe condition, then we take a SA-GD step instead. In this case, the direction is $-g_{k}$ and the step size is the adaptive step size for SA-GD.

We use $q(j)$ to denote the the index of the $j$-th BFGS step, or equivalently, the index at which the $j$-th BFGS update is performed. The steps $\{q(j)\}_{j=1}^{\infty}$ where we perform BFGS updates will be referred to as update times. Later on, we will see that if $m_{k}$ grows at a sufficient rate, then all $q(j)$ exist with probability 1.

The following technical lemma is used in the analysis of BFGS; it can also be found in [11] and [10].

Lemma 4.5.6. Let $k=q(j)$ be an update time. Let $\bar{G}_{k}=\int_{0}^{1} G_{k}\left(x_{k}+\tau s_{k}\right) d \tau$, and let $\theta_{k}$ denote the angle between the vectors $-g_{k}$ and $s_{k}$. Then

1. $y_{k}=\bar{G}_{k} s_{k}$, and $s_{k}^{T} y_{k} \leq L\left\|s_{k}\right\|^{2}$.
2. $\left\|s_{k}\right\| \leq \frac{1}{\ell}\left\|g_{k}\right\| \cos \theta_{k}$
3. If the Wolfe condition is satisfied on step $k$, then $\left\langle y_{k}, s_{k}\right\rangle \geq(1-\beta)\left\langle-g_{k}, s_{k}\right\rangle$ and $\left\|s_{k}\right\| \geq$ $\frac{(1-\beta)}{L}\left\|g_{k}\right\| \cos \theta_{k}$.

Proof. The first statement follows from the definition $y_{k}=g_{k}\left(x_{k+1}\right)-g_{k}\left(x_{k}\right)$. Since $G_{k}(x) \leq L I$ for all $x$, we also have $\bar{G}_{k} \leq L I$, and hence $s_{k}^{T} y_{k}=s_{k}^{T} \bar{G}_{k} s_{k} \leq L\left\|s_{k}\right\|^{2}$.

The second statement follows from the Armijo condition (Theorem 4.5.5) and Taylor's theorem. Let $\bar{x}$ be a point on the line $\left[x_{k}, x_{k+1}\right]$ with $F_{k}\left(x_{k+1}\right)=F_{k}\left(x_{k}\right)+\left\langle g_{k}, s_{k}\right\rangle+\frac{1}{2} s_{k}^{T} G_{k}(\bar{x}) s_{k}$. Since $F_{k}\left(x_{k+1}\right)-F_{k}\left(x_{k}\right) \leq \frac{1}{2}\left\langle g_{k}, s_{k}\right\rangle$, we have $\frac{1}{2}\left\langle-g_{k}, s_{k}\right\rangle \geq \frac{1}{2} s_{k}^{T} G_{k}(\bar{x}) s_{k} \geq \frac{1}{2} m\left\|s_{k}\right\|^{2}$ as desired.

The Wolfe condition implies that $\left\langle y_{k}, s_{k}\right\rangle=\left\langle g_{k}\left(x_{k+1}\right)-g_{k}\left(x_{k}\right), s_{k}\right\rangle \geq(1-\beta)\left\langle-g_{k}, s_{k}\right\rangle$. Writing $\left\langle-g_{k}, s_{k}\right\rangle=\left\|g_{k}\right\|\left\|s_{k}\right\| \cos \theta_{k}$, we have $L\left\|s_{k}\right\|^{2} \geq(1-\beta)\left\|g_{k}\right\|\left\|s_{k}\right\| \cos \theta_{k}$, which gives the last statement.

The next result is the key technical lemma in proving that SA-BFGS converges $R$-linearly. Its proof is identical to the deterministic case [10].

Lemma 4.5.7. There exists a global constant $c$ such that

$$
\prod_{j=1}^{k} \frac{\left\|g_{q(j)}\right\|^{2}}{\left\langle-g_{q(j)}, s_{q(j)}\right\rangle} \leq c^{k}
$$

Proof. By considering the BFGS update formula, we have

$$
\operatorname{Tr}\left(B_{j+1}\right)=\operatorname{Tr}\left(B_{j}\right)-\frac{s_{j}^{T} B_{j}^{2} s_{j}}{s_{j}^{T} B_{j} s_{j}}+\frac{y_{j}^{T} y_{j}}{s_{j}^{T} y_{j}}
$$

Recall from Lemma 4.5.6 that $y_{j}=\bar{G}_{j} s_{j}$. Therefore, writing $z_{j}=\bar{G}_{j}^{1 / 2} s_{j}$, we have

$$
\frac{y_{j}^{T} y_{j}}{s_{j}^{T} y_{j}}=\frac{z_{j}^{T} \bar{G}_{j} z_{j}}{z_{j}^{T} z_{j}} \leq L,
$$

where the last inequality follows from Assumption 1. Let $c_{1}=\operatorname{Tr}\left(B_{0}\right)+k L$. The BFGS formula implies that $\operatorname{Tr}\left(B_{q(k+1)}\right) \leq \operatorname{Tr}\left(B_{0}\right)+k L \leq c_{1} k$, and since $B_{q(k+1)}$ is positive definite, we also have

$$
\sum_{j=1}^{k} \frac{s_{q(j)}^{T} B_{q(j)}^{2} s_{q(j)}}{s_{q(j)}^{T} B_{q(j)} s_{q(j)}} \leq \operatorname{Tr}\left(B_{0}\right)+k L \leq c_{1} k .
$$

Observe that $s_{j}^{T} B_{j}^{2} s_{j}=t_{j}^{2}\left\|g_{j}\right\|^{2}$ and that $s_{j}^{T} B_{j} s_{j}=t_{j}\left\langle-g_{j}, s_{j}\right\rangle$. By the arithmetic mean-geometric mean (AM-GM) inequality,

$$
\begin{equation*}
\prod_{j=1}^{k} \frac{t_{q(j)}\left\|g_{q(j)}\right\|^{2}}{\left\langle-g_{q(j)}, s_{q(j)}\right\rangle} \leq c_{1}^{k} . \tag{4.6}
\end{equation*}
$$

Next, we use the recursive formula for the determinant:

$$
\operatorname{det}\left(B_{j+1}\right)=\frac{y_{j}^{T} s_{j}}{s_{j}^{T} B_{j} s_{j}} \operatorname{det}\left(B_{j}\right)
$$

Since the Wolfe condition is satisfied, we have

$$
y_{j}^{T} s_{j}=\left(g_{j}\left(x_{j+1}\right)-g_{j}\left(x_{j}\right)\right)^{T} s_{j} \geq(1-\beta)\left\langle-g_{j}, s_{j}\right\rangle
$$

Therefore,

$$
\operatorname{det}\left(B_{q(k+1)}\right) \geq \operatorname{det}\left(B_{0}\right) \prod_{j=1}^{k} \frac{1-\beta}{t_{q(j)}}
$$

By the AM-GM inequality applied to the eigenvalues of $B_{q(k+1)}$, we find that $\operatorname{det}\left(B_{q(k+1)}\right) \leq$ $\left(c_{1} k / n\right)^{n} \leq c_{2}^{k}$ for a global constant $c_{2}$. Hence, $\prod_{j=1}^{k} \frac{1-\beta}{t_{q(j)}} \leq c_{2}^{k}$. Multiplying this together with inequality (4.6), and taking $c=\frac{c_{1}}{(1-\beta) c_{2}}$, we find that

$$
\prod_{j=1}^{k} \frac{\left\|g_{q(j)}\right\|^{2}}{\left\langle-g_{q(j)}, s_{q(j)}\right\rangle} \leq c^{k}
$$

as desired.

Lemma 4.5.8. At least $\frac{1}{2} k$ of the angles $\theta_{q(1)}, \ldots, \theta_{q(k)}$ satisfy $\cos ^{2} \theta_{q(j)}>(\ell / c)^{2}$, where $c$ is the constant of Lemma 4.5.7.

Proof. By Lemma 4.5.6, $\left\|s_{j}\right\| \leq \frac{1}{\ell}\left\|g_{j}\right\| \cos \theta_{j}$. Substituting this in Lemma 4.5.7 yields

$$
c^{k} \geq \prod_{j=1}^{k} \frac{\left\|g_{q(j)}\right\|^{2}}{\left\langle-g_{q(j)}, s_{q(j)}\right\rangle} \geq \prod_{j=1}^{k} \frac{\ell}{\cos ^{2} \theta_{q(j)}}=\ell^{k+1} \prod_{j=1}^{k} \frac{1}{\cos ^{2} \theta_{q(j)}} .
$$

Hence, $\prod_{j=1}^{k} \cos ^{2} \theta_{q(j)} \geq(\ell / c)^{k}$. It follows that at least $\frac{1}{2} k$ of the angles must satisfy $\cos ^{2} \theta_{q(j)} \geq$ $(\ell / c)^{2}$.

We can proceed to show that stochastic adaptive BFGS converges $R$-linearly. The argument proceeds by showing that if $k$ is not an update time, then SA-BFGS inherits the $Q$-linear convergence rate of SA-GD, and if $k=q(j)$, then we can measure the decrement with Lemma 4.5.7.

Lemma 4.5.9. If $k$ is not an update time, then

$$
F_{k}\left(x_{k+1}\right)-F_{k}\left(x_{k}^{*}\right) \leq r\left(F_{k}\left(x_{k}\right)-F_{k}\left(x_{k}^{*}\right)\right),
$$

where $r=1-\frac{\ell^{3 / 2}}{(\sqrt{\epsilon}+\gamma) L}$.
Proof. This follows from Lemma 4.5.3 for SA-GD.

Lemma 4.5.10. Let $k=q(j)$. Then

$$
F_{k}\left(x_{k+1}\right)-F_{k}\left(x_{k}^{*}\right) \leq\left(1-(1-\beta) \ell L^{-1} \cos ^{2} \theta_{k}\right)\left(F_{k}\left(x_{k}\right)-F_{k}\left(x_{k}^{*}\right)\right) .
$$

Proof. Since the adaptive step size $t_{k}$ satisfies the Armijo condition for $\alpha=\frac{1}{2}$, we have

$$
F_{k}\left(x_{k+1}\right)-F_{k}\left(x_{k}\right) \leq \frac{1}{2}\left\langle g_{k}, s_{k}\right\rangle=-\frac{1}{2}\left\|g_{k}\right\|\left\|s_{k}\right\| \cos \theta_{k} .
$$

Using Lemma 4.5.6, we rewrite $\left\|s_{k}\right\|$ in terms of $\left\|g_{k}\right\|, \cos \theta_{k}$ to obtain

$$
F_{k}\left(x_{k+1}\right)-F_{k}\left(x_{k}\right) \leq-\frac{1}{2}(1-\beta) L^{-1}\left\|g_{k}\right\|^{2} \cos ^{2} \theta_{k}
$$

Since $\left\|g_{k}\right\|^{2} \geq 2 \ell\left(F_{k}\left(x_{k}\right)-F_{k}\left(x_{k}^{*}\right)\right)$, we rearrange to obtain

$$
F_{k}\left(x_{k+1}\right)-F_{k}\left(x_{k}^{*}\right) \leq\left(1-(1-\beta) \ell L^{-1} \cos ^{2} \theta_{k}\right)\left(F_{k}\left(x_{k}\right)-F_{k}\left(x_{k}^{*}\right)\right) .
$$

Theorem 4.5.11. Suppose that we draw samples of size $m_{k}$ at step $k$, where $m_{k}^{-1}$ converges superlinearly to 0 . With probability 1, SA-BFGS converges $R$-linearly.

Proof. Let $v=\max \left\{1-(1-\beta) \ell L^{-1}(\ell / c)^{2}, r\right\}<1$. Let $\mathbb{I}_{1}(k)$ be the $0-1$ indicator variable for the event that $k$ is a BFGS update time, and let $\mathbb{I}_{2}(k)$ be the indicator for the event that $k$ is a BFGS update time and $\cos ^{2} \theta_{k} \geq(\ell / c)^{2}$. Combining Lemma 4.5.9 and Lemma 4.5.10 by using these indicator variables, we have

$$
\begin{aligned}
F_{k}\left(x_{k+1}\right)-F_{k}\left(x_{k}^{*}\right) & \leq\left(1-(1-\beta) \ell L^{-1} \cos ^{2} \theta_{k}\right)^{\mathbb{I}_{1}(k)} r^{1-\mathbb{I}_{1}(k)}\left(F_{k}\left(x_{k}\right)-F_{k}\left(x_{k}^{*}\right)\right) \\
& \leq\left(1-(1-\beta) \ell L^{-1}(\ell / c)^{2}\right)^{\mathbb{I}_{2}(k)} r^{1-\mathbb{I}_{1}(k)}\left(F_{k}\left(x_{k}\right)-F_{k}\left(x_{k}^{*}\right)\right) \\
& \leq v^{\mathbb{I}_{2}(k)+1-\mathbb{I}_{1}(k)}\left(F_{k}\left(x_{k}\right)-F_{k}\left(x_{k}^{*}\right)\right) .
\end{aligned}
$$

For any $t \leq k$, let $b(t)=\sum_{j=0}^{t} \mathbb{I}_{1}(j)$. Rewritten with indicators, Lemma 4.5.8 states that $\sum_{j=0}^{t} \mathbb{I}_{2}(j) \geq$ $\frac{1}{2} b(t)$. Therefore,

$$
\sum_{j=0}^{k}\left(\mathbb{I}_{2}(j)+1-\mathbb{I}_{1}(j)\right) \geq k-\frac{1}{2} b
$$

Define $\mathbb{I}_{3}(k)=\mathbb{I}_{2}(k)+1-\mathbb{I}_{1}(k)$. Iterating the above expansion, we have

$$
\begin{aligned}
F_{k}\left(x_{k+1}\right)-F_{k}\left(x_{k}^{*}\right) \leq & v^{\mathbb{I}_{3}(k)}\left(F_{k}\left(x_{k}\right)-F_{k}\left(x_{k}^{*}\right)\right) \\
\leq \leq & v^{\mathbb{I}_{3}(k)}\left(F_{k-1}\left(x_{k}\right)-F_{k-1}\left(x_{k-1}^{*}\right)+\left(F_{k}\left(x_{k}\right)-F_{k-1}\left(x_{k}\right)\right)+\left(F_{k-1}\left(x_{k-1}^{*}\right)-F_{k}\left(x_{k}^{*}\right)\right)\right. \\
\leq & v^{\sum_{i=0}^{k} \mathbb{I}_{3}(i)}\left(F_{0}\left(x_{0}\right)-F_{0}\left(x_{0}^{*}\right)\right) \\
& +\sum_{j=1}^{k} v^{\sum_{i=j}^{k} \mathbb{I}_{3}(i)}\left[\sup _{x \in \mathcal{D}}\left|F_{j}(x)-F(x)\right|+\sup _{x \in \mathcal{D}}\left|F_{j-1}(x)-F(x)\right|\right] \\
& +\sum_{j=1}^{k} v^{\sum_{i=j}^{k} \mathbb{I}_{3}(i)}\left[\left|F_{j}\left(x_{j}^{*}\right)-F\left(x^{*}\right)\right|+\left|F_{j-1}\left(x_{j-1}^{*}\right)-F\left(x^{*}\right)\right|\right] \\
\leq & v^{k-b / 2}\left(F_{0}\left(x_{0}\right)-F_{0}\left(x_{0}^{*}\right)\right) \\
& +2 \sum_{0 \leq j \leq k-b / 2} v^{k-b / 2-j}\left(\sup _{x \in \mathcal{D}}\left|F_{j}(x)-F(x)\right|+\left|F_{j}\left(x_{j}^{*}\right)-F\left(x^{*}\right)\right|\right) \\
& +2 \sum_{j>k-b / 2}^{k}\left(\sup _{x \in \mathcal{D}}\left|F_{j}(x)-F(x)\right|+\left|F_{j}\left(x_{j}^{*}\right)-F\left(x^{*}\right)\right|\right) .
\end{aligned}
$$

In the last inequality, we have simply split the sums into two sums, one running over the indices $0 \leq j \leq k-b / 2$ and the other over $k-b / 2<j \leq k$. Writing the left side as

$$
F_{k}\left(x_{k+1}\right)-F_{k}\left(x_{k}^{*}\right)=F\left(x_{k+1}\right)-F\left(x^{*}\right)+\left(F_{k}\left(x_{k+1}\right)-F\left(x_{k+1}\right)\right)+\left(F\left(x^{*}\right)-F_{k}\left(x_{k}^{*}\right)\right),
$$

we can move terms to the right to obtain

$$
\begin{aligned}
F\left(x_{k+1}\right)-F\left(x^{*}\right) \leq & v^{k-b / 2}\left(F_{0}\left(x_{0}\right)-F_{0}\left(x_{0}^{*}\right)\right) \\
& +\sup _{x \in \mathcal{D}}\left|F_{k}(x)-F(x)\right|+\left|F_{k}\left(x_{k}^{*}\right)-F\left(x^{*}\right)\right| \\
& +2 \sum_{0 \leq j \leq k-b / 2} v^{k-b / 2-j}\left(\sup _{x \in \mathcal{D}}\left|F_{j}(x)-F(x)\right|+\left|F_{j}\left(x_{j}^{*}\right)-F\left(x^{*}\right)\right|\right) \\
& +2 \sum_{j>k-b / 2}^{k}\left(\sup _{x \in \mathcal{D}}\left|F_{j}(x)-F(x)\right|+\left|F_{j}\left(x_{j}^{*}\right)-F\left(x^{*}\right)\right|\right) .
\end{aligned}
$$

Taking expectations, and applying Theorem 4.3.1 on the right, we have

$$
\begin{equation*}
\mathbb{E} F\left(x_{k+1}\right)-F\left(x^{*}\right) \leq v^{k-b / 2}(u-l)+4 C \sum_{0 \leq j \leq k-b / 2} v^{k-b / 2-j} \sqrt{\frac{\log m_{j}}{m_{j}}}+4 C \sum_{j>k-b / 2}^{k} \sqrt{\frac{\log m_{j}}{m_{j}}} . \tag{4.7}
\end{equation*}
$$

Our choice of $m_{j}$ satisfies $m_{j}=\Omega\left(v^{-2 j}\right)$, so $\sqrt{\frac{\log m_{j}}{m_{j}}}=O\left(v^{j} \sqrt{j}\right)$. Hence, by bounding each term with a multiple of $v^{k-b / 2}$, we may find a global constant $\phi$, with $1>\phi>v$, and a global constant $c_{3}$, such that

$$
\mathbb{E} F\left(x_{k+1}\right)-F\left(x^{*}\right) \leq c_{3} \phi^{k-b / 2} .
$$

Clearly $b \leq k$, and thus we find that

$$
\mathbb{E} F\left(x_{k+1}\right)-F\left(x^{*}\right) \leq c_{3} \phi^{k / 2} .
$$

Now, fix any constant $\varphi$ with $\phi<\varphi<1$. By Markov's inequality,

$$
\mathbb{P}\left(F\left(x_{k}\right)-F\left(x^{*}\right) \geq \varphi^{k / 2}\right) \leq \frac{\mathbb{E}\left(F\left(x_{k}\right)-F\left(x^{*}\right)\right)}{\varphi^{k / 2}} \leq c_{3}\left(\frac{\phi}{\varphi}\right)^{k / 2} .
$$

Since $\sum_{k=0}^{\infty}\left(\frac{\phi}{\varphi}\right)^{k / 2}<\infty$, the Borel-Cantelli Lemma implies that the sequence of events $A_{k}$ with

$$
A_{k}=\left\{F\left(x_{k}\right)-F\left(x^{*}\right)>\varphi^{k / 2}\right\}
$$

occurs finitely often with probability 1 . Therefore, with probability 1 , SA-BFGS converges $R$ linearly.

Before proceeding further, let us digress briefly to consider the behavior of SA-BFGS when we are satisfied with an $\epsilon$-optimal solution, and wish to hold the number of samples constant.

Lemma 4.5.12. Let $\epsilon>0$. Suppose we draw $m$ i.i.d samples at each step, where $m=O\left(\epsilon^{2}\left(\log \epsilon^{-1}\right)^{3}\right)$. Then SA-BFGS converges in expectation to an $\epsilon$-optimal solution after $k$ steps, where $k=O\left(\epsilon^{-1}\right)$.

Proof. Note that equation (4.7) in the proof of Theorem 4.5.11 holds in the absence of any as-
sumptions on the sample sizes $m_{k}$. Suppose that we take $m_{k}=m$. Then we have

$$
\begin{aligned}
\mathbb{E} F\left(x_{k+1}\right)-F\left(x^{*}\right) & \leq v^{k-b / 2}(u-l)+4 C \sum_{0 \leq j \leq k-b / 2} v^{k-b / 2-j} \sqrt{\frac{\log m_{j}}{m_{j}}}+4 C \sum_{j>k-b / 2}^{k} \sqrt{\frac{\log m_{j}}{m_{j}}} \\
& \leq v^{k / 2}(u-l)+4 C \sqrt{\frac{\log m}{m}}\left(\frac{1}{1-v}+k / 2\right) .
\end{aligned}
$$

Therefore, in order to obtain an $\epsilon$-optimal solution from SA-BFGS, we may take

$$
\begin{aligned}
v^{k / 2}(u-l) & \leq \frac{\epsilon}{2} \\
\frac{4 C}{1-r} \sqrt{\frac{\log m}{m}}\left(\frac{1}{1-v}+k / 2\right) & \leq \frac{\epsilon}{2}
\end{aligned}
$$

Thus, it suffices to take $k=\log \left(\epsilon^{-1} 2(u-l)\right) / \log v$. Substituting this value of $k$ into the second inequality, we see that it suffices to take $m=O\left(\epsilon^{2}\left(\log \epsilon^{-1}\right)^{3}\right)$.

We now concern ourselves with $R$-superlinear convergence to the true optimal solution. Henceforth, we assume that the sample sizes grow so that $m_{k}^{-1}$ converges $R$-superlinearly to 0 .

Lemma 4.5.13. We have $\sum_{k=0}^{\infty} \omega\left(\eta_{k}\right)<\infty$ with probability 1. In particular, $\eta_{k} \rightarrow 0$ almost surely.
Proof. By Theorem 4.4.1, we find that

$$
\begin{aligned}
F_{k}\left(x_{k+1}\right) & \leq F_{k}\left(x_{k}\right)-\omega\left(\eta_{k}\right) \\
& =F_{k-1}\left(x_{k}\right)+\left(F_{k}\left(x_{k}\right)-F_{k-1}\left(x_{k}\right)\right)-\omega\left(\eta_{k}\right) \\
& \leq F_{0}\left(x_{0}\right)+\sum_{j=1}^{k}\left(F_{j}\left(x_{j}\right)-F_{j-1}\left(x_{j}\right)\right)-\sum_{j=0}^{k} \omega\left(\eta_{j}\right) \\
& \leq F_{0}\left(x_{0}\right)+\sum_{j=1}^{k} \sup _{x \in \mathcal{D}}\left|F_{j}(x)-F_{j-1}(x)\right|-\sum_{j=0}^{k} \omega\left(\eta_{j}\right) \\
& \leq F_{0}\left(x_{0}\right)+2 \sum_{j=1}^{k} \sup _{x \in \mathcal{D}}\left|F_{j}(x)-F(x)\right|-\sum_{j=0}^{k} \omega\left(\eta_{j}\right) \\
& \leq F_{0}\left(x_{0}\right)+2 \sum_{j=1}^{\infty} \sup _{x \in \mathcal{D}}\left|F_{j}(x)-F(x)\right|-\sum_{j=0}^{k} \omega\left(\eta_{j}\right) .
\end{aligned}
$$

Let $Y=\sum_{j=1}^{\infty} \sup _{x \in \mathcal{D}}\left|F_{j}(x)-F(x)\right|$. By the monotone convergence theorem and Theorem 4.3.1, we have

$$
\mathbb{E} Y=\sum_{j=1}^{\infty} \mathbb{E} \sup _{x \in \mathcal{D}}\left|F_{j}(x)-F(x)\right| \leq C \sum_{j=1}^{\infty} \sqrt{\frac{\log m_{j}}{m_{j}}}
$$

By our choice of $m_{j}$, the latter sum is finite. This implies that $\mathbb{P}(Y<\infty)=1$. Since $F_{k}(x)$ is bounded below on $\mathcal{D}$ by Assumption 3, we necessarily have $\sum_{k=0}^{\infty} \omega\left(\eta_{k}\right)<\infty$ whenever $Y<\infty$. Thus $\eta_{k} \rightarrow 0$ with probability 1.

Theorem 4.5.14. Fix any $\beta<1$. With probability 1 , there exists a finite index $k_{0}$ such that the Wolfe condition is satisfied for all $k \geq k_{0}$.

Proof. This follows from Theorem 6.3 in [12], for any realization of the empirical objective functions $F_{0}, F_{1}, \ldots$ such that $\eta_{k} \rightarrow 0$. By Lemma 4.5.13, the event $\eta_{k} \rightarrow 0$ occurs with probability 1.

In particular, this implies that with probability 1 , there exists a finite time $k_{0}$ after which every step is a BFGS step, and BFGS updates are always performed.

Corollary 4.5.15. With probability 1 , we have $\sum_{k=0}^{\infty}\left\|x_{k}-x^{*}\right\|<\infty$.
Proof. This follows from Theorem 4.5.11. Let $\left\{x_{k}\right\}_{k=0}^{\infty}$ be any instance of the algorithm where $F\left(x_{k}\right) \leq F\left(x^{*}\right)+\varphi^{k / 2}$ for all $k \geq k_{0}$, for some index $k_{0}$. Since $F(x)$ is strongly convex,

$$
\left\|x_{k}-x^{*}\right\| \leq \frac{2}{\ell}\left(F\left(x_{k}\right)-F\left(x^{*}\right)\right) \leq \frac{2}{\ell} \varphi^{k / 2}
$$

for all $k \geq k_{0}$. Hence $\sum_{k=0}^{\infty}\left\|x_{k}-x^{*}\right\|<\infty$. By Theorem 4.5.11, this occurs with probability 1 .
Let us define $e_{k}=\max \left\{\left\|x_{k}-x^{*}\right\|,\left\|x_{k+1}-x^{*}\right\|\right\}$. Corollary 4.5.15 implies that $\sum_{k=0}^{\infty} e_{k}<\infty$.
Next, we perform a detailed analysis of the evolution of $H_{k+1}$. By applying Corollary 4.3.2, we can use a modified form of the classical argument ([47]) on a path-by-path basis.

Corollary 4.5.16. Let $\sigma_{k}=m_{k}^{-2 / 5}$. By taking $\delta=\sigma_{k}$ in Corollary 4.3.2, we can find global constants $c_{4}$ and $\omega<1$ such that

$$
\mathbb{P}\left(\sup _{x \in \mathcal{D}}\left\|G_{k}(x)-G(x)\right\|>\sigma_{k} \text { or } \sup _{x \in \mathcal{D}}\left\|g_{k}(x)-g(x)\right\|>\sigma_{k}\right) \leq c_{4} \omega^{k} .
$$

Hence, with probability 1 , there exists an index $k_{0}$ such that for all $k \geq k_{0}$, we have both $\sup _{x \in \mathcal{D}}\left\|G_{k}(x)-G(x)\right\|<\sigma_{k}$ and $\sup _{x \in \mathcal{D}}\left\|g_{k}(x)-g(x)\right\|<\sigma_{k}$.

By construction, $\left\{\sigma_{k}\right\}$ converges to 0 at a $R$-superlinear rate.
Proof. The first part follows by Corollary 4.3.2. Taking $\epsilon=\frac{\delta}{2 L+1}$, our probability bound is

$$
\begin{aligned}
& \mathbb{P}\left(\sup _{x \in \mathcal{D}}\left\|G_{k}(x)-G(x)\right\|>\sigma_{k} \text { or } \sup _{x \in \mathcal{D}}\left\|g_{k}(x)-g(x)\right\|>\sigma_{k}\right) \\
\leq & C_{1} \exp \left(\frac{2}{5} n \log m_{k}-C_{2}\left(1-\frac{C_{3}}{2 L+1}\right)^{2} m_{k}^{1 / 5}\right) .
\end{aligned}
$$

Since $\frac{m_{k}^{1 / 5}}{\log m_{k}} \rightarrow \infty$ and $m_{k}=\Omega\left(k^{5}\right)$ by construction, we can find the desired $\omega<1$. The second statement then follows immediately from the Borel-Cantelli Lemma.

Let $\Omega$ denote the space of paths where $\sum_{k=0}^{\infty} e_{k}<\infty$ and for some $k_{0}, \sup _{x \in \mathcal{D}}\left\|G_{k}(x)-G(x)\right\| \leq$ $\sigma_{k}$ and $\sup _{x \in \mathcal{D}}\left\|g_{k}(x)-g(x)\right\| \leq \sigma_{k}$ for all $k \geq k_{0}$. By Corollary 4.5.15 and Corollary 4.5.16, $\mathbb{P}(\Omega)=1$. Henceforth, we restrict our analysis to the paths belonging to $\Omega$.

The BFGS algorithm is invariant under a linear change of variables, so without loss of generality, we may assume that $G\left(x^{*}\right)=I$. This corresponds to the change of variables $\widetilde{F}(y)=$ $F\left(G\left(x^{*}\right)^{-1 / 2} y\right), y=G\left(x^{*}\right)^{1 / 2} x$. Define two 'hypothetical' updates:

$$
\begin{aligned}
& \widehat{B}_{k+1}=B_{k}-\frac{B_{k} s_{k} s_{k}^{T} B_{k}}{s_{k}^{T} B_{k} s_{k}}+\frac{G_{k}\left(x^{*}\right) s_{k} s_{k}^{T} G_{k}\left(x^{*}\right)}{s_{k}^{T} G_{k}\left(x^{*}\right) s_{k}} \\
& \widetilde{B}_{k+1}=B_{k}-\frac{B_{k} s_{k} s_{k}^{T} B_{k}}{s_{k}^{T} B_{k} s_{k}}+\frac{G\left(x^{*}\right) s_{k} s_{k}^{T} G\left(x^{*}\right)}{s_{k}^{T} G\left(x^{*}\right) s_{k}}
\end{aligned}
$$

Lemma 4.5.17. We have

$$
\left\|\widetilde{B}_{k+1}-I\right\|_{F}^{2} \leq\left\|B_{k}-I\right\|_{F}^{2}
$$

and

$$
\left\|\widetilde{H}_{k+1}-I\right\|_{F}^{2} \leq\left\|H_{k}-I\right\|_{F}^{2}
$$

Proof. For brevity, we write $s=s_{k}, B=B_{k}, H=H_{k}$. By a routine calculation (see $\S 4$ of [47]), we have

$$
\left\|\widetilde{B}_{k+1}-I\right\|_{F}^{2}-\left\|B_{k+1}-I\right\|_{F}^{2}=-\left[\left(1-\frac{s^{T} B^{2} s}{s^{T} B s}\right)^{2}+2\left(\frac{s^{T} B^{3} s}{s^{T} B s}-\left(\frac{s^{T} B^{2} s}{s^{T} B s}\right)^{2}\right)\right]
$$

and

$$
\left\|\widetilde{H}_{k+1}-I\right\|_{F}^{2}-\left\|H_{k+1}-I\right\|_{F}^{2}=-\left[\left(1-\frac{s^{T} H s}{s^{T} s}\right)^{2}+2\left(\frac{s^{T} H^{2} s}{s^{T} s}-\left(\frac{s^{T} H s}{s^{T} s}\right)^{2}\right)\right] .
$$

The Cauchy-Schwarz inequality implies that the latter terms in the brackets are non-positive, which gives the desired result.

Lemma 4.5.18. Every path in $\Omega$ satisfies

$$
\left\|B_{k+1}-\widetilde{B}_{k+1}\right\| \leq O\left(e_{k}+\sigma_{k}\right)
$$

and

$$
\left\|H_{k+1}-\widetilde{H}_{k+1}\right\| \leq\left(\left\|H_{k}-I\right\|+1\right) O\left(e_{k}+\sigma_{k}\right)
$$

Proof. We again write $s=s_{k}, y=y_{k}, B=B_{k}, H=H_{k}$ for brevity.
We can bound the difference $\left\|B_{k+1}-\widehat{B}_{k+1}\right\|$, as both updates are performed with sampled gradients, and then use Corollary 4.5 .16 to bound $\left.\| \widehat{B}_{k+1}-\widetilde{B}_{k+1}\right\}$.

Take $\Delta=G_{k}\left(x^{*}\right) s-y$. By Lemma 4.5.6, we can write $y=G_{k}(\widehat{x}) s$ for some $\widehat{x}$ on the line segment $\left[x_{k}, x_{k+1}\right]$, and we deduce that:

1. $\ell\|s\|^{2} \leq y^{T} s \leq L\|s\|^{2}$
2. $\|\Delta\| \leq L_{H} e_{k}\|s\|$.
3. $\frac{y^{T} \Delta}{s^{T} y} \leq L L_{H} e_{k}$

Hence, writing $\frac{1}{s^{T} y+\Delta^{T} s}=\frac{1}{s^{T} y}-\frac{y^{T} \Delta}{s^{T} y+y^{T} \Delta}$, we have

$$
\begin{aligned}
\left\|B_{k+1}-\widehat{B}_{k+1}\right\| & =\left\|\frac{y y^{T}}{s^{T} y}-\frac{(y+\Delta)(y+\Delta)^{T}}{(y+\Delta)^{T} s}\right\| \\
& =\left\|-\frac{y \Delta^{T}+\Delta y^{T}+\Delta \Delta^{T}}{s^{T} y}+\frac{y^{T} \Delta\left(y y^{T}+y \Delta^{T}+\Delta y^{T}+\Delta \Delta^{T}\right)}{s^{T} y+y^{T} \Delta}\right\| \\
& \leq O\left(e_{k}\right) .
\end{aligned}
$$

Next, write $\widehat{y}=G_{k}\left(x^{*}\right) s$ and $\tilde{y}=G\left(x^{*}\right) s$. Since our path lies in $\Omega$, we know that $\| G_{k}\left(x^{*}\right)-$ $G\left(x^{*}\right) \| \leq \sigma_{k}$. Let $\Delta=\widehat{y}-\tilde{y}$, so $\|\Delta\| \leq \sigma_{k}\|s\|$, and perform the same calculation as above to obtain

$$
\begin{aligned}
\left\|\widehat{B}_{k+1}-\widetilde{B}_{k+1}\right\| & =\left\|-\frac{\widetilde{y} \Delta^{T}+\Delta \widetilde{y}^{T}+\Delta \Delta^{T}}{s^{T} \widetilde{y}}+\frac{\widetilde{y}^{T} \Delta\left(\widetilde{y} \widetilde{y}^{T}+\widetilde{y} \Delta^{T}+\Delta \widetilde{y}^{T}+\Delta \Delta^{T}\right)}{s^{T} \widetilde{y}+\widetilde{y}^{T} \Delta}\right\| \\
& \leq O\left(\sigma_{k}\right) .
\end{aligned}
$$

Hence, $\left\|B_{k+1}-\widetilde{B}_{k+1}\right\| \leq O\left(e_{k}+\sigma_{k}\right)$.
A similar calculation holds for $H$.

$$
\begin{aligned}
\left\|H_{k+1}-\widehat{H}_{k+1}\right\|= & \| \frac{s s^{T}}{(y+\Delta)^{T} s}-\frac{s s^{T}}{s^{T} y} \\
& +\left(\frac{s(y+\Delta)^{T}}{(y+\Delta)^{T} s}-\frac{s y^{T}}{s^{T} y}\right) H+H\left(\frac{(y+\Delta) s^{T}}{(y+\Delta)^{T} s}-\frac{y s^{T}}{s^{T} y}\right) \\
& +\frac{s(y+\Delta)^{T} H(y+\Delta) s^{T}}{\left((y+\Delta)^{T} s\right)^{2}}-\frac{s y^{T} H y s^{T}}{\left(s^{T} y\right)^{2}} \| .
\end{aligned}
$$

It is elementary, though tedious, to verify that $\frac{s s^{T}}{(y+\Delta)^{T} s}-\frac{s s^{T}}{s^{T} y} \leq O\left(e_{k}\right)$ and that the other terms are bounded by $O\left(\|H\| e_{k}\right)$. The same calculation shows that $\left\|\widehat{H}_{k+1}-\widetilde{H}_{k+1}\right\| \leq O\left(\sigma_{k}+\|H\| \sigma_{k}\right)$. Thus, we have $\left\|H_{k+1}-\widetilde{H}_{k+1}\right\| \leq\left(\left\|H_{k}-I\right\|+1\right) O\left(e_{k}+\sigma_{k}\right)$.

Corollary 4.5.19. By Lemma 4.5.18, Lemma 4.5.17, and the triangle inequality,

$$
\left\|B_{k+1}-I\right\| \leq\left\|B_{k+1}-\widetilde{B}_{k+1}\right\|+\left\|\widetilde{B}_{k+1}-I\right\| \leq\left\|B_{k}-I\right\|+O\left(e_{k}+\sigma_{k}\right)
$$

and

$$
\left\|H_{k+1}-I\right\| \leq\left\|H_{k+1}-\widetilde{H}_{k+1}\right\|+\left\|\widetilde{H}_{k+1}-I\right\| \leq\left(\left\|H_{k}-I\right\|+1\right) O\left(e_{k}+\sigma_{k}\right) .
$$

A lemma of Griewank and Toint shows that this forces the convergence of $\left\{\left\|B_{k}-I\right\|\right\}$ and $\left\{\left\|H_{k}-I\right\|\right\}$.

Lemma 4.5.20 (Lemma 3.3 of [47]). Let $\left\{\phi_{k}\right\}$ and $\left\{\delta_{k}\right\}$ be sequences of non-negative numbers such that $\phi_{k+1} \leq\left(1+\delta_{k}\right) \phi_{k}+\delta_{k}$ and $\sum_{k=1}^{\infty} \delta_{k}<\infty$. Then $\left\{\phi_{k}\right\}$ converges.

In our case, we take $\delta_{k}=e_{k}+\sigma_{k}$, as $\sum_{k=0}^{\infty}\left(e_{k}+\sigma_{k}\right)<\infty$ by Corollary 4.5.15 and Corollary 4.5.16.

Following §4 of [47], our previous results yield the Dennis-Moré ([48]) condition:

$$
\lim _{k \rightarrow \infty} \frac{\left\|\left(B_{k}-I\right) s_{k}\right\|}{\left\|s_{k}\right\|}=0
$$

It only remains to show that this implies $R$-superlinear convergence in the stochastic setting.

Since $I=G\left(x^{*}\right)$, we have

$$
\begin{aligned}
& \left\|B_{k} s_{k}-G\left(x^{*}\right) s_{k}\right\| \\
= & \left\|-g_{k}-G\left(x^{*}\right) s_{k}+g_{k}\left(x_{k+1}\right)-g_{k}\left(x_{k+1}\right)\right\| \\
= & \left\|g_{k}\left(x_{k+1}\right)-g_{k}-G\left(x^{*}\right) s_{k}-g_{k}\left(x_{k+1}\right)\right\| \\
= & \left\|\int_{0}^{1}\left(G_{k}\left(x_{k}+\tau s_{k}\right)-G\left(x^{*}\right)\right) s_{k} d \tau-g_{k}\left(x_{k+1}\right)\right\| \\
= & \left\|\int_{0}^{1}\left(G\left(x_{k}+\tau s_{k}\right)-G\left(x^{*}\right)\right) s_{k} d \tau+\int_{0}^{1}\left(G_{k}\left(x+\tau s_{k}\right)-G\left(x_{k}+\tau s_{k}\right)\right) s_{k} d \tau-g_{k}\left(x_{k+1}\right)\right\| \\
\geq & \left\|g_{k}\left(x_{k+1}\right)\right\|-\left(L_{H} e_{k}+\sigma_{k}\right)\left\|s_{k}\right\|
\end{aligned}
$$

and therefore $\frac{\left\|g_{k}\left(x_{k+1}\right)\right\|}{\left\|s_{k}\right\|} \rightarrow 0$. By Assumption 1, the empirical objective function $F_{k}(x)$ is strongly convex, and therefore

$$
\begin{equation*}
\frac{\left\|g_{k}\left(x_{k+1}\right)\right\|}{\left\|s_{k}\right\|} \geq \frac{\| \| g_{k}\left(x_{k+1}\right)-g_{k}\left(x^{*}\right)\|-\| g_{k}\left(x^{*}\right)-g\left(x^{*}\right) \| \mid}{\left\|x_{k+1}-x^{*}\right\|+\left\|x_{k}-x^{*}\right\|} . \tag{4.8}
\end{equation*}
$$

To complete the analysis, let $a_{k}=\frac{\left\|g_{k+1}\right\|}{\left\|s_{k}\right\|}, b_{k}=\left\|g_{k}\left(x^{*}\right)-g\left(x^{*}\right)\right\|$, and $z_{k}=\left\|x_{k}-x^{*}\right\|$. Our above results show that $a_{k} \rightarrow 0$, and $b_{k} \leq \sigma_{k}$ tends to $0 R$-superlinearly. For convenience, we assume without loss of generality that $\left\{b_{k}\right\}$ converges $Q$-superlinearly, by replacing $\left\{b_{k}\right\}$ by the $Q$-superlinear sequence bounding $\sigma_{k}$ if necessary.

Rearrange inequality (4.8) to obtain

$$
\ell z_{k+1}=\ell\left\|x_{k+1}-x^{*}\right\| \leq\left\|g_{k}\left(x_{k+1}\right)-g_{k}\left(x^{*}\right)\right\| \leq a_{k}\left(z_{k+1}+z_{k}\right)+b_{k} .
$$

Eventually, $a_{k}<\frac{1}{2} \ell$, as $a_{k} \rightarrow 0$. Beyond that point, we find that

$$
\begin{equation*}
z_{k+1} \leq \frac{a_{k}}{\ell-a_{k}} z_{k}+b_{k} \leq \frac{2}{\ell} a_{k} z_{k}+b_{k} \tag{4.9}
\end{equation*}
$$

Let $c_{k}=\max \left\{a_{k} z_{k}, b_{k}\right\}$. Clearly $z_{k+1} \leq\left(2+\frac{2}{\ell}\right) c_{k}$, so it suffices to prove that $\left\{c_{k}\right\}$ converges
superlinearly. There are two cases to consider. If $c_{k+1}=a_{k+1} z_{k+1}$, then

$$
\frac{c_{k+1}}{c_{k}}=\frac{a_{k+1} z_{k+1}}{c_{k}} \leq a_{k+1} \frac{\left(2+\frac{2}{\ell}\right) c_{k}}{c_{k}}=\left(2+\frac{2}{\ell}\right) a_{k+1}
$$

and $a_{k} \rightarrow 0$. Otherwise, if $c_{k+1}=b_{k+1}$, then

$$
\frac{c_{k+1}}{c_{k}}=\frac{b_{k+1}}{c_{k}} \leq \frac{b_{k+1}}{b_{k}}
$$

and by construction, $\left\{b_{k}\right\}$ converges to 0 superlinearly, so $\frac{b_{k+1}}{b_{k}} \rightarrow 0$.
This proves that $z_{k}$ converges $R$-superlinearly, and completes the proof of Theorem 4.5.4.
Increasing $m_{k}$ at this rate is clearly infeasible in reality, and it is non-trivial to determine a level of sampling which produces (iteration-wise) superlinear convergence in a reasonable amount of real time. However, the problem of choosing $m_{k}$ is exactly analogous to choosing the batch size in SGD or SVRG, and similar heuristics can be used. In the early phase of the algorithm, there is less value in attempting to compute the gradient particularly precisely, and taking more steps with small batches/samples is efficient. As the algorithm approaches optimality, the sample size should increase, or else the objective value will simply fluctuate.

### 4.6 Numerical Experiments

We compared several implementations of SA-GD and SA-BFGS against the original SGD method on a penalized least squares problem with random design. That is, the objective function has the form

$$
\min _{w \in \mathbb{R}^{p}} L(w)=\mathbb{E}\left(Y-X^{T} w\right)^{2}+\frac{1}{2}\|w\|_{2}^{2},
$$

where $X \in \mathbb{R}^{p}$ and $Y \in \mathbb{R}$ are random variables with finite second moments. We base our model on a standard linear regression problem with Gaussian errors, so $Y=X^{T} \beta+\epsilon$ for a deterministic vector $\beta \in \mathbb{R}^{p}$ and $\epsilon \sim N(0,1)$ is a noise component. $X$ was drawn according to a multivariate $N(0, \Sigma(\rho))$, where $\Sigma(\rho)=\left(1-\rho^{2}\right) I_{p}+\rho^{2} J$ (here $J$ is the all-ones matrix). By varying $\rho$, we
control the condition number of the expected Hessian. We tested problems of size $p=100$ and $p=500$.

The following six algorithms were tested:

SGD: SGD with fixed $m_{k}=p$ and diminishing step sizes $t_{k}=\frac{1}{k+1000}$ for problems with $p=100$, and $t_{k}=\frac{1}{k+5000}$ for $p=500$.

SA-GD: SA-GD with fixed $m_{k}=p$.

SA-GD-I: SA-GD with increasing samples $m_{k}=\frac{1}{2} p+1.01^{k}$.

SA-BFGS: SA-BFGS with fixed $m_{k}=p$. We do not test for the Wolfe condition at each step, and instead always take the adaptive BFGS step and perform a BFGS update.

SA-BFGS-I: SA-BFGS with increasing samples $m_{k}=\frac{1}{2} p+1.01^{k}$. We do not test for the Wolfe condition at each step, and instead always take the adaptive BFGS step and perform a BFGS update.

SA-BFGS-GD: SA-BFGS with increasing samples $m_{k}=\frac{1}{2} p+1.01^{k}$. We test for the Wolfe condition and switch to taking a SA-GD step when the adaptive step $t_{k}$ for SA-BFGS fails the test.

R-S-GD-C: Robust SGD with constant step size $t_{k}=\frac{1}{\sqrt{N}}$ where $N$ is the total number of iteration that the algorithm will perform. At iteration $N$, output the average of the last $N / 2$ solutions. For details, see [49].

R-S-GD-V: Robust SGD with diminishing step size $t_{k}=\frac{1}{\sqrt{k}}$. At iteration $T$, output the average of the last $T / 2$ solutions. For details, see [49].

We also implemented the Streaming SVRG algorithm using parameter values specified in Corollary 4 in [50]. However, the performance of this algorithm is not comparable to the algorithms listed above. Therefore we didn't include it in the figures.

All algorithms whose "identifier" begin with "SA-" use the adaptive step size. For SGD, we followed the standard practice of using a diminishing and non-summable step size $t_{k}=\frac{a}{k+b}$. The values $a=1, b=\{1000,5000\}$ in our test were chosen experimentally.

The SA-BFGS algorithms were implemented using a two-loop recursion to compute $H_{k} g_{k}$ when $p=500$. This significantly improved their performance compared to storing the matrix $H_{k}$ explicitly.

Figure 4.1 shows the performance of each algorithm on a series of problems with varying problem size $p$ and parameter $\rho$. The $y$-axis measures the gap $\log \left(f(x(t))-f\left(x^{*}\right)\right)$ of the solution $x(t)$ obtained by the algorithm after using $t$ seconds of CPU time. We used Matlab 2015a to implement the algorithms. The hardware was an Intel i5-5200U CPU running Ubuntu.

The increasing sample sizes used in SA-GD-I do not appear to reduce its variance, compared to SA-GD with $m_{k}$ fixed, which goes against our initial expectations. In plots (a), (b), (e), and (f), SA-GD-I appears to exhibit the same fluctuations as SA-GD when the points approach optimality. In plot (c), SA-GD-I briefly surpasses SA-GD before the objective value jumps again. It is only in plot (d) that SA-GD-I appears to descend more consistently than SA-GD.

In contrast, SA-BFGS-I performed substantially better than SA-BFGS with $m_{k}$ fixed. On the larger problem ( $p=500$ ), SA-BFGS-I rapidly approaches the optimal solution, until its progress slows. This suggests that the growth rate $1.01^{k}$ in sample sizes is too slow. This is not as apparent in the smaller problem $p=100$, but a closer inspection reveals that all algorithms reach a comparable objective value after only 0.2 s of CPU time.

What is also interesting is that SA-GD often outperforms SA-BFGS if both algorithms use the same fixed sample size. While somewhat disappointing, there is a natural reason for this. BFGS optimizes a local quadratic model of the objective, and is performant when its approximation $H_{k}$ resembles the true Hessian. The Hessian exhibits greater variance than the gradient, simply by virtue of having $n^{2}$ components compared to $n$, and we generally expect that more sampling is needed to accurately estimate the Hessian. With the same amount of sampling, SA-BFGS is therefore 'noisier' than SA-GD relative to the true function.

(a) $\rho=0, p=100$

(c) $\rho=0.5, p=100$

(e) $\rho=0.9, p=100$

(b) $\rho=0, p=500$

(d) $\rho=0.5, p=500$

(f) $\rho=0.9, p=500$

Figure 4.1: Experimental results for $p=100,500$ and varying $\rho$. The $x$-axis is the elapsed CPU time and the $y$-axis measures $\log \left(f(x)-f\left(x^{*}\right)\right)$.

### 4.7 Conclusion and Future works

For self-concordant objective functions, adaptive methods eliminate the need to choose a step size, which is a big advantage. This is independent of a new difficulty which arises for stochastic methods, which is the choice of the sample size $m_{k}$. From our experiments, we see that choosing $m_{k}$ appropriately is crucial. Unlike SGD and SVRG, where it is often most effective to use minibatches of size 1, SA-BFGS and SA-GD work best with comparatively larger samples.

Note that SA-GD and SA-BFGS are not purely first-order methods, as computing the adaptive step size requires calculating the Hessian-vector product $G_{k}\left(x_{k}\right) d_{k}$. However, it is often possible to calculate Hessian-vector products efficiently, and at far less cost than computing the full Hessian $\nabla^{2} F_{k}(x)$. Consider, for example, a a logistic regression problem where the empirical loss function is

$$
L(x)=\frac{1}{m} \sum_{i=1}^{m} \log \left(1+e^{-y_{i} a_{i}^{T} x}\right)
$$

for sampled data $\left\{\left(a_{i}, y_{i}\right): a_{i} \in \mathbb{R}^{n}, y_{i} \in\{-1,1\}\right\}$. Let $A$ denote the $n \times m$ matrix with columns $a_{i}$. The gradient is given by $A^{T} \beta$ where $\beta$ is the vector

$$
\beta_{i}=\frac{-y_{i} e^{-y_{i} a_{i}^{T} x}}{1+e^{-y_{i} a_{i}^{T} x}}
$$

and the Hessian is given by $A B A^{T}$ where $B$ is the diagonal matrix with entries

$$
B_{i i}=\frac{e^{-y_{i} a_{i}^{T} x}}{\left(1+e^{-y_{i} a_{i}^{T} x}\right)^{2}}
$$

To compute the product $d^{T} \nabla^{2} L(x) d$, it suffices to compute $\sum_{i=1}^{m} B_{i i}\left(a_{i}^{T} d\right)^{2}$, and this requires approximately the same number of arithmetic operations as computing $\nabla L(x)$. Thus, computing $\delta_{k}$ for the adaptive step size requires roughly the same amount of work as one additional gradient calculation. Also, as mentioned in Section 4.5, we may replace the BFGS update in SA-BFGS with a modified update using the Hessian action $y_{k}=G_{k}\left(x_{k}\right) d_{k}$ to save effort.

This work represents only a preliminary step in the development of stochastic quasi-Newton
methods. There are several key questions that remain open:

1. Theorem 4.5.4 partially resolves a question posed by Moritz et al. [39] by proving superlinear convergence under rather restrictive conditions. It would be strengthened greatly if we could prove superlinear convergence under weaker conditions on $m_{k}$.
2. The theory developed for adaptive step sizes only applies to self-concordant functions, but the adaptive step size itself can be interpreted for non-self-concordant functions, as an adjustment based on the local curvature. It would be of great interest to extend adaptive methods to general convex functions, thereby replacing both inexact line search and fixed step sizes on a large class of problems.
3. How can variance-reduction be applied to SA-GD and SA-BFGS? The control variates used in SVRG are effective, though costly, and perhaps difficult to compute for functions of the form $\mathbb{E} f(x, \xi)$. However, SA-GD and SA-BFGS could potentially be improved by incorporating some form of variance reduction, which would also allow us to reduce the number of samples needed on most iterations.
4. What heuristics can be developed for the sample sizes $m_{k}$ to improve accuracy and speed up performance of SA-GD and SA-BFGS?

# Chapter 5: Using Unbiased Simulation for Solving Stochastic Composition Optimization Problems 

### 5.1 Introduction

In statistics and machine learning, we often encounter the generic stochastic optimization problem

$$
\begin{equation*}
\min _{x \in \mathcal{D}} F(x) \triangleq \mathbb{E}_{v} f_{v}(x) \tag{5.1}
\end{equation*}
$$

where $f_{v}$ is a convex function indexed by random variable $v, \mathbb{E}_{v}$ denotes expectation with respect to $v$, and $\mathcal{D} \subset \mathbb{R}^{d}$ is a compact convex set. A special case of (5.1) is the empirical risk minimization (ERM) problem when $v$ is from the uniform random variable on $\{1,2, \ldots, n\}$, that is,

$$
\begin{equation*}
\min _{x \in \mathcal{D}} F_{n}(x) \triangleq \frac{1}{n} \sum_{i=1}^{n} f_{i}(x) \tag{5.2}
\end{equation*}
$$

When obtaining the full gradient is computationally intensive, a popular method for solving these problems is the (projected) stochastic gradient descent (SGD) algorithm, which can be described by the following update rule for $t=1,2, \ldots$

$$
\begin{equation*}
x_{t}=\Pi_{\mathcal{D}}\left\{x_{t-1}-\lambda_{t} \nabla f_{v_{t}}\left(x_{t-1}\right)\right\} \tag{5.3}
\end{equation*}
$$

where $v_{t}$ is sampled from the distribution of $v$ for generic optimization problems and from the uniform distribution on $\{1,2, \ldots, n\}$ for ERM problems, $\lambda_{t}$ is the step size, and $\Pi_{\mathcal{D}}$ is the projection operator on to $\mathcal{D}$. It is well known that convergence of SGD requires a diminishing step size $\lambda_{t}$ and thus results in a worse convergence rate than gradient descent algorithms. [6] observed that
the inferior rate of SGD is caused by the fact that stochastic gradients do not converge to 0 as the iterates converge to the optimal solution. Based on this observation, they improved the SGD by applying a control variate variance reduction technique to the stochastic gradient generation which is known as the SVRG algorithm. SVRG has been shown to converge linearly to the optimal solution for strongly convex ERM problems and performs well in practice. These algorithms implicitly assume that the gradient of each member function $f_{v}(\cdot)$ is easy to compute. But this assumption does not hold in the so-called stochastic composition optimization (SCO) problem [17]:

$$
\begin{equation*}
\min _{x \in \mathcal{D}} F(x) \triangleq \mathbb{E}_{v} f_{v}\left(\mathbb{E}_{w} g_{w}(x)\right), \tag{5.4}
\end{equation*}
$$

where $v$ and $w$ are random variables with certain known joint distributions or in its finite sample version:

$$
\begin{equation*}
\min _{x \in \mathcal{D}} F_{n}(x) \triangleq \frac{1}{n} \sum_{i=1}^{n} f_{i}\left\{\frac{1}{m_{i}} \sum_{j=1}^{m_{i}} g_{i j}(x)\right\} . \tag{5.5}
\end{equation*}
$$

Problems of this form arise in many areas such as reinforcement learning and risk-averse learning to graphical models, econometrics and survival analysis. As far as we know, all current algorithms that are used to solve SCO problems are based on biased stochastic gradient oracles. The convergence rates for these algorithms are unsatisfactory compared to the algorithms for solving generic stochastic optimization problems, except for the Comp-SVRG algorithms in [51]. These algorithms are also based on biased stochastic gradients, but the modified variance reduced gradients vanish as the iterates converge to the optimal solution. Therefore, linear convergence can be proved for the finite sum version of SCO when strong convexity is present. However, the number of samples that are needed to construct a variance reduced gradient depends on the condition number of the objective function. All these drawbacks are the result of biased stochastic gradients. If unbiased stochastic gradients can be generated for SCO problems, we can treat SCO problems in the same way that we treat generic stochastic optimization problems and apply SGD and its
variants to solve them.

### 5.1.1 Contributions

Our contributions in this section can be summarized as follows.

- We introduce unbiased gradient simulation algorithms that are based on a multilevel Monte Carlo technique for solving smooth SCO problems. We also show that the output of these algorithms has finite variance and its expected computational cost is finite.
- Based on our unbiased gradient simulation algorithms, a stochastic composition optimization problem can be considered as a generic stochastic optimization problem. This is because we can simply apply SGD to solve SCO problems and achieve the same iteration complexity as using SGD to solve generic stochastic optimization problems.
- We also show that our unbiased gradient simulation algorithm can be combined with variance reduction techniques including SVRG [6] and SCSG [52], yielding variance reduced optimization algorithms that converge linearly to the optimum of a SCO problem.


### 5.1.2 Related work

Using biased stochastic gradients, [17] proposed a generic algorithm for solving (5.4) with an iteration complexity of $O\left(\epsilon^{-3 / 2}\right)$ for strongly convex objectives and $O\left(\epsilon^{-4}\right)$ for general convex objectives. This result was improved to $O\left(\epsilon^{-5 / 4}\right)$ for strongly convex objectives and $O\left(\epsilon^{-7 / 2}\right)$ for general convex objectives in [53]. For strongly convex objectives with finite sum structure, ([51]) modified the SVRG algorithm and achieved a sample complexity $O((m+n) \log (1 / \epsilon))$. Stochastic algorithms using biased gradient methods also appeared in [54] for non-convex SCOs.

We propose unbiased gradient simulation methods that are based on a multilevel Monte Carlo technique for solving smooth SCO problems. Unbiased simulation methods for functions of expectations using multilevel Monte Carlo techniques were developed in [55] and [56]. Such techniques
have been heavily used in simulation algorithms to solve problems that require high accuracy estimates such as stochastic differential equation [57,58, 59], stochastic partial differential equations [60], and Markov Chains [61]. They also have been used to reduce computational cost through variance reduction techniques $[62,63,64,65]$.

We also consider variance reduced stochastic gradient algorithms that are based on unbiased gradient simulation. A number of variance reduction techniques have been proposed for strongly convex ERM problems in the literature including the use of control variates; see SVRG in ([6]) and SDCA in ([66]), incremental gradients in [67] and SAGA in [8], and importance sampling in [68]. The analysis of these methods and their variants can be found in [69, 70, 52, 71, 72].

The iteration complexity for current algorithms on smooth SCO is presented in Table 1. In particular, SimGD, SimVRG and SCSimG are proposed by us in this chapter. We report iteration complexity instead of sample complexity due to the special randomization component in the gradient estimator construction. This component is critical for our estimator to be unbiased, but the trade-off that it is difficult to analyze sample complexity. We will discuss related issues in detail in later sections.

Table 5.1: Iteration complexity of different algorithms for solving smooth SCO problems.

|  | Convex | Strongly Convex |
| :---: | :---: | :---: |
| Basic SCGD [17] | $O\left(1 / \epsilon^{4}\right)$ | $O\left(1 / \epsilon^{3 / 2}\right)$ |
| Accelerating SCGD [53] | $O\left(1 / \epsilon^{7 / 2}\right)$ | $O\left(1 / \epsilon^{5 / 4}\right)$ |
| Compositional SVRG-1 [51] | N.A. | $O(\log (1 / \epsilon))$ |
| Compositional SVRG-2 [51] | N.A. | $O(\log (1 / \epsilon))$ |
| SimGD (our variant of SGD) | $O\left(1 / \epsilon^{2}\right)$ | $O(1 / \epsilon)$ |
| SimVRG (our variant of SVRG) | N.A. | $O(\log (1 / \epsilon))$ |
| SCSimG (our variant of SCSG) | N.A. | $O(\log (1 / \epsilon))$ |

Both basic SCGD and accelerating SCGD make 2 sampling queries in every iteration, Compositional SVRG-1 and Compositional SVRG-2 make $\sum_{i=1}^{n} m_{i}$ and an additional constant number of sampling queries in every iteration. SimGD makes a random number of sampling queries in every iteration and the expectation of this random number is finite. SimSVRG makes $\sum_{i=1}^{n} m_{i}$ and
additional random number of sampling queries in every iteration and the the expectation of this random number is finite. SCSimG makes $\min \left\{\sum_{i=1}^{n} m_{i}, 1 / \epsilon\right\}$ and an additional random number of sampling queries in every iteration and the the expectation of this random number is finite.

### 5.1.3 Organization

The rest of this chapter is organized as follows. In section 5.2, we describe the problem formulations and introduce the notation that we will use. We then present our unbiased gradient simulation algorithms and the optimization algorithms that are based on these unbiased simulations. In section 5.3, we give concrete examples of SCO problems that arise in a variety of areas and explain how our algorithms are well-suited to solve them. In section 5.4, we prove several important theoretical properties of our gradient simulation algorithm, in particular, its unbiasedness, finite variance and finite expected computational cost. We also show it has a certain "Lipschitz" property that enable it to be combined with variance reduction algorithms such as SVRG and SCSG. Finally, we prove the convergence properties of our algorithms. In section 5.5, we present numerical results obtained using our algorithms for maximizing Cox's partial likelihood and training conditional random fields.

### 5.2 Problem Description and Algorithms

### 5.2.1 Problem Description and Notation

Throughout this chapter, we consider the following smooth stochastic composition optimization problem (5.4). We define the support of the distributions $v$ and $w$ to be $\Omega_{v}$ and $\Omega_{w}$. Note that the following two problems can be considered as special cases of (5.4); the first one is the finite sum problem:

$$
\begin{equation*}
\min _{x \in \mathcal{D}} F_{n}(x) \triangleq \frac{1}{n} \sum_{i=1}^{n} f_{i}\left(\frac{1}{m_{i}} \sum_{j=1}^{m_{i}} g_{i j}(x)\right) \tag{5.6}
\end{equation*}
$$

and the second one is the mixed problem:

$$
\begin{equation*}
\min _{x \in \mathcal{D}} \frac{1}{n} \sum_{i=1}^{n} f_{i}\left(\mathbb{E}_{w} g_{w}(x)\right) . \tag{5.7}
\end{equation*}
$$

Later, we will discuss algorithms for these two special cases.
As for notation, for a vector $v \in \mathbb{R}^{n}$, we use $[v]_{i}$ to denote the $i$-th entry for $1 \leq i \leq n$ and use $\|v\|_{p}$ to denote its $L_{p}$-norm. For a matrix $A \in \mathbb{R}^{m \times n}$, we use $[A]_{i j},[A]_{: j}$ and $[A]_{i:}$ to denote the $(i, j)$-th entry, $j$-th column and $i$-th row for every $1 \leq i \leq m$ and $1 \leq j \leq n$. We use $\|A\|_{2}$ and $\|A\|_{F}$ to denote its spectral norm and Frobenius norm, respectively. We use $\|A\|_{\infty}$ to denote the maximum absolute value of the entries of $A$, that is, $\|A\|_{\infty}=\max \left\{\left|[A]_{i j}\right| \mid 1 \leq i \leq m, 1 \leq j \leq n\right\}$. For a multilinear map $B \in \mathbb{R}^{m \times n \times p}$, we use $[B]_{i j k} \in \mathbb{R}$ to denote its ( $i, j, k$ )-th entry, $[B]_{: j k} \in \mathbb{R}^{m},[B]_{i: k} \in \mathbb{R}^{n}$, and $[B]_{i j:} \in \mathbb{R}^{1 \times p}$ to denote its $(j, k)$-th column fiber, $(i, k)$-th row fiber, and $(i, j)$-th tube fiber, and $[B]_{:: k} \in \mathbb{R}^{m \times n},[B]_{: j:} \in \mathbb{R}^{m \times p}$ and $[B]_{i::} \in \mathbb{R}^{n \times p}$ to denote its $k$-th frontal slice, $j$-th lateral slice and $i$-th horizontal slice, where $1 \leq i \leq m, 1 \leq j \leq n$ and $1 \leq k \leq p$. We define $\|B\|_{\infty}=\left\{\left|[B]_{i j k}\right| \mid 1 \leq i \leq m, 1 \leq j \leq n, 1 \leq k \leq p\right\}$. Moreover, we use vec( $\cdot$ ) to denote the vectorize operation for one matrix or a multi-linear map. When there are multiple arguments in $\operatorname{vec}()$, it vectorize each component and stack them into another vector.

We write the Jacobian (with respect to $x$ ) of the vector valued $g_{w}(\cdot)$ as

$$
\nabla g_{w}(x)=\left(\begin{array}{ccc}
\frac{\partial\left[g_{w}\right]_{1}}{\partial[x]_{1}}(x) & \cdots & \frac{\partial\left[g_{w}\right]_{1}}{\partial[x]_{p}}(x) \\
\vdots & \ddots & \vdots \\
\frac{\partial\left[g_{w}\right]_{d}}{\partial[x]_{1}}(x) & \cdots & \frac{\partial\left[g_{w}\right]_{d}}{\partial[x]_{p}}(x)
\end{array}\right)
$$

where

$$
g_{w}(x)=\left(\left[g_{w}\right]_{1}(x),\left[g_{w}\right]_{2}(x), \ldots,\left[g_{w}\right]_{d}(x)\right)^{\top}
$$

It then follows from the chain rule that the gradient (with respect of $x$ ) of $f_{v}(\cdot)$ for the stochastic
problem is $\left\{\mathbb{E}_{w} \nabla g_{w}(x)\right\} \nabla f_{v}\left\{\mathbb{E}_{w} g_{w}(x)\right\}$ and

$$
\begin{equation*}
\nabla F(x)=\left\{\mathbb{E}_{w} \nabla g_{w}(x)\right\}^{\top} \mathbb{E}_{v}\left\{\nabla f_{v}\left(\mathbb{E}_{w} g_{w}(x)\right)\right\} . \tag{5.8}
\end{equation*}
$$

We use $\nabla^{2} g_{w}(x) \in \mathbb{R}^{d \times p \times p}$ to denote the Hessian (with respect to $x$ ) of the vector valued $g_{w}(\cdot)$ and use $\nabla^{2} g_{w}(x)[u, v] \in \mathbb{R}^{d}$ to denote the vector produced by $\nabla^{2} g_{w}(x)$ acting on $u, v \in \mathbb{R}^{p}$, that is,

$$
\left[\nabla^{2} g_{w}(x)[u, v]_{i}=\sum_{j=1}^{p} \sum_{k=1}^{p}\left[\nabla^{2} g_{w}(x)\right]_{i j k}[u]_{j}[v]_{k}=\sum_{j=1}^{p} \sum_{k=1}^{p}\left[\nabla^{2}\left[g_{w}\right]_{i}(x)\right]_{j k}[u]_{j}[v]_{k} .\right.
$$

Finally, we introduce the following notation used in our gradient simulation algorithms. Let $I_{n}\left(v_{1}\right)=\left\{w_{i}\right\}_{i=1}^{n}$ be a collection of random variables that are i.i.d. generated from the distribution of $w$ given $v=v_{1}$, where $v$ and $w$ are the random variables in problem (5.4). Given the samples $I_{n}\left(v_{1}\right)$, let

$$
\begin{aligned}
\bar{g}\left(x ; n_{1}, n_{2}\right) & =\frac{1}{n_{2}-n_{1}+1} \sum_{i=n_{1}}^{n_{2}} g_{w_{i}}(x), \\
\overline{\nabla g}\left(x ; n_{1}, n_{2}\right) & =\frac{1}{n_{2}-n_{1}+1} \sum_{i=n_{1}}^{n_{2}} \nabla g_{w_{i}}(x), \text { and } \\
\overline{\nabla^{2} g}\left(x ; n_{1}, n_{2}\right) & =\frac{1}{n_{2}-n_{1}+1} \sum_{i=n_{1}}^{n_{2}} \nabla^{2} g_{w_{i}}(x),
\end{aligned}
$$

for $x \in \mathcal{D} \subset \mathbb{R}^{p}$ and $1 \leq n_{1} \leq n_{2} \leq n$. These quantities are unbiased estimates of $\mathbb{E}_{w} g_{w}(x)$, $\mathbb{E}_{w} \nabla g_{w}(x)$ and $\mathbb{E}_{w} \nabla^{2} g_{w}(x)$. In addition, let

$$
\bar{y}\left(x ; n_{1}, n_{2}\right)=\overline{\nabla g}\left(x ; n_{1}, n_{2}\right)^{\top} \nabla f_{v}\left(\bar{g}\left(x ; n_{1}, n_{2}\right)\right),
$$

which is the gradient of $f_{v_{1}}\left(\bar{g}\left(x ; n_{1}, n_{2}\right)\right)$. This is an estimate of $\nabla\left\{\mathbb{E}_{v} f_{v}\left(\mathbb{E}_{w} g_{w}(x)\right)\right\}$. However, it is a biased estimate, that is,

$$
\mathbb{E} \bar{y}\left(x ; n_{1}, n_{2}\right) \neq \nabla\left(\mathbb{E}_{v} f_{v}\left\{\mathbb{E}_{w} g_{w}(x)\right\}\right) .
$$

Since the samples are i.i.d., the expectation of $\bar{y}\left(x ; n_{1}, n_{2}\right)$ only depends on the distribution of $w$ conditioned on $v=v_{1}$, and the number of samples that are used to construct $\bar{y}\left(x ; n_{1}, n_{2}\right)$, we write

$$
s\left(x ; n_{2}-n_{1}+1, v_{1}\right)=\mathbb{E}\left\{\bar{y}\left(x ; n_{1}, n_{2}\right) \mid v=v_{1}\right\} .
$$

We also let

$$
\begin{aligned}
{\left[\bar{z}\left(x ; n_{1} ; n_{2}\right)\right]_{i}=} & \left\{\left[\overline{\nabla^{2} g}\left(x ; n_{1}, n_{2}\right)\right]:: i\right\}^{\top} \nabla f_{v_{1}}\left\{\bar{g}\left(x ; n_{1}, n_{2}\right)\right\} \\
& +\left\{\overline{\nabla g}\left(x ; n_{1}, n_{2}\right)\right\}^{\top} \nabla^{2} f_{v_{1}}\left\{\bar{g}\left(x ; n_{1}, n_{2}\right)\right\}\left[\overline{\nabla g}\left(x ; n_{1}, n_{2}\right)\right]: i,
\end{aligned}
$$

which is the $i$-th row of the Hessian of $f_{v_{1}}\left(\bar{g}\left(x ; n_{1}, n_{2}\right)\right)$ for $1 \leq i \leq p$. Similarly, it is also a biased estimate of $\nabla^{2}\left(\mathbb{E}_{v} f_{v}\left\{\mathbb{E}_{w} g_{w}(x)\right\}\right)$.

### 5.2.2 Unbiased Stochastic Gradient Simulation

We first present Algorithm 8 to simulate unbiased gradients for the stochastic problems (5.4) and (5.7) while fixing a component $v_{1}$ for $f_{v_{1}}\left(\mathbb{E}_{w} g_{w}(x)\right)$. It can be considered as a variant of [56] based on a multilevel randomization technique.

```
Algorithm 8 UnbiasedGradient \(\left(x, v_{1}, n_{0}, \gamma\right)\)
    Input: \(x \in \mathcal{D}, v_{1} \in \Omega_{v}\), base level \(n_{0} \geq 0 \in \mathbb{Z}\), rate parameter \(1<\gamma<2\).
    Output: \(G\left(x, v_{1}\right) \in \mathbb{R}^{p}\), an unbiased estimate of the gradient of \(f_{v_{1}}\left(\mathbb{E}_{w} g_{w}(x)\right)\) at point \(x\) and
    component \(v_{1}\).
    Sample \(N\) from a geometric distribution with success probability \(1-p\) where \(p=0.5^{\gamma}\).
    Independently sample \(I_{2^{n_{0}+N+1}}\left(v_{1}\right)=\left\{w_{i}\right\}_{i=1}^{2^{n_{0}+N+1}}\) from the distribution of \(w\) given \(v_{1}\).
    Compute \(Y_{1}(x)=\bar{y}\left(x ; 1,2^{n_{0}+N+1}\right)\).
    Compute \(Y_{2}(x)=\bar{y}\left(x ; 1,2^{n_{0}+N}\right)\).
    Compute \(Y_{3}(x)=\bar{y}\left(x ; 2^{n_{0}+N}+1,2^{n_{0}+N+1}\right)\).
    Compute \(Y_{4}(x)=\bar{y}\left(x ; 1,2^{n_{0}}\right)\).
    Compute \(G\left(x, v_{1}\right)=\frac{Y_{1}(x)-0.5\left(Y_{2}(x)+Y_{3}(x)\right)}{\tilde{p}_{N}}+Y_{4}(x)\), where \(\tilde{p}_{N}=(1-p) p^{N}\).
    Output: \(G\left(x, v_{1}\right)\)
```

We shall prove in Section 4 that the output of Algorithm 8 is indeed an unbiased estimate of $f_{v_{1}}\left(\mathbb{E}_{w} g_{w}(x)\right)$ for fixed $v_{1}$. It follows that if we sample $v_{1} \sim v$, then $G\left(x, v_{1}\right)$ would be an unibased
estimate of the gradient of $\mathbb{E}_{v} f_{v}\left(\mathbb{E}_{w} g_{w}(x)\right)$.
Remark: We note that Algorithm 8 requires conditional sampling of $w$ given $v$. It is difficult to obtain such samples in a very general setting. However, in many applications, obtaining such samples can be relatively easy. We will discuss this in detail in Section 5.3. Moreover, Algorithm 8 uses a random number of samples to construct an unbiased estimate. We will show later that the number of samples needed is finite in expectation and independent of the problem sample size. However, for problems such as (5.6), computing an unbiased estimate using this algorithm may need the same number of samples as computing the true gradient in a worst case scenario.

### 5.2.3 Optimization Algorithms

We now present our optimization algorithms to solve problem (5.4), (5.7) and (5.6) based on unbiased gradient simulation. First, in Algorithm 9, we present our SGD (SimGD) algorithm with a simple averaging techinique (see [73]). Convergence of our SimGD algorithm under different conditions will be analyzed in Section 5.4. It is worth noting that our SGD algorithm is an analogue of the standard stochastic gradient descent algorithm that substitutes simulated unbiased gradients for sampled stochastic gradients. Therefore, the unbiased gradient simulation algorithm enables us to solve SCO problems in the same way as generic stochastic optimization problems.

```
Algorithm 9 Simulated Gradient Descent (SimGD)
    Input: Number of iterations \(T\), step size \(\left\{\lambda_{t}\right\}_{t=1}^{\infty}\), initial point \(x_{0}\), base level \(n_{0}\) and rate parameter
    \(1<\gamma<2\).
    for \(t=0,1,2, \ldots, T-1\) do
        Sample \(v_{t}\) follows the distribution of \(v\) and let \(\rho_{t}=\operatorname{UnbiasedGradient}\left(x_{t}, v_{t}, n_{0}, \gamma\right)\)
        \(x_{t+1}=\Pi_{\mathcal{D}}\left(x_{t}-\lambda_{t} \rho_{t}\right)\)
    end for
    option I Output \(\tilde{x}_{T}=\frac{2}{(T)(T+1)} \sum_{t=0}^{T-1}(t+1) x_{t}\)
    option II Output \(x_{T}\)
```

In contrast to SGD, where a diminishing step size is used, we also introduce an SVRG type of control variate variance reduced algorithm as mentioned in [6] with constant step size for SCO problems. As described in [6] for ERM problems (5.2) and in [50] for generic stochastic optimiza-
tion problems (5.1), a variance reduced stochastic gradient at point $x$ with respect to the reference point $\tilde{x}$ is defined as $\nabla f_{v^{\prime}}(x)-\nabla f_{v^{\prime}}(\tilde{x})+\nabla F(\tilde{x})$ where $v^{\prime}$ is sampled from $v$ for the generic stochastic optimization problem (5.1) and defined similarly for the ERM problem. We adopt these variance reduction techniques in our setting of unbiased gradient simulation. Specifically, we will simulate the unbiased gradients at $x$ and $\tilde{x}$ simultaneously, using the same set of simulated data, to reduce variance. The details of generating such variance reduced gradients are specified in Algorithm 10. For ease of presentation, Algorithm 10 is built on the setting of Algorithm 8 and it can be modified by using Algorithm 9 for solving problem (5.6).

```
Algorithm \(10 \operatorname{SimulatedGradient}\left(x, \tilde{x}, G(\tilde{x}), v_{1}, n_{0}, \gamma\right)\)
    Input: \(x \in \mathbb{R}^{d}, v_{1} \in \Omega_{v}\), reference point \(\tilde{x} \in \mathbb{R}^{d}\), an estimate of gradient at point \(\tilde{x} \hat{G}(\tilde{x}) \in \mathbb{R}^{p}\),
    base level \(n_{0} \geq 0\) and rate parameter \(1<\gamma<2\).
    Output: \(W \in \mathbb{R}^{p}\), a variance reduced unbiased estimator of the gradient of \(\mathbb{E}_{v} f\left(\mathbb{E}_{w} g_{w}(x), v\right)\) at
    point \(x\).
    Sample \(N\) from a geometric distribution with success rate \(1-p\), where \(p=0.5^{\gamma}\).
    Compute \(\tilde{p}_{N}=(1-p) p^{N}\).
    Independently sample \(I_{2^{n_{0}+N+1}}\left(v_{1}\right)=\left\{w_{i}\right\}_{i=1}^{2^{n_{0}+N+1}}\) from the conditional distribution of \(w\), given
    \(v=v_{1}\).
    Compute \(Y_{1}(x)=\bar{y}\left(x ; 1,2^{n_{0}+N+1}\right)\) and \(Y_{1}(\tilde{x})=\bar{y}\left(\tilde{x} ; 1,2^{n_{0}+N+1}\right)\).
    Compute \(Y_{2}(x)=\bar{y}\left(x ; 1,2^{n_{0}+N}\right)\) and \(Y_{2}(\tilde{x})=\bar{y}\left(\tilde{x} ; 1,2^{n_{0}+N}\right)\).
    Compute \(Y_{3}(x)=\bar{y}\left(x ; 2^{n_{0}+N}+1,2^{n_{0}+N+1}\right)\) and \(Y_{3}(\tilde{x})=\bar{y}\left(\tilde{x} ; 2^{n_{0}+N}+1,2^{n_{0}+N+1}\right)\).
    Compute \(Y_{4}(x)=\bar{y}\left(x ; 1,2^{n_{0}}\right)\) and \(Y_{4}(\tilde{x})=\bar{y}\left(\tilde{x} ; 1,2^{n_{0}}\right)\).
    Compute \(W\left(x, v_{1}\right)=\frac{Y_{1}(x)-0.5\left\{Y_{2}(x)+Y_{3}(x)\right\}}{\tilde{p}_{N}}+Y_{4}(x)\).
    Compute \(W\left(\tilde{x}, v_{1}\right)=\frac{Y_{1}(\tilde{x})-0.5\left\{Y_{2}(\tilde{x})+Y_{3}(\tilde{x})\right\}}{\tilde{p}_{N}}+Y_{4}(\tilde{x})\).
    Set \(W\left(x, \tilde{x}, v_{1}\right)=W\left(x, v_{1}\right)-W\left(\tilde{x}, v_{1}\right)+\hat{G}(\tilde{x})\).
    Output: \(W\left(x, \tilde{x}, v_{1}\right)\).
```

In Algorithm 10, the reference gradient $G(\tilde{x})$ can either be the full gradient at $\nabla F(\tilde{x})$ or an estimate of the full gradient $\nabla F(\tilde{x})$. For example, when it is efficient to compute full gradients of the objective function for problem (5.4) and (5.7), we propose to use the following method in Algorithm 11 to solve this problem. Since it can be considered as a variant of SVRG, we refer to it as Simulated Variance Reduced Gradient Descent.

However, when the full gradient $\nabla F(\tilde{x})$ of the objective function (5.4) is difficult to compute, we estimate $\nabla F(\tilde{x})$ by sampling the unbiased gradient within a batch of the indices and take the

```
Algorithm 11 Simulated Variance Reduced Gradient Descent(SimVRG)
    Inputs: Number of epochs \(T\), number of steps in each epoch \(M\), step size \(\lambda\) and initial point \(\tilde{x}_{0}\),
    base level \(n_{0} \geq 0\), and parameter \(1<\gamma<2\).
    for \(s=0,1,2, \ldots, T-1\) do
        Compute the full gradient \(\nabla F\left(\tilde{x}_{s}\right)\)
        \(x_{0}=\tilde{x}_{s}\)
        for \(t=0,1,2, \ldots, M-1\) do
            Sample \(v_{t}\) from the distribution of \(v\).
            Compute \(\rho_{t}=\operatorname{SimulatedGradient}\left(x_{t}, \tilde{x}_{s}, \hat{G}\left(x_{s}\right), v_{t}, n_{0}, \gamma\right)\).
            Update \(x_{t+1}=\Pi_{\mathcal{D}}\left(x_{t}-\lambda \rho_{t}\right)\).
        end for
        option I Output \(\tilde{x}_{s+1}=x_{M}\)
        option II Output \(\tilde{x}_{s+1}=x_{t}\) for randomly chosen \(t \in\{1, \ldots, M\}\)
    end for
```

average. This method is related to another variant of SVRG, namely SCSG in [52] and we present this approach in Algorithm 12. Convergence properties of Algorithm 11 and Algorithm 12 will be analyzed in Section 5.4.

```
Algorithm 12 Stochastically Controlled Simulated Gradient Descent(SCSimG)
    Inputs: Number of epochs \(T\), number of steps in each epoch \(M\), batch size \(B\), sample size \(K\),
    step size \(\lambda\), initial point \(\tilde{x}_{0}\), base level \(n_{0} \geq 0\) and parameter \(1<\gamma<2\).
    for \(s=0,1, \ldots, T-1\) do
        \(x_{0}=\tilde{x}_{s}\)
        Uniformly sample a batch \(I_{s} \subset \Omega_{v}\) according to the distribution of \(v\) with \(\left|I_{s}\right|=B\)
        for \(k=1,2, \ldots, K\) do
            Compute \(h_{k}\left(\tilde{x}_{s}\right)=\frac{1}{B} \sum_{v_{i} \in \mathcal{I}_{s}} \operatorname{UnbiasedGradient}\left(\tilde{x}_{s}, v_{i}, n_{0}, \gamma\right)\)
        end for
        Compute \(\tilde{h}\left(\tilde{x}_{s}\right)=\frac{1}{K} \sum_{i=1}^{K} h_{i}\left(\tilde{x}_{s}\right)\)
        for \(t=0,1, \ldots, M-1\) do
            Sample \(v_{t}\) from the distribution of \(v\).
            Set \(\rho_{t}=\operatorname{SimulatedGradient}\left(x_{t}, \tilde{x}_{s}, \tilde{h}\left(\tilde{x}_{s}\right), v_{t}, n_{0}, \gamma\right)\).
            Update \(x_{t+1}=\Pi_{\mathcal{D}}\left(x_{t}-\lambda \rho_{t}\right)\).
        end for
        option I Output \(\tilde{x}_{s}=x_{M}\)
        option II Output \(\tilde{x}_{s}=x_{t}\) for randomly chosen \(t \in\{1, \ldots, M\}\)
    end for
```


### 5.3 Examples

We now present some important examples that can be formulated as SCO problems.

### 5.3.1 Conditional Random Fields (CRF)

Conditional random fields (CRF) [74] is a popular probabilistic model used for structural prediction. It has been used in a number of natural language processing (NLP) problems including part-of-speech tagging [74], noun-phrase chunking [75, 76], named identity recognition [77] and image segmentation in computer vision [78]. In the CRF models, the conditional probability of a structured outcome $y \in \mathcal{Y}$, given an observation $x \in \mathcal{X}$ is:

$$
\begin{equation*}
p(y \mid z ; x)=\frac{\exp \left\{x^{\top} F(z, y)\right\}}{\sum_{y^{\prime} \in y} \exp \left\{x^{\top} F\left(z, y^{\prime}\right)\right\}}, \tag{5.9}
\end{equation*}
$$

where $x \in \mathbb{R}^{p}$ is the parameter for estimation and $F(z, y) \in \mathbb{R}^{p}$ is a vector of pre-specified feature functions depending on the underlying structure of $\mathcal{Y}$. Based on the set of training data $\left\{\left(z_{i}, y_{i}\right), i=\right.$ $1, \ldots, n\}$, the parameter $x$ can be estimated by maximizing the log likelihood function

$$
\begin{equation*}
\max _{x \in \mathbb{R}^{p}} \frac{1}{n} \sum_{i=1}^{n} \log p\left(y_{i} \mid z_{i}, x\right) . \tag{5.10}
\end{equation*}
$$

As we shall see, the practical difficulty of computing the objective function value or its gradient lies in the exponential cardinality of $\mathcal{Y}$. The hardness of computing log-likelihood and gradients for CRFs has been considered in [79] and [80]. When the underlying structure of $\boldsymbol{y}$ is a linear chain or a tree, both the objective function value and the gradient can be efficiently computed through dynamic programming (the Viterbi algorithm in [81]). For these structural cases, a number of methods can be used to solve (5.10); for example, deterministic methods such as the iterative scaling algorithm in [74], L-BFGS in [76], stochastic methods such as stochastic gradient descent in [82] and SAG in [83]. However, when the underlying structure is more general (no linear chain or tree structure), computing a full gradient or even a stochastic gradient for problem (5.10) is difficult due to the exponential cardinality of $\boldsymbol{y}$. In our setting, we can formulate (5.10) as a
composition optimization problem as in (5.4) by noticing that (5.10) is equivalent to

$$
\begin{equation*}
\min _{x} \frac{1}{n} \sum_{i=1}^{n}\left(\log \left[\sum_{y^{\prime} \in \mathcal{Y}} \exp \left\{x^{\top} F\left(z_{i}, y^{\prime}\right)\right\}\right]-x^{\top} F\left(z_{i}, y_{i}\right)\right), \tag{5.11}
\end{equation*}
$$

whose gradient can be written as

$$
\frac{1}{n} \sum_{i=1}^{n}\left[\frac{\sum_{y^{\prime} \in y} \exp \left\{x^{\top} F\left(z_{i}, y^{\prime}\right)\right\} F\left(z_{i}, y^{\prime}\right)}{\sum_{y^{\prime} \in \mathscr{Y}} \exp \left\{x^{\top} F\left(z_{i}, y^{\prime}\right)\right\}}-F\left(z_{i}, y_{i}\right)\right] .
$$

Note that this problem is equivalent to

$$
\min _{x} \frac{1}{n} \sum_{i=1}^{n}\left(\log \left[\frac{1}{|\mathcal{Y}|} \sum_{y^{\prime} \in \mathcal{Y}} \exp \left\{x^{\top} F\left(z_{i}, y^{\prime}\right)\right\}\right]-x^{\top} F\left(z_{i}, y_{i}\right)+\log |\boldsymbol{Y}|\right)
$$

Therefore we can view it as a form of problem (5.4) and apply our optimization algorithms to solve (5.11).

To obtain a sample $y^{\prime}$ uniformly from $\mathcal{y}$, we first let $(V, E)$ be the underlying graph of the CRF. We assume that each vertex $v \in V$ takes value from $\{1,2, \ldots, K\}$. Under this setting, we can generate a discrete uniform random number over $\{1,2, \ldots, K\}$ for each vertex, and hence repeat this $|V|$ times to obtain a sample $y^{\prime}$ uniformly, where $|V|$ is the cardinality of $V$. This sampling scheme avoids sampling $y^{\prime}$ from a set of cardinality $K^{|V|}$ directly.

### 5.3.2 Softmax Optimization

Softmax optimization problems naturally arise when applying maximum likelihood estimation to the multinomial logistic model with application in many fields such as economics [84] and and network flows [85]. Specifically, the multinomial logistic model assumes the conditional probability mass of a discrete response $Y \in\{1, \ldots, K\}$, given covariates $X \in \mathbb{R}^{p}$ and parameters $\beta=\left[\beta_{1}, \ldots \beta_{K}\right] \in \mathbb{R}^{p \times K}$, satisfies

$$
\mathbb{P}(Y=k \mid X, \beta)=\frac{\exp \left(X^{\top} \beta_{k}\right)}{\sum_{i=1}^{K} \exp \left(X^{\top} \beta_{i}\right)}
$$

Given $n$ observations ( $X_{i}, Y_{i}$ ), the log-likelihood function can be written as

$$
l(\beta)=\sum_{i=1}^{n}\left[X_{i}^{\top} \beta_{Y_{i}}-\log \left\{\sum_{j=1}^{K} \exp \left(X_{j}^{\top} \beta_{j}\right)\right\}\right] .
$$

Therefore, maximizing the log-likelihood function, which is known as the Softmax optimization problem, can be viewed as a compositional optimization problem, where the $\beta$ here corresponds to the $x$ in problem (5.6). To obtain a sample $w_{i}$ in Algorithm 1 for this problem, we only need to generate a discrete uniform random variable over $\{1, \ldots, K\}$.

### 5.3.3 Cox's Partial Likelihood

The Cox's partial likelihood model [86, 87] is a widely used in survival analysis for censored data. It belongs to a class of survival models in statistics called the proportional-hazards models in [88]. In particular, the Cox's model assumes there is a hazard function for an observation with covariates $X \in \mathbb{R}^{p}$ and coefficient $\beta \in \mathbb{R}^{p}$ as:

$$
\lambda(t \mid X)=\lambda_{0}(t) \exp \left(\beta^{\top} X\right)
$$

where $\lambda_{0}(t)$ is the baseline hazard function. In Cox's model, for each data point, we have two variables $T_{i}$ denoting the true life time and $C_{i}$ denoting the censoring time independent of $T_{i}$, which are not observed. Instead, we can only observe $\left(X_{i}, Y_{i}, \Delta_{i}\right)_{1 \leq i \leq n}$ assumed to be i.i.d. observations, where $X_{i} \in \mathbb{R}^{p}$ are the covariates, $Y_{i} \in \mathbb{R}$ are the observed times determined by $Y_{i}=\min \left(T_{i}, C_{i}\right)$, and $\Delta_{i}=\mathbb{I}\left\{Y_{i}=T_{i}\right\}$ are the indications for the censoring. Moreover, for a particular observation $i$, we define its risk set as the index set $\left\{j: Y_{j} \geq Y_{i}\right\}$. Cox's model aims to maximize the partial likelihood function as follows:

$$
\begin{equation*}
\max _{\beta \in \mathbb{R}^{p}}-\frac{1}{n} \sum_{i=1}^{n} \Delta_{i}\left[-X_{i}^{\top} \beta+\log \left\{\sum_{j=1}^{n} \mathbb{I}\left(Y_{j} \geq Y_{i}\right) \exp \left(X_{j}^{\top} \beta\right)\right\}\right], \tag{5.12}
\end{equation*}
$$

which is equivalent to

$$
\min _{\beta \in \mathbb{R}^{p}} \frac{1}{n} \sum_{i=1}^{n} \Delta_{i}\left[-X_{i}^{\top} \beta+\log \left\{\frac{1}{n} \sum_{j=1}^{n} \mathbb{I}\left(Y_{j} \geq Y_{i}\right) \exp \left(X_{j}^{\top} \beta\right)\right\}\right],
$$

whose gradient can be written as

$$
\begin{equation*}
\frac{1}{n} \sum_{i=1}^{n} \Delta_{i}\left[-X_{i}+\frac{\sum_{j=1}^{n} \mathbb{I}\left(Y_{j} \geq Y_{i}\right) \exp \left(X_{j}^{\top} \beta\right) X_{j}}{\sum_{j=1}^{n} \mathbb{I}\left(Y_{j} \geq Y_{i}\right) \exp \left(X_{i}^{\top} \beta\right)}\right] . \tag{5.13}
\end{equation*}
$$

This problem is of the form of (5.4); hence we can apply our proposed algorithms to solve it.

### 5.4 Theory

In this section we present the analysis of our algorithms applied to problem (5.4), that is, $\min _{x \in \mathcal{D}} F(x) \triangleq \mathbb{E}_{v} f_{v}\left\{\mathbb{E}_{w} g_{w}(x)\right\}$. We omit the cases (5.6) and (5.7) as they can be analyzed similarly. We first give our assumptions.

### 5.4.1 Definitions, Assumptions and Lemmas

Assumption 1 In the compact set $\mathcal{D}$, each $f_{v}(\cdot)$ in the objective function of (5.4) is three times continuously differentiable. Its first-order, second-order and third-order derivatives are Lipschitz continuous with constants $L_{f, 1}, L_{f, 2}$, and $L_{f, 3}$, respectively.

Assumption 2 In the compact set $\mathcal{D}$, each $g_{w}(\cdot)$ is twice continuously differentiable. Its first-order and second-order derivatives are Lipschitz continuous with constant $L_{g, 1}$ and, $L_{g, 2}$, respectively.

Assumption $3 F(\cdot)$ in (5.4) is strongly convex with parameter $\mu$ and its gradient is Lipstchitz continuous with constant $L$.

Definition. Define $\mathcal{G}=\left\{y \in \mathbb{R}^{d} \mid y=g_{w}(x), x \in \mathcal{D}, w \in \Omega_{w}\right\} \mathcal{H}=\left\{y \in \mathbb{R}^{d \times p} \mid y=\nabla g_{w}(x), x \in\right.$ $\left.\mathcal{D}, w \in \Omega_{w}\right\}$ and $\mathcal{J}=\left\{z \in \mathbb{R}^{d \times p \times p} \mid z=\nabla^{2} g_{w}(x), x \in \mathcal{D}, w \in \Omega_{w}\right\}$.

Assumption $4 l_{g, 0}=\sup \left\{\|y\|_{\infty} \mid y \in \mathcal{G} \subset \mathbb{R}^{d}\right\}<\infty, l_{g, 1}=\sup \left\{\|y\|_{\infty} \mid y \in \mathcal{H} \subset \mathbb{R}^{d \times p}\right\}<\infty$, and $l_{g, 2}=\sup \left\{\|z\|_{\infty} \mid z \in \mathcal{J} \subset \mathbb{R}^{d \times p \times p}\right\}$.

Assumption $5 l_{f, 0}=\sup \left\{|y| \mid y=f_{v}(x), x \in \mathcal{G}, v \in \Omega_{v}\right\}<\infty, l_{f, 1}=\sup \left\{\|y\|_{\infty} \mid y=\right.$ $\left.\nabla f_{v}(x), x \in \mathcal{G}, v \in \Omega_{v}\right\}<\infty, l_{f, 2}=\sup \left\{\|y\|_{\infty} \mid y=\nabla^{2} f_{v}(x), x \in \mathcal{G}, v \in \Omega_{v}\right\}<\infty$, and $l_{f, 3}=\sup \left\{\|y\|_{\infty} \mid y=\nabla^{3} f_{v}(x), x \in \mathcal{G}, v \in \Omega_{v}\right\}<\infty$.

Before we proceed, we state two elementary lemmas used in our proofs.

Lemma 5.4.1. Let $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ be a continuously differentiable function with L-Lipschitz continuous gradients, then

$$
|f(y)-f(x)-\langle\nabla f(x), y-x\rangle| \leq \frac{L}{2}\|y-x\|_{2}^{2} .
$$

We omit the proof of Lemma 5.4.1 since it is a well known result.

Lemma 5.4.2. Given a positive integer $N$ and a sequence of real number $a_{i}, 1 \leq i \leq N$, we have, for all $p \geq 1$, that

$$
\begin{equation*}
\left|\sum_{i=1}^{N} a_{i}\right|^{p} \leq N^{p-1} \sum_{i=1}^{N}\left|a_{i}\right|^{p}, \tag{5.14}
\end{equation*}
$$

Proof. This is a consequence of Jensen's inequality.

### 5.4.2 Properties of the Unbiased Gradient Simulation Algorithm

In this subsection, we analysis the properties of Algorithm 8. We first prove the unbiasedness of $G\left(x, v_{1}\right)$.

Proposition 5.4.3 (Unbiasedness). For any $x \in \mathcal{D}$, sample $v_{1} \sim v, G\left(x, v_{1}\right)$ is an unbiased estimate of $\nabla \mathbb{E}_{v} f_{v}\left\{\mathbb{E}_{w} g_{w}(x)\right\}$, that is, $\mathbb{E} G\left(x, v_{1}\right)=\nabla \mathbb{E}_{v} f_{v}\left\{\mathbb{E}_{w} g_{w}(x)\right\}$.

Proof. Fix $v_{1}$ and $x \in \mathcal{D}$. We first show that the output $G\left(x, v_{1}\right)$ is an unbiased estimate of
$\nabla f_{v_{1}}\left\{\mathbb{E}_{w} g_{w}(x)\right\}$. According to Algorithm 8, we have,

$$
\begin{aligned}
\mathbb{E} G\left(x, v_{1}\right) & =\sum_{n=0}^{\infty} \mathbb{E}\left\{G\left(x, v_{1}\right) \mid N=n\right\} \mathbb{P}(N=n) \\
& =\sum_{n=0}^{\infty} \frac{\mathbb{E}\left\{Y_{1}(x)-0.5\left(Y_{2}(x)+Y_{3}(x)\right) \mid N=n\right\}}{\tilde{p}_{n}} \tilde{p}_{n}+\mathbb{E} Y_{4}(x) \\
& =\sum_{n=0}^{\infty} \mathbb{E}\left\{Y_{1}(x)-0.5\left(Y_{2}(x)+Y_{3}(x)\right) \mid N=n\right\}+\mathbb{E} Y_{4}(x)
\end{aligned}
$$

Note that condition on $N=n$, we assume there is hypothetically a set of i.i.d. samples $I_{2^{n} 0^{+n+1}}\left(v_{1}\right)=$ $\left\{w_{i}\right\}_{i=1}^{2^{n+n_{0}+1}}$ that follows the distribution of $w$ given $v=v_{1}$ that $Y_{1}(x), Y_{2}(x)$ and $Y_{3}(x)$ are constructed. Therefore

$$
\begin{aligned}
\mathbb{E}\left\{Y_{2}(x) \mid N=n\right\} & =\mathbb{E}\left\{\bar{y}\left(x, 1,2^{n_{0}+n}\right)\right\}=s\left(x ; 2^{n+n_{0}}\right) \\
& =\mathbb{E}\left\{\bar{y}\left(x ; 2^{n_{0}+n}+1,2^{n_{0}+n+1}\right)\right\}=\mathbb{E}\left\{Y_{3}(x) \mid N=n\right\},
\end{aligned}
$$

$\mathbb{E} Y_{4}(x)=s\left(x ; 2^{n_{0}}, v_{1}\right)$ and $\mathbb{E}\left\{Y_{1}(x) \mid N=n\right\}=s\left(x ; 2^{n_{0}+n+1}, v_{1}\right)$. Therefore,

$$
\begin{aligned}
& \mathbb{E} G\left(x, v_{1}\right) \\
= & \sum_{n=0}^{\infty}\left(s\left(x ; 2^{n_{0}+n+1}, v_{1}\right)-0.5\left\{s\left(x ; 2^{n_{0}+n}, v_{1}\right)+s\left(x ; 2^{n_{0}+n}, v_{1}\right)\right\}\right)+s\left(x ; 2^{n_{0}}, v_{1}\right) \\
= & \sum_{n=0}^{\infty}\left\{s\left(x ; 2^{n_{0}+n+1}, v_{1}\right)-s\left(x ; 2^{n_{0}+n}, v_{1}\right)\right\}+s\left(x ; 2^{n_{0}}, v_{1}\right) .
\end{aligned}
$$

Note that the above sum is a telescoping sum. Therefore

$$
\begin{aligned}
\mathbb{E} G\left(x, v_{1}\right) & =\lim _{n \rightarrow \infty} s\left(x ; 2^{n_{0}+n}, v_{1}\right)-s\left(x ; 2^{n_{0}}, v_{1}\right)+s\left(x ; 2^{n_{0}}, v_{1}\right) \\
& =\lim _{n \rightarrow \infty} s\left(x ; 2^{n_{0}+n}, v_{1}\right)=\lim _{n \rightarrow \infty} \mathbb{E} \bar{y}\left(x ; 1,2^{n_{0}+n}, v_{1}\right) \\
& =\lim _{n \rightarrow \infty} \mathbb{E}\left(\overline{\nabla g}\left(x ; 1,2^{n_{0}+n}\right)^{\top} \nabla f_{v_{1}}\left\{\bar{g}\left(x ; 1,2^{n_{0}+n}\right)\right\}\right) \\
& =\lim _{n \rightarrow \infty} \mathbb{E}\left(\left\{\frac{1}{2^{n_{0}+n}} \sum_{i=1}^{2^{n_{0}+n}} \nabla g_{w_{i}}(x)\right\}^{\top} f_{v_{1}}\left\{\frac{1}{2^{n_{0}+n}} \sum_{i=1}^{2^{n_{0}+n}} g_{w_{i}}(x)\right\}\right) .
\end{aligned}
$$

Note that

$$
\begin{aligned}
& \left\|\left\{\frac{1}{2^{n_{0}+n}} \sum_{i=1}^{2^{n_{0}+n}} \nabla g_{w_{i}}(x)\right\}^{\top} f_{v_{1}}\left\{\frac{1}{2^{n_{0}+n}} \sum_{i=1}^{2^{n_{0}+n}} g_{w_{i}}(x)\right\}\right\|_{2} \\
\leq & \left\|\left\{\frac{1}{2^{n_{0}+n}} \sum_{i=1}^{2^{n_{0}+n}} \nabla g_{w_{i}}(x)\right\}\right\|_{F}\left\|f_{v_{1}}\left\{\frac{1}{2^{n_{0}+n}} \sum_{i=1}^{2^{n_{0}+n}} g_{w_{i}}(x)\right\}\right\|_{2} \\
\leq & \left(\sqrt{p d}\left\|\left\{\frac{1}{2^{n_{0}+n}} \sum_{i=1}^{2^{n_{0}+n}} \nabla g_{w_{i}}(x)\right\}\right\|_{\infty}\right)\left(\sqrt{d}\left\|f_{v_{1}}\left\{\frac{1}{2^{n_{0}+n}} \sum_{i=1}^{2^{n_{0}+n}} g_{w_{i}}(x)\right\}\right\|_{\infty}\right) \\
\leq & \sqrt{p} d l_{g, 0} l_{g, 1},
\end{aligned}
$$

where the last inequality utilizes Assumption 4 and Assumption 5. Then, by the bounded convergence theorem, we can exchange the expectation and limit and hence

$$
\mathbb{E} G\left(x, v_{1}\right)=\mathbb{E} \lim _{n \rightarrow \infty}\left(\left\{\frac{1}{2^{n_{0}+n}} \sum_{i=1}^{2^{n_{0}+n}} \nabla g_{w_{i}}(x)\right\}^{\top} f_{v_{1}}\left\{\frac{1}{2^{n_{0}+n}} \sum_{i=1}^{2^{n_{0}+n}} g_{w_{i}}(x)\right\}\right)
$$

By continuity of $\nabla f_{v_{1}}(\cdot)$, we have

$$
\lim _{n \rightarrow \infty} \nabla f_{v_{1}}\left\{\frac{1}{2^{n_{0}+n}} \sum_{i=1}^{2^{n_{0}+n}} g_{w_{i}}(x)\right\}=\nabla f_{v_{1}}\left\{\lim _{n \rightarrow \infty} \frac{1}{2^{n_{0}+n}} \sum_{i=1}^{2^{n_{0}+n}} g_{w_{i}}(x)\right\}
$$

Since the samples are i.i.d., by the strong law of large numbers, we have

$$
\lim _{n \rightarrow \infty} \frac{1}{2^{n_{0}+n}} \sum_{i=1}^{2^{n_{0}+n}} g_{w_{i}}(x)=\mathbb{E}_{w} g_{w}(x) \text { almost surely }
$$

By a similar argument,

$$
\lim _{n \rightarrow \infty} \frac{1}{2^{n_{0}+n}} \sum_{i=1}^{2^{n_{0}+n}} \nabla g_{w_{i}}(x)=\mathbb{E}_{w} \nabla g_{w}(x) \text { almost surely }
$$

Therefore

$$
\begin{aligned}
\mathbb{E} G\left(x, v_{1}\right) & =\mathbb{E} \lim _{n \rightarrow \infty}\left(\left\{\frac{1}{2^{n_{0}+n}} \sum_{i=1}^{2^{n_{0}+n}} \nabla g_{w_{i}}(x)\right\}^{\top} f_{v_{1}}\left\{\frac{1}{2^{n_{0}+n}} \sum_{i=1}^{2^{n_{0}+n}} g_{w_{i}}(x)\right\}\right) \\
& =\mathbb{E}\left(\left\{\mathbb{E}_{w} \nabla g_{w}(x)\right\}^{\top} \nabla f_{v_{1}}\left\{\mathbb{E}_{w} g_{w}(x)\right\}\right) \\
& =\left\{\mathbb{E}_{w} \nabla g_{w}(x)\right\}^{\top} \nabla f_{v_{1}}\left\{\mathbb{E} g_{w}(x)\right\}=\nabla\left\{f_{v_{1}}\left(\mathbb{E}_{w} g_{w}(x)\right)\right\} .
\end{aligned}
$$

Finally, taking expectation w.r.t $v_{1}$, we obtain that

$$
\mathbb{E} G\left(x, v_{1}\right)=\mathbb{E}_{v} \nabla\left(f_{v}\left\{\mathbb{E}_{w} g_{w}(x)\right\}\right)=\nabla \mathbb{E}_{v} f_{v}\left\{\mathbb{E}_{w} g_{w}(x)\right\}
$$

We now state two ancillary lemmas that will be used in proving the finite variance of $G\left(x, v_{1}\right)$.

Lemma 5.4.4. For every $s \in \mathcal{H} \subset R^{d \times p}, t \in \mathcal{G} \subset R^{d}$, and $v_{1} \in \Omega_{v}$, define $H: \mathcal{H} \times \mathcal{G} \rightarrow \mathbb{R}^{p}$ by $H(s, t)=s^{\top} \nabla f_{v_{1}}(t)$. Then every component function of $H(s, t)$ has a Lipschitz continuous gradient with constant $L_{H}=\sqrt{L_{f, 1}^{2}+2 d l_{f, 2}^{2}+2 d l_{g, 1}^{2} L_{f, 2}^{2}}$, i.e., for every $1 \leq i \leq p$, we have

$$
\left\|\nabla[H]_{i}\left(s_{1}, t_{1}\right)-\nabla[H]_{i}\left(s_{2}, t_{2}\right)\right\|_{F} \leq L_{H}\left\|\operatorname{vec}\left(\left[s_{1}\right]_{: i}, t_{1}\right)-\operatorname{vec}\left(\left[s_{2}\right]_{: i}, t_{2}\right)\right\|_{2} .
$$

Proof. Before proving this lemma, we introduce the notation for partial derivatives of $H(s, t)$, i.e.,
each component of the gradient $\nabla H(s, t) \in \mathbb{R}^{p} \times\left(\mathbb{R}^{d \times p} \times \mathbb{R}^{d}\right)$. Let

$$
\frac{\partial[H]_{i}}{\partial[s]_{k j}}(s, t)=\delta_{i j} \frac{\partial f_{v_{1}}}{\partial[t]_{k}}(t), \text { and } \frac{\partial[H]_{i}}{\partial[t]_{h}}(s, t)=\sum_{k=1}^{d}[s]_{k i} \frac{\partial\left[\nabla f_{v_{1}}\right]_{k}}{\partial[t]_{h}}=\sum_{k=1}^{d}[s]_{k i} \frac{\partial^{2} f_{v_{1}}}{\partial[t]_{k} \partial[t]_{h}}(t),
$$

where $1 \leq i \leq p, 1 \leq j \leq p, 1 \leq k \leq d, 1 \leq h \leq d$, and $\delta_{i j}$ is the Kronecker delta, i.e., $\delta_{i j}=1$ when $i=j ; \delta_{i j}=0$ otherwise. Note that by Assumption 1, $\nabla f_{v_{1}}$ is Lipschitz continuous with constant $L_{f, 1}$; therefore $\frac{\partial[H]_{i}}{\partial[s]_{k j}}(s, t)$, which is the partial derivative of $\nabla f_{v_{1}}$, is Lipschitz continuous with constant $L_{f, 1}$. By Assumption $1, \nabla^{2} f_{v_{1}}$ is Lipschitz continuous with constant $L_{f, 2}$; therefore $\frac{\partial[H]_{i}}{\partial[t]_{h}}(s, t)$ is Lipschitz continuous with constant $L_{f, 2}$. Therefore

$$
\begin{aligned}
& \left\|\nabla[H]_{i}\left(s_{1}, t_{1}\right)-\nabla[H]_{i}\left(s_{2}, t_{2}\right)\right\|_{F} \leq \\
& \sqrt{\sum_{k=1}^{d} \sum_{j=1}^{p}\left(\delta_{i j} \frac{\partial f_{v_{1}}}{\partial[t]_{k}}\left(t_{1}\right)-\delta_{i j} \frac{\partial f_{v_{1}}}{\partial[t]_{k}}\left(t_{2}\right)\right)^{2}+\sum_{h=1}^{d}\left(\sum_{k=1}^{d}\left[s_{1}\right]_{k i} \frac{\partial^{2} f_{v_{1}}}{\partial[t]_{k} \partial[t]_{h}}\left(t_{1}\right)-\sum_{k=1}^{d}\left[s_{2}\right]_{k i} \frac{\partial^{2} f_{v_{1}}}{\partial[t]_{k} \partial[t]_{h}}\left(t_{2}\right)\right)^{2}}
\end{aligned}
$$

Since

$$
\begin{aligned}
\sum_{k=1}^{d} \sum_{j=1}^{p}\left\{\delta_{i j} \frac{\partial f_{v_{1}}}{\partial[t]_{k}}\left(t_{1}\right)-\delta_{i j} \frac{\partial f_{v_{1}}}{\partial[t]_{k}}\left(t_{2}\right)\right\}^{2} & =\sum_{k=1}^{d}\left\{\frac{\partial f_{v_{1}}}{\partial[t]_{k}}\left(t_{1}\right)-\frac{\partial f_{v_{1}}}{\partial[t]_{k}}\left(t_{2}\right)\right\}_{2}^{2}=\left\|\nabla f_{v_{1}}\left(t_{1}\right)-\nabla f_{v_{2}}\left(t_{2}\right)\right\|_{2}^{2} \\
& \leq L_{f, 1}^{2}\left\|t_{1}-t_{2}\right\|_{2}^{2}
\end{aligned}
$$

using the fact that $\left|\left[s_{2}\right]_{k i}\right| \leq l_{g, 1}\left|\frac{\partial^{2} f_{v_{1}}}{\partial[t]_{k} \partial[t]_{h}}\left(t_{2}\right)\right| \leq l_{f, 2}$ for all $k$ and $h$,

$$
\begin{aligned}
& \sum_{h=1}^{d}\left\{\sum_{k=1}^{d}\left[s_{1}\right]_{k i} \frac{\partial^{2} f_{v_{1}}}{\partial[t]_{k} \partial[t]_{h}}\left(t_{1}\right)-\sum_{k=1}^{d}\left[s_{2}\right]_{k i} \frac{\partial^{2} f_{v_{1}}}{\partial[t]_{k} \partial[t]_{h}}\left(t_{2}\right)\right\}^{2} \\
\leq & 2 \sum_{h=1}^{d}\left\{\sum_{k=1}^{d}\left[s_{1}\right]_{k i} \frac{\partial^{2} f_{v_{1}}}{\partial[t]_{k} \partial[t]_{h}}\left(t_{1}\right)-\sum_{k=1}^{d}\left[s_{2}\right]_{k i} \frac{\partial^{2} f_{v_{1}}}{\partial[t]_{k} \partial[t]_{h}}\left(t_{1}\right)\right\}^{2} \\
& +2 \sum_{h=1}^{d}\left\{\sum_{k=1}^{d}\left[s_{2}\right]_{k i} \frac{\partial^{2} f_{v_{1}}}{\partial[t]_{k} \partial[t]_{h}}\left(t_{1}\right)-\sum_{k=1}^{d}\left[s_{2}\right]_{k i} \frac{\partial^{2} f_{v_{1}}}{\partial[t]_{k} \partial[t]_{h}}\left(t_{2}\right)\right\}^{2} \\
\leq & 2 l_{f, 2}^{2} \sum_{h=1}^{d}\left\{\sum_{k=1}^{d}\left[s_{1}\right]_{k i}-\left[s_{2}\right]_{k i}\right\}^{2}+2 l_{g, 1}^{2} \sum_{h=1}^{d}\left\{\sum_{k=1}^{d} \frac{\partial^{2} f_{v_{1}}}{\partial[t]_{k} \partial[t]_{h}}\left(t_{1}\right)-\frac{\partial^{2} f_{v_{1}}}{\partial[t]_{k} \partial[t]_{h}}\left(t_{2}\right)\right\}^{2} \\
\leq & 2 l_{f, 2}^{2} d\left\|\left[s_{1}\right]_{: i}-\left[s_{2}\right]_{: i}\right\|_{2}^{2}+2 l_{g, 1}^{2} d L_{f, 2}^{2}\left\|t_{1}-t_{2}\right\|_{2}^{2} .
\end{aligned}
$$

Hence,

$$
\begin{aligned}
& \left\|\nabla[H]_{i}\left(s_{1}, t_{1}\right)-\nabla[H]_{i}\left(s_{2}, t_{2}\right)\right\|_{F} \\
\leq & \sqrt{L_{f, 1}^{2}\left\|t_{1}-t_{2}\right\|_{2}^{2}+2 l_{f, 2}^{2} d\left\|\left[s_{1}\right]_{i}-\left[s_{2}\right]_{\cdot i}\right\|_{2}^{2}+2 d l_{g, 1}^{2} L_{f, 2}^{2}\left\|t_{1}-t_{2}\right\|_{2}^{2}} \\
\leq & \sqrt{L_{f, 1}^{2}+2 d l_{f, 2}^{2}+2 d l_{g, 1}^{2} L_{f, 2}^{2}}\left\|\operatorname{vec}\left(\left[s_{1}\right]_{: i}, t_{1}\right)-\operatorname{vec}\left(\left[s_{2}\right]_{: i}, t_{2}\right)\right\|_{2} \\
= & L_{H}\left\|\operatorname{vec}\left(\left[s_{1}\right]_{: i}, t_{1}\right)-\operatorname{vec}\left(\left[s_{2}\right]_{: i}, t_{2}\right)\right\|_{2} .
\end{aligned}
$$

Lemma 5.4.5. For every $s, s_{0} \in \mathcal{H} \subset \mathbb{R}^{d \times p}$ and $t, t_{0} \in \mathcal{G} \subset \mathbb{R}^{p}$, define

$$
R\left(s, s_{0}, t, t_{0}\right)=H(s, t)-H\left(s_{0}, t_{0}\right)-\nabla H\left(s_{0}, s_{0}\right)\left[s-s_{0}, t-t_{0}\right] .
$$

Then we have

$$
\left\|R\left(s, s_{0}, t, t_{0}\right)\right\| \leq \frac{L_{H}}{2}\left(\left\|s-s_{0}\right\|_{F}^{2}+p\left\|t-t_{0}\right\|_{2}^{2}\right) .
$$

Proof. Recall that $\nabla H(s, t)[u, v] \in \mathbb{R}^{p}, u \in \mathbb{R}^{d \times p}, v \in \mathbb{R}^{d}$ and each component of $\nabla H(s, t)$ is
defined as

$$
[\nabla H(s, t)[u, v]]_{i}=\nabla[H]_{i}(s, t)[u, v]=\sum_{k=1}^{d} \sum_{j=1}^{p} \frac{\partial[H]_{i}}{\partial[s]_{k j}}(s, t) \cdot[u]_{k j}+\sum_{h=1}^{d} \frac{\partial[H]_{i}}{\partial[t]_{h}}(s, t) \cdot[v]_{h} .
$$

Note that $R\left(s, s_{0}, t, t_{0}\right)$ can be considered as the remainder of the first-order Taylor expansion of $H(s, t)$ at $\left(s_{0}, t_{0}\right)$. Now using Lemma 5.4.1, we have

$$
\begin{align*}
\left\|R\left(s, s_{0}, t, t_{0}\right)\right\|_{2} & =\left\|H(s, t)-H\left(s_{0}, t_{0}\right)-\nabla H\left(s_{0}, t_{0}\right)\left[\left(s-s_{0}\right),\left(t-t_{0}\right)\right]\right\|_{2} \\
& =\sqrt{\sum_{i=1}^{p}\left|[H]_{i}(s, t)-[H]_{i}\left(s_{0}, t_{0}\right)-\nabla[H]_{i}\left(s_{0}, t_{0}\right)\left[s-s_{0}, t-t_{0}\right]\right|^{2}} \\
& \leq \sum_{i=1}^{p}\left|[H]_{i}(s, t)-[H]_{i}\left(s_{0}, t_{0}\right)-\nabla[H]_{i}\left(s_{0}, t_{0}\right)\left[s-s_{0}, t-t_{0}\right]\right| \\
& \leq \sum_{i=1}^{p} \frac{1}{2} \sqrt{L_{f, 1}^{2}+2 d l_{f, 2}^{2}+2 d l_{g, 1}^{2} L_{f, 2}^{2}}\left\|\operatorname{vec}\left([s]_{i}, t\right)-\operatorname{vec}\left(\left[s_{0}\right]_{i}, t_{0}\right)\right\|_{2}^{2} \\
& =\frac{1}{2} \sqrt{L_{f, 1}^{2}+2 d l_{f, 2}^{2}+2 d l_{g, 1}^{2} L_{f, 2}^{2}}\left(\left\|s-s_{0}\right\|_{F}^{2}+p\left\|t-t_{0}\right\|_{2}^{2}\right) \\
& =\frac{L_{H}}{2}\left(\left\|s-s_{0}\right\|_{F}^{2}+p\left\|t-t_{0}\right\|_{2}^{2}\right) \tag{5.15}
\end{align*}
$$

for any $x, x_{0} \in \mathcal{H}$ and $y, y_{0} \in \mathcal{G}$.

Proposition 5.4.6 (Finite second moment). Fix any $x \in \mathcal{D}$ and $v_{1} \in \Omega_{v}$, we have

$$
\mathbb{E}\left\|G\left(x, v_{1}\right)\right\|_{2}^{2} \leq C_{\mathcal{D}}^{\prime},
$$

where

$$
C_{\mathcal{D}}^{\prime}=2 p d^{2} l_{g, 1}^{2} l_{f, 1}^{2}+\frac{108 p^{2} d^{2}\left(L_{f, 1}^{2}+2 d f_{f, 2}^{2}+2 d l_{g, 1}^{2} L_{f, 2}^{2}\right)\left(l_{g, 0}^{4}+l_{g, 1}^{4}\right)}{4^{n_{0}}\left(1-0.5^{\gamma}\right)\left(1-0.5^{2-\gamma}\right)}
$$

and $1<\gamma<2$ is from the unbiased gradient simulation algorithm. Therefore $G\left(x, v_{1}\right)$ has finite variance.

Proof. First, by (5.14),

$$
\begin{aligned}
\left\|G\left(x, v_{1}\right)\right\|_{2}^{2} & =\left\|\frac{\left(Y_{1}(x)-0.5\left\{Y_{2}(x)+Y_{3}(x)\right\}\right)}{\tilde{p}_{N}}+Y_{4}(x)\right\|_{2}^{2} \\
& \leq 2\left\|\frac{\left(Y_{1}(x)-0.5\left\{Y_{2}(x)+Y_{3}(x)\right\}\right)}{\tilde{p}_{N}}\right\|_{2}^{2}+2\left\|Y_{4}(x)\right\|_{2}^{2}
\end{aligned}
$$

To obtain an upper bound of $\mathbb{E}\left\|G\left(x, v_{1}\right)\right\|_{2}^{2}$, we first take expectation with respect to $N$. Therefore

$$
\begin{align*}
& \mathbb{E}\left\|G\left(x, v_{1}\right)\right\|_{2}^{2} \\
\leq & 2 \sum_{n=0}^{\infty} \mathbb{E}\left(\left.\frac{\left\|Y_{1}(x)-0.5\left\{Y_{2}(x)+Y_{3}(x)\right\}\right\|_{2}^{2}}{\tilde{p}_{n}^{2}} \right\rvert\, N=n\right) \mathbb{P}(N=n)+2 \mathbb{E}\left\|Y_{4}(x)\right\|_{2}^{2} \\
\leq & 2 \sum_{n=0}^{\infty} \frac{\mathbb{E}\left(\left\|Y_{1}(x)-0.5\left\{Y_{2}(x)+Y_{3}(x)\right\}\right\|_{2}^{2} \mid N=n\right)}{\tilde{p}_{n}}+2 \mathbb{E}\left\|Y_{4}(x)\right\|_{2}^{2} \tag{5.16}
\end{align*}
$$

To bound $\left\|Y_{4}(x)\right\|_{2}^{2}$, we first note that

$$
\begin{aligned}
\left\|Y_{4}(x)\right\|_{2}^{2} & =\left\|\left\{\frac{1}{2^{n_{0}}} \sum_{i=1}^{2^{n_{0}}} \nabla g_{w_{i}}(x)\right\}^{\top} \nabla f_{v_{1}}\left\{\frac{1}{2^{n_{0}}} \sum_{i=1}^{2^{n_{0}}} g_{w_{i}}(x)\right\}\right\|_{2}^{2} \\
& \leq\left\|\frac{1}{2^{n_{0}}} \sum_{i=1}^{2^{n_{0}}} \nabla g_{w_{i}}(x)\right\|_{2}^{2}\left\|\nabla f_{v_{1}}\left\{\frac{1}{2^{n_{0}}} \sum_{i=1}^{2^{n_{0}}} g_{w_{i}}(x)\right\}\right\|_{2}^{2} \\
& \leq\left\|\frac{1}{2^{n_{0}}} \sum_{i=1}^{2^{n_{0}}} \nabla g_{w_{i}}(x)\right\|_{F}^{2}\left\|\nabla f_{v_{1}}\left\{\frac{1}{2^{n_{0}}} \sum_{i=1}^{2^{n_{0}}} g_{w_{i}}(x)\right\}\right\|_{2}^{2} .
\end{aligned}
$$

Then by Assumptions 4 and 5,

$$
\begin{aligned}
& \left\|\frac{1}{2^{n_{0}}} \sum_{i=1}^{2^{n_{0}}} \nabla g_{w_{i}}(x)\right\|_{F} \leq \sqrt{p d}\left\|\frac{1}{2^{n_{0}}} \sum_{i=1}^{2^{n_{0}}} \nabla g_{w_{i}}(x)\right\|_{\infty} \leq \sqrt{p d} l_{g, 1}, \text { and } \\
& \left\|\nabla f_{v_{1}}\left\{\frac{1}{2^{n_{0}}} \sum_{i=1}^{2^{n_{0}}} g_{w_{i}}(x)\right\}\right\|_{2} \leq \sqrt{d}\left\|\nabla f_{v_{1}}\left\{\frac{1}{2^{n_{0}}} \sum_{i=1}^{2^{n_{0}}} g_{w_{i}}(x)\right\}\right\|_{\infty} \leq \sqrt{d} l_{f, 1}
\end{aligned}
$$

Therefore

$$
\begin{equation*}
\mathbb{E}\left\|Y_{4}(x)\right\|_{2}^{2} \leq p d^{2} l_{g, 1}^{2} l_{f, 1}^{2} . \tag{5.17}
\end{equation*}
$$

To bound the first term on the right hand side of (5.16), we first define the following vectorvalued function: for $s \in \mathcal{H} \subseteq \mathbb{R}^{d \times p}$ and $t \in \mathcal{G} \subseteq \mathbb{R}^{d}$, define $H: \mathcal{H} \times \mathcal{G} \rightarrow \mathbb{R}^{p}$ by $H(s, t) \triangleq$ $s^{\top} \nabla f_{v_{1}}(t)$. Moreover, to simplify the notation, let $\bar{n}_{0}=n_{0}+n$ and $\bar{n}_{0}^{+}=n_{0}+n+1$. Therefore given that $N=n$, we can write

$$
\begin{align*}
& Y_{1}(x)-0.5\left\{Y_{2}(x)+Y_{3}(x)\right\} \\
= & \bar{y}\left(x ; 1,2^{\bar{n}_{0}^{+}}\right)-0.5\left\{\bar{y}\left(x ; 1,2^{\bar{n}_{0}}\right)+\bar{y}\left(x ; 2^{\bar{n}_{0}}+1,2^{\bar{n}_{0}^{+}}\right)\right\} \\
= & H\left\{\overline{\nabla g}\left(x ; 1,2^{\bar{n}_{0}^{+}}\right), \bar{g}\left(x ; 1,2^{\bar{n}_{0}^{+}}\right)\right\}-0.5 H\left\{\overline{\nabla g}\left(x ; 1,2^{\bar{n}_{0}}\right), \bar{g}\left(x ; 1,2^{\bar{n}_{0}}\right)\right\} \\
- & 0.5 H\left\{\overline{\nabla g}\left(x ; 2^{\bar{n}_{0}}+1,2^{\bar{n}_{0}^{+}}\right), \bar{g}\left(x ; 2^{\bar{n}_{0}}+1,2^{\bar{n}_{0}^{+}}\right) .\right. \tag{5.18}
\end{align*}
$$

Since $\bar{g}\left(x ; 1,2^{\bar{n}_{0}^{+}}\right)=0.5\left\{\bar{g}\left(x ; 1,2^{\bar{n}_{0}}\right)+\bar{g}\left(x ; 2^{\bar{n}_{0}}+1,2^{\bar{n}_{0}^{+}}\right)\right\}$, and $\overline{\nabla g}\left(x ; 1,2^{\bar{n}_{0}^{+}}\right)=0.5\left\{\overline{\nabla g}\left(x ; 1,2^{\bar{n}_{0}}\right)+\right.$ $\left.\overline{\nabla g}\left(x ; 2^{\bar{n}_{0}}+1,2^{\bar{n}_{0}^{+}}\right)\right\}$, when expanding the three functions in (5.18) at $\left(\mathbb{E}_{w} \nabla g_{w}(x), \mathbb{E}_{w} g_{w}(x)\right)$, the zeroth order terms and first order terms vanish. Therefore condition on $N=n$,

$$
\begin{aligned}
& Y_{1}(x)-0.5\left(Y_{2}(x)+Y_{3}(x)\right) \\
= & R\left\{\overline{\nabla g}\left(x ; 1,2^{\bar{n}_{0}^{+}}\right), \mathbb{E}_{w} \nabla g_{w}(x), \bar{g}\left(x ; 1,2^{\bar{n}_{0}^{+}}\right), \mathbb{E}_{w} g_{w}(x)\right\} \\
& -0.5 R\left\{\overline{\nabla g}\left(x ; 1,2^{\bar{n}_{0}}\right), \mathbb{E}_{w} \nabla g_{w}(x), \bar{g}\left(x ; 1,2^{\bar{n}_{0}}\right), \mathbb{E}_{w} g_{w}(x)\right\} \\
& -0.5 R\left\{\overline{\nabla g}\left(x ; 2^{\bar{n}_{0}}+1,2^{\bar{n}_{0}^{+}}\right), \mathbb{E}_{w} \nabla g_{w}(x), \bar{g}\left(x ; 2^{\bar{n}_{0}}+1,2^{\bar{n}_{0}^{+}}\right), \mathbb{E}_{w} g_{w}(x)\right\} .
\end{aligned}
$$

As a result, using (5.14) and (5.15), we have

$$
\begin{align*}
& \sum_{n=0}^{\infty} \frac{\mathbb{E}\left[\left\|Y_{1}-0.5\left(Y_{2}+Y_{3}\right)\right\|_{2}^{2} \mid N=n\right]}{\tilde{p}_{n}} \\
\leq & \sum_{n=0}^{\infty} \frac{3}{\tilde{p}_{n}}\left(\mathbb{E}\left\|R\left\{\overline{\nabla g}\left(x ; 1,2^{\bar{n}_{0}^{+}}\right), \mathbb{E}_{w} \nabla g_{w}(x), \bar{g}\left(x ; 1,2^{\bar{n}_{0}^{+}}\right), \mathbb{E}_{w} g_{w}(x)\right\}\right\|_{2}^{2}\right. \\
& +\frac{1}{4} \mathbb{E}\left\|R\left\{\overline{\nabla g}\left(x ; 1,2^{\bar{n}_{0}}\right), \mathbb{E}_{w} \nabla g_{w}(x), \bar{g}\left(x ; 1,2^{\bar{n}_{0}}\right), \mathbb{E}_{w} g_{w}(x)\right\}\right\|_{2}^{2} \\
& \left.+\frac{1}{4} \mathbb{E}\left\|R\left\{\overline{\nabla g}\left(x ; 2^{\bar{n}_{0}}+1,2^{\bar{n}_{0}^{+}}\right), \mathbb{E}_{w} \nabla g_{w}(x), \bar{g}\left(x ; 2^{\bar{n}_{0}}+1,2^{\bar{n}_{0}^{+}}\right), \mathbb{E}_{w} g_{w}(x)\right\}\right\|_{2}^{2}\right) \\
\leq & \frac{3 L_{H}^{2}}{4} \sum_{n=0}^{\infty} \frac{1}{\tilde{p}_{n}}\left(\mathbb{E}\left(\left\|\overline{\nabla g}\left(x ; 1,2^{\bar{n}_{0}^{+}}\right)-\mathbb{E}_{w} \nabla g_{w}(x)\right\|_{F}^{2}+p\left\|\bar{g}\left(x ; 1,2^{\bar{n}_{0}^{+}}\right)-\mathbb{E}_{w} g_{w}(x)\right\|_{2}^{2}\right)^{2}\right. \\
& \left.+\frac{1}{4} \mathbb{E}\left(\left\|\overline{\nabla g}\left(x ; 2^{\bar{n}_{0}}+1,2^{\bar{n}_{0}^{+}}\right)-\mathbb{E}_{w} \nabla g_{w}(x)\right\|_{F}^{2}+p\left\|\bar{g}\left(x ; 2^{\bar{n}_{0}}+1,2^{\bar{n}_{0}^{+}}\right)-\mathbb{E}_{w} g_{w}(x)\right\|_{2}^{2}\right)^{2}\right) \\
& +\frac{1}{4} \mathbb{E}\left(\left\|\overline{\nabla g}\left(x ; 1,2^{\bar{n}_{0}}\right)-\mathbb{E}_{w} \nabla g_{w}(x)\right\|_{F}^{2}+p\left\|\bar{g}\left(x ; 1,2^{\bar{n}_{0}}\right)-\mathbb{E}_{w} g_{w}(x)\right\|_{2}^{2}\right)^{2} . \tag{5.19}
\end{align*}
$$

Then, by (5.14),

$$
\begin{aligned}
& \mathbb{E}\left(\left\|\bar{\nabla} g\left(x ; 1,2^{\bar{n}_{0}^{+}}\right)-\mathbb{E}_{w} \nabla g_{w}(x)\right\|_{F}^{2}+p\left\|\bar{g}\left(x ; 1,2^{\bar{n}_{0}^{+}}\right)-\mathbb{E}_{w} g_{w}(x)\right\|_{2}^{2}\right)^{2} \\
\leq & \left.2 \mathbb{E}\left\|\bar{\nabla} g\left(x ; 1,2^{\bar{n}_{0}^{+}}\right)-\mathbb{E}_{w} \nabla g_{w}(x)\right\|_{F}^{4}+2 p^{2} \mathbb{E}\left\|\bar{g}\left(x ; 1,2^{\bar{n}_{0}^{+}}\right)-\mathbb{E}_{w} g_{w}(x)\right\|_{2}^{2}\right)^{4} .
\end{aligned}
$$

Next, we will analyze the two terms on the right hand side of the inequality above.
Since $\overline{\nabla g}\left(x ; 1,2^{\bar{n}_{0}^{+}}\right)=\frac{1}{2^{\bar{n}_{0}^{+}}} \sum_{i=1}^{2^{n_{0}^{+}}} \nabla g_{w_{i}}(x)$, and $\mathbb{E} \overline{\nabla g}\left(x ; 1,2^{\bar{n}_{0}^{+}}\right)=\mathbb{E}_{w} \nabla g_{w}(x)$, we can write

$$
\begin{aligned}
& \mathbb{E}\left\|\overline{\nabla g}\left(x ; 1,2^{\bar{n}_{0}^{+}}\right)-\mathbb{E}_{w} \nabla g_{w}(x)\right\|_{F}^{4} \\
= & \mathbb{E}\left\{\sum_{k=1}^{d} \sum_{h=1}^{p}\left(\frac{1}{2^{\bar{n}_{0}^{+}}} \sum_{i=1}^{2^{n_{0}^{+}}}\left\{\left[\nabla g_{w_{i}}(x)\right]_{k h}-\mathbb{E}_{w}\left[\nabla g_{w}(x)\right]_{k h}\right\}\right)^{2}\right\}^{2} \\
\leq & p d \sum_{k=1}^{d} \sum_{h=1}^{p} \mathbb{E}\left(\frac{1}{2^{\bar{n}_{0}^{+}}} \sum_{i=1}^{2^{n_{0}^{+}}}\left\{\left[\nabla g_{w_{i}}(x)\right]_{k h}-\mathbb{E}_{w}\left[\nabla g_{w}(x)\right]_{k h}\right\}\right)^{4},
\end{aligned}
$$

where the last inequality is obtained by using (5.14). Note that for i.i.d. $\{X\}_{i=1}^{n}$ 's that $\mathbb{E} X_{i}=0$, and
$|X| \leq c_{0}$ we have

$$
\begin{aligned}
& \mathbb{E}\left(\frac{1}{n} \sum_{i=1}^{n} X_{i}\right)^{4} \\
= & \frac{1}{n^{4}} \mathbb{E}\left\{\sum_{i=1}^{n} X_{i}^{4}+\sum_{i \neq j}\left(4 X_{i}^{3} X_{j}+3 X_{i}^{2} X_{j}^{2}\right)+\sum_{i \neq j \neq k} 6 X_{i}^{2} X_{j} X_{k}+\sum_{i \neq j \neq k \neq h} X_{i} X_{j} X_{k} X_{h}\right\} \\
= & \frac{1}{n^{4}}\left\{n \mathbb{E} X_{1}^{4}+3 n(n-1) \mathbb{E} X_{1}^{2} X_{2}^{2}\right\} \leq \frac{3 c_{0}^{4}}{n^{2}} .
\end{aligned}
$$

Since $\left|\left[\nabla g_{w_{i}}(x)\right]_{k h}-\mathbb{E}_{w}\left[\nabla g_{w}(x)\right]_{k h}\right| \leq 2 l_{g, 1}$ and $\mathbb{E}\left\{\left[\nabla g_{w_{i}}(x)\right]_{k h}-\mathbb{E}_{w}\left[\nabla g_{w}(x)\right]_{k h}\right\}=0$, we have $\mathbb{E}\left(\frac{1}{2^{n_{0}^{+}}} \sum_{i=1}^{2^{n_{0}^{+}}}\left\{\left[\nabla g_{w_{i}}(x)\right]_{k h}-\mathbb{E}_{w}\left[\nabla g_{w}(x)\right]_{k h}\right\}\right)^{4} \leq \frac{48 l_{g, 1}^{4}}{4^{\bar{n}_{0}^{+}}}$and hence $\mathbb{E}\left\|\overline{\nabla g}\left(x ; 1,2^{\bar{n}_{0}^{+}}\right)-\mathbb{E}_{w} \nabla g_{w}(x)\right\|_{F}^{4} \leq$ $\frac{48 p^{2} d^{2} l_{g, 1}^{4}}{4^{n_{0}^{+}}}$. By the same argument, we also have $\mathbb{E}\left\|\overline{\nabla g}\left(x ; 1,2^{\bar{n}_{0}}\right)-\mathbb{E}_{w} \nabla g_{w}(x)\right\|_{F}^{4} \leq \frac{48 p^{2} d^{2} l_{g, 1}^{4}}{4^{\bar{n}_{0}}}$ and $\mathbb{E}\left\|\bar{\nabla} g\left(x ; 2^{\bar{n}_{0}}+1,2^{\bar{n}_{0}^{+}}\right)-\mathbb{E}_{w} \nabla g_{w}(x)\right\|_{F}^{4} \leq \frac{48 p^{2} d^{2} l_{g, 1}^{4}}{4^{n_{0}}}$. Similarly, since $\mathbb{E} \bar{g}\left(x ; 1,2^{\bar{n}_{0}^{+}}\right)=\mathbb{E}_{w} g_{w}(x)$ and $\left|\left[g_{w_{i}}(x)\right]_{j}-\mathbb{E}_{w}\left[g_{w}(x)\right]_{j}\right| \leq 2 l_{g, 0}$, we have

$$
\begin{aligned}
& \mathbb{E}\left\|\bar{g}\left(x ; 1,2^{\bar{n}_{0}^{+}}\right)-\mathbb{E}_{w} g_{w}(x)\right\|_{2}^{4}=\mathbb{E}\left(\sum_{j=1}^{d}\left\{\frac{1}{2^{\bar{n}_{0}^{+}}} \sum_{i=1}^{2^{n_{0}^{+}}}\left(\left[g_{w_{i}}(x)\right]_{j}-\mathbb{E}_{w}\left[g_{w}(x)\right]_{j}\right)\right\}^{2}\right)^{2} \\
& \leq d \sum_{j=1}^{d} \mathbb{E}\left\{\frac{1}{2^{\bar{n}_{0}^{+}}} \sum_{i=1}^{2^{n_{0}^{+}}}\left(\left[g_{w_{i}}(x)\right]_{j}-\mathbb{E}_{w}\left[g_{w}(x)\right]_{j}\right)\right\}^{4} \leq \frac{48 d^{2} l_{g, 0}^{4}}{4^{\bar{n}_{0}^{+}}}
\end{aligned}
$$

Using the same argument, we also have $\mathbb{E}\left\|\bar{g}\left(x ; 1,2^{\bar{n}_{0}}\right)-\mathbb{E}_{w} g_{w}(x)\right\|_{2}^{4} \leq \frac{48 d^{2} l_{g, 0}^{4}}{4^{\bar{n}_{0}}}$, and $\mathbb{E} \| \bar{g}\left(x ; 2^{\bar{n}_{0}}+\right.$ $\left.1,2^{\bar{n}_{0}^{+}}\right)-\mathbb{E}_{w} g_{w}(x) \|_{2}^{4} \leq \frac{48 d^{2} l_{g, 0}^{4}}{4^{\bar{n}_{0}}}$. Therefore

$$
\begin{aligned}
& \mathbb{E}\left(\left\|\overline{\nabla g}\left(x ; 1,2^{\bar{n}_{0}^{+}}\right)-\mathbb{E}_{w} \nabla g_{w}(x)\right\|_{F}^{2}+p\left\|\bar{g}\left(x ; 1,2^{\bar{n}_{0}^{+}}\right)-\mathbb{E}_{w} g_{w}(x)\right\|_{2}^{2}\right)^{2} \\
\leq & \left.2 \mathbb{E}\left\|\overline{\nabla g}\left(x ; 1,2^{\bar{n}_{0}^{+}}\right)-\mathbb{E}_{w} \nabla g_{w}(x)\right\|_{F}^{4}+2 p^{2} \mathbb{E}\left\|\bar{g}\left(x ; 1,2^{\bar{n}_{0}^{+}}\right)-\mathbb{E}_{w} g_{w}(x)\right\|_{2}^{2}\right)^{4} \\
\leq & \frac{96 p^{2} d^{2}\left(l_{g, 0}^{4}+l_{g, 1}^{4}\right)}{4^{\bar{n}_{0}^{+}}} .
\end{aligned}
$$

## Hence

$$
\begin{aligned}
& \mathbb{E}\left(\left\|\overline{\nabla g}\left(x ; 1,2^{\bar{n}_{0}}\right)-\mathbb{E}_{w} \nabla g_{w}(x)\right\|_{F}^{2}+p\left\|\bar{g}\left(x ; 1,2^{\bar{n}_{0}}\right)-\mathbb{E}_{w} g_{w}(x)\right\|_{2}^{2}\right)^{2} \leq \frac{96 p^{2} d^{2}\left(l_{g, 0}^{4}+l_{g, 1}^{4}\right)}{4^{\bar{n}_{0}}} \text { and } \\
& \mathbb{E}\left(\left\|\overline{\nabla g}\left(x ; 2^{\bar{n}_{0}}+1,2^{\bar{n}_{0}^{+}}\right)-\mathbb{E}_{w} \nabla g_{w}(x)\right\|_{F}^{2}+p\left\|\bar{g}\left(x ; 2^{\bar{n}_{0}}+1,2^{\bar{n}_{0}^{+}}\right)-\mathbb{E}_{w} g_{w}(x)\right\|_{2}^{2}\right)^{2} \leq \frac{96 p^{2} d^{2}\left(l_{g, 0}^{4}+l_{g, 1}^{4}\right)}{4^{\bar{n}_{0}}}
\end{aligned}
$$

Now we continue with the analysis of (5.19)

$$
\begin{aligned}
& \sum_{n=0}^{\infty} \frac{1}{\tilde{p}_{n}} \mathbb{E}\left\{\left(Y_{1}(x)-0.5\left(Y_{2}(x)+Y_{3}(x)\right)\right)^{2} \mid N=n\right\} \\
\leq & \frac{3 L_{H}}{4} \sum_{n=0}^{\infty} \frac{1}{\tilde{p}_{n}}\left(\mathbb{E}\left(\left\|\overline{\nabla g}\left(x ; 1,2^{\bar{n}_{0}^{+}}\right)-\mathbb{E}_{w} \nabla g_{w}(x)\right\|_{F}^{2}+p\left\|\bar{g}\left(x ; 1,2^{\bar{n}_{0}^{+}}\right)-\mathbb{E}_{w} g_{w}(x)\right\|_{2}^{2}\right)^{2}\right. \\
& +\frac{1}{4} \mathbb{E}\left(\left\|\overline{\nabla g}\left(x ; 1,2^{\bar{n}_{0}}\right)-\mathbb{E}_{w} \nabla g_{w}(x)\right\|_{F}^{2}+p\left\|\bar{g}\left(x ; 1,2^{\bar{n}_{0}}\right)-\mathbb{E}_{w} g_{w}(x)\right\|_{2}^{2}\right)^{2} \\
& \left.+\frac{1}{4} \mathbb{E}\left(\left\|\overline{\nabla g}\left(x ; 2^{\bar{n}_{0}}+1,2^{\bar{n}_{0}^{+}}\right)-\mathbb{E}_{w} \nabla g_{w}(x)\right\|_{F}^{2}+p\left\|\bar{g}\left(x ; 2^{\bar{n}_{0}}+1,2^{\bar{n}_{0}^{+}}\right)-\mathbb{E}_{w} g_{w}(x)\right\|_{2}^{2}\right)^{2}\right) \\
\leq & 72\left(L_{f, 1}^{2}+2 d f_{f, 2}^{2}+2 d l_{g, 1}^{2} L_{f, 2}^{2}\right) p^{2} d^{2}\left(l_{g, 0}^{4}+l_{g, 1}^{4}\right) \sum_{n=0}^{\infty} \frac{3}{\tilde{p}_{n} 4^{n+n_{0}+1}},
\end{aligned}
$$

since $L_{H}=\sqrt{L_{1}^{2}+2 d f_{f, 2}^{2}+2 d l_{g, 1}^{2} L_{2}^{2}}$. Note that $\tilde{p}_{n}=\left(1-0.5^{\gamma}\right) 0.5^{\gamma n}$ and $1<\gamma<2$; therefore

$$
\sum_{n=0}^{\infty} \frac{3}{\tilde{p}_{n} 4^{n+n_{0}+1}}=\frac{3}{4^{n_{0}+1}\left(1-0.5^{\gamma}\right)} \sum_{n=0}^{\infty} 2^{n(\gamma-2)}=\frac{3}{4^{n_{0}+1}\left(1-0.5^{\gamma}\right)\left(1-0.5^{2-\gamma}\right)}<\infty .
$$

Hence

$$
\begin{equation*}
\sum_{n=0}^{\infty} \frac{\left\{\left\|Y_{1}(x)-0.5\left(Y_{2}(x)+Y_{3}(x)\right)\right\|_{2}^{2}\right.}{\tilde{p}_{n}} \leq \frac{54 p^{2} d^{2}\left(L_{f, 1}^{2}+2 d f_{f, 2}^{2}+2 d l_{g, 1}^{2} L_{f, 2}^{2}\right)\left(l_{g, 0}^{4}+l_{g, 1}^{4}\right)}{4^{n_{0}}\left(1-0.5^{\gamma}\right)\left(1-0.5^{2-\gamma}\right)} \tag{5.20}
\end{equation*}
$$

Combining (5.17) and (5.20), we can bound (5.16) by

$$
\begin{aligned}
\mathbb{E}\left\|G\left(x, v_{1}\right)\right\|_{2}^{2} & \leq 2 \mathbb{E}\left\|Y_{4}(x)\right\|_{2}^{2}+2 \sum_{n=0}^{\infty} \frac{\left\{\left\|Y_{1}(x)-0.5\left(Y_{2}(x)+Y_{3}(x)\right)\right\|_{2}^{2}\right.}{\tilde{p}_{n}} \\
& \leq 2 p d^{2} l_{g, 1}^{2} l_{f, 1}^{2}+\frac{108 p^{2} d^{2}\left(L_{f, 1}^{2}+2 d f_{f, 2}^{2}+2 d l_{g, 1}^{2} L_{f, 2}^{2}\right)\left(l_{g, 0}^{4}+l_{g, 1}^{4}\right)}{4^{n_{0}}\left(1-0.5^{\gamma}\right)\left(1-0.5^{2-\gamma}\right)}=C_{\mathcal{D}}^{\prime} .
\end{aligned}
$$

Proposition 5.4.7 (Finite expected computational cost). For any $x \in \mathcal{D}$ and $v_{1} \in \Omega_{v}$, the number of random numbers one needs to generate (simulation cost) to construct $G\left(x, v_{1}\right)$ has finite expectation.

Proof. Fix $v_{1} \in \Omega_{v}$ and $x \in \mathcal{D}$, and denote by $\operatorname{cost}_{G}$ the number of random variables one needs to generate to construct $G\left(x, v_{1}\right)$. In Algorithm 8, we generate one geometric random variable $N$ and $2^{n_{0}+n+1} w_{i}$ 's that follows the distribution of $w$ conditioned on $v=v_{1}$. Thus we have $\operatorname{cost}_{G}=$ $1+2^{n_{0}+N+1}$. Taking expectation w.r.t. $N$, we conclude

$$
\begin{aligned}
\mathbb{E}\left(\operatorname{cost}_{G}\right)=\mathbb{E}\left\{\mathbb{E}\left(\operatorname{cost}_{G} \mid N\right)\right\} & =\sum_{n=0}^{\infty} \mathbb{E}\left(\operatorname{cost}_{G} \mid N=n\right) \mathbb{P}(N=n) \\
& =\sum_{n=0}^{\infty}\left(1+2^{n_{0}+n+1}\right)\left(1-0.5^{\gamma}\right) 0.5^{\gamma n} \\
& =1+2^{n_{0}+1}\left(1-0.5^{\gamma}\right)\left(1-2^{1-\gamma}\right)^{-1}<\infty,
\end{aligned}
$$

where the convergence of the series above relies on $\gamma>1$.

Remark: Note that the choices of both the base level $n_{0}$ and $\gamma$ affect both the variance of the simulated estimator and its computational cost. By choosing a larger $n_{0}$, the variance of the simulated gradient will be lower but it will also have a higher computational cost. Similarly, choosing a smaller $\gamma$ will result in an estimator that has lower variance but higher computational cost.

### 5.4.3 Convergence of the Simulated Gradient Descent Algorithm

In this subsection, we establish the convergence properties of Algorithm 9 when $F(\cdot)$ is either $\mu$-strongly convex or non-strongly convex. Note that with the unbiasedness and finite second-order moment properties of the simulated gradients, convergence properties of the Simulated Gradient

Descent (SimGD) algorithm for SCO problems follow from the classical theory of SGD for generic stochastic optimization problems.

Lemma 5.4.8. [Almost Sure Convergence] If $F(\cdot)$ is $\mu$-strongly convex, assume $\mathbb{E}\left\|x_{t}-x_{\star}\right\|_{2}^{2} \leq D$ for all $t \geq 0$. When $\sum_{t} \lambda_{t}=\infty$ and $\sum_{t} \lambda_{t}^{2}<\infty,\left\|x_{t}-x_{\star}\right\|_{2}^{2}$ converges to 0 almost surely.

Proof. Define $Y_{t}=\left\|x_{t}-x_{\star}\right\|_{2}^{2}$. By the contraction property of projection operators, we have $Y_{t+1}=\left\|x_{t+1}-x_{\star}\right\|_{2}^{2}=\left\|\Pi_{\mathcal{D}}\left(x_{t}-\lambda_{t} \rho_{t}\right)-\Pi_{\mathcal{D}}\left(x_{\star}\right)\right\|_{2}^{2} \leq\left\|x_{t}-\lambda_{t} \rho_{t}-x_{\star}\right\|_{2}^{2}$. Thus

$$
\begin{equation*}
Y_{t+1}-Y_{t} \leq\left\|x_{t+1}-x_{\star}\right\|^{2}=\left\|x_{t}-x_{\star}\right\|^{2}=-2 \lambda_{t}\left(x_{t}-x_{\star}\right)^{\top} \rho_{t}+\lambda_{t}^{2}\left\|\rho_{t}\right\|_{2}^{2}, \tag{5.21}
\end{equation*}
$$

Moreover, with respect to the natural filtration $\left\{\mathcal{F}_{t}\right\}_{t \geq 0}$, we can obtain, using Proposition 5.4.3 and 5.4.6, $\mathbb{E}\left\{\rho_{t} \mid \mathcal{F}_{t}\right\}=\nabla F\left(x_{t}\right)$ and $\mathbb{E}\left\{\left\|\rho_{t}\right\|_{2}^{2} \mid \mathcal{F}_{t}\right\} \leq C_{\mathcal{D}}^{\prime}$ and by convexity of $F(\cdot)$, we have $0 \geq$ $F\left(x_{\star}\right)-F(x) \geq\left(x_{\star}-x\right)^{\top} \nabla F(x)$. Therefore

$$
\begin{equation*}
\mathbb{E}\left[Y_{t+1}-Y_{t} \mid \mathcal{F}_{t}\right] \leq-2 \lambda_{t}\left(x_{t}-x_{\star}\right)^{\top} \nabla F\left(x_{t}\right)+\lambda_{t}^{2} C_{\mathcal{D}}^{\prime} \leq \lambda_{t}^{2} C_{\mathcal{D}}^{\prime} \tag{5.22}
\end{equation*}
$$

Define $M_{t}=Y_{t}+\sum_{t}^{\infty} \lambda_{s}^{2} C_{\mathcal{D}}^{\prime}$ with respect to the natural filtration $\mathcal{F}_{t}$. Then it can be checked that $M_{t}$ is a positive supermartingale with finite expected values. Thus, it follows from the martingale convergence theorem that $M_{t}$ and consequently $Y_{t}=\left\|x_{t}-x_{\star}\right\|_{2}^{2}$ converges almost surely. To show that $\left\|x_{t}-x_{\star}\right\|_{2}^{2} \rightarrow 0$, we define $Z_{t}=\sum_{s=0}^{t} 2 \lambda_{t}\left(x_{t}-x_{\star}\right)^{\top} \nabla F\left(x_{t}\right)$, and notice that $0 \leq Z_{t} \leq Z_{t+1}$ due to convexity of $F(\cdot)$. Therefore, using the monotone convergence theorem and (5.22) we have

$$
\begin{align*}
\mathbb{E}\left[\sum_{t} 2 \lambda_{t}\left(x_{t}-x_{\star}\right)^{\top} \nabla F\left(x_{t}\right)\right] & \leq \sum_{t} \mathbb{E}\left[2 \lambda_{t}\left(x_{t}-x_{\star}\right)^{\top} \nabla F\left(x_{t}\right)\right] \\
& =\sum_{t} \mathbb{E}\left[Y_{t}\right]-\mathbb{E}\left[Y_{t+1}\right]+\lambda_{t}^{2} \mathbb{E}\left[\rho_{t}^{2}\right] \leq D+\sum_{t} \lambda_{t}^{2} C_{\mathcal{D}}^{\prime}<\infty . \tag{5.23}
\end{align*}
$$

Thus the monotone series $Z_{t}=\sum_{s \leq t} 2 \lambda_{s}\left(x_{s}-x_{\star}\right)^{\top} \nabla F\left(x_{s}\right)$ converges almost surely. It follows from $\sum_{t} \lambda_{t}=\infty$ and $\left(x_{t}-x_{\star}\right)^{\top} \nabla F\left(x_{t}\right) \geq 0$ that $\left(x_{t}-x_{\star}\right)^{\top} \nabla F\left(x_{t}\right) \rightarrow 0$. Since $F(\cdot)$ is $\mu$-strongly convex, we have $\left(x_{t}-x_{\star}\right)^{\top} \nabla F\left(x_{t}\right) \geq \mu\left\|x_{t}-x_{\star}\right\|_{2}^{2}$, which implies $\left\|x_{t}-x_{\star}\right\|_{2}^{2} \rightarrow 0$.

The techniques of our proof for the Lemma below come mostly from [73].

Lemma 5.4.9. [Rate of Convergence] In the presence of $\mu$-strong convexity for $F(\cdot)$, with $\lambda_{t}=$ $\frac{2}{\mu(t+1)}$, we can show that $\mathbb{E}\left\|x_{T}-x_{\star}\right\|_{2}^{2} \leq \frac{4 C_{\mathcal{D}}^{\prime}}{\mu^{2}(T+1)}$ and $\mathbb{E}\left\|\tilde{x}_{T}-x_{\star}\right\|_{2}^{2} \leq \frac{4 C_{\mathcal{D}}^{\prime}}{\mu^{2}(T+1)}$. In the case where $F(\cdot)$ is not strongly convex, if we have $\mathbb{E}\left\|x_{t}-x_{\star}\right\|_{2}^{2} \leq D$ for all $t$, then with $\lambda_{t}=\frac{c}{\sqrt{t+1}}$ and $c>0$, we can show that $\mathbb{E} F\left(\tilde{x}_{T}\right)-F\left(x_{\star}\right) \leq \frac{2 \sqrt{2} C_{\mathcal{D}}^{\prime}+c^{-1} 4 \sqrt{2} D}{\sqrt{T}}$.

Proof. By the contraction property of projection operators, we have

$$
\begin{align*}
\mathbb{E}\left[\left\|x_{t}-x_{\star}\right\|^{2} \mid x_{t-1}\right] & \leq \mathbb{E}\left[\left\|x_{t-1}-\lambda_{t} \rho_{t-1}-x_{\star}\right\|^{2} \mid x_{t-1}\right] \\
& =\left\|x_{t-1}-x_{\star}\right\|_{2}^{2}+\lambda_{t}^{2} \mathbb{E}\left[\left\|\rho_{t-1}\right\|_{2}^{2} \mid x_{t-1}\right]-2 \lambda_{t}\left(x_{t-1}-x_{\star}\right)^{\top} \mathbb{E}\left[\rho_{t-1} \mid x_{t-1}\right] \\
& =\left\|x_{t-1}-x_{\star}\right\|_{2}^{2}+\lambda_{t}^{2} \mathbb{E}\left[\left\|\rho_{t-1}\right\|_{2}^{2} \mid x_{t-1}\right]-2 \lambda_{t}\left(x_{t-1}-x_{\star}\right)^{\top} \nabla F\left(x_{t-1}\right) \\
& \leq\left\|x_{t-1}-x_{\star}\right\|_{2}^{2}+\lambda_{t}^{2} C_{\mathcal{D}}^{\prime}-2 \lambda_{t}\left(F\left(x_{t-1}\right)-F\left(x_{\star}\right)+\frac{\mu}{2}\left\|x_{t-1}-x_{\star}\right\|_{2}^{2}\right) . \tag{5.24}
\end{align*}
$$

The third line follows from the Proposition 5.4.3 and the fourth line follows from Proposition 5.4.6 and strong convexity. Now we have

$$
\begin{equation*}
\mathbb{E}\left[F\left(x_{t-1}\right)\right]-F\left(x_{\star}\right) \leq \frac{\lambda_{t} C_{\mathcal{D}}^{\prime}}{2}+\frac{\lambda_{t}^{-1}-\mu}{2} \mathbb{E}\left\|x_{t-1}-x_{\star}\right\|_{2}^{2}-\frac{\lambda_{t}^{-1}}{2} \mathbb{E}\left\|x_{t}-x_{\star}\right\|_{2}^{2} \tag{5.25}
\end{equation*}
$$

Finally, with $\lambda_{t}=\frac{2}{\mu(t+1)}$, it follows from the convexity of $F(\cdot)$ that

$$
\begin{align*}
0 & \leq \mathbb{E}\left[F\left(\tilde{x}_{T}\right)\right]-F\left(x_{\star}\right) \leq \frac{2}{(T)(T+1)} \sum_{t=0}^{T-1}(t+1)\left(\mathbb{E}\left[F\left(x_{t}\right)\right]-F\left(x_{\star}\right)\right) \\
& \leq \frac{2}{(T)(T+1)} \sum_{t=0}^{T-1} \frac{t+1}{t+2} \frac{C_{\mathcal{D}}^{\prime}}{\mu}+\frac{\mu}{4}\left((t)(t+1) \mathbb{E}\left\|x_{t-1}-x_{\star}\right\|_{2}^{2}-(t+1)(t+2) \mathbb{E}\left\|x_{t}-x_{\star}\right\|_{2}^{2}\right) \\
& \leq \frac{2 C_{\mathcal{D}}^{\prime}}{\mu(T+1)}-\frac{\mu}{2} \mathbb{E}\left\|x_{T}-x_{\star}\right\|_{2}^{2} . \tag{5.26}
\end{align*}
$$

The last inequality implies that both $\mathbb{E}\left\|x_{T}-x_{\star}\right\|_{2}^{2} \leq \frac{4 C_{\mathcal{D}}^{\prime}}{\mu^{2}(T+1)}$ and $\mathbb{E}\left\|\tilde{x}_{T}-x_{\star}\right\|_{2}^{2} \leq \frac{4 C_{\mathcal{D}}^{\prime}}{\mu^{2}(T+1)}$ (using strong convexity).

When $F(\cdot)$ is non-strongly convex, we can use the convexity of $F(\cdot)$ so that the last inequality
of (5.24) becomes

$$
\begin{equation*}
\mathbb{E}\left[\left\|x_{t}-x_{\star}\right\|^{2} \mid x_{t-1}\right] \leq\left\|x_{t-1}-x_{\star}\right\|_{2}^{2}+\lambda_{t}^{2} C_{\mathcal{D}}^{\prime}-2 \lambda_{t}\left(F\left(x_{t-1}\right)-F\left(x_{\star}\right)\right), \tag{5.27}
\end{equation*}
$$

Thus we have

$$
\begin{equation*}
\mathbb{E}\left[F\left(x_{t-1}\right)\right]-F\left(x_{\star}\right) \leq \frac{\lambda_{t} C_{\mathcal{D}}^{\prime}}{2}+\frac{\lambda_{t}^{-1}}{2} \mathbb{E}\left\|x_{t-1}-x_{\star}\right\|_{2}^{2}-\frac{\lambda_{t}^{-1}}{2} \mathbb{E}\left\|x_{t}-x_{\star}\right\|_{2}^{2} \tag{5.28}
\end{equation*}
$$

Finally, with $\lambda_{t}=\frac{c}{\sqrt{(t+1)}}$, it follows from the convexity of $F(\cdot)$ and the assumption that $\mathbb{E} \| x_{t}-$ $x_{\star} \|_{2}^{2} \leq D$ that

$$
\begin{align*}
0 & \leq \mathbb{E}\left[F\left(\tilde{x}_{T}\right)\right]-F\left(x_{\star}\right) \leq \frac{2}{(T)(T+1)} \sum_{t=0}^{T-1}(t+1)\left(\mathbb{E}\left[F\left(x_{t}\right)\right]-F\left(x_{\star}\right)\right) \\
\leq & \frac{\sqrt{2}}{2 c(T)(T+1)} D+\frac{2}{(T)(T+1)} \sum_{t=0}^{T-1}(t+1) \frac{c C_{\mathcal{D}}^{\prime}}{2 \sqrt{t+2}} \\
& +\sum_{t=1}^{T-1}\left(\frac{\sqrt{t+2}(t+1)}{2 c}-\frac{\sqrt{t+1}(t)}{2 c}\right) \mathbb{E}\left\|x_{t}-x_{\star}\right\|_{2}^{2} \\
& \leq \frac{\sqrt{2}}{2 c(T)(T+1)} D+\frac{2}{(T)(T+1)} \sum_{t=0}^{T-1} \sqrt{t+1} \frac{c C_{\mathcal{D}}^{\prime}}{2}+\sum_{t=1}^{T-1} \frac{\sqrt{t+1}}{2 c}\left(\frac{3 t+2}{\sqrt{(t+2)(t+1)}+t}\right) D \\
& \leq \frac{\sqrt{2}}{2 c(T)(T+1)} D+\frac{2}{(T)(T+1)}(T+1)^{\frac{3}{2}}\left(\frac{c C_{\mathcal{D}}^{\prime}}{2}+\frac{3 D}{2 c}\right) \leq \frac{2 \sqrt{2} C_{\mathcal{D}}^{\prime}+c^{-1} 4 \sqrt{2} D}{\sqrt{T}} \tag{5.29}
\end{align*}
$$

Corollary 5.4.10. The iteration complexity of Algorithm 9 is $O\left(\epsilon^{-1}\right)$ when $F(\cdot)$ is $\mu$-strongly convex and the iteration complexit is $O\left(\epsilon^{-2}\right)$ when $F(\cdot)$ is non-strongly convex.

### 5.4.4 Lipschitz Continuity of the Simulated Variance Reduced Gradient

In this subsection, we will present the convergence properties of the Simulated Variance Reduced Gradient (SVRG) algorithm. In contrast to the stochastic variance reduced gradient algo-
rithm for the ERM problem (5.2), the property that

$$
\mathbb{E}\left\|\nabla f_{i}(x)-f_{i}(\tilde{x})+\nabla F_{n}(\tilde{x})\right\|_{2}^{2} \leq 4 L\left\{F_{n}(x)-F_{n}\left(x_{\star}\right)+F_{n}(\tilde{x})-F_{n}\left(x_{\star}\right)\right\},
$$

where $i$ is uniformly sampled from $\{1, \ldots, n\}$ and $L$ is the Lipschitz constant for $\nabla F_{n}(x)$, may no longer hold because of the variance introduced by the simulation procedure. Instead, we establish a Lipschitz continuity property for the output $W=W\left(x, v_{1}\right)-W\left(\tilde{x}, v_{1}\right)+G(\tilde{x})$, where $G(\tilde{x})$ can be full gradient or a subsampled gradient at $\tilde{x}$, from Algorithm 10 that is important in the proof of the convergence rate of Algorithms 11 and 12. We need the following lemma to prove the results. Lemma 5.4.11. For all $n \geq 1$, we have

$$
\begin{align*}
& \mathbb{E}\left[\sup _{x \in \mathcal{D}}\left|[\overline{\nabla g}(x ; 1, n)]_{k j}-\left[\mathbb{E}_{w} \nabla g_{w}(x)\right]_{k j}\right|^{4}\right] \leq C_{1}\left(\frac{\log \left(4 n^{2}\right)}{n}\right)^{2}  \tag{5.30}\\
& \mathbb{E}\left[\sup _{x \in \mathcal{D}}\left|[\bar{g}(x ; 1, n)]_{h}-\left[\mathbb{E}_{w} g_{w}(x)\right]_{h}\right|^{4}\right] \leq C_{0}\left(\frac{\log \left(4 n^{2}\right)}{n}\right)^{2}  \tag{5.31}\\
& \mathbb{E}\left[\sup _{x \in \mathcal{D}}\left|\left[\overline{\nabla^{2} g}(x ; 1, n)\right]_{k i j}-\left[\mathbb{E}_{w} \nabla^{2} g_{w}(x)\right]_{k i j}\right|^{4}\right] \leq C_{2}\left(\frac{\log \left(4 n^{2}\right)}{n}\right)^{2} \tag{5.32}
\end{align*}
$$

for any $n \geq 1,1 \leq k, h \leq d$ and $1 \leq i, j \leq p$, where $C_{1}=8 l_{g, 1}^{4-p}\left(4 \operatorname{diam}(\mathcal{D})^{p}\right) p^{p / 2} L_{g, 1}^{p}+64 l_{g, 1}^{4}(p+$ $1)^{2}, C_{0}=8 l_{g, 0}^{4-p}\left(4 \operatorname{diam}(\mathcal{D})^{p}\right) p^{p / 2} L_{g, 0}^{p}+64 l_{g, 0}^{4}(p+1)^{2}$ and $C_{2}=8 l_{g, 2}^{4-p}\left(4 \operatorname{diam}(\mathcal{D})^{p}\right) p^{p / 2} L_{g, 2}^{p}+$ $64 l_{g, 2}^{4}(p+1)^{2}$.

We also need the following ancillary functions to develop our theory. For $x \in \mathcal{H} \subset \mathbb{R}^{d \times p}$, $y \in \mathcal{G} \subset \mathbb{R}^{d}$ and $z \in \mathcal{J} \subset \mathbb{R}^{d \times p \times p}$, for every $1 \leq i \leq p$ and $1 \leq j \leq p$, define $J(x, y, z):$ $\mathcal{H} \times \mathcal{G} \times \mathcal{J} \rightarrow \mathbb{R}^{p \times p}$ that

$$
[J]_{i j}(x, y, z)=z_{: i j}^{\top} \nabla f_{v}(y)+[x]_{i:} \nabla^{2} f_{v}(y)[x]_{: j}
$$

Lemma 5.4.12. $[J]_{i j}(x, y, z)$ has Lipschitz continuous gradient with constant $L_{J}$; that is, for
$x_{1}, x_{2} \in \mathcal{H}, y_{1}, y_{2} \in \mathcal{G}$ and $z_{1}, z_{2} \in \mathcal{J}$,

$$
\left\|\nabla[J]_{i j}\left(x_{1}, y_{1}, z_{1}\right)-\nabla[J]_{i j}\left(x_{2} y_{2}, z_{2}\right)\right\|_{F} \leq L_{J}\left\|\operatorname{vec}\left(x_{1}, y_{1}, z_{1}\right)-\operatorname{vec}\left(x_{2}, y_{2}, z_{1}\right)\right\|_{2}
$$

where

$$
L_{J}=\left\{12 d^{2} L_{f, 2}^{2} l_{g, 1}^{2}+4 d\left(\sqrt{d}_{g, 2} L_{f, 2}+d^{2} l_{g, 1}^{2} L_{f, 3}\right)^{2}+d L_{f, 1}^{2}+4 d^{2} l_{f, 2}^{2} L_{g, 2}^{2}+2 d^{2} l_{f, 2}^{2}+4 d^{3} l_{f, 3}^{2}\right\}^{1 / 2}
$$

Proof. Note that

$$
\begin{aligned}
{[J]_{i j}(x, y, z) } & =z_{: i j}^{\top} \nabla f_{v}(y)+[x]_{i:} \nabla^{2} f_{v}(y)[x]_{: j} \\
& =\sum_{k=1}^{d}\left([z]_{k i j} \frac{\partial f_{v_{1}}}{\partial[y]_{k}}(y)+[x]_{k i}\left(\sum_{h=1}^{d} \frac{\partial f_{v_{1}}}{\partial[y]_{k} \partial[y]_{h}}(y)[x]_{h j}\right)\right) .
\end{aligned}
$$

We can then compute each component of the gradient $\nabla[J]_{i j}(x, y, z) \in \mathbb{R}^{(d \times p) \times d \times(d \times p \times p)}$ as

$$
\begin{aligned}
\frac{\partial[J]_{i j}}{\partial[x]_{k^{\prime} j^{\prime}}}(x, y, z) & =\delta_{i j^{\prime}} \sum_{h=1}^{d} \frac{\partial f_{v_{1}}}{\partial[y]_{k^{\prime}} \partial[y]_{h}}(y)[x]_{h j}+\delta_{j j^{\prime}} \sum_{k=1}^{d} \frac{\partial f_{v_{1}}}{\partial[y]_{k} \partial[y]_{k^{\prime}}}(y)[x]_{k i} \\
& =\delta_{i j^{\prime}}\left[\nabla^{2} f_{v_{1}}\right]_{k^{\prime}}:(y)[x]_{: j}+\delta_{j j^{\prime}}\left[\nabla^{2} f_{v_{1}}\right]_{k^{\prime}:}(y) x_{: i} \\
\frac{\partial[J]_{i j}}{\partial[y]_{h^{\prime}}}(x, y, z) & =\sum_{k=1}^{d}\left([z]_{k i j} \frac{\partial f_{v_{1}}}{\partial[y]_{k} \partial[y]_{h^{\prime}}}(y)+[x]_{k i}\left(\sum_{h=1}^{d} \frac{\partial f_{v_{1}}}{\partial[y]_{k} \partial[y]_{h} \partial[y]_{h^{\prime}}}(y)[x]_{h j}\right)\right) \\
& =[z]_{: i j}^{\top}\left[\nabla^{2} f_{v_{1}}(y)\right]_{: h^{\prime}}+[x]_{: i}^{\top}\left[\nabla^{3} f_{v_{1}}(y)\right]_{: h^{\prime}}[x]_{: j} \\
\frac{\partial[J]_{i j}}{\partial[z]_{k^{\prime \prime} i^{\prime \prime} j^{\prime \prime}}}(x, y, z) & =\delta_{i i^{\prime \prime}} \delta_{j j^{\prime \prime}} \frac{\partial f_{v_{1}}}{\partial[y]_{k^{\prime \prime}}}(y)=\delta_{i i^{\prime \prime}} \delta_{j j^{\prime \prime}}\left[\nabla f_{v_{1}}(y)\right]_{k^{\prime \prime}} .
\end{aligned}
$$

where $1 \leq i^{\prime}, j^{\prime}, i^{\prime \prime}, j^{\prime \prime} \leq p, 1 \leq k^{\prime}, h^{\prime}, k^{\prime \prime} \leq d$ and $\delta_{i j}$ is the Kronecker delta. Note that by

Assumptions 1, 2, 4, and 5, we have

$$
\begin{aligned}
& \left|\frac{\partial[J]_{i j}}{\partial[x]_{k^{\prime} j^{\prime}}}\left(x_{1}, y_{1}, z_{1}\right)-\frac{\partial[J]_{i j}}{\partial[x]_{k^{\prime} j^{\prime}}}\left(x_{2}, y_{2}, z_{2}\right)\right| \\
& \left.\leq \delta_{i j^{\prime}} \mid\left[\nabla^{2} f_{v_{1}}\right]_{k^{\prime}:}\left(y_{1}\right)\left[x_{1}\right]_{: j}-\left[\nabla^{2} f_{v_{1}}\right]\right]_{k^{\prime}}:\left(y_{2}\right)\left[x_{2}\right]_{j ;}\left|+\delta_{j j^{\prime}}\right|\left[\nabla^{2} f_{v_{1}}\right] k_{k^{\prime}}:\left(y_{1}\right)\left[x_{1}\right]: i-\left[\nabla^{2} f_{v_{1}}\right]_{k^{\prime}}:\left(y_{2}\right)\left[x_{2}\right]: i \\
& \leq \delta_{i j^{\prime}} \sqrt{d}\left\{l_{f, 2}\left\|\left[x_{1}\right]_{j:}-\left[x_{2}\right]_{j}\right\|_{2}+L_{f, 2} l_{g, 1}\left\|y_{1}-y_{2}\right\|_{2}\right\}+\delta_{j j^{\prime}} \sqrt{d}\left\{l_{f, 2}\left\|\left[x_{1}\right]_{: i}-\left[x_{2}\right]_{:}\right\|_{2}\right. \\
& \left.+L_{f, 2} l_{g, 1}\left\|y_{1}-y_{2}\right\|_{2}\right\} \\
& =\left(\delta_{i j^{\prime}}+\delta_{j j^{\prime}}\right) \sqrt{d} L_{f, 2} l_{g, 1}\left\|y_{1}-y_{2}\right\|_{2}+\delta_{i j^{\prime}} \sqrt{d} l_{f, 2}\left\|\left[x_{1}\right]_{j j}-\left[x_{2}\right]_{j: j}\right\|_{2}+\delta_{j j^{\prime}} \sqrt{d} l_{f, 2}\left\|\left[x_{1}\right]_{: i}-\left[x_{2}\right]_{i:}\right\|_{2} \\
& \left|\frac{\partial[J]_{i j}}{\partial[y]_{h^{\prime}}}\left(x_{1}, y_{1}, z_{1}\right)-\frac{\partial[J]_{i j}}{\partial[y]_{h^{\prime}}}\left(x_{2}, y_{2}, z_{2}\right)\right| \\
& \left.\leq \mid\left[z_{1}\right]_{i j}^{\top}{ }_{i j} \nabla^{2} f_{v_{1}}\left(y_{1}\right)\right]: h^{\prime}-\left[z_{2}\right]_{i j}^{\top}\left[\nabla^{2} f_{v_{1}}\left(y_{2}\right)\right]: h^{h^{\prime}} \mid \\
& +\left|\left[x_{1}\right]_{: i}^{\top}\left[\nabla^{3} f_{v_{1}}\left(y_{1}\right)\right]:: h^{\prime}\left[x_{1}\right]_{: j}-\left[x_{2}\right]_{i i}^{\top}\left[\nabla^{3} f_{v_{1}}\left(y_{2}\right)\right]: h^{\prime}\left[x_{2}\right]_{j: j}\right| \\
& \leq \sqrt{d} l_{g, 2} L_{f, 2}\left\|y_{1}-y_{2}\right\|_{2}+\sqrt{d} l_{f, 2} L_{g, 2}\left\|\left[z_{1}\right]_{i j}-\left[z_{2}\right]_{i j}\right\|_{2}+d l_{g, 1}^{2} L_{f, 3}\left\|y_{1}-y_{2}\right\|_{2} \\
& +d l_{g, 1} l_{f, 3}\left\|\left[x_{1}\right]_{: j}-\left[x_{2}\right]_{: j}\right\|_{2}+d l_{g, 1} l_{f, 3}\left\|\left[x_{1}\right]_{: i}-\left[x_{2}\right]_{: i}\right\|_{2} \\
& =\left(\sqrt{d} l_{g, 2} L_{f, 2}+d l_{g, 1}^{2} L_{f, 3}\right)\left\|y_{1}-y_{2}\right\|_{2}+\sqrt{d} l_{f, 2} L_{g, 2}\left\|\left[z_{1}\right]_{: i j}-\left[z_{2}\right]_{i j}\right\|_{2} \\
& +d l_{g, 1} l_{f, 3}\left\|\left[x_{1}\right]_{: j}-\left[x_{2}\right]_{: j}\right\|_{2}+d l_{g, 1} l_{f, 3}\left\|\left[x_{1}\right]_{: i}-\left[x_{2}\right]_{: i}\right\|_{2} \\
& \left|\frac{\partial[J]_{i j}}{\partial[z]_{k^{\prime \prime} i^{\prime \prime} j^{\prime \prime}}}\left(x_{1}, y_{1}, z_{1}\right)-\frac{\partial[J]_{i j}}{\partial[z]_{k^{\prime \prime} i^{\prime \prime} j^{\prime \prime}}}\left(x_{2}, y_{2}, z_{2}\right)\right| \\
& \leq\left|\delta_{i i^{\prime \prime}} \delta_{j j^{\prime \prime}}\left[\nabla f_{v_{1}}\left(y_{1}\right)\right]_{k^{\prime \prime}}-\delta_{i i^{\prime \prime}} \delta_{j j^{\prime \prime}}\left[\nabla f_{v_{1}}\left(y_{1}\right)\right]_{k^{\prime \prime}}\right| \\
& \leq \delta_{i i^{\prime \prime}} \delta_{j j^{\prime \prime}} L_{f, 1}\left\|y_{1}-y_{2}\right\|_{2} .
\end{aligned}
$$

Note that

$$
\begin{aligned}
& \left\|\nabla[J]_{i j}\left(x_{1}, y_{1}, z_{1}\right)-\nabla[J]_{i j}\left(x_{2}, y_{2}, z_{2}\right)\right\|_{F}^{2} \\
= & \sum_{k^{\prime}=1}^{d} \sum_{j^{\prime}=1}^{p}\left|\frac{\partial[J]_{i j}}{\partial[x]_{k^{\prime} j^{\prime}}}\left(x_{1}, y_{1}, z_{1}\right)-\frac{\partial[J]_{i j}}{\partial[x]_{k^{\prime} j^{\prime}}}\left(x_{2}, y_{2}, z_{2}\right)\right|^{2} \\
& +\left.\sum_{h^{\prime}=1}^{d}\right|^{2} \frac{\partial[j]_{i j}}{\partial[y]_{h^{\prime}}}\left(x_{1}, y_{1}, z_{1}\right)-\left.\frac{\partial[j]_{i j}}{\partial[y]_{h^{\prime}}}\left(x_{2}, y_{2}, z_{2}\right)\right|^{2} \\
& +\sum_{k^{\prime \prime}=1}^{d} \sum_{i^{\prime \prime}=1}^{p} \sum_{j^{\prime \prime}=1}^{p}\left|\frac{\partial[J]_{i j}}{\partial[z]_{k^{\prime \prime} i^{\prime \prime} j^{\prime \prime}}}\left(x_{1}, y_{1}, z_{1}\right)-\frac{\partial[J]_{i j}}{\partial[z]_{k^{\prime \prime} i^{\prime \prime} j^{\prime \prime}}}\left(x_{2}, y_{2}, z_{2}\right)\right|^{2} .
\end{aligned}
$$

Then based on our previous computation and using (5.14), we have

$$
\begin{aligned}
& \quad \sum_{k^{\prime}=1}^{d} \sum_{j^{\prime}=1}^{p}\left|\frac{\partial[J]_{i j}}{\partial[x]_{k^{\prime} j^{\prime}}}\left(x_{1}, y_{1}, z_{1}\right)-\frac{\partial[J]_{i j}}{\partial[x]_{k^{\prime} j^{\prime}}}\left(x_{2}, y_{2}, z_{2}\right)\right|^{2} \\
& \leq \sum_{k^{\prime}=1}^{d} \sum_{j^{\prime}=1}^{p} 3\left\{\left(2 \delta_{i j^{\prime}}+2 \delta_{j j^{\prime}}\right) d L_{f, 2}^{2} l_{g, 1}^{2}\left\|y_{1}-y_{2}\right\|_{2}^{2}+\delta_{i j^{\prime}} d l_{f, 2}^{2}\left\|\left[x_{1}\right]_{: j}-\left[x_{2}\right]_{: j}\right\|_{2}^{2}\right. \\
& \left.\quad+\delta_{j j^{\prime}} d l_{f, 2}^{2}\left\|\left[x_{1}\right]_{: i}-\left[x_{2}\right]_{: i}\right\|_{2}^{2}\right\} \\
& \left.=12 d^{2} L_{f, 2}^{2} l_{g, 1}^{2}\left\|y_{1}-y_{2}\right\|_{2}^{2}+d^{2} l_{f, 2}^{2}\left\|\left[x_{1}\right]_{: j}-\left[x_{2}\right]_{: j}\right\|_{2}^{2}+d^{2} l_{f, 2}^{2}\left\|\left[x_{1}\right]_{: i}-\left[x_{2}\right]_{: i}\right\|_{2}^{2}\right\}, \\
& \quad \leq 4 d\left(\sqrt{d} l_{g, 2} L_{f, 2}+d l_{g, 1}^{2} L_{f, 3}\right)^{2}\left\|y_{1}-y_{2}\right\|_{2}^{2}+4 d^{2} l_{f, 2}^{2} L_{g, 2}^{2}\left\|\left[z_{1}\right]_{: i j}-\left[z_{2}\right]_{: i j}\right\|_{2}^{2} \\
& \quad \sum_{h^{\prime}=1}^{d}\left|\frac{\partial[j]_{i j}}{\partial[y]_{h^{\prime}}}\left(x_{1}, y_{1}, z_{1}\right)-\frac{\partial[j]_{i j}}{\partial[y]_{h^{\prime}}}\left(x_{2}, y_{2}, z_{2}\right)\right|^{2} \\
& \quad+4 d^{3} l_{f, 3}^{2}\left\|\left[x_{1}\right]_{: j}-\left[x_{2}\right]_{: j}\right\|_{2}^{2}+4 d^{3} l_{g, 1}^{2} l_{f, 3}^{2}\left\|\left[x_{1}\right]_{: i}-\left[x_{2}\right]_{: i}\right\|, \text { and } \\
& \sum_{k^{\prime \prime}==1}^{d} \sum_{i^{\prime \prime}=1}^{p} \sum_{j^{\prime \prime}=1}^{p}\left|\frac{\partial[J]_{i j}}{\partial[z]_{k^{\prime \prime} i^{\prime \prime} j^{\prime \prime}}}\left(x_{1}, y_{1}, z_{1}\right)-\frac{\partial[J]_{i j}}{\partial[z]_{k^{\prime \prime} i^{\prime \prime} j^{\prime \prime}}}\left(x_{2}, y_{2}, z_{2}\right)\right|^{2} \leq d L_{f, 1}^{2}\left\|y_{1}-y_{2}\right\|_{2}^{2} .
\end{aligned}
$$

Therefore

$$
\begin{aligned}
& \left\|\nabla[J]_{i j}\left(x_{1}, y_{1}, z_{1}\right)-\nabla[J]_{i j}\left(x_{2}, y_{2}, z_{2}\right)\right\|_{F}^{2} \\
\leq & \left\{12 d^{2} L_{f, 2}^{2} l_{g, 1}^{2}+4 d\left(\sqrt{d}_{g, 2} L_{f, 2}+d^{2} l_{g, 1}^{2} L_{f, 3}\right)^{2}+d L_{f, 1}^{2}\right\}\left\|y_{1}-y_{2}\right\|_{2}^{2}+4 d^{2} l_{f, 2}^{2} L_{g, 2}^{2}\left\|\left[z_{1}\right]_{: i j}-\left[z_{2}\right]_{: i j}\right\|_{2}^{2} \\
& +\left(d^{2} l_{f, 2}^{2}+4 d^{3} l_{f, 3}^{2}\right)\left\|\left[x_{1}\right]_{: j}-\left[x_{2}\right]_{: j}\right\|_{2}^{2}+\left(d^{2} l_{f, 2}^{2}+4 d^{3} l_{f, 3}^{2}\right)\left\|\left[x_{1}\right]_{: i}-\left[x_{2}\right]_{: i}\right\|_{2}^{2} \\
\leq & \left\{12 d^{2} L_{f, 2}^{2} l_{g, 1}^{2}+4 d\left(\sqrt{d}_{g, 2} L_{f, 2}+d^{2} l_{g, 1}^{2} L_{f, 3}\right)^{2}+d L_{f, 1}^{2}+4 d^{2} l_{f, 2}^{2} L_{g, 2}^{2}\right. \\
& \left.+2 d^{2} l_{f, 2}^{2}+4 d^{3} l_{f, 3}^{2}\right\}\left\|\operatorname{vec}\left(x_{1}-x_{2}, y_{1}-y_{2}, z_{1}-z_{2}\right)\right\|_{2}^{2} \\
= & L_{J}^{2}\left\|\operatorname{vec}\left(x_{1}-x_{2}, y_{1}-y_{2}, z_{1}-z_{2}\right)\right\|_{2}^{2}
\end{aligned}
$$

Based on the ancillary function $J(x, y, z)$, for $x, x_{0} \in \mathcal{H} \subset \mathbb{R}^{d \times p}, y, y_{0} \in \mathcal{G} \subset \mathbb{R}^{d}$ and $z, z_{0} \in$ $\mathcal{J} \subset \mathbb{R}^{d \times p \times p}$, we define

$$
\begin{aligned}
& {[R]_{i j}\left(x, x_{0}, y, y_{0}, z, z_{0}\right) } \\
= & {[J]_{i j}(x, y, z)-[J]_{i j}\left(x_{0}, y_{0}, z_{0}\right)-\left\{\nabla[J]_{i j}\left(x_{0}, y_{0}, z_{0}\right)\right\}\left[x-x_{0}, y-y_{0}, z-z_{0}\right], }
\end{aligned}
$$

where

$$
\begin{aligned}
& \left\{\nabla[J]_{i j}\left(x_{0}, y_{0}, z_{0}\right)\right\}\left[x-x_{0}, y-y_{0}, z-z_{0}\right] \\
= & \left(\operatorname{vec}\left\{\nabla[J]_{i j}\left(x_{0}, y_{0}, z_{0}\right)\right\}\right)^{\top} \operatorname{vec}\left(x-x_{0}, y-y_{0}, z-z_{0}\right) \\
= & \sum_{k^{\prime}=1}^{d} \sum_{j^{\prime}=1}^{d} \frac{\partial[J]_{i j}}{\partial[x]_{k^{\prime} j^{\prime}}}\left(x_{0}, y_{0}, z_{0}\right)\left([x]_{k^{\prime} j^{\prime}}-\left[x_{0}\right]_{k^{\prime} j^{\prime}}\right)+\sum_{h^{\prime}=1}^{d} \frac{\partial[J]_{i j}}{\partial[y]_{h^{\prime}}}\left([y]_{h^{\prime}}-\left[y_{0}\right]_{h^{\prime}}\right) \\
& +\sum_{k^{\prime \prime}=1}^{d} \sum_{i^{\prime \prime}=1}^{p} \sum_{j^{\prime \prime}=1}^{p} \frac{\partial[J]_{i j}}{\partial[z]_{k^{\prime \prime} i^{\prime \prime} j^{\prime \prime}}}\left(x_{0}, y_{0}, z_{0}\right)\left([z]_{k^{\prime \prime} i^{\prime \prime} j^{\prime \prime}}-\left[z z_{k^{\prime \prime} i^{\prime \prime} j^{\prime \prime}}\right) .\right.
\end{aligned}
$$

Lemma 5.4.13. For all $x, x_{0} \in \mathcal{H}, y, y_{0} \in \mathcal{G}$ and $z, z_{0} \in \mathcal{J}$, we have

$$
\left|[R]_{i j}\left(x, x_{0}, y, y_{0}, z, z_{0}\right)\right| \leq \frac{L_{J}}{2}\left\|\operatorname{vec}(x, y, z)-\operatorname{vec}\left(x_{0}, y_{0}, z_{0}\right)\right\|_{2}^{2}
$$

where

$$
L_{J}=\left\{12 d^{2} L_{f, 2}^{2} l_{g, 1}^{2}+4 d\left(\sqrt{d}_{g, 2} L_{f, 2}+d^{2} l_{g, 1}^{2} L_{f, 3}\right)^{2}+d L_{f, 1}^{2}+4 d^{2} l_{f, 2}^{2} L_{g, 2}^{2}+2 d^{2} l_{f, 2}^{2}+4 d^{3} l_{f, 3}^{2}\right\}^{1 / 2}
$$

Proof. This result is a direct consequence of Lemma 5.4.1.

Now we proceed with the main lemma of this section. This lemma will be used for proving convergence results for our SimVRG (Algorithm 11) and SCSimG (Algorithm 12) algorithms.

Lemma 5.4.14. There exist a constant $C_{\mathcal{D}}<\infty$ such that for any $v_{1} \in \Omega_{v}$ and $x, \tilde{x} \in \mathcal{D}, W\left(x, v_{1}\right)$ and $W\left(\tilde{x}, v_{1}\right)$ from the variance reduced unbiased gradient $W\left(x, \tilde{x}, v_{1}\right)=W\left(x, v_{1}\right)-W\left(\tilde{x}, v_{1}\right)+$ $\nabla G(\tilde{x})$ in Algorithm 10 satisfies

$$
\begin{equation*}
\mathbb{E}\left\|W\left(x, v_{1}\right)-W\left(\tilde{x}, v_{1}\right)\right\|_{2}^{2} \leq C_{\mathcal{D}}\|x-\tilde{x}\|_{2}^{2} \tag{5.33}
\end{equation*}
$$

where

$$
\begin{aligned}
C_{\mathcal{D}}= & 4 p^{2} d^{2} f_{g, 2}^{2} l_{f, 1}^{2}+4 p^{2} d^{4} l_{g, 1}^{4} l_{f, 2}^{2} \\
& +9 L_{J}^{2} p^{2}\left(C_{0}+C_{1}+C_{2}\right)\left(\frac{\left(n_{0}+1\right)^{2}}{1-2^{\gamma-2}}+\frac{2\left(n_{0}+1\right) 2^{\gamma-2}}{\left(1-2^{\gamma-2}\right)^{2}}+\frac{2^{3 \gamma-6}+2^{\gamma-2}}{\left(1-2^{\gamma-2}\right)^{3}}\right) .
\end{aligned}
$$

Proof. Fixing $v_{1} \in \Omega_{v}$ and $x, \tilde{x} \in \mathcal{D}$, we have

$$
W\left(x, v_{1}\right)-W\left(\tilde{x}, v_{1}\right)=\frac{1}{\tilde{p}_{N}}\left(Y_{1}(x)-Y_{1}(\tilde{x})-\frac{1}{2}\left(Y_{2}(x)-Y_{2}(\tilde{x})+Y_{3}(x)-Y_{3}(\tilde{x})\right)\right)+Y_{4}(x)-Y_{4}(\tilde{x}) .
$$

Similar to the proof of Proposition 5.4.6, we first take expectation with respect to $N$. Then,

$$
\begin{aligned}
& \mathbb{E}\left\|W\left(x, v_{1}\right)-W\left(\tilde{x}, v_{1}\right)\right\|_{2}^{2}=\sum_{n=0}^{\infty} \mathbb{E}\left\{\left\|W\left(x, v_{1}\right)-W\left(\tilde{x}, v_{1}\right)\right\|_{2}^{2} \mid N=n\right\} \tilde{p}_{n} \\
&= \sum_{n=0}^{\infty} \sum_{i=1}^{p} \mathbb{E}\left(\left\{\left[W\left(x, v_{1}\right)\right]_{i}-\left[W\left(\tilde{x}, v_{1}\right)\right]_{i}\right\}^{2} \mid N=n\right) \tilde{p}_{n} \leq \sum_{i=1}^{p} 2 \mathbb{E}\left\{\left[Y_{4}(x)\right]_{i}-\left[Y_{4}(\tilde{x})\right]_{i}\right\}^{2} \\
&+\sum_{n=0}^{\infty} \sum_{i=1}^{p} \frac{2}{\tilde{p}_{n}} \mathbb{E}\left\{\left(\left[Y_{1}(x)\right]_{i}-\left[Y_{1}(\tilde{x})\right]_{i}-0.5\left\{\left[Y_{2}(x)\right]_{i}-\left[Y_{2}(\tilde{x})\right]_{i}+\left[Y_{3}(x)\right]_{i}-\left[Y_{3}(\tilde{x})\right]_{i}\right\}\right)^{2} \mid N=n\right\},
\end{aligned}
$$

where the last inequality comes from (5.14). Since $\left[Y_{4}(\cdot)\right]_{i}$ and $\left[Y_{1}(\cdot)\right]_{i}-0.5\left\{\left[Y_{2}(\cdot)\right]_{i}+\left[Y_{3}(\cdot)\right)\right]_{i}$ \} are continuous for every $1 \leq i \leq p$, the mean value theorem implies that there exist $\zeta_{i}$ and $\xi_{i}$ that lie between $x$ and $\tilde{x}$ such that $\left[Y_{4}(x)\right]_{i}-\left[Y_{4}(\tilde{x})\right]_{i}=\nabla\left[Y_{4}\left(\zeta_{i}\right)\right]_{i}^{\top}(x-\tilde{x})$ and

$$
\begin{aligned}
& \left(\left[Y_{1}(x)\right]_{i}-0.5\left\{\left[Y_{2}(x)\right]_{i}+\left[Y_{3}(x)\right]_{i}\right\}\right)-\left(\left[Y_{1}(\tilde{x})\right]_{i}-0.5\left\{\left[Y_{2}(\tilde{x})\right]_{i}+\left[Y_{3}(\tilde{x})\right]_{i}\right\}\right) \\
= & \left\{\nabla\left(\left[Y_{1}\left(\xi_{i}\right)\right]_{i}-0.5\left\{\left[Y_{2}\left(\xi_{i}\right)\right]_{i}+\left[Y_{3}\left(\xi_{i}\right)\right]_{i}\right\}\right)\right\}^{\top}(x-\tilde{x}) .
\end{aligned}
$$

Therefore, we may write

$$
\begin{align*}
& \mathbb{E}\left\|W\left(x, v_{1}\right)-W\left(\tilde{x}, v_{1}\right)\right\|_{2}^{2}=\sum_{i=1}^{p} 2 \mathbb{E}\left\{\nabla\left[Y_{4}\left(\zeta_{i}\right)\right]_{i}^{\top}(x-\tilde{x})\right\}^{2} \\
& \quad+\sum_{n=0}^{\infty} \sum_{i=1}^{p} \frac{2}{\tilde{p}_{n}} \mathbb{E}\left(\left\{\nabla\left(\left[Y_{1}\left(\xi_{i}\right)\right]_{i}-0.5\left\{\left[Y_{2}\left(\xi_{i}\right)\right]_{i}+\left[Y_{3}\left(\xi_{i}\right)\right]_{i}\right\}\right)^{\top}(x-\tilde{x})\right\}^{2} \mid N=n\right) \\
& \leq \sum_{i=1}^{p} 2\|x-\tilde{x}\|_{2}^{2} \mathbb{E}\left\|\nabla\left[Y_{4}\left(\zeta_{i}\right)\right]_{i}\right\|_{2}^{2} \\
& \quad+\sum_{n=0}^{\infty} \sum_{i=1}^{p} \frac{2\|x-\tilde{x}\|_{2}^{2}}{\tilde{p}_{n}} \mathbb{E}\left\{\left\|\nabla\left(\left[Y_{1}\left(\xi_{i}\right)\right]_{i}-0.5\left\{\left[Y_{2}\left(\xi_{i}\right)\right]_{i}+\left[Y_{3}\left(\xi_{i}\right)\right]_{i}\right\}\right)\right\|_{2}^{2} \mid N=n\right\} \\
& =\sum_{i=1}^{p} 2\|x-\tilde{x}\|_{2}^{2} \mathbb{E}\left\|\nabla\left[Y_{4}\left(\zeta_{i}\right)\right]_{i}\right\|_{2}^{2} \\
& \quad+\sum_{n=0}^{\infty} \sum_{i=1}^{p} \sum_{j=1}^{p} \frac{2\|x-\tilde{x}\|_{2}^{2}}{\tilde{p}_{n}} \mathbb{E}\left\{\left\|\left[\nabla Y_{1}\left(\xi_{i}\right)\right]_{i j}-0.5\left\{\left[\nabla Y_{2}\left(\xi_{i}\right)\right]_{i j}+\left[\nabla Y_{3}\left(\xi_{i}\right)\right]_{i j}\right\}\right\|_{2}^{2} \mid N=n\right\}, \tag{5.34}
\end{align*}
$$

where the last inequality uses the Cauchy-Shwartz inequality. Next, we first obtain an upper bound for $\mathbb{E}\left\|\nabla\left[Y_{4}\left(\zeta_{i}\right)\right]_{i}\right\|_{2}^{2}$ and then bound $\mathbb{E}\left\{\left\|\nabla\left(\left[Y_{1}\left(\xi_{i}\right)\right]_{i}-0.5\left\{\left[Y_{2}\left(\xi_{i}\right)\right]_{i}+\left[Y_{3}\left(\xi_{i}\right)\right]_{i}\right\}\right)\right\|_{2}^{2} \mid N=n\right\}$ using a function of $n$ in order to analyze the infinite sum above.

To obtain an upper bound for $\mathbb{E}\left\|\left[\nabla Y_{4}\left(\zeta_{i}\right)\right]_{i}\right\|_{2}^{2}$, we first note that

$$
\begin{aligned}
& \nabla\left\{\left[Y_{4}\left(\zeta_{i}\right)\right]_{i}\right\} \\
= & \left\{\left[\overline{\nabla^{2}} g\left(x ; 1,2^{n_{0}}\right)\right]:: i\right\}^{\top} \nabla f_{v_{1}}\left\{\bar{g}\left(x ; 1,2^{n_{0}}\right)\right\}+\left\{\overline{\nabla g}\left(x ; 1,2^{n_{0}}\right)\right\}^{\top} \nabla^{2} f_{v_{1}}\left(\bar{g}\left(x ; 1,2^{n_{0}}\right)\right)\left[\overline{\nabla g}\left(x ; 1,2^{n_{0}}\right)\right]_{i:} .
\end{aligned}
$$

Therefore by (5.14),

$$
\begin{aligned}
\left\|\nabla\left\{\left[Y_{4}\left(\zeta_{i}\right)\right]_{i}\right\}\right\|_{2}^{2} \leq & 2\left\|\left\{\left[\overline{\nabla^{2} g}\left(x ; 1,2^{n_{0}}\right)\right]:: i\right\}^{\top} \nabla f_{v_{1}}\left\{\bar{g}\left(x ; 1,2^{n_{0}}\right)\right\}\right\|_{2}^{2} \\
& +2\left\|\left\{\overline{\nabla g}\left(x ; 1,2^{n_{0}}\right)\right\}^{\top} \nabla^{2} f_{v_{1}}\left(\bar{g}\left(x ; 1,2^{n_{0}}\right)\right)\left[\overline{\nabla g}\left(x ; 1,2^{n_{0}}\right)\right]_{i:}\right\|_{2}^{2} \\
\leq & 2\left\|\left[\overline{\nabla^{2} g}\left(x ; 1,2^{n_{0}}\right)\right]:: i\right\|_{F}^{2}\left\|\nabla f_{v_{1}}\left\{\bar{g}\left(x ; 1,2^{n_{0}}\right)\right\}\right\|_{2}^{2} \\
& +2\left\|\overline{\nabla g}\left(x ; 1,2^{n_{0}}\right)\right\|_{F}^{2}\left\|\nabla^{2} f_{v_{1}}\left(\bar{g}\left(x ; 1,2^{n_{0}}\right)\right)\right\|_{F}^{2} \|\left[\overline{\nabla g}\left(x ; 1,2^{n_{0}}\right)\right]_{i: \|_{2}}^{2} .
\end{aligned}
$$

By Assumptions 4 and 5,

$$
\begin{aligned}
& \left\|\left[\overline{\nabla^{2} g}\left(\zeta_{i} ; 1,2^{n_{0}}\right)\right]:: i\right\|_{F}^{2} \leq p d\left\|\left[\overline{\nabla^{2} g}\left(\zeta_{i} ; 1,2^{n_{0}}\right)\right]:: i\right\|_{\infty}^{2} \leq p d l_{g, 2}^{2}, \\
& \left\|\nabla f_{v_{1}}\left\{\bar{g}\left(\zeta_{i} ; 1,2^{n_{0}}\right)\right\}\right\|_{2}^{2} \leq p\left\|f_{v_{1}}\left\{\bar{g}\left(\zeta_{i} ; 1,2^{n_{0}}\right)\right\}\right\|_{\infty}^{2} \leq d l_{f, 1}^{2}, \\
& \left\|\overline{\nabla g}\left(\zeta_{i} ; 1,2^{n_{0}}\right)\right\|_{F}^{2} \leq p d\left\|\overline{\nabla g}\left(\zeta_{i} ; 1,2^{n_{0}}\right)\right\|_{\infty}^{2} \leq p d l_{g, 1}^{2}, \\
& \left\|\nabla^{2} f_{v_{1}}\left(\bar{g}\left(\zeta_{i} ; 1,2^{n_{0}}\right)\right)\right\|_{F}^{2} \leq d^{2}\left\|\nabla^{2} f_{v_{1}}\left(\bar{g}\left(\zeta_{i} ; 1,2^{n_{0}}\right)\right)\right\|_{\infty}^{2} \leq d^{2} l_{f, 2}^{2}, \text { and } \\
& \left\|\left[\overline{\nabla g}\left(\zeta_{i} ; 1,2^{n_{0}}\right)\right]_{i:}\right\|_{2}^{2} \leq d\left\|\left[\overline{\nabla g}\left(\zeta_{i} ; 1,2^{n_{0}}\right)\right]_{i}:\right\|_{\infty}^{2} \leq d l_{g, 1}^{2} .
\end{aligned}
$$

Therefore

$$
\left\|\nabla\left\{\left[Y_{4}\left(\zeta_{i}\right)\right]_{i}\right\}\right\|_{2}^{2} \leq 2 p d^{2} f_{g, 2}^{2} l_{f, 1}^{2}+2 p d^{4} l_{g, 1}^{4} l_{f, 2}^{2}
$$

Hence

$$
\begin{equation*}
2\|x-\tilde{x}\|_{2}^{2} \mathbb{E}\left\|\nabla\left[Y_{4}\left(\zeta_{i}\right)\right]_{i}\right\|_{2}^{2} \leq\left\{4 p d^{2} f_{g, 2}^{2} l_{f, 1}^{2}+4 p d^{4} l_{g, 1}^{4} l_{f, 2}^{2}\right\}\|x-\tilde{x}\|_{2}^{2} \tag{5.35}
\end{equation*}
$$

To bound the second term in (5.34), we let $\bar{n}_{0}=n+n_{0}$ and $\bar{n}_{0}^{+}=n+n_{0}+1$ and note that conditioned on $N=n$,

$$
\begin{aligned}
{\left[\nabla Y_{1}\left(\xi_{i}\right)\right]_{i j}=} & {[J]_{i j}\left\{\overline{\nabla g}\left(\xi_{i} ; 1,2^{\bar{n}_{0}^{+}}\right), \bar{g}\left(\xi_{i} ; 1,2^{\bar{n}_{0}^{+}}\right), \overline{\nabla^{2} g}\left(\xi_{i} ; 1,2^{\bar{n}_{0}^{+}}\right)\right\} } \\
= & {[J]_{i j}\left\{\mathbb{E}_{w} \nabla g_{w}\left(\xi_{i}\right), \mathbb{E}_{w} g_{w}\left(\xi_{i}\right), \mathbb{E}_{w} \nabla^{2} g_{w}\left(\xi_{i}\right)\right\} } \\
& +\nabla[J]_{i j}\left\{\mathbb{E}_{w} \nabla g_{w}\left(\xi_{i}\right), \mathbb{E}_{w} g_{w}\left(\xi_{i}\right), \mathbb{E}_{w} \nabla^{2} g_{w}\left(\xi_{i}\right)\right\}\left[\overline{\nabla g}\left(\xi_{i} ; 1,2^{\bar{n}_{0}^{+}}\right)-\mathbb{E}_{w} \nabla g_{w}\left(\xi_{i}\right),\right. \\
& \left.\bar{g}\left(\xi_{i} ; 1,2^{\bar{n}_{0}^{+}}\right)-\mathbb{E}_{w} g_{w}\left(\xi_{i}\right), \overline{\nabla^{2} g}\left(\xi_{i} ; 1,2^{\bar{n}_{0}^{+}}\right)-\mathbb{E}_{w} \nabla^{2} g_{w}\left(\xi_{i}\right)\right]+ \\
& R\left\{\overline{\nabla g}\left(\xi_{i} ; 1,2^{\bar{n}_{0}^{+}}\right), \mathbb{E}_{w} \nabla g_{w}\left(\xi_{i}\right), \bar{g}\left(\xi_{i} ; 1,2^{\bar{n}_{0}^{+}}\right), \mathbb{E}_{w} g_{w}\left(\xi_{i}\right), \overline{\nabla^{2} g}\left(\xi_{i} ; 1,2^{\bar{n}_{0}^{+}}\right), \mathbb{E}_{w} \nabla^{2} g_{w}\left(\xi_{i}\right)\right\},
\end{aligned}
$$

$$
\begin{aligned}
{\left[\nabla Y_{2}\left(\xi_{i}\right)\right]_{i j}=} & {[J]_{i j}\left(\overline{\nabla g}\left(\xi_{i} ; 1,2^{\bar{n}_{0}}\right), \bar{g}\left(\xi_{i} ; 1,2^{\bar{n}_{0}}\right), \overline{\nabla^{2} g}\left(\xi_{i} ; 1,2^{\bar{n}_{0}}\right)\right\} } \\
= & {[J]_{i j}\left\{\mathbb{E}_{w} \nabla g_{w}\left(\xi_{i}\right), \mathbb{E}_{w} g_{w}\left(\xi_{i}\right), \mathbb{E}_{w} \nabla^{2} g_{w}\left(\xi_{i}\right)\right\} } \\
& +\nabla[J]_{i j}\left(\mathbb{E}_{w} \nabla g_{w}\left(\xi_{i}\right), \mathbb{E}_{w} g_{w}\left(\xi_{i}\right), \mathbb{E}_{w} \nabla^{2} g_{w}\left(\xi_{i}\right)\right\}\left[\overline{\nabla g}\left(\xi_{i} ; 1,2^{\bar{n}_{0}}\right)-\mathbb{E}_{w} \nabla g_{w}\left(\xi_{i}\right),\right. \\
& \left.\bar{g}\left(\xi_{i} ; 1,2^{\bar{n}_{0}}\right)-\mathbb{E}_{w} g_{w}\left(\xi_{i}\right), \overline{\nabla^{2} g}\left(\xi_{i} ; 1,2^{\bar{n}_{0}}\right)-\mathbb{E}_{w} \nabla^{2} g_{w}\left(\xi_{i}\right)\right]+ \\
& R\left\{\overline{\nabla g}\left(\xi_{i} ; 1,2^{\bar{n}_{0}}\right), \mathbb{E}_{w} \nabla g_{w}\left(\xi_{i}\right), \bar{g}\left(\xi_{i} ; 1,2^{\bar{n}_{0}}\right), \mathbb{E}_{w} g_{w}\left(\xi_{i}\right), \overline{\nabla^{2} g}\left(\xi_{i} ; 1,2^{\bar{n}_{0}}\right), \mathbb{E}_{w} \nabla^{2} g_{w}\left(\xi_{i}\right)\right\}, \text { and }
\end{aligned}
$$

$$
\begin{aligned}
{\left[\nabla Y_{3}\left(\xi_{i}\right)\right]_{i j}=} & {[J]_{i j}\left(\overline{\nabla g}\left(\xi_{i} ; 2^{\bar{n}_{0}}+1,2^{\bar{n}_{0}^{+}}\right), \bar{g}\left(\xi_{i} ; 2^{\bar{n}_{0}}+1,2^{\bar{n}_{0}^{+}}\right), \overline{\nabla^{2} g}\left(\xi_{i} ; 2^{\bar{n}_{0}}+1,2^{\bar{n}_{0}^{+}}\right)\right\} } \\
& +\nabla[J]_{i j}\left\{\mathbb{E}_{w} \nabla g_{w}\left(\xi_{i}\right), \mathbb{E}_{w} g_{w}\left(\xi_{i}\right), \mathbb{E}_{w} \nabla^{2} g_{w}\left(\xi_{i}\right)\right\}\left[\overline{\nabla g}\left(\xi_{i} ; 2^{\bar{n}_{0}}+1,2^{\bar{n}_{0}^{+}}\right)-\mathbb{E}_{w} \nabla g_{w}\left(\xi_{i}\right),\right. \\
& \left.\bar{g}\left(\xi_{i} ; 2^{\bar{n}_{0}}+1,2^{\bar{n}_{0}^{+}}\right)-\mathbb{E}_{w} g_{w}\left(\xi_{i}\right), \overline{\nabla^{2} g}\left(\xi_{i} ; 2^{\bar{n}_{0}}+1,2^{\bar{n}_{0}^{+}}\right)-\mathbb{E}_{w} \nabla^{2} g_{w}\left(\xi_{i}\right)\right] \\
+ & R\left\{\overline{\nabla g}\left(\xi_{i} ; 2^{\overline{n_{0}}}+1,2^{\bar{n}^{+}}\right), \mathbb{E}_{w} \nabla g_{w}\left(\xi_{i}\right), \bar{g}\left(\xi_{i} ; 2^{\overline{n_{0}}}+1,2^{\bar{n}_{0}^{+}}\right), \mathbb{E}_{w} g_{w}\left(\xi_{i}\right),\right. \\
& \left.\overline{\nabla^{2} g}\left(\xi_{i} ; 2^{\bar{n}_{0}}+1,2^{\bar{n}_{0}^{+}}\right), \mathbb{E}_{w} \nabla^{2} g_{w}\left(\xi_{i}\right)\right\} .
\end{aligned}
$$

Therefore, condition on $N=n$, we have

$$
\begin{aligned}
& {\left[\nabla Y_{1}\left(\xi_{i}\right)\right]_{i j}-0.5\left\{\left[\nabla Y_{2}\left(\xi_{i}\right)\right]_{i j}+\left[\nabla Y_{3}\left(\xi_{i}\right)\right]_{i j}\right\} } \\
= & R\left\{\overline{\nabla g}\left(\xi_{i} ; 1,2^{\bar{n}_{0}^{+}}\right), \mathbb{E}_{w} \nabla g_{w}\left(\xi_{i}\right), \bar{g}\left(\xi_{i} ; 1,2^{\bar{n}_{0}^{+}}\right), \mathbb{E}_{w} g_{w}\left(\xi_{i}\right), \overline{\nabla^{2} g}\left(\xi_{i} ; 1,2^{\bar{n}_{0}^{+}}\right), \mathbb{E}_{w} \nabla^{2} g_{w}\left(\xi_{i}\right)\right\} \\
- & \frac{1}{2} R\left\{\overline{\nabla g}\left(\xi_{i} ; 1,2^{\bar{n}_{0}}\right), \mathbb{E}_{w} \nabla g_{w}\left(\xi_{i}\right), \bar{g}\left(\xi_{i} ; 1,2^{\bar{n}_{0}}\right), \mathbb{E}_{w} g_{w}\left(\xi_{i}\right), \overline{\nabla^{2} g}\left(\xi_{i} ; 1,2^{\bar{n}_{0}}\right), \mathbb{E}_{w} \nabla^{2} g_{w}\left(\xi_{i}\right)\right\} \\
- & \frac{1}{2} R\left\{\overline{\nabla g}\left(\xi_{i} ; 2^{\bar{n}_{0}}+1,2^{\bar{n}_{0}^{+}}\right), \mathbb{E}_{w} \nabla g_{w}\left(\xi_{i}\right), \bar{g}\left(\xi_{i} ; 2^{\bar{n}_{0}}+1,2^{\bar{n}_{0}^{+}}\right),\right. \\
& \left.\mathbb{E}_{w} g_{w}\left(\xi_{i}\right), \overline{\nabla^{2} g}\left(\xi_{i} ; 2^{\bar{n}_{0}}+1,2^{\bar{n}_{0}^{+}}\right), \mathbb{E}_{w} \nabla^{2} g_{w}\left(\xi_{i}\right)\right\} .
\end{aligned}
$$

Then, by (5.14)

$$
\begin{aligned}
& \mathbb{E}\left\{\left(\left[\nabla Y_{1}\left(\xi_{i}\right)\right]_{i j}-0.5\left\{\left[\nabla Y_{2}\left(\xi_{i}\right)\right]_{i j}+\left[\nabla Y_{3}\left(\xi_{i}\right)\right]_{i j}\right\}\right)^{2} \mid N=n\right\} \\
\leq & 3 \mathbb{E}\left(R\left\{\overline{\nabla g}\left(\xi_{i} ; 1,2^{\bar{n}_{0}^{+}}\right), \mathbb{E}_{w} \nabla g_{w}\left(\xi_{i}\right), \bar{g}\left(\xi_{i} ; 1,2^{\bar{n}_{0}^{+}}\right), \mathbb{E}_{w} g_{w}\left(\xi_{i}\right), \overline{\nabla^{2} g}\left(\xi_{i} ; 1,2^{\bar{n}_{0}^{+}}\right), \mathbb{E}_{w} \nabla^{2} g_{w}\left(\xi_{i}\right)\right\}^{2}\right) \\
& +\frac{3}{4} \mathbb{E}\left(R\left\{\overline{\nabla g}\left(\xi_{i} ; 1,2^{\bar{n}_{0}}\right), \mathbb{E}_{w} \nabla g_{w}\left(\xi_{i}\right), \bar{g}\left(\xi_{i} ; 1,2^{\bar{n}_{0}}\right), \mathbb{E}_{w} g_{w}\left(\xi_{i}\right), \overline{\nabla^{2} g}\left(\xi_{i} ; 1,2^{\bar{n}_{0}}\right), \mathbb{E}_{w} \nabla^{2} g_{w}\left(\xi_{i}\right)\right\}^{2}\right) \\
+ & \frac{3}{4} \mathbb{E}\left(R \left\{\overline{\nabla g}\left(\xi_{i} ; 2^{\bar{n}_{0}}+1,2^{\bar{n}_{0}^{+}}\right), \mathbb{E}_{w} \nabla g_{w}\left(\xi_{i}\right), \bar{g}\left(\xi_{i} ; 2^{\bar{n}_{0}}+1,2^{\bar{n}_{0}^{+}}\right),\right.\right. \\
\quad & \left.\left.\mathbb{E}_{w} g_{w}\left(\xi_{i}\right), \overline{\nabla^{2} g}\left(\xi_{i} ; 2^{\bar{n}_{0}}+1,2^{\bar{n}_{0}^{+}}\right), \mathbb{E}_{w} \nabla^{2} g_{w}\left(\xi_{i}\right)\right\}^{2}\right) .
\end{aligned}
$$

Now, applying Lemma 5.4.13 on the three terms on the right-hand-side of the inequality above,

$$
\begin{aligned}
& \mathbb{E}\left\{\left(\left[\nabla Y_{1}\left(\xi_{i}\right)\right]_{i j}-0.5\left\{\left[\nabla Y_{2}\left(\xi_{i}\right)\right]_{i j}+\left[\nabla Y_{3}\left(\xi_{i}\right)\right]_{i j}\right\}\right)^{2} \mid N=n\right\} \\
\leq & \frac{3 L_{J}^{2}}{4}\left\{\mathbb{E}\left\|\overline{\nabla g}\left(\xi_{i} ; 1,2^{n_{0}+n+1}\right)-\mathbb{E}_{w} \nabla g_{w}\left(\xi_{i}\right)\right\|_{F}^{4}+\mathbb{E}\left\|\bar{g}\left(\xi_{i} ; 1,2^{n_{0}+n+1}\right)-\mathbb{E}_{w} g_{w}\left(\xi_{i}\right)\right\|_{F}^{4}\right. \\
& \left.+\mathbb{E}\left\|\overline{\nabla^{2} g}\left(\xi_{i} ; 1,2^{n_{0}+n+1}\right)-\mathbb{E}_{w} g_{w}\left(\xi_{i}\right)\right\|_{F}^{4}\right\}+\frac{3 L_{J}^{2}}{16}\left\{\mathbb{E}\left\|\overline{\nabla g}\left(\xi_{i} ; 1,2^{n_{0}+n}\right)-\mathbb{E}_{w} \nabla g_{w}\left(\xi_{i}\right)\right\|_{F}^{4}+\right. \\
& \left.\mathbb{E}\left\|\bar{g}\left(\xi_{i} ; 1,2^{n_{0}+n}\right)-\mathbb{E}_{w} g_{w}\left(\xi_{i}\right)\right\|_{F}^{4}+\mathbb{E}\left\|\overline{\nabla^{2} g}\left(\xi_{i} ; 1,2^{n_{0}+n}\right)-\mathbb{E}_{w} \nabla^{2} g_{w}\left(\xi_{i}\right)\right\|_{F}^{4}\right\}+ \\
& \frac{3 L_{J}^{2}}{16}\left\{\mathbb{E}\left\|\overline{\nabla g}\left(\xi_{i} ; 2^{n_{0}+n}+1,2^{n_{0}+n+1}\right)-\mathbb{E}_{w} \nabla g_{w}\left(\xi_{i}\right)\right\|_{F}^{4}\right. \\
& +\mathbb{E}\left\|\bar{g}\left(\xi_{i} ; 2^{n_{0}+n}+1,2^{n_{0}+n+1}\right)-\mathbb{E}_{w} g_{w}\left(\xi_{i}\right)\right\|_{F}^{4} \\
& \left.+\mathbb{E}\left\|\overline{\nabla^{2} g}\left(\xi_{i} ; 2^{n_{0}+n}+1,2^{n_{0}+n+1}\right)-\mathbb{E}_{w} \nabla^{2} g_{w}\left(\xi_{i}\right)\right\|_{F}^{4}\right\} .
\end{aligned}
$$

Then applying Lemma 5.4.11 to the right-hand-side of the above inequality, we have

$$
\begin{align*}
& \mathbb{E}\left\{\left(\left[\nabla Y_{1}\left(\xi_{i}\right)\right]_{i j}-0.5\left\{\left[\nabla Y_{2}\left(\xi_{i}\right)\right]_{i j}+\left[\nabla Y_{3}\left(\xi_{i}\right)\right]_{i j}\right\}\right)^{2} \mid N=n\right\} \\
\leq & \frac{3 L_{J}^{2}}{4}\left(\left(C_{0}+C_{1}+C_{2}\right) \frac{\left\{\log \left(4^{n+n_{0}+1}\right)\right\}^{2}}{4^{n+n_{0}+1}}\right)+\frac{3 L_{J}^{2}}{8}\left(\left(C_{0}+C_{1}+C_{2}\right) \frac{\left\{\log \left(4^{n_{0}+n}\right)\right\}^{2}}{4^{n_{0}+n}}\right) \\
= & \frac{3 L_{J}^{2}\left(C_{0}+C_{1}+C_{2}\right)}{4^{n_{0}+n+1}}\left\{\frac{1}{4}\left\{\log \left(4^{n+n_{0}+1}\right)\right\}^{2}+\frac{1}{2}\left\{\log \left(4^{n_{0}+n}\right)\right\}^{2}\right\} \\
\leq & \frac{3 L_{J}^{2}\left(C_{0}+C_{1}+C_{2}\right)}{4^{n_{0}+n+1}}\left\{\frac{3}{2}\left(n_{0}+n+1\right)^{2}\right\}, \tag{5.36}
\end{align*}
$$

where the last inequality is the result of $\log 4<2$.
Now we are ready to obtain a bound for (5.34). Using (5.35) and (5.36), we have

$$
\begin{aligned}
& \mathbb{E}\left\|W\left(x, v_{1}\right)-W\left(\tilde{x}, v_{1}\right)\right\|_{2}^{2} \\
\leq & \sum_{i=1}^{p} 2\|x-\tilde{x}\|_{2}^{2} \mathbb{E}\left\|\nabla\left[Y_{4}\left(\zeta_{i}\right)\right]_{i}\right\|_{2}^{2} \\
+ & \sum_{n=0}^{\infty} \sum_{i=1}^{p} \sum_{j=1}^{p} \frac{2\|x-\tilde{x}\|_{2}^{2}}{\tilde{p}_{n}} \mathbb{E}\left\{\left\|\left[\nabla Y_{1}\left(\xi_{i}\right)\right]_{i j}-0.5\left\{\left[\nabla Y_{2}\left(\xi_{i}\right)\right]_{i j}+\left[\nabla Y_{3}\left(\xi_{i}\right)\right]_{i j}\right\}\right\|_{2}^{2} \mid N=n\right\} \\
\leq & \sum_{i=1}^{p}\left\{4 p d^{2} f_{g, 2}^{2} l_{f, 1}^{2}+4 p d^{4} l_{g, 1}^{4} l_{f, 2}^{2}\right\}\|x-\tilde{x}\|_{2}^{2} \\
& +\sum_{n=0}^{\infty} \sum_{i=1}^{p} \sum_{j=1}^{p} \frac{2\|x-\tilde{x}\|_{2}^{2}}{\tilde{p}_{n}} \frac{3 L_{J}^{2}\left(C_{0}+C_{1}+C_{2}\right)}{4^{n_{0}+n+1}}\left\{\frac{3}{2}\left(n_{0}+n+1\right)^{2}\right\} \\
= & \|x-\tilde{x}\|_{2}^{2}\left\{4 p^{2} d^{2} f_{g, 2}^{2} l_{f, 1}^{2}+4 p^{2} d^{4} l_{g, 1}^{4} l_{f, 2}^{2}+9 L_{J}^{2} p^{2}\left(C_{0}+C_{1}+C_{2}\right) \sum_{n=0}^{\infty} \frac{\left(n_{0}+n+1\right)^{2}}{\tilde{p}_{n} 4^{n_{0}+n+1}}\right\} .
\end{aligned}
$$

Since $\tilde{p}_{n}=\left(1-0.5^{\gamma}\right) 0.5^{\gamma n}$ and $1<\gamma<2$, we have

$$
\begin{aligned}
\sum_{n=0}^{\infty} \frac{\left(n_{0}+n+1\right)^{2}}{\tilde{p}_{n} 4^{n_{0}+n+1}} & =\frac{1}{\left(1-0.5^{\gamma}\right) 4^{n_{0}+1}} \sum_{n=0}^{\infty} \frac{\left(n_{0}+n+1\right)^{2}}{2^{(2-\gamma) n}} \\
& =\frac{\left(n_{0}+1\right)^{2}}{1-2^{\gamma-2}}+\frac{2\left(n_{0}+1\right) 2^{\gamma-2}}{\left(1-2^{\gamma-2}\right)^{2}}+\frac{2^{3 \gamma-6}+2^{\gamma-2}}{\left(1-2^{\gamma-2}\right)^{3}} .
\end{aligned}
$$

Therefore

$$
\mathbb{E}\left\|W\left(x, v_{1}\right)-W\left(\tilde{x}, v_{1}\right)\right\|_{2}^{2} \leq C_{\mathcal{D}}\|x-\tilde{x}\|_{2}^{2},
$$

where

$$
\begin{aligned}
C_{\mathcal{D}}= & 4 p^{2} d^{2} f_{g, 2}^{2} l_{f, 1}^{2}+4 p^{2} d^{4} l_{g, 1}^{4} l_{f, 2}^{2} \\
& +9 L_{J}^{2} p^{2}\left(C_{0}+C_{1}+C_{2}\right)\left(\frac{\left(n_{0}+1\right)^{2}}{1-2^{\gamma-2}}+\frac{2\left(n_{0}+1\right) 2^{\gamma-2}}{\left(1-2^{\gamma-2}\right)^{2}}+\frac{2^{3 \gamma-6}+2^{\gamma-2}}{\left(1-2^{\gamma-2}\right)^{3}}\right) .
\end{aligned}
$$

### 5.4.5 Convergence of the Simulated Variance Reduced Gradient Algorithm

In this section we prove the convergence of Algorithm 11. We make use of the constant $C_{\mathcal{D}}$ defined in Lemma 5.4.14 and Assumption 3 that $F(\cdot)$ is $\mu$-strongly convex.

Lemma 5.4.15. Let $F: \mathbb{R}^{p} \rightarrow \mathbb{R}$ be a convex function with L-Lipschitz gradient and $x_{\star}=$ $\arg \min _{x \in \mathbb{R}^{p}} F(x)$ be the global minimizer of $F(\cdot)$. Then for any $x \in \mathbb{R}^{p}$,

$$
\frac{1}{2 L}\|\nabla F(x)\|_{2}^{2} \leq F(x)-F\left(x_{\star}\right) .
$$

We omit the proof for this lemma since it is a well known result.

Theorem 5.4.16. Consider Algorithm 11 with option II. Let $\lambda$ be sufficiently small and $M$ be sufficiently large so that

$$
\begin{equation*}
\alpha=\frac{1}{\mu\left(1-\frac{4}{\mu} C_{\mathcal{D}} \lambda\right) \lambda M}+\frac{\left(\frac{4}{\mu} C_{\mathcal{D}}+2 L\right) \lambda}{1-\frac{4}{\mu} C_{\mathcal{D}} \lambda}<1 . \tag{5.37}
\end{equation*}
$$

Then under Assumptions 1-5, we have geometric convergence in expectation for the SimVRG :

$$
\mathbb{E}\left[F\left(\tilde{x}_{s}\right)\right] \leq F\left(x_{\star}\right)+\alpha^{s}\left[F\left(\tilde{x}_{0}\right)-F\left(x_{\star}\right)\right]
$$

Proof. It follows from Lemma 5.4.15 that

$$
\begin{equation*}
\left\|\nabla F(x)-\nabla F\left(x_{\star}\right)\right\|_{2}^{2}=\|\nabla F(x)\|_{2}^{2} \leq 2 L\left[F(x)-F\left(x_{\star}\right)\right] \tag{5.38}
\end{equation*}
$$

. Now conditioning on $x_{t}$, we can take expectation with respect to $v_{t} \in \Omega_{v}$ to obtain

$$
\begin{align*}
\mathbb{E}\left[\left\|\rho_{t}\right\|_{2}^{2} \mid x_{t}\right] & \leq 2 \mathbb{E}\left[\left\|W\left(x_{t}, v_{t}\right)-W\left(\tilde{x}_{s}, v_{t}\right)\right\|_{2}^{2} \mid x_{t}\right]+2 \nabla\left\|F\left(\tilde{x}_{s}\right)\right\|_{2}^{2} \\
& \leq 2 C_{\mathcal{D}}\left\|x_{t}-\tilde{x}_{s}\right\|_{2}^{2}+4 L\left[F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)\right] \\
& \leq 4 C_{\mathcal{D}}\left(\left\|x_{t}-x_{\star}\right\|_{2}^{2}+\left\|\tilde{x}_{s}-x_{\star}\right\|_{2}^{2}\right)+4 L\left[F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)\right] \\
& \leq \frac{8}{\mu} C_{\mathcal{D}}\left[F\left(x_{t}\right)-F\left(x_{\star}\right)\right]+\left(\frac{8}{\mu} C_{\mathcal{D}}+4 L\right)\left[F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)\right] . \tag{5.39}
\end{align*}
$$

where the second inequality follows from Lemma 5.4.14 and equation (5.38). The last inequality follows from the strong convexity of $F(\cdot)$. Thus, by the contraction property of the projection operator $\Pi_{\mathcal{D}}$,

$$
\begin{align*}
& \mathbb{E}\left[\left\|x_{t+1}-x_{\star}\right\|_{2}^{2} \mid x_{t}\right] \\
\leq & \left\|x_{t}-x_{\star}\right\|_{2}^{2}-2 \lambda\left(x_{t}-x_{\star}\right)^{\top} \mathbb{E}\left[\rho_{t} \mid x_{t}\right]+\lambda^{2} \mathbb{E}\left[\left\|\rho_{t}\right\|_{2}^{2} \mid x_{t}\right] \\
\leq & \left\|x_{t}-x_{\star}\right\|_{2}^{2}-2 \lambda\left(x_{t}-x_{\star}\right)^{\top} \nabla F\left(x_{t}\right)+\frac{8}{\mu} C_{\mathcal{D}} \lambda^{2}\left[F\left(x_{t}\right)-F\left(x_{\star}\right)\right]+\left(\frac{8}{\mu} C_{\mathcal{D}}+4 L\right) \lambda^{2}\left[F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)\right] \\
\leq & \left\|x_{t}-x_{\star}\right\|_{2}^{2}-2 \lambda\left[F\left(x_{t}\right)-F\left(x_{\star}\right)\right]+\frac{8}{\mu} C_{\mathcal{D}} \lambda^{2}\left[F\left(x_{t}\right)-F\left(x_{\star}\right)\right]+\left(\frac{8}{\mu} C_{\mathcal{D}}+4 L\right) \lambda^{2}\left[F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)\right] \\
= & \left\|x_{t}-x_{\star}\right\|_{2}^{2}-2 \lambda\left(1-\frac{4}{\mu} C_{\mathcal{D}} \lambda\right)\left[F\left(x_{t}\right)-F\left(x_{\star}\right)\right]+\left(\frac{8}{\mu} C_{\mathcal{D}}+4 L\right) \lambda^{2}\left[F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)\right] \tag{5.40}
\end{align*}
$$

where the third line follows from the unbiasedness of the simulated gradient and the fourth line follows from the convexity of $F(\cdot)$. Since $\tilde{x}_{s+1}$ is selected uniformly after all $M$ updates are
completed and $x_{0}=\tilde{x}_{s}$, summing over the previous inequality over $t=0, \ldots, M-1$ and taking expectation and using option II at stage $s$, we obtain

$$
\begin{align*}
& \mathbb{E}\left[\left\|x_{M}-x_{\star}\right\|_{2}^{2}\right]+2 \lambda\left(1-\frac{4}{\mu} C_{\mathcal{D}} \lambda\right) M \mathbb{E}\left[F\left(\tilde{x}_{s+1}\right)-F\left(x_{\star}\right)\right] \\
\leq & \mathbb{E}\left[\left\|x_{0}-x_{\star}\right\|_{2}^{2}\right]+\left(\frac{8}{\mu} C_{\mathcal{D}}+4 L\right) \lambda^{2} M \mathbb{E}\left[F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)\right] \\
= & \mathbb{E}\left[\left\|\tilde{x}_{s}-x_{\star}\right\|_{2}^{2}\right]+\left(\frac{8}{\mu} C_{\mathcal{D}}+4 L\right) \lambda^{2} M \mathbb{E}\left[F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)\right] \\
\leq & \frac{2}{\mu} \mathbb{E}\left[F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)\right]+\left(\frac{8}{\mu} C_{\mathcal{D}}+4 L\right) \lambda^{2} M \mathbb{E}\left[F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)\right] \\
= & \left(\frac{2}{\mu}+\left(\frac{8}{\mu} C_{\mathcal{D}}+4 L\right) \lambda^{2} M\right) \mathbb{E}\left[F(\tilde{x})-F\left(x_{\star}\right)\right] . \tag{5.41}
\end{align*}
$$

Thus we obtain

$$
\begin{equation*}
\mathbb{E}\left[F\left(\tilde{x}_{s+1}\right)-F\left(x_{\star}\right)\right] \leq\left[\frac{1}{\mu\left(1-\frac{4}{\mu} C_{\mathcal{D}} \lambda\right) \lambda M}+\frac{\left(\frac{4}{\mu} C_{\mathcal{D}}+2 L\right) \lambda}{1-\frac{4}{\mu} C_{\mathcal{D}} \lambda}\right] \mathbb{E}\left[F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)\right] \tag{5.42}
\end{equation*}
$$

This implies that $\mathbb{E}\left[F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)\right] \leq \alpha^{s} \mathbb{E}\left[F\left(\tilde{x}_{0}\right)-F\left(x_{\star}\right)\right]$. The conclusion follows.

As we mentioned, the sample complexity becomes difficult to analyze in the presence of batch size randomization. However, the corollary below provides an estimate of the total number of samples that are needed to achieve and $\epsilon$-accurate solution for the finite sample SCO problems using Algorithm 11.

Corollary 5.4.17. In Algorithm 11, let $T_{\epsilon}=\min \left\{n \geq 0 \mid F\left(\tilde{x}_{k}\right)-F\left(x_{\star}\right) \leq \epsilon\right\}$ and let $N_{k, t}$ be the geometric random number that is generated when calling SimulatedGradient procedure at $t$-th epoch and $k$-th iteration. Then we have

$$
\mathbb{E}\left\{\sum_{k=1}^{T_{\epsilon}} \sum_{t=1}^{M}\left(2^{n_{0}+N_{k, t}+1}+1\right)\right\}=O(\log (1 / \epsilon)) .
$$

Proof. Since $T_{\epsilon}$ is a stopping time, by Wald's identity and Proposition 5.4.7, we have

$$
\begin{aligned}
\mathbb{E}\left\{\sum_{k=1}^{T_{\epsilon}} \sum_{t=1}^{M} 2^{N_{k, t}+1}\right\} & =M \mathbb{E} T_{\epsilon} \mathbb{E}\left(2^{n_{0}+N_{k, t}+1}+1\right) \\
& =M\left\{1+2^{n_{0}+1}\left(1-0.5^{\gamma}\right)\left(1-2^{1-\gamma}\right)^{-1}\right\} \mathbb{E} T_{\epsilon} .
\end{aligned}
$$

Next, we analyze $\mathbb{E} T_{\epsilon}$. Since $T_{\epsilon}$ is non- negative, we have

$$
\begin{aligned}
\exp \left(\mathbb{E} T_{\epsilon}\right) & \leq \mathbb{E} \exp \left(T_{\epsilon}\right)=\int_{0}^{\infty} \mathbb{P}\left\{\exp \left(T_{\epsilon}\right) \geq x\right\} d x=1+\int_{1}^{\infty} \mathbb{P}\left\{T_{\epsilon} \geq \log (x)\right\} d x \\
& \leq 1+\int_{1}^{\infty} \mathbb{P}\left\{T_{\epsilon} \geq\lfloor\log (x)\rfloor\right\} d x \leq 3+\int_{3}^{\infty} \mathbb{P}\left\{T_{\epsilon} \geq\lfloor\log (x)\rfloor\right\} d x .
\end{aligned}
$$

By the definition of $T_{\epsilon}$,Markov's inequality and Theorem 5.4.16, we have

$$
\mathbb{P}\left(T_{\epsilon} \geq k\right) \leq \mathbb{P}\left\{F\left(\tilde{x}_{k}\right)-F\left(x_{\star}\right) \geq \epsilon\right\} \leq \frac{1}{\epsilon} \mathbb{E}\left\{F\left(\tilde{x}_{k}\right)-F\left(x_{\star}\right)\right\} \leq \frac{1}{\epsilon} \alpha^{k}\left\{F\left(\tilde{x}_{0}\right)-F\left(x_{\star}\right)\right\} .
$$

Therefore,

$$
\exp \left\{\mathbb{E} T_{\epsilon}\right\} \leq 3+\frac{1}{\epsilon} \int_{3}^{\infty}\left\{F\left(\tilde{x}_{0}\right)-F\left(x_{\star}\right)\right\} \alpha^{\lfloor\log (x)\rfloor} d x \leq 3+\frac{F\left(\tilde{x}_{0}\right)-F\left(x_{\star}\right)}{\alpha \epsilon} \int_{3}^{\infty} x^{\log (\alpha)} d x
$$

If we choose $M$ and $\lambda$ in Algorithm 11 such that $\log \alpha<-1$, we have

$$
\exp \left\{\mathbb{E} T_{\epsilon}\right\} \leq 3+\frac{F\left(\tilde{x}_{0}\right)-F\left(x_{\star}\right)}{\alpha \epsilon(-\log \alpha-1)} 3^{\log \alpha+1}
$$

Therefore $\mathbb{E} T_{\epsilon}=O(\log (1 / \epsilon))$. Consequently, $\mathbb{E}\left\{\sum_{k=1}^{T_{\epsilon}} \sum_{t=1}^{M}\left(2^{n_{0}+N_{k, t}+1}+1\right)\right\}=O(1 / \epsilon)$.
Corollary 5.4.18. Let $\left\{\tilde{x}_{s}\right\}_{s \geq 0}$ be the sequence of outputs from each epoch of the SimVRG algorithm. Then, with probability $1, \tilde{x}_{s}$ converges exponentially fast to $x_{\star}$.

Proof. It follows from Theorem 5.4.16 that we can find $0<\alpha<1$ such that $\mathbb{E}\left[F\left(\tilde{x}_{s}\right)\right] \leq F\left(\tilde{x}_{\star}\right)+$ $\alpha^{s}\left[F\left(\tilde{x}_{0}\right)-F\left(\tilde{x}_{\star}\right)\right]$. Pick any $\alpha<\rho<1$. Define the set $\mathcal{A}_{s}=\left\{F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)>\rho^{s}\right\}$. We have $\mathbb{P}\left(\mathcal{A}_{s}\right) \leq\left(\frac{\alpha}{\rho}\right)^{s} \mathbb{E}\left[F\left(\tilde{x}_{0}\right)-F\left(x_{\star}\right)\right]$, which implies that $\sum_{s \geq 0} \mathbb{P}\left(\mathcal{A}_{s}\right)<\infty$. It then follows from the

Borel-Cantelli lemma that

$$
\begin{align*}
\mathbb{P}\left(\mathcal{A}_{s} \text { occurs infinitely often }\right) & =\mathbb{P}\left(\underset{s \rightarrow \infty}{\limsup _{\sup }} \mathcal{A}_{s}\right)=\mathbb{P}\left(\bigcap_{t=0}^{\infty} \bigcup_{s=t}^{\infty} \mathcal{A}_{s}\right)=\inf _{t \geq 0} \mathbb{P}\left(\bigcup_{s=t}^{\infty} \mathcal{A}_{s}\right) \\
& \leq \inf _{t \geq 0} \sum_{s \geq t} \mathbb{P}\left(\mathcal{A}_{s}\right)=0 \tag{5.43}
\end{align*}
$$

Thus with probability $1, F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)<\rho^{s}$ for $s$ large enough (depending on each the probability path), which implies $\left\|\tilde{x}_{s}-x_{\star}\right\|_{2}^{2} \leq \frac{2}{\mu} \rho^{s}$ in the presence of $\mu$-strong convexity.

### 5.4.6 Convergence of the Stochastically Controlled Simulated Gradient Algorithm

In this section we prove the convergence of Algorithm 12.

Lemma 5.4.19. Fix $x \in \mathcal{D}$ and $K, B \geq 1$, and sample a batch $\mathcal{I} \subset \Omega_{v}$ with $|\mathcal{I}|=B$ following the distribution of $v$ and independently generate

$$
h_{k}(x)=\frac{1}{B} \sum_{v_{i} \in I} \text { UnibasedGradient }\left(x, v_{i}, n_{0}, \gamma\right)
$$

for $1 \leq k \leq K$. Let $C_{\mathcal{D}}^{\prime}$ be the constant in the proof of Proposition 5.4.6, where $\mathbb{E}\|W(x, v)\|_{2}^{2} \leq C_{\mathcal{D}}^{\prime}$ for arbitary $v \in \Omega_{v}$. Defining $\tilde{h}(x)=\frac{1}{K} \sum_{i=1}^{K} h_{i}(x)$, we have

$$
\begin{equation*}
\mathbb{E}[\tilde{h}(x)]=\nabla F(x) \quad \text { and } \quad \operatorname{Var}[\tilde{h}(x)] \leq \frac{C_{\mathcal{D}}^{\prime}}{K B}+4 p d^{2} l_{\mathcal{D}}^{4}\left(\frac{1}{K}+\frac{1}{B}\right) \tag{5.44}
\end{equation*}
$$

so $\operatorname{Var}[\tilde{h}(x)]$ can be made arbitrarily small for any $x \in \mathcal{D}$ by making $K$ and $B$ sufficiently large.

Proof. First we have

$$
\begin{aligned}
\mathbb{E}[\tilde{h}(x)]=\mathbb{E}\left[h_{1}(x)\right]=\mathbb{E}\left[\mathbb{E}\left[h_{1}(x) \mid \mathcal{I}\right]\right] & =\frac{1}{B} \mathbb{E}\left[\mathbb{E}\left[\sum_{v_{i} \in \mathcal{I}} \text { UnibasedGradient }\left(x, v_{i}\right) \mid \mathcal{I}\right]\right] \\
& =\frac{1}{B} \mathbb{E}\left[\sum_{v_{i} \in \mathcal{I}} \nabla\left(f_{v_{i}}\left(\mathbb{E}_{w} g_{w}(x)\right)\right)\right]=\nabla F(x) .
\end{aligned}
$$

Second, for any $v \in \Omega_{v}$, denote $W_{i}=\operatorname{UnbiasedGradient}\left(x, v_{i}\right), h_{v}=\nabla\left(f_{v}\left(\mathbb{E}_{w} g_{w}(x)\right)\right)$ and $h(\mathcal{I})=$
$\mathbb{E}\left[h_{1}(x) \mid \mathcal{I}\right]=\frac{1}{B} \sum_{v_{i} \in I} h_{v_{i}}$. We have

$$
\begin{aligned}
\operatorname{Var}[\tilde{h}(x)] & =\mathbb{E}[\operatorname{Var}[\tilde{h}(x) \mid \mathcal{I}]]+\operatorname{Var}[\mathbb{E}[\tilde{h}(x) \mid \mathcal{I}]]=\frac{1}{K} \mathbb{E}\left[\operatorname{Var}\left[h_{1}(x) \mid \mathcal{I}\right]\right]+\operatorname{Var}_{I}[h(\mathcal{I})] \\
& =\frac{1}{K} \mathbb{E}\left[\mathbb{E}\left[\left(h_{1}(x)-h(\mathcal{I})\right)^{\top}\left(h_{1}(x)-h(\mathcal{I})\right) \mid \mathcal{I}\right]\right]+\frac{1}{B} \operatorname{Var}_{v}\left[h_{v}\right] \\
& =\frac{1}{K B^{2}} \mathbb{E}\left[\mathbb{E}\left[\left(\sum_{i=1}^{B} W_{i}-h_{v_{i}}+h_{v_{i}}-h(\mathcal{I})\right)^{\top}\left(\sum_{i=1}^{B} W_{i}-h_{v_{i}}+h_{v_{i}}-h(\mathcal{I})\right) \mid \mathcal{I}\right]\right]+\frac{1}{B} \operatorname{Var}_{v}\left[h_{v}\right] \\
& =\frac{1}{K B^{2}} \mathbb{E}\left[\mathbb{E}\left[\sum_{i=1}^{B}\left\|W_{i}-h_{v_{i}}\right\|_{2}^{2}+\sum_{i=1}^{B} \sum_{j=1}^{B}\left(h_{v_{i}}-h(\mathcal{I})\right)^{\top}\left(h_{v_{j}}-h(\mathcal{I})\right) \mid \mathcal{I}\right]\right]+\frac{1}{B} \operatorname{Var}_{v}\left[h_{v}\right] \\
& \leq \frac{C_{\mathcal{D}}^{\prime}}{K B}+4 p d^{2} l_{f, 1}^{2} l_{g, 1}^{2}\left(\frac{1}{K}+\frac{1}{B}\right),
\end{aligned}
$$

where the last inequality follows from the definition of $C_{\mathcal{D}}^{\prime}$ and the fact that each component of $h_{v}$ is bounded by $d l_{f, 1} l_{g, 1}$ for any $v \in \Omega_{v}$, according to the definition of $l_{\mathcal{D}}$ and $h_{v}$. The equality above it follows from the independence between the $W_{i}$ 's given $I$.

Theorem 5.4.20. Consider the Simulated SCSG Algorithm 12 with option II. Fix $\epsilon>0$ as the level of accuracy. Let $\lambda$ be sufficiently small and $M$ be sufficiently large so that

$$
\begin{equation*}
\alpha=\frac{2}{\mu\left(1-\frac{8}{\mu} C_{\mathcal{D}} \lambda\right) \lambda M}+\frac{\left(\frac{8}{\mu} C_{\mathcal{D}}+8 L\right) \lambda}{1-\frac{8}{\mu} C_{\mathcal{D}} \lambda}<1, \tag{5.45}
\end{equation*}
$$

while making either $K$ or $B$ large enough so that

$$
\begin{equation*}
\frac{4\left(\lambda+\frac{1}{2 \mu}\right)}{1-\frac{8}{\mu} C_{\mathcal{D}} \lambda} \operatorname{Var}\left[\tilde{h}\left(\tilde{x}_{s}\right)\right]<\epsilon \tag{5.46}
\end{equation*}
$$

Then

$$
\begin{equation*}
\mathbb{E}\left[F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)\right] \leq \alpha^{s} \mathbb{E}\left[F\left(\tilde{x}_{0}\right)-F\left(x_{\star}\right)\right]+\frac{1}{1-\alpha} \epsilon . \tag{5.47}
\end{equation*}
$$

Proof. Conditioning on $x_{t}$, we can take expectation with respect to $v_{t} \in \Omega_{v}$ to obtain

$$
\begin{align*}
& \mathbb{E}\left[\left\|\rho_{t}\right\|_{2}^{2} \mid x_{t}\right] \\
& \leq 2 \mathbb{E}\left[\left\|W\left(x_{t}, v_{t}\right)-W\left(\tilde{x}_{s}, v_{t}\right)\right\|_{2}^{2} \mid x_{t}\right]+4\left\|\nabla F\left(\tilde{x}_{s}\right)\right\|_{2}^{2}+4\left\|\tilde{h}\left(\tilde{x}_{s}\right)-\nabla F\left(\tilde{x}_{s}\right)\right\|_{2}^{2} \\
& \leq 2 C_{\mathcal{D}}\left\|x_{t}-\tilde{x}_{s}\right\|_{2}^{2}+8 L\left[F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)\right]+4\left\|\tilde{h}\left(\tilde{x}_{s}\right)-\nabla F\left(\tilde{x}_{s}\right)\right\|_{2}^{2} \\
& \leq 4 C_{\mathcal{D}}\left(\left\|x_{t}-x_{\star}\right\|_{2}^{2}+\left\|\tilde{x}_{s}-x_{\star}\right\|_{2}^{2}\right)+8 L\left[F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)\right]+4\left\|\tilde{h}\left(\tilde{x}_{s}\right)-\nabla F\left(\tilde{x}_{s}\right)\right\|_{2}^{2} \\
& \leq \frac{8}{\mu} C_{\mathcal{D}}\left[F\left(x_{t}\right)-F\left(x_{\star}\right)\right]+\left(\frac{8}{\mu} C_{\mathcal{D}}+8 L\right)\left[F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)\right]+4\left\|\tilde{h}\left(\tilde{x}_{s}\right)-\nabla F\left(\tilde{x}_{s}\right)\right\|_{2}^{2} . \tag{5.48}
\end{align*}
$$

where the second inequality follows from Lemma 5.4.14 and equation (5.38). The last inequality follows from the strong convexity of $F(\cdot)$. Now following (5.48), using the distance contraction property of projection operator $\Pi_{\mathcal{D}}(\cdot)$ we can write

$$
\begin{align*}
& \mathbb{E}\left[\left\|x_{t+1}-x_{\star}\right\|_{2}^{2} \mid x_{t}\right] \\
\leq & \left\|x_{t}-x_{\star}\right\|_{2}^{2}-2 \lambda\left(x_{t}-x_{\star}\right)^{\top} \mathbb{E}\left[\rho_{t} \mid x_{t}\right]+\lambda^{2} \mathbb{E}\left[\left\|\rho_{t}\right\|_{2}^{2} \mid x_{t}\right] \\
\leq & \left\|x_{t}-x_{\star}\right\|_{2}^{2}-2 \lambda\left(x_{t}-x_{\star}\right)^{\top}\left(\nabla F\left(x_{t}\right)-\nabla F\left(\tilde{x}_{s}\right)+\tilde{h}\left(\tilde{x}_{s}\right)\right)+\frac{8}{\mu} C_{\mathcal{D}} \lambda^{2}\left[F\left(x_{t}\right)-F\left(x_{\star}\right)\right] \\
& +\left(\frac{8}{\mu} C_{\mathcal{D}}+8 L\right) \lambda^{2}\left[F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)\right]+4 \lambda^{2}\left\|\tilde{h}\left(\tilde{x}_{s}\right)-\nabla F\left(\tilde{x}_{s}\right)\right\|_{2}^{2} \\
\leq & \left\|x_{t}-x_{\star}\right\|_{2}^{2}-2 \lambda\left[F\left(x_{t}\right)-F\left(x_{\star}\right)\right]+2 \lambda\left(x_{t}-x_{\star}\right)^{\top}\left(\tilde{h}\left(\tilde{x}_{s}\right)-\nabla F\left(\tilde{x}_{s}\right)\right) \\
& +\frac{8}{\mu} C_{\mathcal{D}} \lambda^{2}\left[F\left(x_{t}\right)-F\left(x_{\star}\right)\right]+\left(\frac{8}{\mu} C_{\mathcal{D}}+8 L\right) \lambda^{2}\left[F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)\right]+4 \lambda^{2}\left\|\tilde{h}\left(\tilde{x}_{s}\right)-\nabla F\left(\tilde{x}_{s}\right)\right\|_{2}^{2} \\
= & \left\|x_{t}-x_{\star}\right\|_{2}^{2}-2 \lambda\left(1-\frac{4}{\mu} C_{\mathcal{D}} \lambda\right)\left[F\left(x_{t}\right)-F\left(x_{\star}\right)\right]+\left(\frac{8}{\mu} C_{\mathcal{D}}+8 L\right) \lambda^{2}\left[F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)\right] \\
& +4 \lambda^{2}\left\|\tilde{h}\left(\tilde{x}_{s}\right)-\nabla F\left(\tilde{x}_{s}\right)\right\|_{2}^{2}+2 \lambda\left(x_{t}-x_{\star}\right)^{\top}\left(\tilde{h}\left(\tilde{x}_{s}\right)-\nabla F\left(\tilde{x}_{s}\right)\right) \tag{5.49}
\end{align*}
$$

where the third line follows from the convexity of $F(\cdot)$. Now we consider a fixed stage $s$, so that $x_{0}=\tilde{x}_{s}$ and $\tilde{x}_{s+1}$ is selected uniformly after all $M$ updates are completed. Summing the previous
inequality over $t=1, \ldots, M$, taking expectation and using option II at stage $s$, we obtain

$$
\begin{align*}
& \mathbb{E}\left[\left\|x_{M}-x_{\star}\right\|_{2}^{2}\right]+2 \lambda\left(1-\frac{4}{\mu} C_{\mathcal{D}} \lambda\right) M \mathbb{E}\left[F\left(\tilde{x}_{s+1}\right)-F\left(x_{\star}\right)\right] \\
& \leq \mathbb{E}\left[\left\|x_{0}-x_{\star}\right\|_{2}^{2}\right]+\left(\frac{8}{\mu} C_{\mathcal{D}}+8 L\right) \lambda^{2} M \mathbb{E}\left[F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)\right] \\
&+4 \lambda^{2} M\left\|\tilde{h}\left(\tilde{x}_{s}\right)-\nabla F\left(\tilde{x}_{s}\right)\right\|_{2}^{2}+2 \lambda M \mathbb{E}\left[\left(\tilde{x}_{s+1}-x_{\star}\right)^{\top}\left(\tilde{h}\left(\tilde{x}_{s}\right)-\nabla F\left(\tilde{x}_{s}\right)\right)\right] \\
& \leq \mathbb{E}\left[\left\|\tilde{x}_{s}-x_{\star}\right\|_{2}^{2}\right]+\left(\frac{8}{\mu} C_{\mathcal{D}}+8 L\right) \lambda^{2} M \mathbb{E}\left[F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)\right] \\
&+4 \lambda M\left(\lambda+\frac{1}{2 \mu}\right)\left\|\tilde{h}\left(\tilde{x}_{s}\right)-\nabla F\left(\tilde{x}_{s}\right)\right\|_{2}^{2}+\frac{\mu}{2} \lambda M \mathbb{E}\left[\left\|\tilde{x}_{s+1}-x_{\star}\right\|_{2}^{2}\right] \\
& \leq \mathbb{E}\left[\left\|\tilde{x}_{s}-x_{\star}\right\|_{2}^{2}\right]+\left(\frac{8}{\mu} C_{\mathcal{D}}+8 L\right) \lambda^{2} M \mathbb{E}\left[F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)\right] \\
&+4 \lambda M\left(\lambda+\frac{1}{2 \mu}\right)\left\|\tilde{h}\left(\tilde{x}_{s}\right)-\nabla F\left(\tilde{x}_{s}\right)\right\|_{2}^{2}+\lambda M \mathbb{E}\left[F\left(\tilde{x}_{s+1}\right)-F\left(x_{\star}\right)\right], \tag{5.50}
\end{align*}
$$

where the second inequality follows from $2 a^{\top} b \leq \beta\|a\|_{2}^{2}+\frac{1}{\beta}\|b\|_{2}^{2}$, while $\beta=\frac{\mu}{2}$. The last inequality follows from the strong convexity of $F(\cdot)$. Finally, taking expectation over the randomness of $\tilde{h}\left(\tilde{x}_{s}\right)$, we have

$$
\begin{align*}
& \lambda\left(1-\frac{8}{\mu} C_{\mathcal{D}} \lambda\right) M \mathbb{E}\left[F\left(\tilde{x}_{s+1}\right)-F\left(x_{\star}\right)\right] \\
\leq & \mathbb{E}\left[\left\|\tilde{x}_{s}-x_{\star}\right\|_{2}^{2}\right]+\left(\frac{8}{\mu} C_{\mathcal{D}}+8 L\right) \lambda^{2} M \mathbb{E}\left[F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)\right]+4 \lambda M\left(\lambda+\frac{1}{2 \mu}\right) \operatorname{Var}\left[\tilde{h}\left(\tilde{x}_{s}\right)\right] \\
\leq & \frac{2}{\mu} \mathbb{E}\left[F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)\right]+\left(\frac{8}{\mu} C_{\mathcal{D}}+8 L\right) \lambda^{2} M \mathbb{E}\left[F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)\right]+4 \lambda M\left(\lambda+\frac{1}{2 \mu}\right) \operatorname{Var}\left[\tilde{h}\left(\tilde{x}_{s}\right)\right] \\
= & \left(\frac{2}{\mu}+\left(\frac{8}{\mu} C_{\mathcal{D}}+8 L\right) \lambda^{2} M\right) \mathbb{E}\left[F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)\right]+4 \lambda M\left(\lambda+\frac{1}{2 \mu}\right) \operatorname{Var}\left[\tilde{h}\left(\tilde{x}_{s}\right)\right] . \tag{5.51}
\end{align*}
$$

Thus we obtain

$$
\begin{align*}
& \mathbb{E}\left[F\left(\tilde{x}_{s+1}\right)-F\left(x_{\star}\right)\right] \\
\leq & {\left[\frac{2}{\mu\left(1-\frac{8}{\mu} C_{\mathcal{D}} \lambda\right) \lambda M}+\frac{\left(\frac{8}{\mu} C_{\mathcal{D}}+8 L\right) \lambda}{1-\frac{8}{\mu} C_{\mathcal{D}} \lambda}\right] \mathbb{E}\left[F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)\right]+\frac{4\left(\lambda+\frac{1}{2 \mu}\right)}{1-\frac{8}{\mu} C_{\mathcal{D}} \lambda} \operatorname{Var}\left[\tilde{h}\left(\tilde{x}_{s}\right)\right] } \\
\leq & \alpha \mathbb{E}\left[F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)\right]+\epsilon . \tag{5.52}
\end{align*}
$$

This implies that $\mathbb{E}\left[F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)\right] \leq \alpha^{s} \mathbb{E}\left[F\left(\tilde{x}_{0}\right)-F\left(x_{\star}\right)\right]+\frac{\epsilon}{1-\alpha}$. The conclusion follows.
Corollary 5.4.21. Let $\left\{\tilde{x}_{s}\right\}_{s \geq 0}$ be the sequence of outputs from each epoch of the SCSimG algorithm (Algorithm 12) and define $\tilde{y}_{s}=\min _{t \leq s}\left\{F\left(\tilde{x}_{t}\right)-F\left(x_{\star}\right)\right\}$ for $s \geq 0$ to be the lowest objective value after epoch s. Then, with probability 1, we have $\inf _{s \geq 0} \tilde{y}_{s} \leq \frac{\epsilon}{1-\alpha}$.

Proof. It follows from Theorem 5.4.20 that we can find $0<\alpha<1$ where $\mathbb{E}\left[F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)\right] \leq$ $\alpha^{s} \mathbb{E}\left[F\left(\tilde{x}_{0}\right)-F\left(x_{\star}\right)\right]+\frac{\epsilon}{1-\alpha}$. We also have $\sup _{x \in \mathcal{D}}\left\{F(x)-F\left(x_{\star}\right)\right\} \leq 2 l_{\mathcal{D}}$ from the definition of $l_{\mathcal{D}}$. It follows that for any $\tilde{x}_{0} \in \mathcal{D}$, we have that $\mathbb{E}\left[F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right) \mid \tilde{x}_{0}\right] \leq \alpha^{s} \cdot 2 l_{\mathcal{D}}+\frac{\epsilon}{1-\alpha}$. For any $\rho>0$, picking $N$ large enough so that $\delta=\left(\alpha^{N} \cdot 2 l_{\mathcal{D}}+\frac{\epsilon}{1-\alpha}\right)\left(\frac{\epsilon}{1-\alpha}+\rho\right)^{-1}<1$, we have

$$
\mathbb{P}\left(\tilde{y}_{N} \geq \frac{\epsilon}{1-\alpha}+\rho\right) \leq \mathbb{P}\left(F\left(\tilde{x}_{N}\right)-F(x) \geq \frac{\epsilon}{1-\alpha}+\rho\right) \leq \mathbb{E}\left[F\left(\tilde{x}_{0}\right)-F(x)\right]\left(\frac{\epsilon}{1-\alpha}+\rho\right)^{-1} \leq \delta .
$$

However, if we denote $\mathcal{X}_{N}$ to be the distribution of $\tilde{x}_{N}$ conditioned on $\tilde{y}_{N} \geq \frac{\epsilon}{1-\alpha}+\rho$, then it follows from the Markov Property that

$$
\begin{aligned}
& \mathbb{P}\left(\tilde{y}_{2 N} \geq \frac{\epsilon}{1-\alpha}+\rho\right) \\
= & \mathbb{P}\left(\left.\tilde{y}_{2 N} \geq \frac{\epsilon}{1-\alpha}+\rho \right\rvert\, \tilde{y}_{N} \geq \frac{\epsilon}{1-\alpha}+\rho\right) \mathbb{P}\left(\tilde{y}_{N} \geq \frac{\epsilon}{1-\alpha}+\rho\right) \\
= & \mathbb{P}\left(\left.\min _{N+1 \leq s \leq 2 N}\left\{F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)\right\} \geq \frac{\epsilon}{1-\alpha}+\rho \right\rvert\, \tilde{y}_{N} \geq \frac{\epsilon}{1-\alpha}+\rho\right) \mathbb{P}\left(\tilde{y}_{N} \geq \frac{\epsilon}{1-\alpha}+\rho\right) \\
= & \left(\mathbb{P}_{\tilde{x}_{N} \sim X_{N}} \mathbb{P}\left(\left.\min _{N+1 \leq s \leq 2 N}\left\{F\left(\tilde{x}_{s}\right)-F\left(x_{\star}\right)\right\} \geq \frac{\epsilon}{1-\alpha}+\rho \right\rvert\, \tilde{x}_{N}\right)\right) \cdot \mathbb{P}\left(\tilde{y}_{N} \geq \frac{\epsilon}{1-\alpha}+\rho\right) \\
\leq & \left(\mathbb{P}_{\tilde{x}_{N} \sim X_{N}} \mathbb{P}\left(\left.F\left(\tilde{x}_{2 N}\right)-F\left(x_{\star}\right) \geq \frac{\epsilon}{1-\alpha}+\rho \right\rvert\, \tilde{x}_{N}\right)\right) \cdot \delta \\
\leq & \left(\mathbb{P}_{\tilde{x}_{N} \sim X_{N}} \mathbb{E}\left[F\left(\tilde{x}_{2 N}\right)-F\left(x_{\star}\right) \mid \tilde{x}_{N}\right]\right) \cdot\left(\frac{\epsilon}{1-\alpha}+\rho\right)^{-1} \cdot \delta \\
= & \left(\mathbb{P}_{\tilde{x}_{0} \sim X_{N}} \mathbb{E}\left[F\left(\tilde{x}_{N}\right)-F\left(x_{\star}\right) \mid \tilde{x}_{0}\right]\right) \cdot\left(\frac{\epsilon}{1-\alpha}+\rho\right)^{-1} \cdot \delta \\
\leq & \mathbb{P}_{\tilde{x}_{0} \sim X_{N}}\left(\alpha^{N} \cdot 2 l_{\mathcal{D}}+\frac{\epsilon}{1-\alpha}\right) \cdot\left(\frac{\epsilon}{1-\alpha}+\rho\right)^{-1} \cdot \delta \leq \delta^{2} .
\end{aligned}
$$

We can prove that $\mathbb{P}\left(\tilde{y}_{k N} \geq \frac{\epsilon}{1-\alpha}+\rho\right) \leq \delta^{k}$. Thus if we define the set $\mathcal{A}_{\rho}=\left\{\inf _{s \geq 0} \tilde{y}_{s} \geq \frac{\epsilon}{1-\alpha}+\rho\right\}$ and
$\mathcal{A}=\left\{\inf _{s \geq 0} \tilde{y}_{s}>\frac{\epsilon}{1-\alpha}\right\}$ in probability space, we have

$$
\begin{equation*}
\mathbb{P}\left(\mathcal{A}_{\rho}\right)=\mathbb{P}\left(\inf _{s \geq 0} \tilde{y}_{s} \geq \frac{\epsilon}{1-\alpha}+\rho\right) \leq \mathbb{P}\left(\tilde{y}_{k N} \geq \frac{\epsilon}{1-\alpha}+\rho\right) \leq \delta^{k}, \tag{5.53}
\end{equation*}
$$

for any $k \geq 1$. Since $\delta<1$, we have $\mathbb{P}(\mathcal{A} \rho)=0$ for any $\rho>0$, which implies $\mathbb{P}(\mathcal{A})=$ $\mathbb{P}\left(\bigcup_{n \geq 1} \mathcal{A}_{\frac{1}{n}}\right) \leq \sum_{n=1}^{\infty} \mathbb{P}\left(\mathcal{A}_{\frac{1}{n}}\right)=0$. So, with probability $1, \inf _{s \geq 0} \tilde{y}_{s} \leq \frac{\epsilon}{1-\alpha}$.

### 5.5 Numerical Experiments

In our numerical experiments, all algorithms were implemented in C++, and were performed on an Intel i5-5200U processor using Ubuntu 16.04.

### 5.5.1 Cox's Partial Likelihood

We implemented Algorithms 9(SGD),11(SimVRG) and 12(SCSimG) to minimize a regularized Cox's negative partial log- likelihood and compared their performance with the Compositional-SVRG-1 algorithm (Comp-SVRG-1) in [51], the Stochastic Compositional Gradient Descent algorithm (SCGD) in [17] and Gradient Descent(GD) algorithm. The optimization problem in Section 5.3 combined with $L_{2}$ regulation can be written as:

$$
\begin{equation*}
\min _{\beta \in \mathbb{R}^{p}} \frac{1}{n} \sum_{i=1}^{n} \Delta_{i}\left[-X_{i}^{\top} \beta+\log \left\{\sum_{j=1}^{n} \mathbb{I}\left(Y_{j} \geq Y_{i}\right) \exp \left(X_{j}^{\top} \beta\right)\right\}\right]+\frac{1}{2}\|\beta\|_{2}^{2}, \tag{5.54}
\end{equation*}
$$

where $\left(X_{i}, Y_{i}, \Delta_{i}\right)$ and $T_{i}, C_{i}$ for $i=1, \ldots, n$ come from the Cox's model as in the setting of Section 5.3. Here, we generated our dataset by seting $n=10^{4}, p=10^{3}$ and letting $X_{i}$ follow the i.i.d. standard normal distribution. Moreover, $T_{i}$ was generated according to the standard exponential base line hazard function and $C_{i}$ was generated independent of $T_{i}$ with a $30 \%$ censoring rate. One can check that each component function is strongly convex with Lipschitz continuous gradients. The numerical results are presented below in Figure 5.1.

In Figure 5.1, the upper plot is the logarithm of the objective value minus the optimal value versus the number of iterations while the lower plot is the logarithm of the same difference versus the CPU running time. We compare both the running time and the iteration number to give a more comprehensive review of each algorithm since the iteration time for each algorithm could be drastically different due to different update rules. Moreover, the parameters in each algorithm were selected and tuned to achieve a relatively optimal performance without heavily increasing the computational cost. In Algorithm 11, we set $\lambda=0.01, \gamma=3 / 2 M=100$ and $n_{0}=0$, in Algorithm 12, $\lambda=0.0005, M=100, B=100, K=50$ and $n_{0}=2$, in Compositional SVRG-1, we set $\lambda=0.001, M=100$ and $B=500$, and in Gradient Descent we set $\lambda=0.01$.

As we can see, in the upper plot, the SimVRG and Compositional-SVRG-1 algorithms performed best amongst all algorithms while SimVRG also had better performance in the lower plot. Algorithm 12, SCSimG was slightly less effective due to the lack of full gradient computation, but, as expected from the theorems in Section 5.4, Algorithm 11 also converged linearly to the optimal solution. Algorithm SimGD is ploted for every 50 iterations for the sake of fairness (to account for the inner loop in the other algorithms ) and it also showed satisfactory performance without the presence of variance reduction techinques.


Figure 5.1: Performance plots for different algorithms on Cox's partial likelihood dataset.

### 5.5.2 Conditional Random Fields

We implemented Algorithms 9 (SimGD), 11 (SimVRG) and 12 (SCSimG) to train conditional random field models and compared their performance with the Compositional-SVRG-1 algorithm (Comp-SVRG-1) in [51], the Stochastic Compositional Gradient Descent algorithm (SCGD) in [17] and Gradient Descent(GD) algorithm. In our tests, we used the optical character recognition (OCR) data in [89], which provides labelling for letters in a image composed of words. The numerical results are summarized in Figure 5.2.

Once again, to make comparisons fair, the performance of algorithms was measured both by the number of iterations and CPU time. For the parameters, in Algorithm 11, we set $\lambda=0.001, \gamma=3 / 2$ $M=200$ and $n_{0}=0$, in Algorithm 12, $\lambda=0.0001, M=200, B=100, K=10$ and $n_{0}=2$, in Gradient Descent, $\lambda=0.01$. In the other algorithms, the parameters were chosen according to their convergence theorem with scaling factor 0.5 . For example, basic SCGD corresponds to Theorem 6 in [17].

As we can see from the figures, once again, the SimVRG ( Algorithm 11) has the best performance amongst the group. However, in this example, the gradient descent algorithm actually outperforms Algorithm 12 in terms iteration complexity. This is possibly due to the lack of accurate gradient estimation in Algorithm 12. Specifically, as the dataset grows large, it becomes more costly to obtain accurate gradient estimate. On the other hand, the SimGD in Algorithm 9 outperforms SCGD in terms of iterations and CPU time for both datasets. We note that the occasional increase of function value in some executions of the SimGD algorithm is caused by the variance of our gradient simulation.

### 5.6 Conclusion and Future Work.

In this chapter, we introduced unbiased gradient simulation algorithms that are based on a multilevel Monte Carlo technique for solving stochastic compositional optimization (SCO) problems


Figure 5.2: Performance plots for different algorithms on the OCR dataset.
and proved convergence of our algorithms and applied them to a number of different statistical and machine learning problems.

There are several directions where we can expand upon our work. For example, different accelerating schemes and second-order methods usually show fast convergence in practice, and can be extended using simulated gradients for SCO problems. Another direction is to extend our approach to adaptive step size schemes. A limitation of our unbiased gradient simulation algorithm is the requirement for smoothness of the objective function. Therefore, developing unbiased simulation of sub-gradient methods and utilizing them for optimizing non-smooth functions is also of great interest. Analyzing the sample complexity of our algorithms and the optimal choice of the parameters are also interesting problems for future work.
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