
© 2019 Krishnan Swaminathan-Gopalan



DEVELOPMENT OF PHYSICAL MODELS FOR MESOSCOPIC
SIMULATION OF GAS-SURFACE INTERACTIONS

BY

KRISHNAN SWAMINATHAN-GOPALAN

DISSERTATION

Submitted in partial fulfillment of the requirements
for the degree of Doctor of Philosophy in Mechanical Engineering

in the Graduate College of the
University of Illinois at Urbana-Champaign, 2019

Urbana, Illinois

Doctoral Committee:

Professor Kelly A. Stephani, Chair
Professor Elif Ertekin
Professor Nick Glumac
Professor David Flaherty
Doctor Nagi Mansour



Abstract

This work is focused on the development of physically consistent models for the

mesoscopic and macroscopic simulation of gas-surface interactions relevant for

hypersonics and high-temperature aerothermodynamic applications. Both non-

reactive and reactive interactions are considered with a special focus on desorp-

tion. The aim of the work is to employ microscopic information in the form of

detailed experiments, numerical simulations, and fundamental theories, as a basis

to construct general, accurate and physically realistic models for the interaction of

oxygen: atomic (reactive) and molecular (non-reactive) with carbon surfaces: flat

(vitreous) and complex porous microstructure (FiberFormr) at high temperatures

ranging from 500 K to 2000 K. These models may be employed directly in con-

ventional computational fluid dynamics (CFD), kinetic simulation, and material

response tools for the study of non-equilibrium gas-surface interactions.

A detailed finite-rate surface chemistry model for the interaction of oxygen

with vitreous carbon (VC) surface is developed from molecular beam experimen-

tal data using direct simulation Monte Carlo (DSMC). First, a generalized finite-

rate surface chemistry framework incorporating a comprehensive list of reaction

mechanisms is developed and implemented into the DSMC solver. The various

mechanisms include adsorption, desorption, Eley-Rideal (ER), and several types

of Langmuir-Hinshelwood (LH) mechanisms. Both gas-surface (e.g., adsorption,

ER) and pure-surface (e.g., desorption) reaction mechanisms are incorporated,

and the framework also includes catalytic or surface altering mechanisms involv-

ing the participation of the bulk-phase species (e.g., bulk carbon atoms). Ex-

pressions for the microscopic parameters of reaction probabilities (for gas-surface
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reactions) and frequencies (for pure-surface reactions) that are required for DSMC

are derived from the surface properties and macroscopic parameters such as rate

constants, sticking coefficients, etc. This framework is used to numerically simu-

late the hyperthermal pulsed beam surface scattering experiments. Next, a general

methodology for constructing finite rate surface chemistry models using time-of-

flight (TOF) and angular distribution data obtained from pulsed hyperthermal

beam experiments is presented. A detailed study is performed to analyze the TOF

distributions corresponding to the various reaction mechanisms at diverse condi-

tions using the DSMC surface chemistry framework. This information is used to

identify and isolate the products formed through different reaction mechanisms

from the molecular beam experimental data of oxygen on vitreous carbon. A gen-

eral methodology to derive the reaction rate constants which takes into account

the pulsed nature of the beam is described and used to derive the rates within

the vitreous carbon oxidation model. The constructed finite rate surface chem-

istry model provides excellent agreement with the experimental TOF and angular

distribution as well as the total product fluxes.

As a next step, the derived vitreous carbon oxidation model is extended to

FiberFormr, which is used as a precursor of NASA’s TPS material Phenolic Im-

pregnated Carbon Ablator (PICA). The purpose of this study is to investigate the

reactive interaction of fibrous carbon with atomic oxygen in a complex microstruc-

ture, which is the primary source of carbon removal at lower temperatures. The

detailed microstructure of FiberFormr obtained from X-ray micro-tomography

is used in the porous microstructure analysis (PuMA) simulations to capture

the complexity of the porous and fibrous characteristic of FiberFormr. Com-

parison between the experimental and PuMA time-of-flight (TOF) distributions

are presented for both the reactive interaction of the oxygen beam and the non-

reactive interaction of the argon beam. It was also found that a significantly

higher amount of CO (up to 30% of the total product flux) is generated when the

beam interacted with FiberFormr, when compared with vitreous carbon. This is

postulated to be primarily a result of multiple collisions of oxygen with the fibers,
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resulting in an higher effective rate of CO production. Multiple collisions are

also found to thermalize the O atoms, in addition to the adsorption/desorption

process. The effect of microstructure is concluded to be crucial in determining

the final composition and energy distributions of the products. Thus, an effec-

tive model for the oxygen interaction with FiberFormr, fully accounting for the

detailed microstructure, for use in Computational Fluid Dynamics (CFD) and

material response codes, is presented. In order to construct the effective surface

chemistry model for FiberFormr, the VC model was applied to the detailed mi-

crostructure of FiberFormr to obtain the product fluxes at various porosities. At

higher porosities, higher mole fractions of CO and lower amounts of O (up to 10%

of the total product flux) were observed. This is due to the greater penetration

of the incoming beam atoms into the microstructure leading to more collisions

with the surface, resulting in the higher mole fraction of CO. This effect is more

pronounced at higher temperatures when the probability of CO formation during

a single collision is smaller. The effective model reaction mechanisms are assumed

to be the same as that of the VC model, as well as the desorption rate constant

values. Simulations performed using the constructed effective rates with a flat

plate provided excellent agreement with the experimental TOF and angular dis-

tributions, and with the analyzed experimental fluxes. This effective model also

provides excellent agreement with the PuMA data for the entire porosity range

of interest.

In order to study the non-reactive (inelastic) scattering process, Molecular dy-

namics /Quasi-classical trajectory (MD-QCT) simulations and molecule-surface

scattering (MSS) theory are used. The system of interest in this work is the

gas-surface interactions of O2 molecules striking a carbon surface. MD-QCT

technique uses quasi-classical methods to represent the internal energies of the

systems within MD and thus can be used to model accurate post-reaction and

post-collision molecular internal energy distributions. The MSS theory employs

a theoretical framework which accounts for several mechanisms of energy trans-

fer between the substrate and gas particles including multi-phonon excitations,
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and translational, rotational and vibrational energy transfer. This framework

is quasi-classical and employs classical treatment of translational and rotational

modes while the vibrational mode is considered quantum-mechanically. A range

of initial translational energies of the molecule and the surface temperature is con-

sidered to elucidate the dependence of the scattered molecule properties on these

parameters. The quantities of interest in this work are the final energy (transla-

tional, rotational and vibrational) and polar angular distributions. The values of

the fitted MSS model parameters are presented along with their variation with

the initial molecule translational energy and the surface temperature, along with

the physical significance of their variation.

Finally, the desorption of O/CO from graphitic carbon surfaces is investigated

using a one-dimensional model describing the adsorbate interactions with the

surface phonon bath. The kinetics of desorption are described through the solution

of a master equation for the time-dependent population of the adsorbate in an

oscillator state, which is modified through thermal fluctuations at the surface.

The interaction of the adsorbate with the surface phonons is explicitly captured

by using the computed phonon density of states (PDOS) of the surface. The

coupling of the adsorbate with the phonon bath results in the transition of the

adsorbate up and down a vibrational ladder. The adsorbate-surface interaction is

represented in the model using a Morse potential, which allows for the desorption

process to be directly modeled as a transition from bound to free (continuum)

state. The PDOS is an important input within the phonon-induced desorption

(PID) model, which is a property of the material and the lattice and is highly

sensitive to the presence of defects. The effect of random surface defects, etch

pits, and adsorbates on the PDOS is considered in the present work. The presence

of defects causes a redshift and broadening of the PDOS, which in turn changes

the phonon frequency modes available for adsorbate coupling at the surface. This

PDOS including defects is used within the PID model to predict the desorption

rate constant. Using the realistic PDOS distributions, the PID model was used

to compute the transition and desorption rates for both pristine and defective
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systems. Mathissen’s rule is used to compute the phonon relaxation time for

pristine and defective systems based on the phonon scattering times for each

of the different scattering processes. First, the desorption rates of the pristine

system is fitted against the experimental values to obtain the Morse potential

parameters for each of the observed adatoms. These Morse potential parameters

are used along with the defective PDOS and phonon relaxation time to compute

the desorption rates for the defective system. The defective system rates (both

transition and desorption) were consistently lower in comparison with the pristine

system. The difference between the transition rates is more significant at lower

initial states due to higher energy spacing between the levels. In the case of the

desorption rates, the difference between the defective and pristine system is more

significant at higher temperatures. The desorption rates for each of the system

shows an order of magnitude decrease with the strongly bound systems exhibiting

the greatest reduction in the desorption rates.
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Summava sonnanga

Veeta katti paru,

Kalyanatha panni paru,

Thesis ah ezhidhi paru...

- Tamil proverb (modified by SGK)

“If we knew what we were doing, it wouldn’t be called research ”

- Albert Einstein (maybe?)
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Chapter 1

Introduction

1.1 Motivation

Developing accurate surface interaction and chemistry models is important for a

number of applications such as manufacturing of chemical products, TPS (thermal

protection systems) design, as well as material processing for semiconductors, and

technologies for medical sciences, corrosion protection, lubrication, etc. Funda-

mental knowledge about the interaction mechanisms and their rates is critical in

modeling and development of various heterogeneous catalytic processes and other

aforementioned technologies.

Entry vehicles are exposed to aerothermodynamic heating during entry into

a planetary atmosphere and require thermal protection systems (TPS) to shield

the vehicle and its crew from the chemically reacting high temperature gases.

Low-density carbon/phenolic ablators, built upon a rigid carbon fiber preform

impregnated with phenolic resin, have proven to be a successful class of TPS

materials for exploration missions. The flagship architecture within this class is

the Phenolic-Impregnated Carbon Ablator (PICA). This material was successfully

used on the Mars Science Laboratory (MSL) and Stardust missions. Modeling

the performance and behavior of spacecraft TPS materials as they are exposed

to extreme flight conditions is a challenging multi-scale problem. A schematic of

a porous TPS undergoing ablation is shown in Fig. 1.1 where the key competing

processes are highlighted.

Within the material, the fully charred (pyrolyzed) phenolic phase leaves a car-

bonized matrix (composed of carbon preform and charred phenolic) which in-
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teracts with the reactive species in the boundary layer through heterogeneous

reactions. The main material recession process in air is the heterogeneous ox-

idation of carbon. In addition, it is also the chief contributor to the exother-

micity of the ablation zone, especially at the surface of the TPS, where the

highly reactive matrix leaves the carbon preform exposed to incoming oxidants.

Thus a detailed model for gas surface interactions and surface oxidation of car-

bon is of paramount importance for the accurate modeling of TPS recession.

Within the hypersonic community, gas-phase chemistry has received a lot of inter-

est [11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32],

whereas gas-surface interactions and surface chemistry has been relatively under-

investigated. This work is focused on the development of physically consistent,

predictive models for mesoscopic and macroscopic simulation of gas-surface inter-

actions.

Figure 1.1: Schematic of ablation process in porous TPS [2].

Developing a predictive surface interaction model that is applicable over a wide

temperature range can be complicated owing to competing mechanisms, such as

adsorption, desorption, and chemical reactions. The reaction rate constant values

are also usually very sensitive to the surface conditions, temperature, pressure,
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etc., owing to the large disparities in the activation energies and power law depen-

dencies [33, 34, 35]. Surface chemistry models are often developed using macro-

scopic experimental data such as total product fluxes, heat flux measurements,

material recession, radiative signatures, etc [35, 36, 37, 38, 39, 40, 41, 42, 43, 44,

45, 46, 47, 48, 49, 50, 51, 52]. These quantities are used to infer the concentra-

tion of the various products near the surface, which are then used to obtain the

corresponding reaction rates. Often one or more reaction mechanisms are simply

assumed for each of the products in order to fit the rate constants to an Arrhenius

form. However, these fits are derived from experimentally measured macroscopic

properties that are a result of highly coupled processes on and near the surface,

which are almost impossible to isolate [35, 36]. Although such an approach can be

used to reproduce the observed data a-posteriori, the extension of such models for

a-priori prediction at conditions different from those of the experiments remains

a great challenge. Detailed mesoscopic models describing the fundamental inter-

action at the gas-surface interface are lacking. In the present work, microscopic

gas-surface interaction details obtained from molecular beam experiments are em-

ployed to develop detailed physical models for use in mesoscopic and macroscopic

scale simulations.

Continuum modeling approaches have been traditionally used to describe the

processes at the macroscopic scales. However, this approximation breaks down

when the length scales approach the mean free path of the system [53, 54, 55,

56]. The continuum description also fails due to the rarefaction effects induced

by the presence of large gradients within the system [57, 58, 59, 60, 61, 62].

In recent years, an increasing number of applications involve conditions which

render the continuum approximation invalid, for example, hypersonic re-entry

flows, micro and nano-scale devices, micro-porous catalysis. In such cases, kinetic

based methods like direct simulation Monte Carlo (DSMC) [53, 63, 64, 65, 66],

which employ a molecular description of the gas are necessary to obtain high-

fidelity solutions.
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1.2 Reactive Gas-Surface Interaction

1.2.1 Carbon oxidation surface chemistry models

Processes involving the interaction of oxygen with carbon surfaces are important

for a wide variety of applications, and the oxidation of carbon surfaces by molec-

ular or atomic oxygen has been studied extensively from both experimental and

theoretical perspectives [67, 68, 69, 70, 71, 72, 73, 74, 75, 76, 77, 78, 79, 80, 81,

82, 83, 84, 85, 5]. A vast number of studies involving carbon oxidation by molecu-

lar oxygen have provided a wealth of information including quantification of etch

rates [78, 83, 84], activation energies associated with formation and desorption

of CO and CO2 products [75, 77, 82, 84], and finite rate models characterizing

Arrhenius rate parameters for CO and CO2 reaction pathways [75, 84, 86]. Oxida-

tion of a carbon surface exposed to molecular oxygen (O2) is known to initiate at

active edge sites or surface defects, resulting in mass loss at the surface through

CO and CO2 desorption. Such processes occur at relatively high temperatures

(>800 K) and involve activation energies greater than 1.6 eV [73, 87], while reac-

tion of O2 with the basal plane requires temperatures greater than 1500 K [88].

CO2 is mainly observed at lower temperatures, while CO is present at low and

high temperatures. The amount of CO is generally higher than the amount of

CO2 [89, 90, 91, 92, 93, 94, 95]. CO desorption observed in TPD experiments

also produce broad bands indicating multiple pathways. These broadenings are a

result of multiple functional groups and also significant dependence of each func-

tional groups on the chemical/geomteric surroundings [93, 96, 97, 98, 99, 100].

In general, the characterization of the carbon surface oxygen groups is highly

complex owing to the wide range of functional groups that are present, and the

resulting interactions and transformations between them. Further, the bonding

and stability of these groups are highly dependent on the presence of neighboring

groups, site geometry, spin configuration, and structure [100, 101, 102, 103].

Carbon oxidation by atomic oxygen has also received considerable attention
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[70, 74, 78, 79, 80], motivated by applications ranging from spacecraft thermal

protection materials [85, 104, 105, 106, 107, 108], and more recently, surface

chemistry of graphene and carbon nanotubes [77, 82]. Early studies involving

oxidation of graphite by atomic oxygen found activation energies as low as 0.4 eV

for surface temperatures up to 450 K, approaching activation energies of nearly

zero at higher temperatures [73]. Wong et al. [70], Hahn [78], and Nicholson

et al. [88] characterized the modes of O-atom attack and etch rates on graphite

(natural) or highly oriented pyrolytic graphite (HOPG). Etching was found to ini-

tiate on the basal plane of graphite starting at temperatures of 373 K [70]. Hahn

[78] investigated the oxidation of HOPG over a temperature range of 823-1223

K. Below temperatures of 1100 K, etching was found to initiate at point defects

on the basal plane, while pit formation occurs at both point defects and basal

plane atoms above 1100 K. Activation energies associated with lateral etching

(pit growth) and vertical etching (pit initiation) on the basal planes of 1.48 eV

and 2.0 eV were reported. It was suggested that CO rather than CO2 was the

primary product in the vertical etching, owing to the extraction of basal plane

carbon atoms by atomic oxygen. It is noted that the oxygen source used in this

study was dry air, thus any atomic oxygen incident on the surface is likely to have

formed through gas-phase dissociation near the heated surface, although the ratio

of O/O2 is not reported. Nicholson et al. examined the oxidation of HOPG by

a hyperthermal beam oxygen source (70% O(3P) atomic oxygen, 30% O2) at a

lower temperature range (298-423 K) and found an activation energy of 0.1 eV.

This value was comparably lower than previously reported activation energies for

atomic or molecular oxygen interaction with HOPG, and was attributed to the

high energy of the incident beam particles [88].

Density functional calculations provide additional insight regarding surface groups,

reaction pathways, and corresponding activation energies associated with carbon

oxidation [74, 77, 80, 82, 101, 109, 110, 111, 112, 113, 114, 115, 116, 117, 118,

119, 120, 121, 122, 103, 123]. For the case of an oxygen molecule on carbon

surfaces, several functional groups and their transformations and mechanisms for
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subsequent desorption of O2, CO and CO2 have been studied. The important

functional groups associated with the desorption of CO are carbonyl [100, 112,

102, 124, 113, 101, 118, 115, 114, 123] and semiquinone groups [112, 111, 113,

122, 116, 114], while some studies also suggest ether [102, 123, 80] and carboxyl

groups [100, 118, 116]. Among these groups, semiquinone is shown to have the

highest energy barrier, although these barriers are highly dependent on the mech-

anism and local site structure [111, 113, 101]. The carboxyl group is identified

to be the main precursor in the desorption of CO2[122, 100, 116]. However, at

higher temperatures, the CO desorption from the carboxyl group is shown to

have a lower barrier than the CO2 desorption [122, 100]. In addition to these

functional groups, oxygen can also be present as an epoxide on the surface, which

is less likely to directly desorb; adsorbed oxygen, however, lowers the barrier for

the desorption of CO/CO2 from other functional groups [118, 120, 125, 126] Some

mechanisms of CO/CO2 formation were also shown to be independent of the ox-

idizing agent [122]. Atomic oxygen is found to adsorb onto the graphite basal

plane at bridge sites, over the C-C bonds. The desorption energies associated

with O adsorbed at bridge sites on graphite have been computed by Sorescu et al.

[82] for both spin-singlet and spin-triplet epoxide structures from spin-polarized

density functional calculations. The activation energy for O desorption from the

spin-singlet epoxide configuration is 1.91 eV [80, 82], while O desorption from

the spin-triplet configuration is considerably lower at 0.33 eV. In general, surface

diffusion of O adatoms is found to be a necessary step for the formation of these

products to be thermodynamically favorable [74, 80, 109], and is characterized by

an activation energy of 0.5 eV.

In order to model the carbon-oxidation reactions at the macroscopic level, sev-

eral attempts have been made to formulate simple finite rate models with ef-

fective mechanisms and reaction rates. Reviews regarding such models for the

chemisorption of O2 and further reactions on carbon surfaces can be found in

Refs. [127, 126, 123, 119]. For atomic oxygen interaction with carbon surfaces,

a number of finite-rate reaction models have been proposed with relevance to
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spacecraft thermal protection systems. Under hypersonic atmospheric entry con-

ditions, the shock-heated flow surrounding the vehicle results in gas-phase dissoci-

ation of O2 molecules, providing a supply of atomic oxygen to the carbon surface.

Two of the more commonly used high-temperature carbon oxidation models in

the literature are the Park model [37], and Zhluktov and Abe (ZA) model [36].

Several modifications and improvements to these original models have also been

proposed, most notably by Chen and Milos [38] (a variant of the Park model),

and Alba [128] (a variant of the ZA model). An extensive numerical analysis and

comparison among the existing models was presented by Candler [129, 130], and

considerable differences were found among model predictions. From these stud-

ies, it was concluded that improvements to the existing models should be made

through validation against detailed experimental measurements.

It is important to note that the finite-rate models mentioned above have been

developed from macroscopic experimental data such as composition, heat and

mass flux, and radiative signatures. These macroscopic quantities are a result of

various surface and gas-phase processes which are highly coupled and often im-

possible to isolate. Furthermore, the relative prominence of the various reaction

mechanisms may exhibit great variation resulting from the changes in rate con-

stants and activation energies that are highly dependent on surface conditions,

temperature, pressure, etc. [128, 33, 35, 34]. Important quantities, such as the

mass loss rate, are known to be very sensitive to the external conditions and

may vary by orders of magnitude [128]. Thus, a detailed surface chemistry model

incorporating the physics at the microscopic level is of great importance.

1.2.2 Molecular Beam Experiments

Experimental data elucidating the molecular level details of the gas-surface in-

teractions is of paramount importance in constructing a general, physically ac-

curate surface chemistry model. Molecular beam experiments have been used

extensively to study the kinetics and dynamics of gas-surface interactions [131,
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132, 133, 134, 135, 136, 137, 138, 139, 140, 141, 142, 143, 144, 145, 146]. These

experiments are usually performed in high vacuum environments, thus isolating

the surface mechanisms from the gas-phase kinetics. The beam is directed at

the surface of interest, where the incident atoms/molecules can undergo chem-

ical reactions or simply scatter from the surface non-reactively. The scattered

products are typically detected using a mass spectrometer as a function of angle

and time. Analyzing the reactive and non-reactively scattered products can help

to elucidate the gas-surface collisions at the atomic level. Particularly, the us-

ing a super-/hyperthermal beam provides an excellent way of distinguishing the

reactive and impulsively scattered products. These beams can introduce the gas-

phase reactants to the surface in a continuous manner or in terms of short bursts

(pulses). Modulation of the beam into short pulses is ideal for introducing small

controlled amounts of the gas onto the surface and further allows the study of

the relative rates of different surface processes. The time resolved measurements,

commonly known as time-of-flight (TOF) distributions, in addition to the compo-

sition of the surface scattered species, can be used to examine the time scales of

the surface reactions, which may range from tenths of microseconds up to seconds

[147, 148, 5, 149, 150, 151, 152, 153, 154, 155, 156, 157, 158, 159, 160, 161, 162,

163, 164, 165, 166, 167, 168, 169, 170, 171, 172, 173, 174, 175, 176, 177, 178, 179,

180, 181, 182, 183, 184]. This information provides a more detailed understanding

of the possible mechanisms through which the detected products are formed.

The classical study by Olander et al. [185] investigated the interactions of

a modulated beam of molecular oxygen (O2) with the basal plane of pyrolytic

graphite. Products scattered from the surface, including reaction products (CO

and CO2) and non-reactively scattered O2 supplied by the beam, were detected

by a mass spectrometer and collected over a range of surface temperatures. A

hysteresis was found in the CO production rate, suggesting the importance of

oxygen surface coverage in formation of the CO products. The reaction probabil-

ity of CO was also observed to exhibit a peak at approximately 1400 K (owing

to the competition of CO activation and desorption of O from the surface), and
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migration of adsorbed oxygen to reactive edge sites was found to be an interme-

diate step in CO formation as well. The reaction probabilities characterized in

this study, however, are limited to molecular oxygen interactions with carbon.

Although both O and O2 have been shown to react with basal plane atoms (in

addition to defects and edge sites), O2 must first undergo dissociative chemisorp-

tion, after which the resulting chemisorbed O atoms can react via largely the

same reaction mechanisms by which an adsorbed O atom would react to form

CO/CO2 products. Thus, the reaction probabilities for CO/CO2 formation from

an O2 source are remarkably different from that of an O atom source, owing to

the additional dissociative chemisorption step. Until recently, experimental data

that characterize carbon/atomic oxygen interactions at the microscopic level have

not been available. Molecular beam-surface scattering experiments performed by

Minton et al. [5] utilized a hyperthermal beam of primarily atomic oxygen with

relatively low flux in high vacuum conditions. This ensures that localized interac-

tions are limited to gas-surface processes [5]. Time-of-flight (TOF) data obtained

from these experiments provide valuable information regarding reaction products

and may also be used to distinguish products formed through mechanisms with

different characteristic time scales.

Recent efforts by Poovathingal et al. [33, 34] have employed these molecular

beam experimental data to construct a new finite rate surface oxidation model

for carbon-based ablators in hypersonic flows. In their work, a finite rate model

(herein referred to as the Poovathingal-Schwartzentruber-Murray-Minton (PSMM)

model) was constructed from the molecular beam-surface scattering data [5].

Macroscopic reaction rates were obtained based on fits to the scattered prod-

uct fluxes that were determined directly from the TOF data. In addition, efforts

have been made to develop general methodologies for deriving detailed finite-rate

surface chemistry models from molecular beam experiments [186, 107, 106, 187,

188, 6, 189, 190].
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1.2.3 Mesoscopic Simulation Methodologies

Historically, ablation models used in hypersonic reentry simulations have been for-

mulated as either surface models, one-dimensional volume averaged models [191,

192], and more recently have been formulated as two/three-dimensional volume

averaged models [193, 194, 195, 196, 197, 198, 199, 200]. Such volume-averaged

approaches [201] require model closures for the physical processes occurring within

the porous material, which are typically derived from sparse experimental data.

Directly simulating the in-depth processes at the microscale may help resolve

many of the model uncertainties and may help inform volume-averaged models.

Lachaud et al. [202] used a random walk algorithm to simulate microscale diffusion

through the material coupled with a marching cubes approach to track the moving

fiber geometry due to ablation. This work by Lachaud et al. [202] successfully

demonstrated how the in-depth penetration of oxygen atoms into the material

could be simulated. However, the random walk approach is accurate only for

single component diffusion and neglects convective gas transport, multicomponent

diffusion, gas-phase chemistry, and non-continuum effects that arise from the fiber

length scales approach the mean-free-path in the gas under many conditions of

interest [203, 204, 205, 206, 207, 208, 209].

In order to address some of the aforementioned limitations, the current work

employs the DSMC method to simulate the relevant gas-phase and gas-surface

processes at the microscale. The DSMC method [53, 210] employs a molecular

description of the gas and is capable of simulating all relevant physics including

convection, multicomponent diffusion, gas-phase and gas-surface chemistry, and

is accurate for flow conditions ranging from continuum to free-molecular [211,

57, 59, 212, 213, 214, 215, 216, 217, 218]. The use of DSMC to simulate flow

over and within TPS microstructure was demonstrated for artificially generated

microstructure [219] as well as for microstructure obtained through X-ray microto-

mography [220]. Finally, DSMC has also recently been used to study permeability

in porous TPS materials [219, 221, 222, 223].
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The current work is motivated by ongoing efforts to develop a DSMC-based sim-

ulation tool for carbon-based ablators. The simulation tool incorporates a surface

recession model for a realistic porous carbon-fiber based substrate (FiberFormr)

into DSMC [222, 224, 221, 225, 226, 227], enabling a fully-coupled simulation

capability involving surface recession, gas-surface interactions, and gas-phase re-

actions for an ablation environment [219, 220, 225, 228, 229]. This work focuses

on the development and validation of a DSMC gas-surface interaction model for

carbon oxidation within this simulation tool.

1.3 Gas-Surface Interactions in FiberForm

1.3.1 Scattering within porous fibrous network

Most of the commonly used TPS materials are highly(>80%) porous and contain

a complex network of carbon fibers of micrometer size impregnated with a phe-

nolic resin [202, 230, 223, 222, 104, 231]. The pores within these TPS materials

serve as pathways for high-temperature boundary layer gases to penetrate and in-

teract thermally as well as chemically with the material, causing it to degrade or

undergo ablation. The gases generated as a product of pyrolysis also flow through

this porous network, and are eventually transported to the surface, producing a

blow-out of pyrolysis gases that further helps mitigate the effective heat transfer

from the incoming plasma, thus improving the efficiency of the TPS. Within the

material, the fully charred (pyrolyzed) phenolic phase leaves a carbonized matrix.

The carbonaceous remains, composed of carbon preform and charred phenolic,

interact with the reactive species in the boundary layer through heterogeneous

reactions. The main material recession processes in air are heterogeneous oxida-

tion, phase changes, and mechanical erosion by friction and shear stress (referred

to as spallation). This work focus on the heterogeneous oxidation processes, which

are the chief contributors to the exothermicity of the ablation zone, especially at

the surface of the TPS. For highly porous ablators, where the reacting gases can
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percolate in-depth, it is important to consider the oxidation phenomenon at the

scale of the fibers in order to understand the competing effects of diffusional mass

transport and gas-surface reactions.

In order to obtain the microstructure of the carbon preform, Lachaud and

Vignoles [232] used simplified digital models that describe the statistical, three-

dimensional (3D) morphology of composite materials. This was also applied to

study oxidation of carbon/phenolic ablators using artificially generated materi-

als [202]. Using synthetic material models to mimic the microstructure of real

composites has some limitations. Features of real materials, such as complex

fiber morphologies, fiber clusters, actual pore-size distribution and other irregular

characteristics, are very difficult to describe analytically and are not captured by

ideal geometries. Synchrotron X-ray micro-tomography (micro-CT), used in the

past to image C/C composites [233], was recently applied to image substrates of

carbon/phenolic ablators [234, 104, 222]. The technique provides a high-fidelity

digital representation of the actual material microstructure where the geometry

of the fibers is captured as a 3D matrix of grayscale values. Modern micro-CT

instruments can reach voxel resolutions below a micrometer, thus are able to re-

solve the fibrous structures of carbon preform material in detail. The gray-scale

value within a voxel is proportional to the absorption of X-rays by the material,

hence to the material density.

1.3.2 Effective models for FiberForm

The performance of TPS materials is typically assessed by material response (MR)

codes [191, 235, 236, 237, 194] that model ablation processes and the result-

ing material degradation. Some of the commonly used MR codes are Charring

Materials Thermal Response and Ablation (CMA) [238], Fully Implicit Abla-

tion and Thermal response (FIAT) [191], 3dFIAT [239, 240], Two-dimensional

Implicit Thermal response And ablatioN (TITAN) [241],CHarring Ablator Re-

sponse (CHAR) [192, 242, 198], Modeling of Pyrolysis and Ablation Response
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(MOPAR) [243, 244, 245], Kentucky Aerothermodynamics and Ablation Response

System - Material Response (KATS-MR) [194, 195, 196] and Porous-material

Analysis Toolbox based on OpenFOAM (PATO) [237].

Heritage MR codes take a simplified approach and use recession rates directly

from experiments, while newer codes use overal reaction rates along with the

microstructure to model the ablation process. Thus, these codes require bulk

reaction rates of the complex, highly irregular microstructures, obtained from ei-

ther experiments or computations, to accurately model the ablation of the porous

networks of materials, that is not readily available.

1.4 Non-reactive scattering of molecules from surfaces

1.4.1 Molecular Dynamic Simulations

Non-reactive interaction of gases with the surfaces results in interesting and im-

portant physical processes such as the energy transfer between the gas and surface,

and also between the translational and internal (rotational and vibrational) modes

for the case of diatomic and polyatomic species. Scientists have studied this phe-

nomena for decades using experiments [246, 247, 248, 249, 250, 251, 252, 253, 254,

255, 256, 146, 257, 258, 259, 260, 261, 262, 263, 264, 265, 266, 267, 268, 269, 270,

271, 272] and theory [273, 274, 275, 276, 277, 278, 279, 280, 281, 282, 283, 284].

With the development of new experimental techniques and quantum-mechanical

theories, the understanding of this inelastic scattering process has increased sub-

stantially over the years. However, accurate description of the final scattered

distributions of the molecules for a range of initial conditions is still lacking. In

addition, these experimental data are still limited to a small number of chemical

species. Furthermore, there has been little focus on the final internal energy dis-

tributions of molecules and the energy transfer mechanisms with the surface and

the translational mode of the molecule.

In recent years, numerical simulations have been used to gain insight into the
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gas-surface interaction process. These scattering events can be studied using sim-

ulation techniques such as molecular dynamics (MD) [285, 286, 287, 288, 289, 290,

291, 271, 292, 293, 294, 295, 296, 291, 297]. Within MD, the Newton’s equations

of motion are used to determine the trajectory of the atoms in the systems. The

force interaction between the atoms are calculated using the inter-atomic poten-

tial, which is the most important input into the MD simulations. This technique

can be used to model the interaction of the incoming gas molecules with the surface

and the subsequent post collisional properties as a function of various incidence pa-

rameters and state of the system. With the ever-increasing computational power

and resources along with the rapid development of fast numerical techniques, ac-

celerated algorithms and parallel processing, MD can be used to model atomic

interactions over temporal and spatial scales relevant for gas-surface scattering

process. In addition, recent years have witnessed the development of physically

accurate inter-atomic potentials using detailed quantum mechanical data, thus

leading to accurate representation of the atomic interactions.

1.4.2 Models for non-reactive gas-surface scattering

The most common approach in modeling the gas-surface interactions has involved

the use of simple models with a wide range of tunable/fitting parameters to match

experimental observations. Some of the commonly used gas-surface scattering

models include Maxwell [298, 299], Cercignani-Lampis-Lord (CLL) model [300,

301, 302], hard-cube model [303, 304, 305], soft-cube model [306, 307], washboard

model [308, 309, 310], hard-sphere model [311], soft-sphere model [312], and multi-

stage models [297, 290]. Although such an approach can be used to reproduce the

observed data a posteriori, the extension of such models for a priori prediction

at conditions different from those of the experiments remains a great challenge.

Further, all of these models have been developed for continuum systems, while a

state resolved description is necessary for accurate and high-fidelity representation

of the gas-surface and subsequent gas-phase interaction processes [313, 314, 315,
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316, 317, 318].

A collision with the surface can lead to a variety of different outcomes, for exam-

ple inelastic scattering, physisorption, chemisorption, and direct impact reactions.

In all of the cases, an important channel for the exchange of energy is phonon an-

nihilation or creation, which in most cases is by far the dominant mechanisms

for energy transfer, although excitation of electron-hole pairs or other elemen-

tary electronic excitations may play a role. Thus, a detailed theoretical approach

which includes the interaction and energy exchange between the atom/molecule

and the phonons at the surface is necessary for an appropriate description of the

gas-surface interaction over a wide variety of conditions.

The first theoretical calculations accounting for the interaction of the gas par-

ticles with the surface phonons were performed by Jackson and Mott [319, 320].

Their calculations were the first to describe the energy transfer in surface scat-

tering by what is known as a single-phonon distorted wave Born approximation.

Later Lennard-Jones and co-workers performed calculations which underlined the

importance of energy transfer to the phonons during both inelastic scattering and

reactive scattering [321, 322, 323, 324, 325, 326]. Their calculations were also done

using the distorted wave Born approximation, and they also investigated multiple

phonon transfers.

In recent years there have been a number of general approaches to the inelastic

surface scattering problem that are capable in principle of describing the complete

picture of multiquantum exchanges upon collision [327, 328, 329, 330, 331, 332,

333, 334, 335, 275, 276, 336, 337, 338, 339, 340, 341, 281, 282, 342, 283], most

of which involve semiclassical approximations or at least invoke some form of the

trajectory approximation [343, 344, 345, 346]. In particular, detailed theories of

inelastic surface scattering based on the powerful transition matrix formalism have

been developed by Beeby [327, 328], Brenig [333, 336], Brako and Newns [275, 276],

and Manson [281, 282, 283]. This approach is utilized and extended in the current

work to describe the gas-surface interaction process.
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1.5 Desorption from surfaces

1.5.1 Phonon-induced Desorption

Conversion and transfer of energy among reactants and between reactants and

a catalyst is characteristic of all stages of catalytic processes. A gas particle

desorbing from a surface must acquire an energy that is somewhat larger than the

negative of the energy of the bound state it occupied in equilibrium. Reactant

and product particles can couple to several types of excitations constituting the

heat bath of the system and facilitating energy dissipation, like the vibrational

(localized and delocalized phonons) and electronic degrees of freedom. Their role

in dissipation processes depends largely on the strength of coupling to reactants

in each reaction channel and the density of excitations that contribute to the

energy transfer processes. In most cases, the coupling of the substrate to the

electronic degrees of freedom are weaker in comparison to the phonon coupling.

Thus, phonon-induced desorption is one of the major pathways through which

desorption occurs.

Desorption of thermal products from the substrate occur through the interac-

tion with the phonon bath on the surface. Yet, even the latest models characterize

the rate of desorption only as a function of temperature. The effect on the des-

orption rate due to variations in the surface phonons which is a function of the

surface structure and configuration need to be characterized for these systems. A

mesoscale description of the surface energetics which participate in, and promote,

the desorption of surface adsorbates and oxidation products is currently lacking.

Various theoretical models have been developed to describe the exchange of

energy between the adsorbate and the surface phonons and the desorption pro-

cess [8, 347, 348, 349, 350, 351]. Most of these models use a half collision analog

of a gas particle interacting with the surface. The Hamiltonian of the system

is described at the initial state with the adsorbate on the surface, and the fi-

nal state with no interaction between the surface and gas particle. Goldys and
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Gortel [348] proposed a one-dimensional quantum statistical model to describe

physisorption processes within a semi-infinite solid. Ying and Bendow [8, 347]

proposed a three dimensional model multi-phonon interaction theory which uses

the time- and position-dependent displacement-displacement correlation function

of the lattice to obtain the desorption rate. Recently Gumhalter [351] presented

a theory focusing on the energy transfer to the surface phonons during the des-

orption process.

All of these models usually employ the simple harmonic oscillators (SHO) to

describe the vibrational bond between adsorbate and the surface. However, within

the harmonic approximation, the bond breaking is not inherently captured and

has to be imposed, typically as a vibrational threshold beyond which desorption

is assumed. In addition, the energy spacing between the oscillator levels are

constant within the SHO approximation, which becomes a poor approximation

particularly at the higher energy levels. Furthermore, the SHO allows only mono-

quantum jumps, which again breaks down at higher energy levels. The Morse

potential provides a much better approximation to the adsorbate surface bond

with decreasing energy gaps at higher levels, finite probability of multi-quantum

transitions and a clear threshold between the free and bound states.

Efrima and co-workers [349, 350] have developed a theory which utilizes the

Morse potential for describing the adsorbate-surface potential. The Morse poten-

tial is more realistic for capturing the vibrational interaction between the surface

and adsorbate as it allows for multi-quantum jumps, and also the energy spac-

ing decreases with increasing energy with a clear threshold for desorption. The

transition between the levels is assumed to follow a Markoffian random walk. A

transition matrix is computed for the probabilities of jumping between the os-

cialltor levels based on the PDOS of the surface and the aforementioned Morse

potential. This theory is utilized within the current work to describe the desorp-

tion of O and CO from carbon surfaces.
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1.5.2 Surface Phonon Density of States

Phonons generally affect the thermal, optical, mechanical, and electrical properties

of materials. While the phonon density of states (PDOS) is primarily a function

of the local atomic structure, it is also sensitive to atomic-level stresses and the

microstructure. The presence of adsorbates and defects on the surface are known

to cause deviations to the PDOS from the corresponding bulk structure. Thus, it

is natural to expect that even small concentrations of defects in graphitic carbon

may lead to specific shifts, broadenings and additional characteristic singularities

in the phonon densities of states and thus change the material specific heat and

transport properties. Such effects in carbon used as TPS are very significant

because of the continual change in the lattice of the material owing to the reactive

interaction and erosion due to ablation.

Changes in the phonon density of states not only affect the material thermo-

physical properties, but also affects the adsorption and reaction rates and thereby

the ablation and recession rates. Although the effects of point defects caused due

to irradiation on graphite has been examined previously in the literature [352, 353,

354, 355, 356], the main type of defect encountered during ablation is etch pits oc-

curring as a result of oxidation reaction due to atomic oxygen. The effect of such

etch pits individually and in the presence of point defects (perhaps introduced by

fabrication/processing) need to be studied. Further, the surface coverage of ad-

sorbates on ablative carbon surface exposed to atmospheric (re)entry is expected

to be high and close to saturation. Thus, effect of adsorbates on the PDOS at

high surface coverages should also be examined.

1.6 Scope

This work is focused on the development of physically consistent models for meso-

scopic and macroscopic simulation of gas-surface interactions. This work consid-

ers both non-reactive and reactive interactions with a special focus on desorption.
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Developing a predictive surface interaction model that is applicable over a wide

temperature range can be complicated owing to competing mechanisms, such as

adsorption, desorption, and chemical reactions. The reaction rate constant values

are also usually very sensitive to the surface conditions, temperature, pressure,

etc., owing to the large disparities in the activation energies and power law depen-

dencies. In addition, non-equilibrium phenomena is frequently encountered in the

systems of interest. Thus, detailed mesoscopic models describing the fundamental

interaction at the gas-surface interface is necessary for obtaining high-fidelity so-

lutions. The aim of the work is to employ microscopic information in the form of

detailed experiments, numerical simulations, and fundamental theories, as a basis

to construct very general, accurate and physically realistic models. The purpose

of these investigations is to develop high-fidelity models that can be directly used

in cases of non-equilibrium which is frequently encountered in the systems of

interest.

This work introduces a new generalized surface chemistry framework that is

comprehensive and can be applied to any mesoscopic and macroscopic simulation

techniques. This framework is used to devise a general approach for constructing

finite rate surface chemistry models using pulsed hyperthermal beam experimen-

tal data. This general methodology along with the detailed surface chemistry

framework is used to construct a surface chemistry model for the carbon and

atomic oxygen system. This model, which was developed for a flat carbon surface

is extended to porous FiberFormr with complex microstructure. Further, effec-

tive models that inherently account for the FiberFormr microstructure are also

developed.

Next, the focus of this work is shifted to non-reactive gas-surface interaction of

molecules. MD-QCT simulation technique and the MSS theoretical model is used

to study the inelastic scattering between the molecular oxygen and carbon. Fi-

nally, the desorption process is analyzed within the framework of phonon-induced

desorption model for pristine and defective surfaces. Realistic surface phonon

density of states is used to investigate the variation in the desorption rates of
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atomic oxygen and carbon monoxide from carbon surfaces. The major efforts and

contributions of this dissertation are summarized below.

• Developed a generalized surface chemistry framework incorporating a com-

prehensive list of reaction mechanisms, including gas-surface and pure-surface

reactions as well as catalytic and surface altering mechanisms.

• Implemented the detailed surface chemistry framework into DSMC solver

SPARTA and Porous microstructure analysis software PuMA.

• Developed a general methodology to derive physically consistent finite rate

surface chemistry models from pulsed hyperthermal beam experimental data.

• Performed detailed analysis of the molecular beam experimental data of

atomic oxygen interacting with vitreous carbon surface to identify the reac-

tion mechanisms occurring within the system.

• Constructed a detailed finite rate carbon oxidation surface chemistry model

with physically consistent mechanisms and precise rate constants based on

the vitreous carbon experimental data.

• Extended the vitreous carbon oxidation model to FiberFormr and studied

the final reactive product fluxes as a function of microstructure properties.

• Formulated a novel approach to include the microstructure information

within the finite-rate surface chemistry models, thus enabling the direct

use of these models within continuum solvers.

• Constructed an effective surface oxidation model for FiberFormr where the

rate constants are a function of porosity in addition to the surface temper-

ature.

• Performed MD-QCT simulations of non-reactive gas-surface scattering of

rotationally and vibrationally resolved O2 on carbon surfaces; and analyzed

the final energy and angular distributions for various initial conditions to
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elucidate the effect of the initial molecule translational energy and surface

temperature.

• Utilized the MSS theory to describe the inelastic gas-surface interaction of

molecular oxygen with carbon surfaces; calibrated the MSS model parame-

ters using the final energy and angular distribution from MD.

• Performed PDOS calculations using MD on carbon surfaces to analyze and

understand its dependence on the commonly encountered defects during

ablation.

• Utilized the phonon-induced desorption model to study the effect of defects

on the transition and desorption rates.

Although the methodologies and models described in this work are applied to

particular systems, many of these approaches can either be used directly or can

be easily extended in a straightforward manner to study various other systems

and under different conditions.

1.7 Outline

The subsequent portion of the thesis is organized as follows. Chapter 2 provides an

outline of the recently developed detailed surface chemistry framework in DSMC.

New model forms for the surface reaction probabilities are introduced based on

the mechanisms included in this framework. This chapter also provides detailed

information regarding the modeling of gas-surface (GS) reactions and pure-surface

(PS) reactions, and also describes the various scattering models. This detailed sur-

face chemistry framework is used to computationally model the molecular beam

experiments, outlined in Chapter 3. This is used as a basis to develop a general

approach for constructing surface chemistry models from hyperthermal beam ex-

perimental data. This chapter describes the use of DSMC to analyze the different
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components of the experimental distributions that correspond to the various sur-

face mechanisms to identify the different components of the experimental TOF

distributions. This is followed by the discussion of the appropriate procedure to

compute the total fluxes of each surface reaction product from the experimental

distributions (both TOF and angular data). This chapter ends with the presen-

tation of the general calibration methodology which is used to compute the rate

constants. The comprehensive surface chemistry framework from Chapter 2 and

general construction methodology from Chapter 3 is used to develop a detailed

carbon oxidation model consisting of physically consistent reaction mechanisms

and rates in Chapter 4.

Chapter 5 extends the VC model developed in Chapter 4 to FiberFormr, which

is the basis for the TPS material PICA (Phenolic Impregnated Carbon Ablator),

commonly used by NASA. This chapter starts by describing the micro-tomography

procedure used to obtain the FiberFormr samples. In addition to the reactive

scattering of oxygen from FiberFormr, this chapter also analyses the non-reactive

interaction between FiberFormr and argon. This chapter concludes with a com-

parison of the FiberFormr molecular beam experimental results with the DSM-

C/PuMA results where the VC model applied to FiberFormr. From this study,

porosity is identified to be one of the most important property of the microstruc-

ture which determines the final concentration of the oxidation products. Chap-

ter 6 focuses on developing effective models, which do not require the complete

microstructure, from the detailed VC model for FiberFormr. The rate constants

within the effective model inherently contain the information of the microstruc-

ture and thus can be used directly and consistently in continuum solvers where

the surface is treated as flat. This chapter also quantifies the effect of porosity on

the final reaction products of FiberFormr, and develops effective rate constants

that are a function of porosity in addition to the temperature.

In Chapter 7, the focus is shifted to non-reactive interaction of molecules with

surfaces. The MD-QCT method is used to perform simulations of the inelastic

interaction of O2 molecules with carbon surfaces. The final energy (translational,
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rotational, and vibrational) and angular distributions for a wide range of initial

conditions are computed and analyzed to elucidate the gas-surface scattering pro-

cess. In particular, the effect of varying the initial molecule translational energy

and the surface temperature is studied. Chapter 8 uses a different approach to

describe the same inelastic scattering event: through a rigorous theoretical model

based on gas-phonon interactions at the surface. This molecule surface scatter-

ing (MSS) model considers several such mechanisms including multi-phonon pro-

cesses, translational and internal mode (rotational and vibrational) excitations.

A state-resolved description of the scattered particles is obtained as an output

from this model through the evaluation of the detailed scattering kernels and

transition matrix. The “free” parameters within the MSS theory are calibrated

against the MD-QCT data from the previous chapter. In addition, this chapter

also discusses the physical significance of the variation of these parameters with

the initial conditions.

The final part of the thesis is aimed at studying the desorption of adsorbates

from the surface as a result of thermal fluctuations. Similar to the non-reactive

scattering, the surface phonons play the major role within the thermal desorption

process. Thus, Chapter 9 is focused on characterizing the surface phonon modes

and density of states in the presence of various factors such as etch pits, ran-

dom surface roughness, and adsorbates with different configurations. Chapter 10

presents a rigorous theoretical model for describing the desorption of adsorbed

atoms/molecules due to interaction with the surface phonons. The adsorbate-

surface interaction (oscillator) is described using the realistic Morse potential.

This oscillator is coupled with the phonon bath leading to excitations and de-

excitations along the vibrational ‘ladder’. This process can be described as a

random walk using the Markoffian approximation and first order master equation

is solved for the probability in a given state. The transition matrix describing

the probability of transition between the oscillator energy levels is calculated and

is used to obtain the desorption rate constants. The transition and desorption

rates of both pristine and defective systems are computed using this procedure,
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and are compared and analyzed. Finally, the conclusions, key contributions and

recommendations for future work are presented in Chapter 11.
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Chapter 2

Generalized Surface Chemistry Framework

2.1 Overview

Many state-of-the-art DSMC codes like SPARTA [357], DAC [358, 359], and

MAP [360] employ relatively simple surface interaction models. Surface reaction

processes include only basic reaction mechanisms such as dissociation, recombi-

nation and exchange reactions. There is no provision for the gas-phase species to

adsorb on the surface and undergo reactions based on finite-rate kinetics. In order

to improve the surface reaction modeling capability in DSMC, a general finite-rate

surface chemistry framework incorporating several reaction mechanisms is devel-

oped and implemented into SPARTA. This enables the user to model a variety of

surface reactions via user-specified reaction rates and surface properties, without

the need for modifying the source code. The basic approach is to stochastically

model the various competing surface reaction mechanisms occurring on a set of

active sites on a Langmuirian surface. Both gas-surface (GS) and pure-surface

(PS) reaction mechanisms are incorporated into this framework. This framework

is introduced and outlined in preparation for simulating and analyzing the pulsed

hyperthermal beam experiments and the construction of finite rate surface chem-

istry models presented in Chapter 3.

This chapter provides an outline of the detailed surface chemistry framework

in DSMC. New model forms for the surface reaction probabilities are introduced

based on the mechanisms included in this framework. Section 2.2 presents the

system definitions within the proposed framework, followed by some theory and

description about the various surface reaction mechanisms in Section 2.3. Detailed
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information regarding the modeling of GS reactions and PS reactions are provided

in Section 2.4 and Section 2.5 respectively. Section 2.6 describes the various

scattering models and finally, conclusions are presented in Section 2.7.

2.2 System Definitions

Recently Marschall, Maclean and Driver presented a general finite rate surface

chemistry framework for computational fluid dynamics (CFD) solver [3, 361]. The

general terminology and definitions introduced in their work, namely the represen-

tation of different phases and surface sites, is adopted by the current framework.

The system under consideration is a gas/solid material interface (Fig. 2.1). In ad-

dition to the gas environment, two additional environments, namely the surface

interface and bulk material are included in the system model. Each environment

can consist of one or more “phases”, which are distinct, non-interacting regions.

The surface environment is comprised of sites, where gas-phase species can ad-

sorb and react with species from gas, surface or bulk environments. The surface

is treated as a Langmuirian surface, however all the surface sites need not be sim-

ilar. Each surface environment can have multiple phases. The species adsorbed

on different phases cannot interact with each other. The purpose of including

multiple phases is to account for the representation of composite materials, where

different regions can exhibit different types of chemical reactivity. Further, each

surface phase can have multiple sets of sites. These different types of surface sites

are assumed to be distributed uniformly within the surface phase. Surface reac-

tions involving species adsorbed on different type of sites within a surface phase

are possible. Such a representation of sites can be very useful for modeling differ-

ent types of surfaces, for example, material containing non-homogeneous surface

composition such as SiO2, SiC, etc, or for modeling homogeneous materials con-

taining sites of different internal bondings (electronic structure and configuration)

which exhibit large differences in their reactivities [362, 363]. Each set of sites

within each surface phase is distinct and can be distinguished for the purpose of
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performing surface reactions. For example, a gas-phase species can be specified to

adsorb only on a particular type of site and not on other types of sites within the

same surface phase. The number and concentration of surface sites and surface

phases can change as the material undergoes surface-altering reactions.

The bulk environment can also contain several phases, each of them occupying a

specified volume fraction. The purpose is to model composite materials like porous

carbon phenolic TPS. Each of the bulk phases are assumed to be distributed

uniformly and the concentration of each phase is equal to its volume fraction. As

surface-altering reactions occur, the total volume of the bulk phase is allowed to

change.

All of the surface and bulk environments are present within each triangular

surface element in DSMC as shown in Fig. 2.1 (b). The surface phases and site

sets are distributed uniformly throughout the surface element. Within the current

framework, the motion of the adsorbed atoms are not explicitly modeled, hence

the particles are deleted when they undergo adsorption. The information of the

adsorbates (like surface coverage, etc.) are stored within each surface elements.

All the surface reactions are performed based on the concentrations within each

surface element. Currently, the surface is treated as an infinite sink and source,

i.e., surface morphology does not change even when they undergo bulk phase

removal or addition.

(a) (b)

Figure 2.1: (a) Surface reaction framework system consisting of environments,
surface phases and sets of active sites. Taken from Marschall and Maclean [3].
(b) The same framework shown within a triangular surface element in DSMC.
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2.3 Types of reactions

One way of characterizing the surface reactions is based on the participation of

the surface atoms in the reactions. If the surface atoms only act as catalysts to

promote the reaction, then it is termed as catalytic reactions. On the other hand,

if the surface atoms participate in the reaction to form products, they are termed

as surface participation reactions.

Employing another criteria, surface reactions can be categorized in a different

manner: gas-surface (GS) and pure-surface (PS) reactions. The GS reactions in-

volve both gas-phase and adsorbed species as reactants. On the other hand, the

PS reactions involve only adsorbed (physisorbed or chemisorbed) reactants and

do not include any gas-phase atoms or molecules. From a DSMC implementa-

tion viewpoint, this type of characterization based on the presence of gas-phase

reactants is more meaningful since GS reactions are performed when the atom/-

molecules strikes the surface (as a part of the move kernel), while PS reactions are

performed separately within each time step. Hence this type of characterization

will be followed in this paper, where the modeling of the GS and PS reactions will

be discussed individually.

Before proceeding to the implementation details regarding the different surface

reactions, some theory that will be useful in the modeling of the common surface

reactions are presented in this section. Appendix A contains information regarding

additional surface reaction mechanisms.

2.3.1 Adsorption

Adsorption is the adhesion of atoms/molecules on a surface and is the necessary

first step in all of the surface mediated reactions. Based on the nature of bond-

ing, there are two modes of adsorption: physisorption and chemisorption. In

physisorption, the atom/molecule is only weakly bound to the substrate by Van

der Waals - type forces. However, in chemisorption, a strong bond is formed be-
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tween the adsorbate and substrate involving significant rearrangement of electron

density.

A different method of categorizing adsorption reactions is depending on whether

the incoming gas-phase particle dissociates in the process. It is common for

molecules to dissociate upon striking the surface and bond as smaller molecules

or atoms. By definition atoms can only associatively adsorb, while molecules can

either associatively or dissociatively adsorb.

Associative Adsorption : O(g) + (s) −→ O(s) O2(g) + (s) −→ O2(s)

(2.1a)

Dissociative Adsorption : O2(s) + (s) −→ O(s) +O(g) O2(g) + 2(s) −→ 2O(s)

(2.1b)

In a similar manner, adsorption can also be categorized based on the motion

of the adsorbate. If the atom/molecule diffuses on the surface, the process is

termed as mobile adsorption. On the other hand, the diffusion barrier can be

large, restricting the motion of the adsorbate, leading to immobile adsorption.

Yet another method of classifying is through the dynamic pathway through

which the adsorption reaction occurs: direct and indirect adsorption. The di-

rect adsorption process is one in which the particle collides with the surface and

immediately bonds with the site at the point of impact. In the indirect mode,

the particle first adsorbs as a precursor (intermediate). This precursor is weakly

bound (maybe physisorbed) and can move freely over the surface. After a short

time, it forms a bond with an appropriate adsorption site (chemisorption).

2.3.1.1 Direct adsorption - Langmuir Model

Langmuir first proposed this direct adsorption model [364], where the atom/-

molecule adsorbs immediately on the surface site it strikes. In this case, the

probability of adsorption depends on two factors. First, the particle must strike
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Figure 2.2: Variation of S(θ)/S(0) with surface coverage in a Langmuir (direct)
adsorption model for a single adsorbate (α = 1).

an empty site (not occupied by another adsorbed species), and second, this inter-

action with the empty site must result in an adsorption process. The probability

of striking an empty site is determined based on the current surface coverage (θ),

and the probability of adsorbing on an empty site is determined by the sticking

coefficient (S0):

P (ad) = S(θ) = S0 ∗ (1− θ)α (2.2)

The term α is the number of species that adsorb, which is 1 for associative ad-

sorption and 2 or more for dissociative adsorption. The adsorption probability

shows a linear dependence on the surface coverage. This is shown in Fig. 2.2 for

a single adsorbate (α = 1).

2.3.1.2 Indirect adsorption - Kisliuk Model

In the indirect adsorption model, the particle does not chemisorb directly on the

site that it first strikes. Instead, the particle gets trapped and forms a loosely

bound intermediate or precursor that is short lived. This intermediate can move

freely on the surface like a two-dimensional gas, hence this model is also termed

as mobile adsorption. If a suitable site is encountered, then chemisorption of the
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Figure 2.3: Variation of S(θ)/S(0) with surface coverage according to Kisliuk’s
model [4] in a indirect adsorption mechanism for a single adsorbate (α = 1).

precursor occurs, else it desorbs from the surface. A simple model for this was

presented by Kisliuk [4, 365], where the variation of the sticking coefficient as a

function of θ is as follows:

S(θ)

S(0)
=

(1 +Keq) (1− θ)α

1 +Keq (1− θ)α
(2.3)

Here Keq is the equilibrium constant of the adsorption-desorption process of the

intermediate.

Keq =
k∗ads
k∗des

(2.4)

Note that the notations followed here are from Somorjai [366]. The variation

of sticking coefficient with surface coverage for different value of Keq are shown

in Fig. 2.3. For an ideal precursor (Keq = ∞), the sticking coefficient is equal to

S(0) for all values of θ except 1. This model reduces to the Langmuir model when

Keq = 0. However, Keq is expected to have a temperature dependence. Although

this model is not derived from first principles, it is well grounded in physics and

reproduces many experimental observations [4, 365, 367, 368, 369].

In general, the indirect or precursor-mediated adsorption is much more likely

than direct adsorption. This due to the lower entropy loss encountered in the case

of indirect adsorption compared to the direct adsorption [364, 366].
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An adsorbed atom/molecule on the surface can exist in a wide variety of con-

figurations. For example, an oxygen atom adsorbing on a carbon surface can

be bound as different functional groups: semiquinone, lactone, ether, carbonyl

etc., [80]. In addition, it can also immediately react upon adsorption through an

adsorption-mediated reaction to form CO(s) that stays adsorbed on the surface.

Hence within this framework, adsorption includes all the possible processes by

which the incoming particle forms a bond with the surface. In order to obtain in-

formation regarding the nature of the bond or the composition of the particle after

it adsorbs, the exact adsorption-mediated reaction process must be identified.

2.3.2 Desorption

The desorption process is the opposite of adsorption, where the bond between

the atom/molecule and substrate is broken to give rise to gas-phase products.

These gas-phase products are expected to be in full thermal accommodation to

the surface temperature.

2.3.2.1 Desorption pathway

Similar to adsorption, desorption can also occur via direct and indirect modes.

The direct mode is when the chemisorbed particle directly desorbs into the gas-

phase. The rate of the reaction will be proportional to the coverage for the direct

mode.

rdes = kdesθ (2.5)

However, this process can also occur indirectly through a short lived precursor.

In this case, the rate of desorption might not be a linear function of coverage [366,

369].

rdes =
kdesθ

Keq(1− θ) + 1
(2.6)
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Here Keq is the equilibrium constant of the adsorption of the intermediate back

to the chemisorbed state and the desorption of the intermediate into gas phase.

Keq =
k∗ads
k∗des

(2.7)

2.3.2.2 Definition of the rate constant

Transition State Theory (TST) is commonly used for predicting the rate constant

for desorption. Based on the particular system and the assumptions made while

employing TST, several possible expressions for the rate constant can be obtained.

The generic expression for the TST rate constant can be written as [364]

kTST = νrc (qvib)rc
(
K‡eq
)′

(2.8)

νrc and (qvib)rc are respectively the frequency and the vibrational partition

function of the reaction coordinate.
(
K‡eq
)′

is the equilibrium constant between

the reactants and the transition state (TS) excluding the reaction coordinate

(expressed as the ratio of partition functions). Thus, the product of (qvib)rc and(
K‡eq
)′

gives the complete equilibrium constant. Depending on the temperature

of the system and the vibrational energy, different expressions can be obtained

for the product of νrc and (qvib)rc.

Table 2.1: Values of (qvib)rc and νrc (qvib)rc obtained for different cases.

Case (qvib)rc νrc (qvib)rc

hνrc << kbT
kbT
hνrc

kbT
h

hνrc >> kbT 1 νrc

hνrc ∼ kbT
e

−hνrc
2kbT

1−e
−hνrc
kbT

νrce

−hνrc
2kbT

1−e
−hνrc
kbT

The equilibrium constant
(
K‡eq
)′

is defined as [364]
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(
K‡eq
)′

=
q′TST
qreac

(2.9)

Here q′TST is the partition function of the TS excluding the reaction coordinate

and qreac is the partition function of the reactants.

Assuming that the TS is very similar to the reactant, but only differ in the

energy of the bond with the surface, the following expression for
(
K‡eq
)′

is obtained:

(
K‡eq
)′

= e
−Eads
k
b
T (2.10)

However, if the TS is assumed to be loosely bound which can move freely on

the surface (2D gas) [370], while the reactant (adsorbed particle) has a vibra-

tion mode of frequency ν1 perpendicular to the surface and frustrated translation

modes along the two directions parallel to the surface with frequency ν2, then the

following expression is obtained for
(
K‡eq
)′

.

(
K‡eq
)′

=
2πmkbT

h2

1− e
−hν1
k
b
T

e
−hν1
2k
b
T

1− e
−hν2
k
b
T

e
−hν2
2k
b
T

2

e
−Eads
k
b
T (2.11)

The frequency of the frustrated translational mode is defined as

ν2 =

√
E
diff

2mλ2
(2.12)

where λ is the distance between two surface sites and Ediff is the energy barrier

for diffusion. This is usually taken as 10-25% of the adsorption energy Eads.

2.3.2.3 Surface coverage dependence of activation energy

When the surface coverage is low, the primary interaction of the adsorbates are

with the surface atoms. As the surface coverage increases, there is increased lateral

interaction of the adsorbates with each other. If the forces between the adsorbates

are strong, it might significantly affect the potential energy surface around the

adsorbate atoms thus leading to considerable changes to the activation energy of

35



the reactions [80, 371, 372].

2.3.2.4 Scattering of products

Desorption is a thermal mechanism and the products exit the surface with a MB

distribution [135, 5, 367, 369]. However, if there are intermediate and elementary

sub-steps involved that include energy barriers, then the desorbing gas-phase par-

ticles might have an energy distribution different from that based on the surface

temperature [9]. The mean energy of the desorbing particles will be greater, but

only along the surface normal direction. This is because the barrier for desorption

only occurs along the surface normal direction and not along the tangential di-

rections. Note that this desorption barrier is different from the activation energy

in the Arrhenius exponent. The activation energy describes the energy barrier

of the transition state (in the rate determining step), while the desorption bar-

rier represents the energy barrier for the last elementary step of the desorption

process.

Further, although the desorbing products are in thermal equilibrium with the

local surface environment, this does not mean that they necessarily have ener-

gies corresponding to the bulk surface temperature. If the reaction occurs very

quickly after high energy incoming particle strikes the surface, the local surface

temperature might exceed the bulk surface temperature due to the presence of

local hot-spots [373]. In addition, some additional energy transfer to the products

might occur as a result of dissociation or bond energy of the intermediates.

2.3.3 Langmuir-Hinshelwood (LH) mechanisms

Langmuir-Hinshelwood (LH) reaction is a pure-surface mechanism (PS), where

the reaction takes place entirely on the surface and the gas-phase products are

completely accommodated to the surface temperature . It has three major steps

namely adsorption, formation and desorption. Since the reaction takes place on

the surface, all the reactants must first adsorb on the surface sites. The second
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step is the formation step, where all the reactants interact on the surface to

form products that are still adsorbed on the surface. Finally, the product on

the surface desorbs to form gas-phase species. Each of these steps might contain

many elementary sub-steps. The three steps and the final reaction for a simple

CO formation on a carbon surface with adsorbed oxygen atoms is shown below.

O(g) + (s) −→ O(s) (2.13a)

O(s) + C(b) −→ CO(s) tf (2.13b)

CO(s) −→ CO(g) + (s) td (2.13c)

O(g) + C(b) −→ CO(g) (2.13d)

In this system, O(s), CO(s) and CO(g) are the reactant, surface intermediate,

and product respectively. tf and td are the characteristic times for formation and

desorption respectively. Let τ be the time scale of interest, which may be the

experimentally observable time scale or time scale related to other processes in

the system, etc. An order of magnitude comparison between the reaction times

(tf and td) and the time scale of interest τ , results in the following four types of

LH mechanisms.

1. tf � τ , td � τ : Prompt LH mechanism

2. tf ∼ τ , td � τ : LH limited by formation

3. tf � τ , td ∼ τ : LH limited by desorption

4. tf ∼ τ , td ∼ τ : LH limited by both formation and desorption

2.3.3.1 LH type 1

The first type of LH mechanism corresponds to a situation where both formation

and desorption processes are extremely fast compared to the time scale of interest.
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Figure 2.4: Concentration of the species as a function of time for a typical first-
order LH reaction of type 1.

This implies that the surface intermediate is formed immediately after the reac-

tants strike the surface. The desorption may be a part of the formation step or an

independent process that is also very quick. The variation in the concentration

of all the species are shown in Fig. 2.4. The concentration of the reactants falls

rapidly to zero in a single time step (dt = 10−6). All the reactants are instantly

converted to products, and the concentration of the surface intermediate remains

zero. The gas-phase product exit the surface promptly at all temperatures.

For a LH mechanism of type 1 (prompt LH mechanism), both the formation

and desorption processes are rapid, leading to the collapse of Eqs. (2.13) (b)

and (c) to a single step. In DSMC, this type of LH mechanism is modeled as

a one step process with gas-phase reactants and gas-phase product. Since this

reaction essentially becomes a gas-surface (GS) reaction, it is modeled in DSMC

by specifying a probability of reaction when the reactants strike the surface.

O(g) + C(b) + (s) −→ CO(g) + (s) (2.14)
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Figure 2.5: Concentration of the species as a function of time for a typical first-
order LH reaction of type 2.

2.3.3.2 LH type 2

The second type of LH mechanism occurs when the time of desorption is much

smaller than the time scale of interest τ , but the formation time is of the same

order of τ . The formation reaction is slow and is the rate determining step (RDS)

in this type of mechanism. The reactants are present on the surface for a long

time before forming the surface intermediate. On the other hand, the surface

intermediate forms the gas-phase products promptly since the desorption process

is very rapid. Fig. 2.5 shows the variation in the concentration of all the species as

a function of time. The concentration of the reactant decays either exponentially

or based on a power law expression, depending on the order of the reaction. The

product shows a corresponding increase with time, while the concentration of

intermediate remains zero.

A LH reaction system follows the characteristics of a type 2 mechanism only

for a certain temperature range. If reaction rate constant of each step follows an

Arrhenius form, then the time of desoprtion and formation reduces with tempera-

ture. Thus, for a fixed time scale of interest τ , a reaction system might transition

from type 2 to type 1 after a certain temperature threshold.

For a type 2 LH mechanism (LH limited by formation), only the desorption step

is quick, resulting in the collapse of Eq. (2.13) (c) into Eq. (2.13) (b) and giving
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rise to a two-step LH mechanism. This is similar to the form of LH mechanism

used by Marschall and Maclean [3]. In DSMC, the first step (adsorption) is a GS

reaction and is modeled by specifying a value for probability of the reaction when

the gas-phase reactant strikes the surface. The second step is a PS reaction and is

modeled using the method proposed by Molchanova et al., [374]. In this approach,

the rate constants (specified) and surface properties are used to compute the rates,

which are then converted to a characteristic frequency and time. A time counter

is used to perform the reactions based on the calculated characteristic time.

O(g) + (s) −→ O(s) (2.15a)

O(s) + C(b) −→ CO(g) + (s) (2.15b)

2.3.3.3 LH type 3
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Figure 2.6: Concentration of the species as a function of time for a typical first-
order LH reaction of type 3.

The third type of LH mechanism corresponds to a situation where the formation

process is rapid, and the desorption time is on the same order of the time scale

of interest τ . Since the formation time is very small, the surface intermediate

is formed almost instantly after the reactants strike the surface. The desorption
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is slow and the RDS in this type of LH mechanism. The intermediates that are

formed stay at the surface for a long time before desorbing into the gas phase. The

variation in the concentration of all the species are shown in Fig. 2.6. The con-

centration of the reactant falls rapidly to zero in a single time step to form surface

intermediate. The concentration of the intermediate decays (either exponential

or power law based on the order of the reaction) with time, and the product

concentration shows a corresponding increase. As mentioned previously, a LH re-

action system might transition from type 3 to type 1 after a certain temperature

threshold.

In the case of a type 3 LH mechanism (LH limited by desorption), the formation

step is quick, leading to the collapse of Eq. (2.13) (b) into Eq. (2.13) (a) and giving

rise to a two-step LH mechanism again. This form of a two-step LH mechanism

is, however, different from the one used by Marschall and Maclean [3]. The first

step is a combination of adsorption and formation. In DSMC, this is modeled as

a GS reaction by specifying a value for probability when the gas-phase reactant

strikes the surface. The second step is a PS reaction and is modeled using the

method proposed by Molchanova et al., [374].

O(g) + (s) + C(b)−→ CO(s) (2.16a)

CO(s) −→ CO(g) + (s) (2.16b)

2.3.3.4 LH type 4

The fourth and the final type of LH mechanism occurs when both the desorption

and formation times are on the order of the time scale of interest τ . Either of

these reactions could be the RDS. Since there is no rapid process involved, the

variation of the concentration of the reactant, intermediate and products are more

complex. Fig. 2.7 shows the concentration of the species for a typical type 4 LH

mechanism. Although the exact shape of the curves will vary widely depending
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Figure 2.7: Concentration of the species as a function of time for a typical first-
order LH reaction of type 4.

on the exact values of the individual rates of formation and desorption, the same

general trends are observed. The reactant concentration decreases steadily based

on the rate of formation. The concentration of the intermediate shows an initial

increase, where the rate of formation is greater than the rate of desorption, owing

to the greater concentration of reactant compared to the intermediate. As time

progresses, concentration of the intermediate reaches a peak and then starts to

decrease. This results from the declining formation rate (lower concentration of

reactant) and increasing desorption rate (higher concentration of intermediate).

The product concentration shows a monotonic increase with time, however its

rate varies widely. Initially the rate is small, which increases with time to reach

a peak and then starts to fall again, following the trend of concentration of the

intermediate. For the purpose of validation, the concentrations of the various

species obtained for a simple first-order system is compared with the analytical

solution (shown below). Excellent agreement is observed between the DSMC and

analytical solution, thus validating the approach.
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R ([O(s)]) = n0 exp(−kf t) (2.17a)

I ([CO(s)]) = n0kf

(
exp(−kf t)− exp(−kdt)

kd − kf

)
(2.17b)

P ([CO(g)]) = n0

(
1 +

kf exp(−kdt)− kd exp(−kf t)
kd − kf

)
(2.17c)

In all of the cases, the formation reactions are considered to be irreversible. If

the reversibility of the formation reactions are taken into account, the analysis

becomes more complicated, especially in the case of type 4 LH mechanism. Similar

to the previous cases, a LH reaction system might transition from type 4 to either

type 2 or 3, and finally to type 1 after certain temperature thresholds.

For a LH mechanism of type 4 (LH limited by both formation and desorption),

none of the processes are rapid, hence no simplifications can be made and no

steps can be collapsed. This type of reaction must modeled as a full three-step

process. The first step, adsorption, is a GS reaction and the following two steps

of formation and desorption are both PS reactions. These are modeled in DSMC

as described previously.

O(g) + (s) −→ O(s) (2.18a)

O(s) + C(b) −→ CO(s) (2.18b)

CO(s) −→ CO(g) + (s) (2.18c)

2.3.4 List of Gas-Surface (GS) Reactions

From the discussion above, the different types of GS reactions include adsorption

(associative and dissociative), impact and adsorption-mediated dissociation, and

LH mechanisms of type 1 and 3. Although LH mechanisms are PS mechanisms,

the formation (and in some cases desorption) step(s) within these types of LH
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mechanisms occur rapidly and are modeled together with the adsorption step.

The reason for not modeling all types of LH reactions as 3 steps (adsorption, for-

mation and desorption), adsorption-mediated desorption as 2 steps (dissociative

adsorption, desorption) is that these involve some rapid processes. Accurately

modeling these rapid processes within DSMC would needlessly place a restric-

tion on the time step of the simulation. Thus whenever rapid sub-processes are

present, they are not modeled as a separate step. In addition to these mecha-

nisms, other common GS reactions are the condensation, Eley-Rideal (ER), and

the Collision-induced (CI) mechanisms. Condensation reaction occurs when the

gas-phase products adsorb on the surface and become a part of the bulk-phase ma-

terial. ER mechanism is a direct impact mechanism where a gas-phase reactants

directly reacts with surface (or bulk) species to form gas-phase products. The

CI mechanism also includes gas-phase and surface reactants, however they do not

undergo any reaction. The incoming gas-phase particles helps in the desorption of

the adsorbed atom/molecule to form gas-phase products. The gas-phase reactant

might adsorb on the surface, however, it not necessary. Table 2.2 presents the list

of gas-surface (GS) reactions along with examples, which are included within this

model.

Table 2.2: List of gas-surface (GS) reactions along with examples.

Symbol Reaction type Examples

1: AA Associative Adsorption
O(g) + (s) −→ O(s)
O2(g) + (s) −→ O2(s)

2: DA Dissociative Adsorption
O2(g) + (s) −→ O(s) +O(g)
O2(g) + 2(s) −→ 2O(s)

3: LH1 Langmuir-Hinshelwood type 1
O(g) + (s) +O(s) −→ O2(g) + 2(s)
O(g) + (s) + C(b) −→ CO(g) + (s)

4: LH3 Langmuir-Hinshelwood type 3
O(g) + (s) +O(s) −→ O2(s) + 2(s)
O(g) + (s) + C(b) −→ CO(s) + (s)

5: CD Condensation C3(g) + 3(s) −→ 3C(b) + 3(s)
6: AMD adsorption-mediated dissociation CO2(g) + (s) −→ 2O(g) + (s) + C(b)

7: ID Impact dissociation O2(g) + (s) −→ 2O(g) + (s)
8: ER Eley-Rideal CO(g) +O(s) −→ CO2(g) + (s)

9: CI Collision Induced
O(g) + CO(s) −→ CO(g) +O(s)

Ar(g) +O(s) −→ Ar(g) +O(g) + (s)
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2.3.5 List of Pure-Surface (PS) Reactions

The PS reactions that have been discussed so far include desorption, LH mech-

anisms of type 2 and 4. An additional common PS reaction is the sublimation

reaction, the opposite of condensation reaction, where the bulk species sublimates

into the gas-phase. The table below presents the list of pure-surface (PS) reactions

along with examples, that is included within this model.

Table 2.3: List of pure-surface (GS) reactions along with examples.

Symbol Reaction type Examples

1: DES Desorption
O(s) −→ O(g) + (s)
O2(s) −→ O2(g) + (s)

2: LH2 Langmuir-Hinshelwood type 2
N(s) +O(s) −→ NO(g) + 2(s)
O(s) + C(b) −→ CO(g) + (s)

3: LH4 Langmuir-Hinshelwood type 4
N(s) +O(s) −→ NO(s) + (s)
O(s) + C(b) −→ CO(s) + (s)

4: SB Sublimation 3C(b) + 3(s) −→ C3(g) + 3(s)

2.4 Modeling of Gas-Surface (GS) Reactions in DSMC

The GS reactions in DSMC is performed by computing the probability of a reac-

tion when a particle strikes the surface. Thus these GS reactions are performed

as a part of the move kernel within te DSMC structure. This section presents

detailed information about modeling some common GS reactions in DSMC. This

includes calculations of reaction probability from macroscopic rate constants and

surface properties, physically consistent multi-step method for modeling multi-

ple GS reactions without bias. Additional GS reactions and their modeling are

presented in Appendix B.

2.4.1 Adsorption

As described previously, there are different pathways through which the particle

adsorbs on a surface. The probability of adsorption varies widely based on the
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exact pathway. However, the model provided by Kisliuk [4, 365] accounts for most

of these pathways by varying the equilibrium constant (Keq) for the adsorption

of the intermediate. The Langmuir model can also be obtained as a special case

within Kisliuk’s model.

Pad = Sα(θ) (2.19)

where the sticking coefficient Sα(θ) is calculated using the following equation.

Sα(θ)

S(0)
=

(1 +Keq) (1− θ)α

1 +Keq (1− θ)α
(2.20)

Hence, the input parameters for an associative adsorption reaction are the stick-

ing coefficient at zero surface coverage (S0) and the equilibrium constant for the

adsorption of the intermediate (Keq).

This adsorption probability includes all the possible processes by which the in-

coming particle forms a bond with the surface. This does not provide information

regarding the nature of the bond or the composition of the particle after it ad-

sorbs. In order to obtain this information, the exact adsorption-mediated reaction

process must be identified.

2.4.2 Adsorption-mediated GS reactions

Adsorption-mediated reactions are those that involve adsorption as the first step in

the reaction mechanism, for example, associative and dissociative adsorption; LH

mechanisms of type 1 and 3; and condensation. Hence the probability of these

reactions is calculated as the product of the reaction probability and adoption

probability.

Ptot = Pad ∗ Preac (2.21)
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2.4.2.1 Associative Adsorption

The probability for the associative adsorption of species A (shown below) is di-

rectly determined by:

A+ (s) −→ A(s), (2.22)

PAA = Pad ∗ kAA (2.23)

where Pad is the adsorption probability of A species, and kAA is the rate constant

for the associative adsorption reaction.

Hence, the only input parameters for an associative adsorption reaction is the

rate constant kAA.

2.4.2.2 LH type 1

A LH mechanism of type 1 involves gas-phase reactants and gas-phase products.

A representative second-order LH type 1 reaction is shown below.

A(g) + (s) +B(s) −→ AB(g) + 2(s) (2.24)

The probability of this reaction is calculated as:

PLH1 = Pad(A) ∗ kLH1 ∗
NBsFN
Sp

(2.25)

Here NBS is the number of adsorbed B (DSMC) particles on the surface, FN is the

number of real particles represented by one DSMC particle, Sp is the surface area.

Pad(A) is the adsorption probability of A species, and kLH1 is the rate constant

for the LH type 1 reaction. The thermal desorption scattering model described

in Section 2.6.2 can be adequately used to account for all the above mentioned

features.
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2.4.2.3 LH type 3

Modeling of LH type 3 mechanism is simpler since all the products are adsorbed

species. A representative first-order LH type 3 reaction involving bulk-species is

shown below.

A(g) + (s) +M(b) −→ AM(s) (2.26)

The probability of this reaction is computed in a similar manner:

PLH3 = Pad(A) ∗ kLH3 (2.27)

kLH1 is the rate constant for the LH type 3 reaction. Since the concentration

of the bulk-species is treated as unity, it does not enter into the calculation of

reaction probability.

Since the products remain adsorbed on the surface and do not desorb imme-

diately, they will attain thermal accommodation with the equilibrium surface

temperature. The desorption of these products are handled via the desorption re-

action (Section 2.5.1.1). Hence, for LH type 3 mechanism only the rate constant

of the reaction is specified.

2.4.3 Sequence of performing GS reactions without bias

The exact sequence of performing GS reactions is very important in order to avoid

any bias and also to remain consistent with the physics of the surface reactions.

The GS reactions are performed in DSMC by specifying a probability. In many

cases, the individual probability or the cumulative probability of all the various

possible reactions might be greater than 1.

In order to handle the case when cumulative probability becomes greater than

1, the pathways through which the cumulative probability might become greater

than 1 is analyzed. There are several possible reactions when a species strikes

the surface, and these possible reactions vary based on whether the particle is
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an atom or a molecule. For adsorption reactions (associative and dissociative), a

probability is directly specified and hence these values cannot exceed unity. The

other possible reactions when an atom/molecule strikes the surface, include ER,

LH1, CI, etc. An atom striking the surface can encounter either an site which

contains an adsorbed atom (ER and CI reactions) or an empty site (adsorption

and LH1). Hence, in this manner, all the GS reactions could be classified into two

types: empty-site and filled-site reactions.

AA O(g) + (s) −→ O(s) empty site

LH1 O(g) + (s) + C(b) −→ CO(s) +O(s) empty site

ER O(g) +O(s) −→ O2(g) + (s) filled site

CI O(g) +O′(s) + C(b) −→ CO′(s) +O(s) filled site

(2.28)

Following this thought, the total probability of a GS reaction can be split into

two factors, first, the gas-phase atom/molecule must strike an appropriate site

(either filled or empty), and secondly, the conditions required for this particular

reaction must be satisfied.

Total Prob. = Prob. of striking an appropriate site * Prob. of reaction (after

striking the site)

The first step of a GS reaction is striking an appropriate site. Once a partic-

ular site is encountered, the sum of probabilities of the various possible events

(including reactions, adsorption, impulsive scattering, etc.) must be equal to 1,

since some event has to occur. Hence, in order to accurately model these reac-

tions without bias, both of these types must be normalized separately. Also it is

reasonable to suppose that both these individual probabilities must be lesser than

or equal to 1.

Prob. of encountering a filled site = θ (surface coverage)

Prob. of encountering an empty site = 1 - θ
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The cumulative probability of all the filled-site reactions, that involve an atom

striking a site with another adsorbed particle should not exceed θ. Hence, if the

cumulative probability of all filled-site reactions exceeds the value of θ, then all the

probabilities are normalized by the value of (sum(filled-site reactions probs)/θ).

After this normalization, the cumulative probability will be equal to θ. In the

same manner, this process is repeated for the empty-site reactions, except the use

(1-θ) instead of θ for normalization. In this manner, both the sets of reactions

(empty and filled site) are normalized separately and not together.

However, in the previous approach, it was assumed that for the filled-site reac-

tions, the gas-phase reactants must exactly strike the site where the other reactant

is adsorbed. However, this might not be necessarily true. For example, it might

be sufficient for the gas-phase reactant to strike an adjacent site. In this case,

the probability of striking an appropriate site for a filled site reaction can be

represented as:

Prob. of striking an appropriate site = c * θ

where c is a constant which can be greater than 1. The value of c will be

equal to 5 for the adjacent-site case described above. The total probability then

becomes

Total Prob. = c * θ * Prob. of reaction (after striking the site)

Since, a first-order rate equation is represented as being linearly proportional

to the reactants, and the value of c is not necessarily known, it is combined into

the probability of reaction (rate constant). Hence, the probability of reaction can

then have a value greater than 1. In general, gas-surface reactions are complex

and might proceed through several intermediates (or precursors). This is read-

ily seen from the Kisliuk’s model for adsorption (Section 2.3.1.2). Currently in

DSMC, the probabilities are calculated from macroscopic rates that do not ac-

count for the detailed reaction pathway and only represent the overall rate. Thus
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the conditions for the elementary rates (or probabilities) should not be imposed.

The only condition that should be imposed is that the final probabilities are less

than or equal to 1.

Given this, the normalization should not be performed for the two types of

reactions (filled and empty-site) separately, but together. However, the case of

adsorption (consisting of sticking coefficient) must be considered separately, since

adsorption is a necessary first step in many of the reactions (for example LH1), and

is not completely independent. Thus, the total adsorption probability represents

the sum of probabilities of all the processes which involve adsorption as a first step

(adsorption-mediated GS reactions), and is not only restricted to the probability

of particles staying adsorbed and later desorbing from the surface in the same

form. This adsorbed complex is representative of all possible forms (functional

groups) by which the atom/molecule can be adsorbed on the surface. When

the particle adsorbs on the surface, the exact mechanism (adsorption-mediated)

it undergoes is chosen from the list of possible pathways based on the reaction

rates.

With this adsorption model, the following sequence of reactions is proposed.

1. Calculate probability of total adsorption using the Kisliuk’s model (Sec-

tion 2.4.1).

2. Calculate the probability of direct impact reactions as specified in Sec-

tion B.2.

3. Compute the cumulative probability Pads + sum(PDI) and normalize if it

exceeds 1.

4. Now, the probability of scattering without undergoing any reaction (impul-

sive scattering) is calculated: Pscatter = 1− P (step 3)

5. Use a random number to determine the outcome of this collision.
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6. Perform the reaction and/or scattering for impulsive and direct impact re-

actions.

7. If adsorption, calculate the probability of all possible adsorption-mediated

GS reactions (Section 2.4.2) and normalize to 1.

8. Draw a second random number to decide and perform the exact adsorption-

mediated GS reaction.

Note that two different normalizations are performed. The first normalization

is over all the reactions (adsorption and direct-impact) and ensures that the total

probability of all possible pathways sum to unity. The second normalization is

performed within adsorption-mediated GS reactions since their sum must be equal

to the total adsorption probability Pads.

2.5 Modeling of Pure-Surface (PS) Reactions in DSMC

This section presents detailed information about modeling some common PS reac-

tions in DSMC. Unlike GS reactions, PS reactions cannot modeled by specifying

a probability value. A PS reaction is performed by determining the time between

two consecutive events [374]. For a process P, with frequency νP , the character-

istic time, which is defined as the time between two consecutive events of P, can

be calculated as:

tP = − ln(Rn)

νP
(2.29)

where Rn is a random number in the range (0,1]. This section presents the meth-

ods to obtain the characteristic frequencies of the various reactions and provides

the details on how to model multiple PS reactions without bias. These PS reac-

tions are performed within each time step by looping over all the surface elements.

This can be performed in parallel with the collisions in the gas-phase. Additional

PS reactions and their modeling are presented in Appendix C.
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2.5.1 Computing Characteristic Frequency

2.5.1.1 Desorption

In order to model desorption reaction, the time between two desorption reactions

is computed from the reaction rate constant of the desorption process.

A(s) −→ A+ (s). (2.30)

If the rate of this desorption reaction is given by:

dnA(s)

dt
= −kdesnA(s), (2.31)

where kdes is the desorption reaction rate constant and nA(s) is the surface number

density of the adsorbed species A(s). Although here it is assumed that the rate of

desorption is linearly proportional to the surface coverage, this might always be

the case (Section 2.3.2). The characteristic frequency of this desorption process

is

νdes = kdesNA(s). (2.32)

The time through which the particle remains on the surface before desorption

may be calculated using the characteristic frequency [374]:

τdes = − log(Rn)

νdes
, (2.33)

where Rn is a uniform random number in the range (0,1]. The desorption reaction

is performed using the time counter algorithms based on the current value of the

frequency and characteristic times. For a desorption mechanism, the rate constant

kdes and the scattering model parameters for the desorbing products must be given

as input. The scattering of the desorbing products can be captured using the

thermal desorption model (Section 2.6.2).
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2.5.1.2 LH type 2

In a LH surface reaction mechanism, all the reactants adsorb on nearby surface

sites and undergo reaction to form products that desorb into the gas phase. For

a LH reaction involving two distinct reactants A and B of the form:

A(s) +B(s) −→ AB(g) + 2(s). (2.34)

The reaction rate for the above reaction is given by:

dnA(s)

dt
=
dnB(s)

dt
= −kLHnA(s)nB(s). (2.35)

Similar to the case of desorption, the frequency of the LH reaction can be calcu-

lated as:

νLH = kLHNA(s)NB(s)
FN
Sp
, (2.36)

where Sp is the area of the surface element and FN is the number of real particles

represented by one simulated particle in DSMC. The frequency for the LH recom-

bination reactions between the same reactant species, described by the mechanism:

A(s) + A(s) −→ A2(g) + 2(s), (2.37)

can be shown to be [374]:

νLH = kLH
NA(s)

(
NA(s) − 1

)
2

FN
Sp
. (2.38)

LH surface reactions that involve a bulk species as one of the reactants, become

pseudo first-order since the concentration of the bulk species is treated as unity:

A(s) +M(b) −→ AM(g) + (s). (2.39)
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For such reactions, the characteristic frequency can be derived as:

νLH = kLHNA(s). (2.40)

Finally, the characteristic time between two LH reactions (for all types) is given

by:

τLH = − log(Rn)

νLH
. (2.41)

Hence, for a LH type 2 reaction the rate constant kLH2 and the desorption

barrier Eb should be specified. The flux PDF and angular distribution of the

products for a LH type 2 reaction desorb based on the surface temperature and

the desorption barrier of the particular species, similar to the desorption reaction.

2.5.2 Time-counter algorithm for modeling PS reactions

2.5.2.1 Basic time counter algorithm

For modeling other PS reactions in DSMC, a time counter method is used. The

PS reactions that occur on the surface element during the time step ∆t are con-

secutively performed at the end of each time step. For a single PS reaction, the

following iterative process is used [374].

Algorithm 1 Simple Molchanova

1: procedure PS reactions
2: τLH = τLH + dt
3: while τLH > 0 do
4: Perform the reaction
5: τLH ← τLH − tLH
6: update νLH
7: tLH = −ln(Rn)

νLH
8: end while
9: end procedure

τLH is the time counter that is used to perform the simulations. νLH is updated

after every reaction owing to the change in the concentration of the reactants,
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and a new value for tLH is computed. Note that this process is correct only in

the case of a single reaction. The algorithm for accurately modeling multiple PS

reactions (using the time counter method) without bias is described in detail in

Section 2.5.3.

2.5.2.2 Extension to multiple reactions

The approach described in Section 2.5.2 was verified to reproduce the theoretical

(or analytical) expression for a single PS reaction [374]. However, the extension

of this approach for multiple reactions is not straightforward. Simply, using the

same methodology and sequentially performing the various reactions introduces

a bias towards the initial reactions.

For example, consider the following case with two possible LH reactions occur-

ring simultaneously on a carbon surface filled with adsorbed oxygen atoms.

2O(s) −→ O2(g) + 2(s)

2O(s) + C(b) −→ CO2(g) + 2(s)
(2.42)

Performing the two reactions sequentially in the manner described above leads

to the following result for the flux and rate for each product, shown in Fig. 2.8. The

surface is initially filled with adsorbed oxygen, which then undergo the aforemen-

tioned LH reactions (according to the specified rate constants) to form product

O2 and CO2. The analytical solution is also plotted alongside for comparison. In

this case, the rate constants for the two reactions were set equal to each other.

Since both the LH reactions are second order, it is expected that the flux and rate

of both the reactions are the same, as seen from the analytical solution. However,

the DSMC solution obtained using Molchanova’s approach with sequential order-

ing of reactions shows discrepancies in comparison with the analytical solution.

The first reaction (O2 formation) is favored over the second reaction (CO2 for-

mation), leading to a bias. Both these reactions lead to depletion of adsorbed O

atoms, which tends to decrease the rate of both the reactions. Since all possible
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O2 formation reactions within a time step are performed first, before considering

the CO2 formation reaction, the rates of O2 reaction is consistently higher lead-

ing to higher flux compared to CO2. In this manner, the sequential handling of

multiple reactions with Molchanova’s method leads to a bias towards the initial

reactions.
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Figure 2.8: (a) Rate of formation and (b) total flux of products as a func-
tion of time obtained from the analytical solution and DSMC simulation using
Molchanova’s method with sequential handling of reactions and a relatively large
time step size.

In the case where the time step size of the simulation is much smaller compared

to the reaction time scales, the observed bias between the multiple reactions de-

creases as shown in Fig. 2.9. This figure shows the comparison between the

analytical solution and the DSMC simulations for the same case described above,

but with a much smaller time step size. In this scenario, the frequency of each re-

action is not high enough for a single reaction to be repeated several times within

one time step. Thus, the change in concentration of adsorbed oxygen atoms due

to one particular reaction is negligible compared to the total concentration. This

ensures that the reaction rate is not appreciably affected by the particular se-

quence in which the reactions are performed and thus leads to reduction in bias.

However, reducing the time step size to remove the bias is not viable solution in
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DSMC. In many cases, the reaction rates at the surface might be extremely high,

placing a large restriction on the time step size. This leads to an unnecessary

increase in the computational requirements and restricts the total run time of the

simulation.
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Figure 2.9: (a) Rate of formation and (b) total flux of products as a func-
tion of time obtained from the analytical solution and DSMC simulation using
Molchanova’s method with sequential handling of reactions and a relatively small
time step size.

This section describes two methods to remove the bias introduced by sequential

handling of multiple reactions within Molchanova’s approach [374]. The first

method retains the framework of performing the reactions, while altering the

order of reactions to remove the bias. The second method provides a more elegant

approach of performing the reactions, similar to the one followed in kinetic Monte

Carlo (kMC) simulations [375].

2.5.3 Time-counter algorithms without bias

2.5.3.1 Algorithm A

In this algorithm, the order of the various possible reactions are altered to ensure

that there is no bias introduced while performing the reactions. The reactions are
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not performed sequentially in a pre-determined order, however are chosen based

on their rates, after each reaction is performed. Higher the rate of a reaction,

greater its frequency and larger probability of occurring. At any instant, the total

count of a reaction within the time step is determined by the product of τ (time

counter) and ν (frequency). In addition to capturing the dependence on frequency,

it also reduces the probability of reaction that have already occurred within the

particular time step. When a reaction is performed, the value of that particular

time counter τ is decremented, thus reducing the probability of the reaction. In

other words, the probability of all the reactions are adjusted such that within a

single time step, the relative selectivity of each reaction is exactly satisfied.1

Algorithm 2

1: procedure Algorithm A
2: for i← 1 to Number of reactions do
3: τLH(i) = τLH(i) + dt
4: end for
5: sum = 0
6: while (1) do
7: for i← 1 to Number of reactions do
8: update νLH(i)

9: tLH(i)← − ln(Rn)
νLH(i)

10: sum← sum+ round(τLH(i) ∗ νLH(i))
11: end for
12: if sum == 0 then break
13: end if
14: for i← 1 to Number of reactions do
15: prob(i)← round(τLH(i)∗νLH(i))

sum

16: end for
17: Choose one reaction randomly based on probability values
18: Perform the reaction
19: τLH ← τLH − tLH
20: end while
21: end procedure

This algorithm updates the value of νLH of all the reactions after each reaction.

1For example, lets say that the probability of 2 events A and B is both 0.5. For each set of
10 events, if the count of events A and B is exactly 5, then it is said that the relative selectivity
of each event is exactly satisfied.
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And each reaction is chosen based on the updated value of its count (τ ∗ ν), thus

leading to a system without bias regardless of the time step size. A more complex

reaction set with four possible LH reactions (shown below) of varying orders and

rate constants is chosen to showcase the validity of the present approach.

O(s) −→ O(g) + (s)

O(s) + C(b) −→ CO(g) + (s)

2O(s) −→ O2(g) + 2(s)

2O(s) + C(b) −→ CO2(g) + 2(s)

(2.43)

Figs. 2.10 and 2.11 present the comparison of the analytical solution with the

DSMC simulation results obtained using algorithm A for a relatively small and

large time step size respectively.
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Figure 2.10: (a) Rate of formation and (b) total flux of products as a function of
time obtained from the analytical solution and DSMC simulation using algorithm
A and a relatively small time step size.

2.5.3.2 Algorithm B

In the previous algorithm, a separate time counter was utilized for each of the

reaction. Instead of this, a single time counter (for each surface element) can be
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Figure 2.11: (a) Rate of formation and (b) total flux of products as a function of
time obtained from the analytical solution and DSMC simulation using algorithm
A and a relatively large time step size.

used to accurately perform multiple LH reactions without bias. This algorithm

closely resembles the standard approach using in kinetic Monte Carlo (kMC)

simulations [375]. Similar to the previous approach, the order of the reaction

is not pre-determined. However, the probability of each reaction is determined

based solely on the frequency of each reaction (ν), and not the count (τ ∗ν). This

algorithm is detailed below.

Note the expression for tLH is based on the sum of all the reaction frequen-

cies and remains unchanged regardless of the particular reaction that is carried

out. Remember that the characteristic time between two consecutive events of a

particular LH reaction is given by:

tLH(i) = − log(Rn)

νLH(i)
(2.44)

Extending this, the characteristic time between any two LH reaction can be writ-

ten as:

tLH = − log(Rn)∑
i νLH(i)

(2.45)
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Algorithm 3

1: procedure Algorithm B
2: τLH = τLH + dt
3: while tauLH > 0 do
4: sum = 0
5: for i← 1 to Number of reactions do
6: update νLH(i)
7: sum← sum+ νLH(i)
8: end for
9: for i← 1 to Number of reactions do

10: prob(i)← round(νLH(i))
sum

11: end for
12: Choose one reaction randomly based on probability values
13: Perform the reaction
14: tLH ← −ln(Rn)

sum

15: τLH ← τLH − tLH
16: end while
17: end procedure

Hence, regardless of the reaction performed, the characteristic time value is calcu-

lated in a similar manner, and is used for decrementing the common time counter.

The adoption of such a combined characteristic time allows the use of a single time

counter for multiple reactions (on each surface element). Since the probability of

the reaction is only based on its frequency (and not the count), the probabilities

are not influenced by the number of previous occurrences of each reaction within a

time step. Thus, in this algorithm, the relative selectivity of each reaction is only

statistically (not exactly) satisfied.2 Similar to the previous approach, the DSMC

simulations performed using the kMC approach provides excellent agreement with

the analytical solutions regardless of the time step size as shown in Figs. 2.12 and

2.13.

In conclusion, the approach outlined by Molchanova et al., [374] for performing

LH reactions cannot be directly extended to the case of multiple reactions. It

was shown that a simple sequential handling of multiple reactions can lead to a

2For example, lets say that the probability of 2 events A and B is both 0.5. For each set
of 10 events, if the count of events A and B is not exactly 5, but on an average 5. It could be
(6,4); (7,3); (4,6); (3,7), etc. If this is the case, then it is said that the relative selectivity of
each event is statistically satisfied.
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Figure 2.12: (a) Rate of formation and (b) total flux of products as a function of
time obtained from the analytical solution and DSMC simulation using algorithm
B and a relatively small time step size.

Time (s)

R
a

te
 (

A
rb

 u
n

it
s

)

0 2E­07 4E­07 6E­07 8E­07 1E­06
0

2000

4000

6000

8000

10000

12000

14000
Analytical O

Analytical CO

Analytical O
2

Analytical CO
2

Molch Unbiased O

Molch UnbiasedCO

Molch Unbiased O
2

Molch Unbiased CO
2

(a)

Time (s)

F
lu

x
 (

A
rb

 u
n

it
s

)

0 2E­07 4E­07 6E­07 8E­07 1E­06
0

10000

20000

30000

40000

50000

60000

70000 Analytical O

Analytical CO

Analytical O
2

Analytical CO
2

Molch Unbiased O

Molch Unbiased CO

Molch Unbiased O
2

Molch Unbiased CO
2

(b)

Figure 2.13: (a) Rate of formation and (b) total flux of products as a function of
time obtained from the analytical solution and DSMC simulation using algorithm
B and a relatively large time step size.

system bias towards initial reactions, depending on the time step size. In order

to eliminate this bias, two algorithms were proposed. The first approach termed

as “unbaised Molchanova” involves changing the order of the reactions while the

methodology to perform the reactions remains similar to the method proposed by

Molchanova et al., [374]. The second approach is inspired by direct method of

63



Gillespie [375] employed in kinetic Monte Carlo simulations and alters both the

order of the reactions and methodology of performing them. Both the approaches

were shown to reproduce analytical results for a multi-reaction system regardless of

the time step size. The first approach exactly satisfies the relative selectivity of the

multiple reactions, while the second approach statistically satisfies it. Depending

on the particular application and requisite statistical properties of the system, an

appropriate approach can be chosen. In the absence of any preference, the second

approach is recommended owing to the (relatively) lower memory requirements

and computational cost.

2.6 Scattering models in DSMC

When a particle strikes the surface, it can either adsorb, undergo a direct im-

pact reaction, or scatter impulsively (without undergoing any reaction) from the

surface. If the energy of the incoming particles is low (thermal energies, i.e.,

comparable to the temperature of the gas), then the scattering of the particle

could be reasonably modeled using the CLL model [301, 302]. However, if the

particles strike the surface with super or hyper-thermal velocities, the CLL model

cannot be used to predict the energy and angular distribution of the scattered

products. Hence, a non-thermal and impulsive scattering models are developed

and implemented in DSMC to account for the scattering of particles with super

and hyper-thermal incident energies respectively. In addition, there is absence of

models in DSMC to describe the scattering of the desorbed products formed on

the surface. Hence, a new model called the thermal desorption model is also de-

veloped and described in this section. Finally, in many instances, a combination

of scattering models may be required for representing the scattering of the same

species over a range of conditions. This is described in Appendix D.
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2.6.1 CLL model

Of various phenomenological models for gas-surface interactions, the CLL model

[301] appears to be most comprehensive. This model satisfies detailed balance

(reciprocity) and produces physically reasonable velocity and angular distribu-

tions of the scattered particles. And unlike the Maxwell’s model, it provides a

continuous variation from specular reflection to diffuse reflection with full thermal

accommodation.

In the original model, two accommodation coefficients for the normal and tan-

gential directions (αn, αt) are employed. Each of these quantities can take a value

between 0 and 1. Specular reflection is achieved by using the values {0,0}, while

complete thermal accommodation with the surface and cosine angular distribu-

tions is obtained using {1,1}. There is smooth variation of both the energy and

angular distribution for values in between these limits.

In addition to this spectrum having these two extreme ends, Lord [302] has

proposed a way to take into account other scenarios such as fully and partially

diffuse scattering with incomplete energy accommodation. This can reproduce a

lobular distribution using the eccentricity factor e. Further, extension of the CLL

model was also proposed to handle internal degrees of freedom, described using

continuous and discrete energy levels, including anharmonic distribution.

The implementation of the CLL model within the current model takes 5 inputs

for translational mode. These are the normal and surface accommodation coef-

ficient (αn, αt), the accommodation coefficients for internal energies: rotational,

vibrational (αrot, αvib) and the eccentricity parameter e.

The eccentricity parameter is used to capture partially diffuse scattering, inde-

pendent of the level of energy accommodation. The range of e is [0,1]. A value

of 1 implies a fully diffuse scattering (with a cosine distribution), and the distri-

bution becomes more lobular as the value decreases. Specifying 0 for the value of

e implies specular scattering at the same angle of incidence, but with partial or

complete energy accommodation. Each additional degree of freedom (rotational
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or vibrational) needs an additional accommodation coefficient as input.

2.6.2 Thermal desorption model

As the name suggests, the thermal desorption model can be used to describe the

scattering of desorbing atom/molecule. Usually, the desorbing particle are fully

accommodated to the surface temperature and desorb based on a MB distribution

and a cosine angular distribution. However, certain processes on the surface might

alter these standard distributions. Some common processes which are captured

within this model are described below.

2.6.2.1 Desorption energy barrier

Due to the nature of the interaction between the products and the surface, the

desorption of the products might have an energy barrier. For a surface desorption

process, this desorption barrier exists only in the normal direction [135, 9, 376,

377]. Thus, only the products having enough energy (in the normal direction)

to overcome the barrier will be able to desorb from the surface. This alters the

velocity distribution of the observed products along the surface normal direction

and thus leads to the distortion of the speed distribution [376].

Enorm = kbTs + Eb Etngt = kbTs (2.46)

kb is the Boltzmann constant, Ts is the surface temperature and Eb is the energy of

the desorption barrier. Fig. 3.5 (a) shows a representative flux PDF of a thermal

process with and without a desorption barrier. In the presence of a desorption

barrier, the flux PDF is shifted towards the right of a MB distribution. The

angular distributions, which represent the ratio of the normal to the tangential

velocities, are also altered as a result of the desorption barrier. The angular

distributions are peaked more towards the normal and are often described by a

cosine power law distribution (cosnθ).
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Figure 2.14: (a) Representative flux PDF distributions of products formed via a
thermal mechanism with and without a desorption barrier from a smooth surface
for a hyperthermal beam. The distributions are plotted at angle θ = 0, 45, 90 for
the case with the desorption energy barrier. (b) Representative in-plane angular
distributions of products formed via a thermal mechanism with and without a
desorption barrier from a smooth surface (n = 1.5).

In order to obtain the cosine power law distribution in DSMC, the tangential

velocities of desorbing molecules must be based on the surface temperature, and

the normal velocity component must be drawn from a Boltzmann distribution

based on a different temperature given by:

Tnorm = Ts

(
1 +

Eb
kb

)
. (2.47)

The value of the desorption barrier Eb for a given cosine power law distribution

(cosnθ) can be obtained as [376]:

Eb =

(
n− 1

2

)
kbTs. (2.48)

In the presence of the energy barrier, the final VDF/SDF will depend on the

polar angle. The analytical form of the distribution can be computed as:

f(v) ∝ v2exp

(
−mv

2

2kb

(
cos2θ

Tn
+
sin2θ

Tt

))
(2.49)
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2.6.3 Impulsive scattering model

When particles having super or hyper-thermal velocities strike the surface, their

scattering patterns are very different from those in the thermal regime [273].

The final energy distribution of the particles exhibit dependence on the incoming

energy, angle of incidence and reflection, temperature of the surface, interaction

potential, etc.

2.6.3.1 VDF
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Figure 2.15: Representative flux PDF distributions of impulsively scattered (IS)
atoms at deflection angles χ = 45, 90, 135 from a smooth surface for a hyperther-
mal beam.

The velocity distribution of the IS component can be reasonably approximated

using a Gaussian distribution with a mean u0 and a variance α following Rettner

[147]. These two are treated as free parameters in the DSMC model that can be

adjusted to match the IS component of the experimental distributions.

fIS(u) ∝ u2 exp

(
−(u− u0)2

2α2

)
(2.50)

68



2.6.3.2 Angular dependence of VDF parameters: Soft-sphere scattering model

The dependence of the scattered particle energy distribution on the incident en-

ergy and angle can be captured using the soft-sphere scattering model. At such

high energies, the projectile interacts with the surface in the limit of atomic col-

lisions [273]. Hence, this kinematic model is based on a treatment of soft-sphere

scattering , in which a gas-phase, soft-sphere projectile, with an incidence trans-

lational energy of Ei, undergoes an inelastic collision with a soft sphere on the

surface [312]. The average final energy of the particles is given by:

<Ef> = Ei

(
1− 2µ

(µ+1)2

[
1 + µsin2χ+ Eint

Ei

(
µ+1
2µ

)
− cosχ

√
1− µ2sin2χ− Eint

Ei
(µ+ 1)

])
(2.51)

Here, µ is the mass ratio of the gas ans surface species. Eint is the energy

transfered to the internal energy. This becomes zero in the case of hard-sphere

scattering. The deflection angle χ is defined as:

χ = 180o − θi − θf (2.52)

θi and θf are the incidence and final angle of the scattered particle with respect

to the surface normal. There are two parameters in this function µ and Eint/Ei,

which can be adjusted to match the experimental observations.

2.6.3.3 Angular distribution

The angular distributions for impulsively scattered particles usually follow a lob-

ular scattering with a peak on the opposite side of the surface normal from the

incident beam [273, 9]. The peak angle might be greater than the specular angle.

The lobular pattern can be modeled using a cosine power law decay.

N(θ) ∝ cosn(θ − θpeak) (2.53)
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Figure 2.16: Representative angular distributions of products formed via impul-
sive scattering (IS) of a hyperthermal beam from a smooth surface. (a) Distribu-
tion in the plane containing the surface normal and the incident beam (in-plane):
lobular distribution along the polar angle θ with θpeak = 60o and n = 20). (b)
Distribution out of the plane containing the surface normal and the incident beam
(out-of-plane): cosine power decay along the azimuthal angle φ with m = 30.

θpeak is the location of the peak and the value of n determines the width of

the distribution. Again both of these parameters can be chosen to match the

experimental data. Fig. 2.16 (b) shows a lobular angular distribution for θpeak =

60o and n = 10.

The azimuthal angular distribution of the IS atoms is not expected to be uni-

form. Following the work of Glatzer et al [255], a cosine power law decay is used

to approximate the out-of-plane scattering distribution.

N(φ) ∝ cosm
(
φ

2

)
(2.54)

The factor of 2 is introduced to ensure that the function remains positive within

the range of the azimuthal angle: (−π, π]. In many cases, it is observed that the

decay rate of the product flux on either side of the θpeak is different [5, 255, 273,

10]. Additional options to capture these types of distributions are presented in

Appendix F.
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2.6.4 Non-thermal scattering model

Non-thermal scattering model is a generic model similar to the IS model described

above but has more flexibility in terms of parameters to handle the wide range

of cases where the products that scatter without accommodating to the surface

temperature. It is noted that the CLL model can also be used to represent the

non-thermally scattered particles, but this model provides higher flexibility.

2.6.4.1 VDF

The velocity distribution is represented using Gaussian distribution with a mean

u0 and a variance α following Rettner [147] similar to the IS model. u0 and

α are both free parameters which can be adjusted to match the experimentally

observed distributions. However, unlike the IS model, u0 is directly taken as

an input instead of computing it based on the soft-sphere scattering model. In

addition, there is no angular dependence of the VDF parameters.
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Figure 2.17: Representative flux PDF distributions of non-thermally (NT) scat-
tered atoms from a smooth surface for a superthermal beam.
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Figure 2.18: Representative angular distributions of products formed via non-
thermal (NT) scattering of a superthermal beam from a smooth surface. (a)
Distribution in the plane containing the surface normal and the incident beam
(in-plane): lobular distribution along the polar angle θ with θpeak = 30o and
n = 5). (b) Distribution out of the plane containing the surface normal and the
incident beam (out-of-plane): cosine power decay along the azimuthal angle φ
with m = 10.

2.6.4.2 Angular distribution

Similar to the IS model, the polar angular distribution is expected to follow a

lobular distribution represented using a cosine power law decay.

N(θ) ∝ cosn(θ − θpeak) (2.55)

θpeak is the location of the peak and the value of n determines the width of

the distribution. Again both of these parameters can be chosen to match the

experimental data. Unlike the IS model, here the peak of the polar distribution

is expected to be smaller than the specular angle.

The azimuthal angular distribution is also represented using a cosine power law

decay with its peak at an angle of zero following Glatzer et al [255].

N(φ) ∝ cosm
(
φ

2

)
(2.56)
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The factor of 2 is introduced to ensure that the function remains positive within

the range of the azimuthal angle: (−π, π]. Although the particles are scattered

non-thermally, it is possible that the angular distribution might follow a diffuse

distribution: cosine in polar direction and uniform in azimuth direction. This can

be obtained by setting θpeak = 0, polar cosine power (n) as one and azimuth cosine

power (m) as zero. Additional options to capture these types of distributions are

presented in Appendix F.

2.7 Summary

In this chapter, the formulation and implementation of a general finite-rate sur-

face chemistry framework in DSMC have been described. The approach involves

stochastically modeling the various competing reaction mechanisms occurring on a

set of active sites. Within this framework, multiple surface phases can be specified

allowing for the representation of composite materials similar to the formulation

proposed by Marschall and Maclean for CFD [3]. Further each surface phase

can contain multiple site sets which can be used to present heterogeneous surface

materials like SiC and h-BN.

The framework includes a comprehensive list of surface reaction mechanisms in-

cluding adsorption, desorption, Eley-Rideal (ER), and different types of Langmuir-

Hinshelwood (LH) mechanisms. It is possible to model both catalytic (oxygen

formation) and surface altering (material removal by oxidation) reaction mecha-

nisms. Based on the presence of gas-phase species in the reactants, the reaction

mechanisms are classified as gas-surface (GS) or pure-surface (PS) reactions. Since

these two classes of reaction mechanisms have to be modeled as a part of different

kernels within the DSMC framework, they are treated distinctly.

GS reactions are performed when the gas-phase particles strike the surface as

a part of the move kernel. The modeling of GS reactions within DSMC involves

the computation of the probability for each of the possible reactions. These prob-

abilities are calculated from the specified reaction rate constant, properties of the
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incident gas-particle and the surface. Since the probabilities are obtained from

rates, it is possible that the individual or cumulative probabilities exceed unity.

In order to avoid any bias in such scenarios, a physically consistent multi-step

procedure is presented for obtaining the reaction probability values.

PS reactions are carried out by looping over all the surface elements in parallel

with the gas-phase collisions. DSMC modeling of PS reactions involve comput-

ing a characteristic frequency for each reaction. This characteristic frequency is

a function of specified rate constants and surface properties. When multiple PS

reactions are present, it is possible to introduce bias within the system. Two dif-

ferent algorithms for performing multiple PS reactions without bias were proposed

and shown to accurately match the analytical solutions.

This chapter also presents various scattering models for accurately modeling

both reactive and non-reactive scattering at a wide variety of regimes and sce-

narios. The different models available within this framework include CLL, ther-

mal desorption, impulsive and non-thermal scattering models. In addition, this

framework also allows for combining different scattering models to describe the

scattering over a range of conditions. For each reaction, recommended models are

proposed, but the framework is flexible to incorporate any specified model.
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Chapter 3

Construction of Finite-Rate Surface Chemistry
Models

3.1 Overview

Pulsed hyperthermal beam experiments performed at high vacuum conditions

can be used to elucidate the gas-surface interactions at the molecular level. This

chapter describes an approach recently developed for the construction of a finite

rate carbon oxidation model from pulsed hyperthermal beam scattering exper-

iments [6]. Each of the steps outlined in Chapter 2 are elaborated, with the

carbon oxidation model as an example to illustrate the applicability of this gen-

eral approach. This approach can be applied to analyze surfaces of different types

(metallic/non-metallic), initial states (empty/pre-adsorbed), and also experimen-

tal setups with multiple gas-phase reactants within a pulsed hyperthermal/super-

sonic beam.

This chapter is organized as follows: Section 4.5.1 provides an outline of the

pulsed hyperthermal beam experiments. This section also describes the setup of

direct simulation Monte Carlo (DSMC) used for simulating the full hyperthermal

beam experiments, including the TOF and angular distributions. DSMC is then

used to analyze the different components of the experimental distributions that

correspond to the various surface mechanisms (Section 3.3). The procedure to

compute the total fluxes of each surface reaction product from the experimental

distributions (both TOF and angular data) is outlined in Section 3.4. Section 3.5

describes the methodologies to derive the rate constants of the identified reaction

mechanisms. First, the steady-state beam approximation is studied and the errors

associated with this approximation are analyzed and presented in Section 3.5.1. A
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general calibration methodology for the transient rate calculation is proposed and

investigated in Section 3.5.2. Finally, the conclusions are provided in Section 3.6.

3.2 Experimental setup

The analysis outlined in the following sections is developed for pulsed beam ex-

perimental data. In these experiments, a pulsed hyperthermal beam is focused on

the material surface of interest, which is placed within a high vacuum chamber.

The gas-phase reactants strike the surface with energy characteristic of the beam

at a prescribed incidence angle. Upon impact, the particles can adsorb, undergo

direct impact surface reactions, or scatter non-reactively. The scattered products

are detected and measured using a mass spectrometer. The number density or

flux information of the surface scattered products is collected as a function of time

(TOF) at various angles in-plane and out-of-plane of the beam. These TOF dis-

tributions which are obtained at different scattering angles are then integrated to

compute the angular flux distributions. The surface can be empty or pre-adsorbed

with one or more reactants, while the incident beam may also contain multiple

chemical species.

For the range of surface temperatures considered here, the incident particle

energy from the beam is much greater than the fully accommodated energy from

the surface. Thus, there is marked energy difference between the products that

are impulsively scattered and those formed via thermal mechanisms (based on the

surface temperature), which can clearly be distinguished in a TOF distribution.

The TOF distributions provide a wealth of information regarding the time scales

associated with reaction and desorption of reactively scattered products. This is

especially important for developing chemistry models that is capable of predicting

the surface reactions over a wide range of conditions, which may be considerably

different from the experimental conditions. Experimental data can be acquired

at various surface temperatures, incident energies and angles, in order to obtain a

comprehensive picture of the reaction system of interest. Details regarding such
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pulsed molecular beam experiments may be found in the literature [5, 7, 378].

3.3 Identifying reaction mechanisms from TOF

distributions

Although the TOF distributions can aid in distinguishing processes with disparate

time scales, identifying the reaction mechanisms from the TOF distributions is not

straightforward. Often, there is significant overlap of these timescales resulting in

a superposition of several reaction mechanisms within the TOF distribution. In

order to identify and isolate the effects of different surface reaction mechanisms,

a detailed understanding of the form of TOF distributions corresponding to these

different mechanisms is essential. To this effect, numerical simulations of the

molecular beam scattering from a smooth surface are performed under a range

of surface and beam conditions of the candidate surface processes using DSMC.

This parametric study is instrumental in identifying the reaction mechanisms at

the surface corresponding to the observed experimental data.

3.3.1 Non-reactive or impulsive scattering

The particles incident upon the surface may not interact reactively with the

surface, leading to inelastic (or elastic) scattering. The probability of inelas-

tic or impulsive scattering (IS) can be significant even for atoms/molecules with

large adsorption enthalpies owing to the high velocities in a hyperthermal beam.

The interaction time with the surface for the impulsively scattered atoms is so

short that they do not achieve thermal equilibrium, and hence these atoms have

translational energies that are significantly higher than the average energy of

a Maxwell-Boltzmann (MB) distribution associated with the surface tempera-

ture [135, 136, 5, 312]. The IS component velocity distribution can be expressed
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using a displaced Gaussian functional form [147]:

fIS(u) ∝ u2 exp

(
−(u− u0)2

2α2

)
. (3.1)

The parameter u0 is the mean and the α is the variance of the distribution. These

two parameters are treated as free parameters within the model and can be tuned

to match the IS component of the experimental TOF distribution. The IS atoms

can be easily identified within the TOF distribution by a sharp peak at times

much shorter than the MB distribution peak as shown in Fig. 3.1 (a). The in-

plane angular distribution of the IS atoms is usually peaked at angles larger than

the specular angle (away from the normal) [5, 273, 135, 312]. The particles tend to

have greater accommodation along the surface normal compared to the tangential

direction. This causes the angular distribution to shift from the specular angle

in the direction away from the surface normal. The distribution also tends to be

highly peaked with rapid fall off from the peak angle. A representative IS angular

distribution is shown in Fig. 3.1 (b).
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Figure 3.1: Representative (a) TOF and (b) in-plane angular distribution of IS
products scattered from a smooth surface for a hyperthermal beam. In Fig. 3.1 (b),
θ is the final angle of the scattered products.
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3.3.2 Adsorption: direct and indirect pathways

When a particle from the beam collides with the surface, it can either adsorb,

undergo direct impact reactions or scatter impulsively from the surface. The

probability of adsorption is determined by two factors: the surface coverage (θ)

and the sticking coefficient (S0). The adsorption probability is linearly propor-

tional to the sticking coefficient.

The dependence of the adsorption probability on the surface coverage varies

based on the dynamic pathway through which the adsorption reaction occurs:

direct and indirect adsorption as described previously in Section 2.3.1. For direct

adsorption, the adsorption probability is a linear function of the surface coverage,

while in the case of indirect adsorption, non-linear behavior is observed. The

experimental trends in the adsorption probability with surface coverage (function

of temperature) can be used to identify the adsorption pathway and compute the

subsequent rates.

3.3.3 Eley-Rideal mechanism

The Eley-Rideal mechanism is a non-thermal direct impact mechanism. This

results from the fact that the products formed through the Eley-Ridel mechanism

are formed immediately after the gas phase reactant strikes the surface, and the

interaction time is not long enough for thermal equilibration with the surface [135,

136, 379, 380]. The products have translational energies that are significantly

higher than the average MB distribution, but whose energies are much lower than

those of the impulsively scattered (IS) atoms, as shown in Fig. 3.2 (a). Similar to

IS atoms, the velocity distribution of the ER products are modeled as a Gaussian

distribution (Eq. (3.1)), where the mean u0 and variance α are treated as free

parameters to fit the observed TOF distribution [147]. The in-plane angular

distribution of the ER products do not follow a particular distribution and are

reported in literature to vary based on the reaction. The only consistent feature is

that a peak in angular distributions occurs between the normal and the specular
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angle [147, 381] as shown in Fig. 3.2 (b).
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Figure 3.2: Representative (a) TOF and (b) in-plane angular distribution of prod-
ucts formed via Eley-Rideal (ER) mechanism from a smooth surface for a hyper-
thermal beam. In Fig. 3.2 (b), θ is the final angle of the scattered products.

3.3.4 Collision Induced mechanism

A CI mechanism is similar to an ER mechanism as both involve gas-phase and

surface adsorbed reactants. However, the two reactants within the CI mecha-

nism do not chemically react with each other. The energy from the collision of

the gas-phase reactant induces desorption of adsorbed atoms/molecules from the

surface, and hence these reactions usually involve high-speed particles (super-

/hyperthermal velocities) [373, 382, 383, 135]. The incident particle may or may

not adsorb onto the surface. If the incident particle does not adsorb, its scattering

will be similar to an IS particle. The TOF or velocity distribution of the desorb-

ing particles usually follows a MB distribution at time t=0, while the angular

distributions is described by the cosine law [384, 385]. However, if a desorption

energy barrier or additional energy transfer mechanisms are present, they can

alter the shape of both angular and TOF distribution of the desorbing particle

(Section 3.3.5.2).
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Figure 3.3: Representative (a) TOF and (b) in-plane angular distribution of prod-
ucts formed via collision induced (CI) mechanism from a smooth surface for a
hyperthermal beam. In Fig. 3.3 (b), θ is the final angle of the scattered products.

3.3.5 Desorption

Desorption is a thermal mechanism and the products exit the surface with a MB

distribution [135, 5, 367, 369]. However, since the reactants are all adsorbed

species, this mechanism is not directly dependent on the beam. Hence, the prod-

ucts are not formed immediately after the beam hits the surface, if the reaction

rate is relatively low (corresponding to a relatively low surface temperature) and

do not follow a MB distribution at time t=0. The desorption of the products into

the gas phase occurs over an extended period of time, leading to a cumulative MB

distribution over that time period. If the surface were continuously replenished

with adsorbed reactants, the TOF signal would be constant with time. How-

ever, for a pulsed beam, the TOF signal of these reactions will be based on a

convolution of MB distribution with an exponential or power decay depending

on the order of the reaction as shown in Fig. 3.4 (a) [5]. As the rate constant

increases (corresponding to increasing temperature), the final TOF distribution

shifts closer to the MB distribution at time t=0. When the reaction rate is rela-

tively high (corresponding to a relatively high surface temperature), the products

are formed almost immediately after the beam collides with the surface and they
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follow a MB distribution at time t=0 (Fig. 3.4 (c)). Regardless of the rate of

the reaction, the angular distribution of the products follow a cosine distribution

(shown in Fig. 3.4 (d)) provided that the species has no desorption barrier.
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Figure 3.4: Representative TOF distributions of products formed from a smooth
surface for a hyperthermal beam via desorption and LH type 2 mechanism with
(a) relatively low reaction rate, (b) intermediate reaction rate and (c) relatively
high reaction rate. (d) Representative angular distribution of products formed
via desorption and LH type 2 mechanism from a smooth surface. In Fig. 3.4 (d),
θ is the final angle of the scattered products.
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3.3.5.1 Desorption Energy barrier

The presence of a desorption energy barrier will alter the TOF distribution from a

MB distribution [135, 386]. Fig. 3.5 (a) shows a representative TOF distribution

of a thermal process with and without an energy barrier. In a system with an

energy barrier, the TOF distribution of the desorbing product is shifted left from a

MB distribution. The angular distribution, which is determined by the proportion

of the normal to the tangential velocity is also altered due to the energy barrier.

The angular distribution is much more peaked towards the normal and follows a

cosine power distribution (cosnθ) [135, 376].
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Figure 3.5: Representative (a) TOF and (b) in-plane angular distribution of prod-
ucts formed via a thermal mechanism with and without an energy barrier from a
smooth surface for a hyperthermal beam. In Fig. 3.5 (b), θ is the final angle of
the scattered products.

3.3.5.2 Additional energy transfer

Besides the desorption barrier, there are several other energy transfer mecha-

nisms that can alter the observed distributions of the desorbing product. In a CI

mechanism, usually prominent in a high energy hyperthermal beam leads to the

formation of local hot-spots Another energy transfer pathway is due to dissoci-

ation or adsorption bond energy corresponding to the incident particle, causing
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the product to desorb with superthermal energies [384, 385]. Although these

mechanisms cause the TOF distribution to be different from a MB distribution

at time t=0, the “extra” energy does not show a preference to the normal/tan-

gential directions or a dependence on the azimuthal angle, and hence the angular

distribution will be a cosine distribution (Fig. 3.6).
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Figure 3.6: Representative (a) TOF and (b) in-plane angular distribution of prod-
ucts formed via a thermal mechanism with and without additional energy transfer
from a smooth surface for a hyperthermal beam. In Fig. 3.6 (b), θ is the final
angle of the scattered products.

3.3.6 Langmuir-Hinshelwood mechanism

As described in Section 2.3.3, Langmuir-Hinshelwood mechanisms can be char-

acterized into four types. The variation of the species concentration and the

corresponding TOF distribution of the products for all the four types of LH mech-

anisms are shown in Fig. 3.7. In the case of LH-1 reaction, the gas-phase products

exit the surface promptly at all temperatures and the TOF distribution follows a

Maxwell-Boltzmann (MB) distribution at time t=0 corresponding to the surface

temperature as shown in Fig. 3.7 (a). For a LH-2 mechanism, although the gas-

phase products exit the surface immediately after they are formed, the formation

step is not instantaneous and follows a decay rate equation. Thus, the observed
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TOF distribution does not follow a MB distribution, but a convolution of MB

distribution and the corresponding decay rate equation as shown in Fig. 3.7 (b).

In the case of LH-3 mechanism, since the desorption occurs slowly, the TOF dis-

tribution of the gas-phase product follows a convolution of MB distribution at

time t=0 and the corresponding decay rate equation as shown in Fig. 3.7 (c). Fi-

nally, for a LH-4 reaction, owing to the time-varying rate of the gas-phase product

desorption, the TOF distribution has a complex form as shown in Fig. 3.7 (d).

3.3.6.1 Distinguishing between different types of LH reaction mechanisms from
molecular beam data

It is observed that the TOF distribution for a LH-2 and LH-3 mechanism have

the same form. Hence, the TOF distribution alone is not enough to distinguish

between type 2 and type 3 LH mechanisms if there is only one LH reaction.

However, the existence of a parallel reaction system with two or more LH reactions

can be used to gain further insight into the exact type of the LH mechanism

utilizing only the TOF distribution.

Consider a simple system of two first-order parallel reactions with the same

reactant R, and having different surface intermediates (I1 and I2) and products

(P1 and P2) with corresponding rate constants as shown in Fig. 3.8. If the system

of reactions are of type 2 (LH limited by formation), i.e., formation rates (kf1, kf2)

are slow and desorption rates (kd1, kd2) are high, then the concentration of each

species would follow the trends shown in Fig. 3.9 (a). The concentration of both

the intermediates are zero, and the decay rate of the reactant is determined by

the sum of kf1 and kf2. The selectivity of products formed is determined by the

ratio of kf1 and kf2.

R = n0 exp(−(kf1 + kf2)t), (3.2a)

P1

P2

=
kf1

kf2

. (3.2b)
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Figure 3.7: Concentration of the species as a function of time (left) and normalized
TOF distribution of the product (right) for a typical LH reaction of type 1, 2, 3,
and 4.
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Figure 3.8: System of two parallel reactions with same reactant R, and having
different surface intermediates (I1 and I2) and products (P1 and P2)
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Figure 3.9: (a) Concentration of the species as a function of time, (b) TOF
distribution of the products (normalized independently) for a typical LH type 2
parallel reaction system shown in Fig. 3.8.

If the LH reaction system is of type 2, the values of kf1 and kf2 can be determined

by the rate of decay of the reactant and the relative concentration of the products

using Eq. (3.2).

The TOF distribution of both products (normalized independently) are shown

in Fig. 3.9 (b). The distributions follow a convolution of MB distribution at

time t=0 and exponential decay (first-order). Since the product formation rate

is determined by the same reactant concentration, the TOF distribution of the

products are aligned exactly.

If the reaction system follows a LH-3 mechanism (LH limited by desorption),

i.e., formation rates (kf1, kf2) are high and desorption rates (kd1, kd2) are low, then
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Figure 3.10: (a) Concentration of the species as a function of time, (b) TOF
distribution of the products (normalized independently) for a typical LH type 3
parallel reaction system shown in Fig. 3.8.

the variation of the concentration with time of each species would be very different

from the previous case. This is shown in Fig. 3.10 (a). The reactant immediately

forms the surface intermediates and its concentration instantaneously falls to zero.

The concentration of both intermediates slowly decay over time (exponential in

this case), while the products show a corresponding increase. The TOF distribu-

tion of products (normalized independently) are presented in Fig. 3.10 (b). Similar

to the LH-2 mechanism, the TOF distributions follow the convolution of MB dis-

tribution and an exponential decay (first-order). However, the TOF distribution

of the products from the type 3 mechanism is not the same. This results due to

the fact that the formation rate of the products are based on the concentration of

their respective intermediates, rather than the concentration of the reactant. This

key difference between the decay rates of the products can be used to distinguish

the products formed via LH-2 or LH-3 mechanisms.

Similar to the LH-2 mechanism, the final relative concentration of the products

is determined by the ratio of kf1 and kf2 (Eq. (3.2)(b)). If the system of LH

reactions are of type 3, the values of kf1 and kf2 can be determined by the ratio

of the concentration of the products to the total influx of reactants. The decay
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rate of the two products can be used to determine the value of desorption rates

kd1 and kd2, respectively.
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Figure 3.11: (a) Concentration of the species as a function of time, (b) TOF
distribution of the products (normalized independently) for a typical LH type 3
parallel reaction system shown in Fig. 3.8 with disparate rates.

It is important to keep in mind that the desorption rates do not reflect the

total concentration of the products, but rather the rate at which these products

are observed in the gas-phase. Hence, a reaction with higher decay rate does not

necessarily imply that the total concentration of that particular product is higher.

The final concentration of the products is determined exclusively by the formation

rates. This can be seen more clearly from Fig. 3.11. The rate of desorption of

reaction 1 is ten times greater than that of reaction 2. Thus, a higher amount of

product 1 is initially observed from the TOF distribution (Fig. 3.11 (b)). However,

the distribution dies off quickly in comparison with reaction 2. Hence, the total

final concentration (obtained from integrating the TOF distribution) of product

2 is higher than that of product 1. In fact, the final concentration of product 2

will be ten times greater than of product 1, as can be inferred from the ratio of

the corresponding formation rates (Eq. (3.2)(b)).
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3.3.7 Decomposition of the TOF distributions

The total TOF distribution obtained from the experiments will often have sig-

nificant overlap of the product distribution from various mechanisms. However,

the techniques outlined at the beginning of this section can be used to identify

and isolate the different mechanisms. The different components comprising the

total TOF distribution are identified in Fig. 3.12. Component I is IS made up of

inelastically or impulsively scattered atoms, which have the greatest energy and

the shortest flight time. The non-thermal (NT) mechanisms (ER and HA) form

products that constitute component II. The mechanisms which produce thermal

products immediately after the beam strikes the surface are mainly concentrated

in component III. LH-1 and CI mechanisms fall under this category. Finally, the

slowly desorbing products resulting from desorption and LH mechanisms of type

2, 3 and 4 are present in component IV.

Although the exact procedure for decomposing the TOF data will vary from

one system to another, the procedure outlined here has recently been employed

in Swaminathan-Gopalan et al [6], and is briefly described with the intent of

providing a guideline. In the first step, it is noted that all the distributions except

for the slow component decay rapidly to zero and are not present at long times.

Thus, the profile of the slow portion is determined promptly by fitting to the TOF

distribution at long times. In the next step, the thermal (TD) component of the

TOF distribution is identified. The desorption of the thermal products is based

on a MB distribution at time t=0 and are preferentially scattered towards the

surface normal following a cosine law. Both the velocity and angular distribution

of the TD products might be altered due to the existence of an energy barrier for

desorption. The polar angular distributions can be used to calculate the energy

barrier by fitting to a cosine power law. The energy barrier value can then be

used to compute the modified TD velocity distribution [6].

Once the slow and thermal components have been captured, the component

of the TOF distribution containing the impulsively scattered particles is char-
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acterized. A displaced Gaussian profile (Eq. (3.1)) can be used to describe the

distribution of velocity for the IS component. There are two variable parameters:

mean u0 and variance α. Due to the hyperthermal energies of the particles, the IS

particle collision with the surface belongs in the structural regime [273]. In this

regime, the soft-sphere scattering model [312, 387, 5] can be utilized to compute

the mean energy of the inelastically scattered particles. The exact procedure to

obtain the free parameters (variance and soft-sphere model parameters) from the

experimental data has been outlined in Ref. [6].

At last the portion between the peaks of IS and TD, termed as non-thermal

(NT), is characterized. The reason for analyzing this NT portion towards the

end is because of the several pathways through which this component could be

produced: (i) direct non-thermal reactions like ER or HA, (ii) local hot-spots on

the surface leading to superthermal energies of TD products [373], (iii) additional

energy transfer due to bond breaking [384], (iv) multiple bounces of the IS atoms

on the surface resulting in high energy loss [291]. The profile of the velocity

and angular distribution of this TOF portion may be used to identify the exact

pathway. The displaced Gaussian functional form (Eq. (3.1)) can be used to

represent the velocity distribution similar to the IS part. Again, the procedure

to determine the fitting parameters from the experimental data can be found in

Ref. [6].

3.4 Computing total product fluxes

Once the TOF distributions have been decomposed, the total product flux from

each of the mechanisms must be computed in order to calculate the rate constants

of the reactions. First, the fluxes must be computed from the TOF distributions

at each angle, then these fluxes must be integrated over the angular distributions

to obtain the final product fluxes.

The TOF distribution detected using a mass spectrometer can either record the

number density [388, 312, 5] or the flux [389] of the products as a function of time.
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(a)

Figure 3.12: Decomposition of a sample TOF distribution into four regions namely
IS, NT, TD, and slow.

If the flux distribution is measured, it can directly be integrated over the length

of time between two pulses to obtain the integrated flux of the reaction products

at that particular angle. However, if the number density is measured, then these

must be converted to a flux distribution before integration. In order to obtain the

flux or intensity distribution (I(t)) from the number density distribution (N(t)),

the following formula is usually employed [5, 177, 181, 390]:

I(t) =
N(t)

t
. (3.3)

However, this formula only applies for the products that scatter or desorb from

the surface immediately after the beam strikes. If the products desorb slowly over

a period of time, this density-to-flux conversion is not applicable since the time

t is not only indicative of the time needed for the particle to reach the detector

from the surface. The time t also includes the diffusion, formation and residence

times of the slowly desorbing products. In order to obtain the flux distribution

of the slowly desorbing products, first the desorption rate constant is determined

by fitting the convolution of the MB number density distribution at time t=0 and

the decay rate equation to the experimental distribution. The flux distribution
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is then given by the convolution of the MB flux distribution at time t=0 and

the decay rate equation (with the rate constant determined in the previous step)

according to:

number density f(u) ∝ u2exp

(
m

2kbTs
u2

)
f(t) ∝ 1

t4
exp

(
m

2kbTs

d2

t2

)
,

flux f(u) ∝ u3exp

(
m

2kbTs
u2

)
f(t) ∝ 1

t5
exp

(
m

2kbTs

d2

t2

)
.

(3.4)

Within the experimental setup, the detection of products desorbing very slowly

over extended periods of time is challenging owing to the difficulty in distinguish-

ing their low signal from the background noise.

This becomes especially important at low temperatures when the reaction rate

constants are lower. In addition, the sampling window in the experiments during

which the TOF data is collected may not cover the entire time between the beam

pulses [5, 177, 181, 390], thus further increasing the fraction of products that

goes undetected. Hence, care must be taken so that the sum of all the desorbing

product fluxes account for the entire incident flux from the beam. Another im-

portant consideration, especially when multiple products are involved, is the mass

sensitivity of the detector. Typically, the detector efficiency is higher for larger

masses [388]. Thus, this mass sensitivity factor of the detector must be taken into

account for obtaining accurate fluxes from experimental data.

Integration of the TOF distribution provides the fluxes at a particular reflected

angle. This must be repeated for each angle to compute the angular distribution.

Typically, these measurements are carried out over a limited number of angles in

the plane of the beam (and the surface normal) [384, 147, 5, 177, 181, 390]. Both

the in-plane and out-of-plane distributions is required for each mechanism to ob-

tain the total fluxes of the products from the TOF integrated fluxes at different

angles. The polar (in-plane) angular distribution of the TD products is charac-

terized by a cosine law, while the azimuthal (out-of-plane) distribution is usually

uniform. However, this can be altered due to the presence of energy barriers and
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additional heat transfer mechanisms. The angular distributions of other direct

impact reaction mechanisms and inelastically scattered species must be explicitly

determined either in the current or previous experiments or theoretical studies.

While integrating the distributions over the angles, it is important to use analyt-

ical or functional forms and perform the integration over the complete range of

angles: [0, π/2] for in-plane, and (−π, π] for out-of-plane angle.

3.5 Computing the rate constants

In this section, methodologies to compute the rate constants for all the surface

reactions identified in the TOF and angular distributions are described. First,

the rate constant of desorption reactions can be directly determined from fitting

the TOF distributions of the slowly desorbing products. As described previously,

the form of the slowly desorbing product TOF distribution follows a convolution

of MB distribution at time t=0 and the decay rate equation. The best fit to the

slow component of the experimental TOF distribution with the analytical form

gives the desorption rate constants. It is important to note that the desorption

reactions need not necessarily be first order reactions [367, 369]. Further, their

order might vary with coverage of the different species on the surface.

Once the rate constant of desorption reactions have been computed, the final

step is to obtain the Gas-Surface (GS) reaction rate constants. The GS reactions

are comprised of all reactions which contain gas-phase and surface (or bulk) re-

actants. This includes direct impact reactions (ER, HA) as well as some thermal

mechanisms such as CI, LH-1, LH-3 formation, etc. In order to obtain these rate

constants, usually the steady-state approximation is used to estimate the surface

conditions to simplify the analysis [33, 144, 145, 391, 392, 146]. With this ap-

proximation, the analytical solution for the rate constant values can be computed

directly from the steady state equations for the product fluxes, surface coverage

and site conservation equation. However, this approach neglects the transient

characteristic of the pulsed beam, in which the surface conditions still vary widely
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over the course of a pulse. For instance, based on the temporal location of each

particle within the pulse, the surface coverage it encounters will vary, thereby lead-

ing to different reaction rates After the system has reached steady state (where

“steady-state” refers to a long exposure of the surface to the pulsed beam prior

to the acquisition of the experimental data) the incoming particles at the start of

each pulse will experience the same surface coverage at time t=0. As the pulse

progresses, the surface coverage increases till the end of the pulse. Then, the

desorption of the particles from the surface leads to steady decrease in surface

coverage till the next pulse. By the start of the next pulse, the surface coverage

recovers to the value at t=0 and this cycle continues. This is in complete contrast

to the steady-state approximation, where it is assumed that each particle expe-

riences identical surface conditions, thus neglecting the variations in the surface

within the duration of the pulse.

3.5.1 Steady-state approximation

First, a study is conducted to quantify the errors introduced by the steady-state

approximation using a baseline surface reaction system with the given mechanisms

and rate constants as shown in Table 4.1. These mechanisms and rate constants

are taken as the baseline values which serve as the standard for comparison to

assess the accuracy of the steady-state assumption vs. pulsed beam approach for

determining the model rate constants. DSMC simulations of a pulsed hyperther-

mal beam of O atoms directed at the surface of interest are performed at various

temperatures, and the final compositions of the products that are observed at

steady state are shown in Fig. 3.13. The frequency of the pulse is 2 Hz, and the

flux is 5×1018 O atoms/m2/s. The width of the pulse is approximately 20 µs, and

the total site density on the surface (Φ) is taken as 6× 1018 m−2. These compo-

sitions are then given as input to the steady-state approximation to compute the

rate constants, which are then compared with the baseline rate constant values in

Table 4.1.
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Table 3.1: Sample reaction system used for assessing the steady-state approxima-
tion and the pulsed-beam calibration methodology

Reaction Mechanism Rate Rate constant Units

O(g) + (s) −→ O(s) k1[O(g)][s] 1
4B

√
8kbT
πmO

m3

mols

O(s) −→ O(g) + (s) k2[O(s)]
2πmOk

2
bT

2

Bh3
1.5 ×

10−15e
−5000
T

1
s

O(g)+C(b)+(s) −→ CO(g)+(s) k3[O(g)][s] 1
4B

√
8kbT
πmO

2e
−2287
T

m3

mols

O(g)+O(s)+C(b) −→ CO2(g)+
(s)

k4[O(g)][O(s)] 1
4B

√
8kbT
πmO

0.8e
−100
T

m3

mols

O(g) +O(s) −→ O2(g) + (s) k5[O(g)][O(s)] 1
4B

√
8kbT
πmO

1.5e
−1200
T

m3

mols
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Figure 3.13: Mole fractions of the products obtained using a hyperthermal pulsed
beam for the system in Table 4.1.

The list of equations included within this study are shown below:

d[O(g)]

dt
= +[O(g)]− k1[O(g)][(s)] + k2[O(s)]− k3[O(g)][(s)]

− k4[O(g)][O(s)]− k5[O(g)][O(s)],

d[CO(g)]

dt
= k3[O(g)][(s)],

d[CO2(g)]

dt
= k4[O(g)][O(s)],

d[O2(g)]

dt
= k5[O(g)][O(s)],

[O(s)] + [(s)] = Φ.

(3.5)
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As described in the previous section, the desorption rate constant (k2) can be

directly obtained from the TOF distributions. Hence assuming that the values of

k1 and k2 are known, the reaction rate constants of k3, k4, and k5 are computed us-

ing the above equations with the product fluxes (Fig. 3.13) as input. The percent

error between the computed rate constant values and the baseline values from Ta-

ble 4.1 are plotted in Fig. 3.14 (a). Significant discrepancies are observed between

the rate constants. Major differences are observed at higher temperatures, when

the surface coverage is very low at steady state. The errors in rate constants k3

and k5 are identical owing to the similar dependence of the corresponding products

on the surface coverage. These errors also reach very high values at high temper-

atures as a result of low product fluxes. In order to understand the impact of the

differences in the computed rate constants, the steady-state rate constant values

are used to perform DSMC simulations of the pulsed hyperthermal O beam. The

product fluxes obtained from the rate constants computed using the steady-state

approximation are compared with the baseline product fluxes (Fig. 3.13) and the

errors are plotted in Fig. 3.14 (b). The errors in the mole fractions of O2 and CO2

reach values greater than 100%, while the error in CO reaches a maximum value

of 25%. Due to the coupled nature of the reaction system, the errors in O flux

also reach 100% at higher temperatures.

Using the steady-state approximation is analogous to assuming a continuous

beam, in which the particles are continuously incident on the surface. In a pulsed

beam, however, all the particles strike the surface in a very short period of time

(20-100 µs). In the remaining time between pulses, in which the scattered prod-

uct information is collected, there are no particles from the beam colliding with

the surface as shown in Fig. 3.15 (a). Thus for a given overall incident flux, the

continuous beam experiences a much smaller instantaneous flux spread uniformly

throughout the time between pulses, while the pulsed beam has a much greater

flux incident over a short amount of time (duration of the pulse). Fig 3.15 (b)

presents the corresponding variation with time of the surface coverage values un-

der both of these beams. The surface upon which the continuous beam is incident
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Figure 3.14: (a) Percent error in rate constants derived using the steady-state
approximation compared with the baseline values in Table 4.1 (b) Percent error
in mole fractions obtained using the rate constants derived from steady-state
approximation.

has a surface coverage value that is time invariant. However, within the pulsed

beam setup, the surface experiences a sharp increase in the coverage as the pulse

progresses. Once the pulse is completed, the surface coverage value drops gradu-

ally as the adsorbed particles slowly desorb from the surface. This difference in

the time evolution of the surface coverage is the reason for the observed differences

between the final product fluxes. Hence, analyzing the experimental data using

the steady-state approximation will lead to over/under prediction of finite rate

chemistry at the surface.

3.5.2 Proposed calibration methodology

In the previous section it was established that the steady-state approximation

leads to significant errors in the predicted products fluxes and the transient nature

of the pulsed beam must be considered. However, this is not straightforward since

the rate constant information is not directly available, but must be determined

from experimental product flux data. Here a general methodology to precisely

compute the rate constants from pulsed molecular beam data is developed.
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Figure 3.15: (a) Number density of particles incident on the surface and (b)
surface coverage (θ) of adsorbed atoms as a function of time for a continuous and
a pulsed beam.

At a given temperature, the rate constant of a reaction is simply a constant

value. The instantaneous rate (or probability in DSMC) is then determined solely

by these rate constant values and the current surface conditions. Thus, for each

temperature, the problem breaks down to finding the value of these constants for

each reaction mechanism for which the final product compositions reproduce the

experimentally observed values. In order to construct this calibration problem,

the initial values are prescribed for each rate constant, and the complete beam

simulations are carried out in DSMC to obtain the final product composition

formed via each reaction mechanism. The error is then defined as the difference

between the resulting composition and the experimental composition. The goal

of the calibration procedure is to minimize this error by calibrating the reaction

rate constant values. This process is then repeated at each temperature to obtain

the reaction rate constants, which can then be fitted to any form (preferably

Arrhenius). A major advantage of such an approach is that no assumption is made

about the surface coverage; rather, it is obtained as a result of this calibration

procedure. This is of particular importance since the experimental determination

of surface coverage is challenging, and it is also expected to widely vary over
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a range of temperatures. However, this procedure does require as an input the

maximum available adsorption sites per unit area of the surface material.

Since the objective function to be minimized (i.e., the error between the DSMC

and experimental product composition) cannot be explicitly expressed in a func-

tional form, heuristic or meta-heuristic algorithms like the particle swarm opti-

mization algorithm [393, 394] is ideally suited for this calibration problem. In

addition, this algorithm can search over very large multi-dimensional spaces of

candidate solutions, which is required for this calibration process. Furthermore,

the particle swarm algorithm is stochastic in nature and is shown to consistently

converge to the global minimum [395].

This methodology is applied to the sample system described in the previous

section. Initial values are guessed for the three rate constants (k1, k2, and k3).

The product composition corresponding to these guess values are computed and

compared with the baseline values (Fig. 3.13). Based on the error between these

product fluxes, the guess values are updated. This process continues until the

error between the two sets of product fluxes falls below the specified threshold.

The rate constant obtained from this methodology is compared to the baseline

rate constants (Table 4.1) and the errors are plotted in Fig. 3.16 (a). Excellent

agreement is observed between the sets of rate constants and the maximum error

is around 0.5%. The corresponding errors in the mole fractions are shown in

Fig. 3.16 (b) and as expected the maximum errors are less than 0.3%.

3.6 Summary

A general approach for constructing finite rate surface chemistry models using

pulsed hyperthermal beam experimental data has been presented, which is of

great interest in a broad range of fields. First, detailed DSMC simulations of var-

ious reaction mechanisms for a wide range of conditions are performed to obtain

the TOF and angular distributions. This step is crucial in understanding and in-

terpreting the experimental data and isolating the effects of different mechanisms
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Figure 3.16: (a) Percent error in rate constants derived using the calibration
methodology and (b) Percent error in mole fractions obtained using the rate con-
stants derived from the calibration methodology.

contained in the pulsed beam experimental data. The Langmuir-Hinshelwood

mechanisms were categorized into four types based on the comparison of time

scales for formation and desorption steps with the system time scale. The char-

acteristics of each type of mechanism were analyzed in detail and a method to

identify and distinguish between them using only the experimental TOF data is

provided. A new procedure to accurately compute the total integrated flux of

the products, specifically the slowly desorbing species from the TOF and angular

distribution is described.

The final and most crucial step of this approach is the development of a gen-

eral methodology to accurately derive the rate constants of the identified surface

reaction mechanisms under transient (pulsed beam) conditions. An analysis of

the commonly used steady-state approximation revealed significant differences in

terms of both the rate constants and total product composition, specifically when

the surface coverage at steady state is low. Modulation of the beam into short

pulses inherently introduces a transient component which must be accounted for in

order to reliably obtain the rates. Within the proposed methodology, the changing

surface conditions are explicitly considered while computing the product fluxes.
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The fitting procedure uses particle swarm optimization to systematically search

through the rate constant parameter space in order to match the final product

composition with the experimental values. In addition, the surface coverage of

the different species is readily obtained as output and are consistent with the ex-

perimental product fluxes. This procedure is performed at each temperature, and

the computed rate constant values can be expressed as a function of temperature

in any desired form.
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Chapter 4

Application to Vitreous Carbon

4.1 Overview

The novel approach described in the previous chapter is applied to construct a

detailed surface chemistry model for oxidation of vitreous carbon. The applica-

bility of the TOF decomposition procedure, total product flux computation, and

transient rate calculation methodology is demonstrated by applying it to actual

experimental data of Murray et al. [5].

Although the final objective of this effort is to simulate the oxidation and reces-

sion of FiberFormr, an appropriate gas-surface interaction model for the carbon

surface (i.e., the individual fibers) is first established without the added complex-

ity introduced by simulating the full FiberFormr microstructure. Vitreous carbon

was chosen as the template for developing the surface reaction model, owing to the

similarity of carbon and FiberFormr [5] in terms of their characteristic chemical

structure and sp2 bonding. Thus, the aim of this study is to establish an ap-

propriate model for the oxidation of vitreous carbon guided by surface scattering

data from the recent molecular beam experiments [5].

The contents of this chapter are organized as follows: a brief description of the

experimental setup and measured quantities, including the experimental TOF and

angular distributions, as well as the product fluxes, is presented in Section 4.2.

In Section 4.3 a detailed analysis of the experimental TOF data is presented,

and the major reaction mechanisms at the vitreous carbon surface are identified.

The procedure used to obtain the corresponding rate constants of the reaction

mechanisms is outlined in Section 4.4. Finally, a comparison of the simulated
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and experimental TOF and angular distributions and the total product fluxes is

presented in Section 4.5, followed by the conclusions in Section 4.6.

4.2 Molecular beam experimental data

In this section, the TOF and angular distribution data obtained from experi-

ments of Murray et al. [5] are presented, which are used to construct and validate

the DSMC model. The details of the experiment and analysis of the scattered

products have been discussed at length by Murray et al. [5]. Here, some key

observations are described for completeness. A hyperthermal O/O2 beam with

a nominal velocity of 7760 ms−1, and a mole ratio of approximately 93% O(3P )

(∼5 eV) and 7% O2(3
∑−

g ) (∼10 eV), is directed at a vitreous carbon surface

with an incidence angle (θi) of 45. The vitreous carbon sample employed in this

experiment was Grade 22 SPI-GlasTM vitreous carbon obtained from SPI, Inc.

The sample had dimensions of 25 mm × 7 mm × 1 mm, and was prepared with

a mixture of trichloroethylene and ethanol prior to the experiments. The sur-

face temperature of the sample was controlled by resistively heating the material,

and was determined by fitting the TOF data to a Maxwell-Boltzmann distribu-

tion characterized by the surface temperature. First, the number densities of the

species are collected as functions of the flight time (TOF distribution) and scat-

tering angle in the plane defined by the surface normal and the beam. The TOF

distributions are then converted to energy distributions (P(ET)), which may be

integrated to obtain the angular flux distributions. It is noted that the scattered

product distributions obtained in this study are specific to vitreous carbon. In

this study, the TOF distributions were collected over the full range of final angles

(θf ) at 5 increments for surface temperatures of 800 and 1875 K only. At the

intermediate temperatures, the TOF distributions are obtained at a single angle

θf of 45.

A total of four chemical species are detected as scattered products, including O

and O2, which are supplied by the beam, and CO and CO2, which are formed at
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the surface. Representative TOF distributions for O and CO at two temperatures

(800 K and 1875 K) are shown in Figs. 8, 11 and 12 of Murray et al. [5]. The O and

O2 TOF distributions have a peak at very short times corresponding to impulsively

scattered (IS) products. The interaction time of the IS products with the surface is

very brief, such that this population does not achieve thermal equilibrium with the

surface. These products scatter with energies slightly below that of the incident

beam energy, and show up at early times in the TOF distribution.

A second population of scattered products is observed at later times in the TOF

distributions, corresponding (for example) to the second peak in the O and first

peak in the CO TOF distributions in Figs. 8, 11 and 12 of Murray et al. [5]. A

considerable amount of information may be gained from analysis of these prod-

ucts; a brief introduction is provided here, followed by a more detailed discussion

in Section 4.3. First, it is noted that these products can be fit to a Maxwell-

Boltzmann (MB) distribution based on the surface temperature, and include O,

CO and CO2 products. This implies that these products are formed via thermal

mechanisms and are completely accommodated to the surface temperature. Sec-

ond, these products may desorb from the surface in a number of different ways.

Products that desorb immediately after the beam pulse (at t=0 ms) and that

follow a MB distribution are referred to as thermally desorbed (TD) products;

again, these include O, CO, and CO2, and make up the majority of the detected

TOF distribution following the IS products. Products may also desorb from the

surface at later times, resulting in a distribution component that is not captured

by a TD description. For example, if the surface reaction products are formed by

a relatively slow process whose rate is governed by the surface temperature, then

the products will desorb from the surface based on the decay rate equation of the

formation reaction since the beam is the only source of oxygen on the surface. In

this case, the final observed TOF will be a convolution of the MB distribution

and the specific decay rate equation (exponential for a 1st order reaction, linear

inverse for a 2nd order reaction, etc.). As will be discussed in Section 4.3, this

behavior is observed for O and CO products, which make up the majority of the
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long tail in the detected TOF distribution. Lastly, these products may desorb

over an energy barrier, which is evident in the shape of the scattered product an-

gular distributions (Figs. 8 and 11 of Murray et al. [5]). Angular distributions of

products that thermally desorb in the absence of an energy barrier follow a cosine

distribution. The angular distributions of O, CO and CO2 are observed to follow

a cosine power law distribution, which is characteristic of a desorption barrier.

As a final remark, the scattering characteristics of O2, which constitutes only 7%

of the beam by mole fraction are nearly identical to that of the IS O atoms [5].

Furthermore, it is apparent that the TOF distributions and total flux of O2 were

observed to be constant across the entire temperature range. Considering that

there is only 7% O2 in the beam and that O2 has a low sticking coefficient on the

surface, it was assumed that the contribution to the CO and CO2 signal from O2

reactions is minimal.

The temperature dependence of the CO flux also exhibits a hysteresis, whose

magnitude is dependent upon the rate of change of temperature (Fig. 4 of Mur-

ray et al. [5]). The model introduced by Poovathingal et al. [33] was constructed

from the data corresponding to a rapid change in temperature (red data points

in Fig. 4(c) of Murray et al. [5]), with the idea that this would better represent

the surface conditions in a hypersonic flow environment. The current work, on

the other hand, employs data obtained from a slow surface temperature variation

(blue data points in Fig. 4(c) of Murray et al. [5]), which are more appropriate

for the steady state conditions targeted in this work.

4.3 Analysis of Experimental Data

4.3.1 Missing flux

Products that desorb very slowly from the surface over long periods of time would

be difficult to detect since their signal cannot be distinguished from the back-

ground noise, especially at a mass-to-charge ratio m/z=28 (CO+). The fraction
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of slowly desorbing products that are not detected becomes especially significant

at low temperatures, since the rate of desorption is reduced with decreasing tem-

perature. In addition, the experimental sampling window within which the TOF

data are collected extends 10 ms from the beginning of the beam pulse (t=0

ms), and the time between beam pulses is 500 ms. Thus, some of the scattered

products that desorb very slowly from the surface are not captured within this

sampling window, particularly at low temperatures. This is evident, for example,

in the long tail of CO products at 800 K extending from t=1.0 ms in Fig. 12 of

Murray et al. [5].

Fig. 4.1 shows the total oxygen/oxide product flux measured by the experi-

ments over the 10 ms sampling window as a function of surface temperature. If

all products are desorbed from the surface and detected within this window, the

total flux should be constant, since the same beam setup was used to perform the

experiments over this range of temperatures. At temperatures above T=1700 K,

the total flux reaches an asymptote, indicating that the entire incident beam flux

is captured within the experimental sampling window, owing to sufficiently rapid

desorption. At temperatures below T=1700 K, up to half of the oxygen/oxide

product flux is “missing”, or is not detected within this sampling window. As-

suming that this high-temperature asymptote in the detected total oxygen flux is

equal to the total incident beam flux (i.e., the incident flux is reflected/desorbed

and thus detected within 10 ms), the value of the “missing” oxygen flux at low

temperatures may be determined. This additional mass balance analysis is one

of several features that distinguishes the current model from the previous PSMM

model, which equated the incident beam flux to the IS and TD product fluxes

only.

4.3.2 Surface Coverage

An important parameter that affects the rate of surface reactions is the oxygen

atom coverage. Although surface coverage is not explicitly measured during the
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Figure 4.1: Total relative oxygen/oxide product flux (O + CO + 2*O2 + 2*CO2)
based on analysis of the experimental data as a function of temperature.

experiments, the qualitative behavior of surface coverage as a function of temper-

ature can be inferred from other experimentally measured quantities.

The CO and CO2 product fluxes in Fig. 4 (c) and Fig. 4 (d) of Murray et al. [5]

exhibit strong temperature dependencies. The CO2 flux is substantial at the

lowest temperature, but it decreases rapidly with increasing temperature and falls

below detectable limits above 1000 K. Based on the theoretical study by Sun et

al., it is believed that the reduction in CO2 flux is the result of decreasing surface

coverage. Sun et al. showed that additional adsorbed oxygen atoms are necessary

in order for the formation of CO2 to be kinetically and thermodynamically favored.

The formation of CO2 must be an activated process; thus, following from the study

by Sun et al., the constant decrease in CO2 production with surface temperature

implies a competition between loss of adsorbed oxygen and reaction to form CO2.

This competition is especially pronounced because of the low flux of the incident

O-atom beam. In a similar way, Sun et al. also showed that the formation

of CO is promoted by adsorbed O atoms, so an analogous competition is also

occurring in the formation of CO, leading to an apparent rise and fall of the CO

product flux as the surface temperature is increased. The reactions that lead to

CO2 are more sensitive to surface O-atom coverage, because more O atoms are

required to form the product. Therefore, the CO2 flux is expected to drop quickly
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with temperature as the probability of O atom desorption increases. Indeed,

the observed temperature dependencies of the CO and CO2 product fluxes is

consistent with the rapid rise in the flux of desorbed O atoms with temperature,

as seen in Fig. 4 (a) of Murray et al. [5]).

With this set of observations and the evidence regarding surface coverage, the

consistency of the inferred surface coverage with the other observed experimen-

tal quantities is considered, starting with scattered O atoms. Fig. 4.2 shows the

temperature variation of the IS and TD O atom flux. The TD flux increases with

temperature, consistent with a decreasing surface coverage. The IS O atom flux is

approximately constant across the temperature range. A high surface coverage at

low temperatures would imply that relatively few sites are available for direct ad-

sorption, assuming that the surface is Langmuirian, and the majority of incident

atoms, unable to adsorb directly, would reflect as IS products. Thus for a Lang-

muirian surface, the IS O atom flux should exhibit a decrease with temperature, as

more sites become available for direct adsorption with decreasing coverage. This

is clearly not the case in the observed IS product flux (Fig. 4.2). There is, how-

ever, evidence that the oxygen adsorption on carbon follows an indirect adsorption

pathway, in which the incident atom initially forms a precursor that moves freely

along the surface, until it chemisorbs on a suitable site [396, 397, 398, 399]. The

indirect adsorption pathway captures the (constant) IS atom flux as a function

of temperature observed experimentally, and is modeled using Kisliuk’s formula-

tion for which the sticking coefficient remains constant with surface coverage. It

is important to note that the other finite rate models discussed in Section 1.2.1

use a direct adsorption pathway. This indirect adsorption pathway is consistent

with the observed variation of TD products with surface coverage, and is also

consistent with an IS O atom flux that is independent of surface coverage. It is

also noted that the assumption regarding surface coverage is consistent with the

observed hysteresis of the CO flux, which is discussed in G.
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Figure 4.2: Variation of IS and TD fluxes of O (based on analysis of experimental
data from Murray et al. [5]) measured at θf = 45 scattered from a vitreous carbon
surface following bombardment with the O/O2 beam at θi = 45.

4.3.3 Surface Reaction Mechanisms

The mechanisms considered in the present surface interaction model include ad-

sorption, desorption and Langmuir-Hinshelwood (LH) mechanisms. Identification

of these mechanisms is based on careful analysis from both the TOF and angular

distribution data of the detected products, as well as a mass balance analysis to

account for long-desorption time products that are not detected in the experi-

ments at low temperatures. The surface reaction mechanisms elucidated from

the features of the TOF distributions are presented in the sections below. These

mechanisms, along with the mass balance analysis (to account for the “missing

oxygen” flux), are used to construct the surface chemistry model.

4.3.3.1 Prompt thermal mechanisms

The TD products, which include O, CO, and CO2 are observed at all temper-

atures, and are represented in the current model by a (prompt) LH1 reaction

mechanism. There has been theoretical evidence suggesting that CO and CO2

formation and desorption into the gas phase are promoted by neighboring ad-

sorbed oxygen atoms [80]. The presence of these neighboring atoms stabilizes the
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intermediates in the formation of these products, making the reactions thermo-

dynamically favorable. Adsorbed oxygen is therefore included in the CO LH1

mechanism in this model. This results in a prompt CO reaction rate that is pro-

portional to the concentration of the adsorbed oxygen on the surface. Evidence of

this dependence was observed (in a separate experiment) as a time-dependent re-

duction in the TD component of the CO TOF distribution (Fig. H1 (d)). Details

of this experiment are provided in H. Adsorbed oxygen is included in the prompt

LH1 mechanism for CO2. The corresponding prompt mechanisms (A4, A5, A6)

are listed in Table 4.1.

4.3.3.2 Slow mechanisms

Both O and CO TOF distributions contain a long tail component at low and

intermediate temperatures (Figs. 8 and 11 of Murray et al. [5]), which can be

captured by a convolution of a MB distribution and a first order decay. These

products are formed as a result of a relatively slow first-order reaction whose rate

is governed by the surface temperature. The rate of formation and desorption

of these products is relatively slow at low temperatures, and these products are

detected at longer times in the TOF distributions. As the temperature increases,

the formation/desorption become faster, and these products are detected at pro-

gressively earlier times in the TOF distributions. At high temperatures, these

products desorb immediately, and the resulting TOF distribution of the detected

products is captured by a MB distribution (based on the surface temperature)

of particles desorbing from the surface at time t=0 ms. It is important to note

that the slow O may have contributions from both surface processes correlated

with the beam pulse and experimental artifact (slow effusion of O atoms from the

source chamber after the beam pulse and subsequent non-reactive scattering from

the surface), and so the slow O atom rate employed in this model is considered an

upper limit of any slow chemical process. This slow component of O is represented

by a simple desorption process (mechanism B1 in Table 4.1).
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Next, the long tail of the CO TOF distributions is considered, guided by analysis

of the detected products in the TOF distribution (up to 10 ms). The LH mecha-

nism describing the slow CO products may be either formation-limited (LH2) or

desorption limited (LH3). It is not possible to determine the type of LH mech-

anism from the CO TOF distribution alone. In this case, however, there is a

parallel system of reactions in which both slow O(g) products and slow CO(g)

products are formed from the same reactant, adsorbed oxygen O(s). If formation

is the limiting step, then both the rate of slow O(g) and slow CO(g) are deter-

mined by the concentration of O(s). This will result in both products having

the same decay rate (i.e., the decay rate of O(s)). If, on the other hand, the LH

mechanism is desorption-limited, the rates of both products are driven by two

different surface species desorption rates. In this case, O(s) dictates the decay

rate of slow O(g), while the LH intermediate CO(s) will determine the decay rate

of slow CO(g). From the TOF distributions, it is clearly observed that the decay

rate of slow CO(g) is different from that of slow O(g). The formation of the CO(s)

intermediate at the surface is fast, but the desorption is relatively slow compared

to slow O(g), as evident in the decay rates (Fig. 11 of Murray et al. [5]). The

slow CO(g) is thus modeled as a LH3 mechanism. Similar to TD CO, the for-

mation reaction of slow CO also includes an adsorbed O atom which promotes

the reaction, consistent with the findings of Sun et al. [80]. It is important to

note that the LH intermediate need not be a CO molecule bound to the surface.

Although this is possible, it is unlikely since CO is typically not strongly bound to

the carbon surface [400, 401, 402]. It is more likely that the adsorbed O is present

in the form of a functional group (lactone, semiquinone, etc.) on the surface and

desorbs from the surface as CO [400, 396]. This is referred to as the incipient CO,

and for ease of comprehension it is expressed in the reactions as CO(s). This slow

CO mechanism is listed as CO{a} (A2, B2) in Table 4.1.
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4.3.3.3 Very slow mechanisms

Although the long distribution tail in the CO TOF is well-captured by the slow

CO{a} mechanism for times up to t=1.5 ms, it cannot account for the low-

amplitude CO signal detected at much larger times (up to 10 ms). It is also

noted that such a signal was not observed for the other products, and this low-

amplitude CO signal presumably extends to significantly longer times. Recalling

the opening discussion of this section, the total oxygen/oxide product flux mea-

sured by the experiments at temperatures below 1700 K indicates that up to half

of the oxygen/oxide product flux is “missing”, or is not detected in the experi-

ments. In fact, Marchon et al. have shown indirect evidence for slow desorption

of CO products from thermally programmed desorption experiments involving O2

adsorption on graphite [403]. Yang and Wong [83, 86] have also shown direct

evidence for slow removal of carbon from a graphite surface using transmission

electron microscopy experiments. However, since the identity of the volatile prod-

ucts at lower temperatures cannot be determined, it is assumed that all of the

missing O-atom flux is in the form of CO. This assumption allows for closure of

the model through a mass balance analysis in which the incident beam flux is

assumed to be equal to the sum of missing and detected oxygen/oxide flux. This

assumption will be updated as more experimental data becomes available regard-

ing the product distribution resulting from the slow removal of carbon. Thus, a

second mechanism for slow CO products referred to as CO{b} is included in the

model.

Under the assumptions of this model, the CO{b} products are also formed from

reactions involving adsorbed oxygen O(s), through a LH3 mechanism. Following

the discussion in Section 4.3.3.2, this implies that the CO{b} intermediate is a

different chemical species than the CO{a} intermediate, both of which have their

own distinct desorption times. The formation reaction of CO{b} again consists of

an adsorbed O atom similar to TD CO and CO{a}. It is noted that the oxygen

present at the surface as the CO{b} intermediate is also available to promote
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other reactions until it desorbs. The combination of the LH3 CO{a} mechanism

(up to t=1.5 ms) and the LH3 CO{b} mechanism (much longer times) properly

captures the long distribution tail in the observed CO TOF (up to t=10 ms) in

a way that is consistent with the mass balance constraint necessary for model

closure. The corresponding set of mechanisms for the formation and desorption

of CO{b} (A3, B3) are listed in Table 4.1.

4.3.3.4 Non-thermal mechanisms

Both CO and CO2 contain a small non-thermal (or super-thermal) component in

the respective TOF distributions. These non-thermal products represent a popu-

lation of particles that leave the surface faster than the TD products (including

an energy barrier) immediately following the beam pulse. The in-plane angular

distributions of the non-thermal components are well described by a cosine power

law distribution, and are indicative of a thermal process. Thus, the non-thermal

component for both CO and CO2 is modeled as a small portion of the prompt

LH1 mechanism (A5, A6 in Table 4.1).

In the O TOF distribution, a small non-thermal component is also observed

which lies in between the IS and TD populations; that is, the non-thermal com-

ponent is slower than the IS products but faster than the TD products. Similar

to the case of CO and CO2, this non-thermal component could be formed from a

thermal process. However, since some of the oxygen from the beam is scattered

non-reactively, this non-thermal component could also be a result of multiple

bounces on the atomically rough surface [291, 404]. This component is modeled

as a small portion of both the IS and prompt LH1 mechanism (A4 in Table 4.1).

4.3.3.5 Final set of reaction mechanisms

Table 4.1 summarizes the nine major reaction mechanisms that are elucidated

from the experimental TOF distributions. The reaction mechanisms include ad-

sorption of O, LH3 formation of CO{a} and CO{b}; LH1 formation of O, CO,
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and CO2; desorption of O, and LH3 desorption of CO{a} and CO{b}. The first

six reactions are gas-surface reactions, which involve the atoms from the incident

beam pulse as reactants. The last three reactions are pure surface reactions, inde-

pendent of the beam pulse. It is important to note that reactions A1, A4, and B1

are common with the PSMM model [33], however the rates are different between

the models (discussed in the next section).

The LH1 or prompt LH mechanisms are responsible for the observed TD prod-

ucts in O, CO, and CO2. In addition, a small component of these products

has super thermal energies and corresponds to non-thermal products in the TOF

distributions. The LH1 formation of CO and CO2 involve additional adsorbed

atoms, denoted by O′(ads). The adsorption/desorption and LH3 mechanisms are

responsible for the slow products observed in the TOF distributions of O and CO.

These products are formed immediately after they strike the surface (adsorption

and LH3 formation), followed by delayed desorption of these species. Thus these

products are represented as a two-step process: adsorption/LH3 formation and

desorption/LH3 desorption. The two types of CO that are formed through LH3

mechanisms are indicated as CO{a} and CO{b}, and the CO{b} comprises the

missing flux in the TOF distributions at lower temperatures.

As a final remark, it is noted that the LH1 mechanism may be clearly identified

in the TOF distributions. Although the LH2 and LH3 mechanisms can be reason-

ably inferred from the experimental observations, the exact form of the mechanism

is almost impossible to obtain. Further, these reactions may involve multiple ele-

mentary sub-steps. Since the focus of this work is to develop a macro/mesoscale

surface chemistry model for carbon surface oxidation, the simplest mechanisms

that can reasonably capture the experimental observations are selected for the

model.
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Table 4.1: Set of reactions modeled in DSMC for O/O2 hyperthermal beam
Gas-surface (GS) reactions Pure-surface (PS) reactions

A1. LH3 O{a} formation O(g) + (s) −→ O{a}(s) B1. LH3 O{a} desorption O{a}(s) −→ O(g) + (s)

A2. LH3 CO{a} formation O(g) + (s) + C(b) +O′(s) −→ CO{a}(s) +O′(s) B2. LH3 CO{a} desorption CO{a}(s) −→ CO(g) + (s)

A3. LH3 CO{b} formation O(g) + (s) + C(b) +O′(s) −→ CO{b}(s) +O′(s) B3. LH3 CO{b} desorption CO{b}(s) −→ CO(g) + (s)

A4. LH1 O formation O(g)(IS) + (s) −→ O(g)(TD) + (s)

A5. LH1 CO formation O(g) + C(b) +O′(s) −→ CO(g) +O′(s)

A6. LH1 CO2 formation
O(g) + (s) + O(s) + C(b) + 4O′(s) −→ CO2(g) +
2(s) + 4O′(s)

4.4 Computing the finite rates

In this section, the reaction rates for all of the surface mechanisms described in

the previous section are computed. There are three steps involved in this process:

1. Decomposition of the TOF distributions into contributions from each reac-

tion mechanism.

2. Calculation of total product fluxes as a function of temperature from exper-

imental data at the 45 angle.

3. Calculation of surface reaction rate constants constrained by experimental

flux values.

4.4.1 Decomposition of TOF distributions

First, the long tail portion of the TOF distribution is fit since the other compo-

nents rapidly decay and do not contribute to the fluxes measured at long times.

Recall that the long tail is observed only for the O and CO products. The shapes

of these distributions are described by a convolution of the MB distribution and

a decay rate specified for each process. These mechanisms are first order and

follow an exponential decay, and so the rate constants of the slow processes are

obtained directly from the fitting. These are shown as the “slow” product curves

in Fig. 4.3.

Next, the thermally desorbed (TD) part of the distribution is fit for O, CO, and

CO2 products. In the presence of a desorption energy barrier, the TD products
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have angular distributions that follow a cosine power law dependence. In addition,

the shape of the TD TOF component is shifted to the left (towards shorter times).

The value of the energy barrier is obtained from the cosine power law fit of the

angular distributions [187, 190]. From this the directional temperatures can be

calculated and the final shape of the TD distribution (MB distribution at t=0 ms

+ energy barrier fit) can be obtained.
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Figure 4.3: Decomposition of the experimental [5] TOF distribution of (a) O and
(b) CO at 1700 K into individual components, based on flux contributions from
IS, slow IS, fast TD, TD, and slow processes.

For CO, the decomposition of the TOF distribution into TD and slowly desorb-

ing components is straightforward, since the long-tail distribution remains distinct

and can be easily isolated from the TD components for all temperatures examined.

However, isolating the TD component in the O TOF distribution is complicated

by the fact that at high temperatures, the desorption rate constants become high

enough that the slowly desorbing, long-tail component of the distribution effec-

tively merges with the TD component. It then becomes impossible to distinguish

between the TD and slow processes for these high-temperature cases. At temper-

atures below 1700 K, however, the slowly desorbing component remains distinct

from the TD flux, allowing for the characterization of both rate constants. The

TD rate constants from the lower temperature ranges are fit to an appropriate
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functional form and extended to the high temperature range. This information

allows the product fluxes of the slow processes to be isolated across the entire

temperature range. The TD + energy barrier components are shown as the “TD”

product curves in Fig. 4.3.

The impulsively scattered portion of the distribution (for O products only) is

captured next. The velocity distribution of the IS component is modeled as a

weighted Gaussian distribution with a mean u0 and a variance α (Eq. (3.1)) The

value of α is adjusted to match the width of the IS distribution. A single value

was found to be sufficient to capture the IS part of the O TOF data (i.e., α is

a constant and does not depend on temperature or the final angle at which the

TOF was collected). The value of u0 is determined using the soft-sphere scatter-

ing model [312, 387]. The inelastic scattering of the hyperthermal beam particles

at the surface corresponds to the structural regime [273], in which the atomistic

structure of the surface becomes important. This model contains two free param-

eters: the effective surface mass ms, and the internal excitation fraction Eint/Ei

(Eq. (2.51)).Due to the high incident energy of the O atoms, the thermal vibra-

tions of the surface have little effect on the energy transfer during the collision.

Consequently, these parameters exhibit little or no variation with temperature.

The IS component is shown as the “IS” product curve in Fig. 4.3 (a).

Finally, the non-thermal part of the TOF distribution is analyzed. The non-

thermal component appears between the IS and the TD peaks and is classified as

either “slow IS”or “fast TD” products. It is noted that these products represent

a relatively small portion of the total observed product flux. These products

are considered to be a result of: (i) products formed via thermal mechanisms,

but desorbing with super-thermal energies as a result of local hot-spots [373],

or transfer of bond energy of the intermediates [384]; (ii) impulsively scattered

particles that lose a large fraction of energy due to multiple collisions with the

surface [291].

As discussed previously, the non-thermal component for CO and CO2 is ex-

pected to be a result of a thermal mechanism (LH1) having a super-thermal
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component (termed as “fast TD”), since the angular distributions follow a cosine

power law distribution. It is noted that the fast TD products have characteristics

similar to the products desorbing over an energy barrier, and are identified as the

high energy population of the products not captured by the energy barrier fit.

The same functional form as that of the IS distribution (Eq. (3.1)) is used to fit

the fast TD component. However, both the α and u0 parameters were obtained

directly by fitting the TOF distribution, without using the soft-sphere scattering

model (since these products do not correspond to the structural regime). Once

again, it is found that a single value of α was able to capture the width of the

distribution for the entire range of temperatures and final angles. On the other

hand, u0 was found to be a constant with final angle, but exhibited a variation with

the temperature which was captured by a linear fit with two parameters. The fast

TD flux was found to be a constant fraction of the TD flux across the temperature

range, thus supporting the hypothesis that the non-thermal population is a super-

thermal subset of the prompt LH1 mechanism.

The non-thermal components of the O TOF distribution consist of both “slow

IS” and “fast TD”. Again the functional form of the IS distribution (Eq. (3.1)) is

used to fit the non-thermal components. The slow IS components are first identi-

fied as the low energy tail population in the first peak of the O TOF distribution

that is not captured by the IS fit. The fast TD products are again identified as

the high energy population not captured by the TD + energy barrier fit. For

both the slow IS and fast TD, the parameter α is again found to be constant and

u0 exhibits a linear variation with temperature, consistent with the result for CO

fast TD products. The resulting decomposition of the angular distributions for

O at 800 K is shown in Fig. 4.4. The IS flux follows a lobular distribution highly

peaked at an angle greater than the specular angle. The angular distribution of

both slow IS and fast TD products is that of a cosine power law distribution.

This is expected for the fast TD products since they are a subset of a thermal

mechanism. However, this is also reasonable for the slow IS products because,

although the roughness of the surface and multiple bounces might not lead to
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complete energy accommodation, it can result in randomization of the reflected

particle angle toward a cosine distribution. This is the case of partial energy ac-

commodation with diffuse scattering described by Lord [301]. Fig. 4.3 shows the

full decomposition of the experimental TOF distribution of O at 1700 K into IS,

slow IS, fast TD, TD (with desorption barrier), and slow processes.
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Figure 4.4: Decomposition of the experimental IS angular distribution into IS and
slow IS. The IS distribution follows a lobular distribution with a peak at an angle
higher than the specular angle, and is fit well by cosine power decay about the
peak. The slow IS distribution can be represented by a cosine power law with
maximum along the surface normal.

4.4.2 Obtaining total product fluxes

The TOF and flux data derived from the molecular beam experiments are limited

to the plane defined by the beam and the surface normal, thus out-of-plane scat-

tering information is not available. However, the total flux of products scattered

from the surface in all directions is required for the calculation of the surface

reaction rate constants. The angular distributions from 15◦ < θf < 75◦ ob-

tained in-plane are available at 800 and 1875 K [5], while at the intermediate

temperatures, the data is available only at θf=45. A procedure similar to that

of Poovathingal et al. [33] is adopted, in which the experimental data at θf=45

is used to scale the angular distributions for the intermediate temperatures, and

out-of-plane scattering is approximated using an appropriate azimuthal scattering

dependence.

Briefly, the in-plane angular distributions of products at intermediate tempera-
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tures are approximated based on the measurements obtained at 800 and 1875 K.

All the products except IS (slow IS, fast TD, TD, and slow) exhibit a cosine power

law distribution, which was used to obtain the value of the desorption barrier [190].

The resulting desorption barrier exhibits a small temperature dependence which

was linearly fit over the intermediate temperatures. The angular distributions

of the IS, non-thermal (slow IS and fast TD), TD, and slow particles are con-

sidered separately for fits over the intermediate temperatures, to ensure that the

temperature-dependent behavior of each class of products is captured. This is

in contrast to Poovathingal et al. [33], in which the complete angular distribu-

tion (with contributions from all products) was used for a temperature-piece-wise

representation of the angular distribution at intermediate temperatures; the com-

plete angular distribution at 800 K was used up to 1100 K, and the distribution

at 1875 K was used above 1100 K.

We next consider the treatment of the out-of-plane scattering, since this infor-

mation is not available from the experiments. The thermal products are known

to be distributed uniformly and do not exhibit an azimuthal angular dependence.

However, it is expected that the flux of IS O atoms varies significantly with the

azimuthal angle. In the PSMM model, a uniform azimuthal distribution was as-

sumed for the IS O atoms. In the current work, a cosine power law decay is used to

approximate the out-of-plane scattering distribution following Glatzer et al. [255].

The normalized angular distributions for each of the reactively scattered products

at the low and high temperatures are computed and presented in Table 4.2. This

information can then be used along with the data at a 45 final angle to deter-

mine the total flux of each of the products at the intermediate temperatures. It

is noted that similar out-of-pane angular distributions were used in the work of

Poovathingal et al. [33] for the reactively scattered products.

The total fluxes of each of the different species cannot still be directly compared

to each other owing to the mass sensitivity of the detector. Larger molecules

generate a higher intensity signal, thus a scaling factor must be used in order to

make consistent comparisons. Finally, the mass balance analysis is employed for
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Table 4.2: Expressions for the normalized angular distributions of scattered prod-
ucts.

Species 600-1000 K 1100-2000 K

IS O
8.2752

×10−4cos4.5(θ − θpeak)
8.2752

×10−4cos4.5(θ − θpeak)
slow IS O 6.3465 ×10−4cos1.8(θ) 6.1945 ×10−4cos1.746(θ)
fast TD O 4.9584 ×10−4cos1.555(θ) 4.7799 ×10−4cos1.463(θ)

TD O 4.9584 ×10−4cos1.555(θ) 4.7799 ×10−4cos1.463(θ)
LH3 O{a} 4.9584 ×10−4cos1.555(θ) 4.7799 ×10−4cos1.463(θ)

fast TD CO 5.1661 ×10−4cos1.662(θ) 5.1428 ×10−4cos1.65(θ)
TD CO 5.1661 ×10−4cos1.662(θ) 5.1428 ×10−4cos1.65(θ)

LH3 CO{a} 5.1661 ×10−4cos1.662(θ) 5.1428 ×10−4cos1.65(θ)
TD CO2 4.8206 ×10−4cos1.484(θ) -

the missing oxygen flux. The flux of oxygen/oxide products that desorb slowly

can be obtained by using the following steady-state equation:

NO,beam = NO−IS,NT,TD,slow+NCO,CO{a}−NT,TD,slow+2×NCO2−NT,TD+Nmissing (4.1)

Using this equation, it is assumed that at steady state, the surface conditions

do not change and the incoming flux from the incident beam is equal to the

outgoing flux. With this assumption, the value of Nmissing can be calculated,

which includes all oxygen/oxide products not captured by the experimental TOF

distributions and includes the possibility for contributions to the long-tail from

beyond the 10 ms sampling window. The value of NO,beam is first determined using

the total product fluxes (the asymptotic value discussed earlier in Section 4.3)

at the highest temperatures. Substituting Nmissing = 0, the value of NO,beam is

computed. Nmissing was found to be significant especially at very low temperatures,

where it constituted up to 60-75% of the total flux.

The total relative fluxes obtained from the scaling of the 45 in-plane data, using

the current interpretation of the experimental data as described in Section 4.3

and Section 4.4.1, are shown in Fig. 4.5. It is noted that the CO2 relative flux

is very small compared to the experimental CO2 flux shown in Fig. 4 (d) of

Murray et al. [5]. This difference is the result of two factors. First, the detection
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efficiency of the mass spectrometer is biased by the mass of the detected particle

as mentioned previously. In this case, the apparent flux of CO2 is larger than the

actual flux. Secondly, the relative flux is further reduced by the inclusion of the

missing flux.

In what follows, these derived experimental data are referred to as analyzed

experimental data. Comparisons of this model with the analyzed experimental

results, and with the PSMM, Park, ZA and Alba models are presented in Sec-

tion 4.5.1 and Section 4.5.2 respectively.
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Figure 4.5: Mole fractions of surface interaction products as obtained from anal-
ysis of experimental data for (a) different types of O, (b) different types of CO,
and (c) total flux of O, CO and CO2. The CO2 relative flux in (c) is very small
compared to both O and CO.
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4.4.3 Computing the reaction rate constants

As stated previously, the rate constants of O desorption and CO{a} LH3 des-

orption can be directly determined from the fits to the long-tail distributions in

the TOF data. These values are obtained at each temperature and then fitted to

an appropriate form as a function of temperature. The method for determining

surface temperature is discussed in detail in Murray et al. [5]. For CO{a}, the

rate constants are described using a simple Arrhenius form. The rate constants

of O desorption are fit to the following expression obtained from transition state

theory (TST) [405] as proposed by Zhluktov and Abe [36]:

kdes,O = AdesT
2
s exp

(
−Edes
RTs

)
. (4.2)

The desorption rate of CO{b} cannot be determined in this manner since it is

not captured in the experimental TOF distributions. However, the total flux of

CO{b} is known (Nmissing). During steady state, at time t=0, the surface contains

some concentration of adsorbed CO{b} atoms (Nsteady). During the beam pulse,

the quantity of CO{b} formed isNmissing such that the concentration on the surface

is now Nsteady + Nmissing. After the pulse ends, the particles slowly desorb over

the next 0.5 s to finally reach a concentration of Nsteady at the beginning of the

next pulse. Thus, the value of the rate constant can be directly computed using

the first-order rate equation.

Nsteady

Nmissing +Nsteady

= exp(−kdes,CO{b} ∗ 0.5) (4.3)

The value of Nsteady at each temperature is consistent with the expected variation

of surface coverage (Section 4.3.2) and admits Arrhenius forms for the reaction

rate constants.

After obtaining the rates for the desorption reactions, the reaction rates of the

prompt LH1 and LH3 formation reactions are calculated. The PSMM model ob-

tained rates using a steady-state approximation for the surface conditions during
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the beam pulse. Although the experimental measurements are obtained at steady

state (in which the sample has been exposed to the beam for a long time prior to

the data acquisition), the use of a pulsed beam nevertheless introduces a transient

nature to the process. The local surface conditions change significantly during the

pulse. For instance, each atom/molecule within a pulse will experience a different

surface coverage depending on its temporal position within the pulse, and this

value will continue to increase as the pulse progresses. After the pulse ends, the

particles slowly desorb and the surface coverage steadily decreases until the begin-

ning of the next pulse. However, in the steady-state analysis, each atom/molecule

is assumed to experience identical surface conditions, which does not capture the

variations within the pulse. The difference between pulsed beam and steady-state

analysis was found to be as high as 30% for some conditions [187]. Hence, in

order to determine the reaction rate constants, the pulsed nature of the beam

needs to be taken into account. The methodology proposed by Swaminathan-

Gopalan et al. [187, 190] is employed, which captures the transient nature of the

beam to provide the accurate surface reaction rate constants. The final error

associated with the fitting process was approximately 1%.

The sticking coefficient for adsorption was also treated as a fitting parameter

and was allowed to vary freely (within physical limits of 0 and 1). The sticking

coefficient converged to a value between 0.84 and 0.86 across the entire tempera-

ture range. Hence, a value of 0.85 (average) was used for the sticking coefficient.

It is noted that the value of the sticking coefficient will have a strong dependence

on the incident energy of the atoms/molecules. This value of 0.85 is applicable

only at the incident energy of 5 eV at which the experiments were performed.

The value of the sticking coefficient is expected to increase with decreasing beam

energy, approaching unity for sufficiently low beam energies.

Consistent with previous works [36, 400, 33], the rate constant of LH3 O{a}

formation is taken to be unity. All the other rate constants from the different
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Table 4.3: Reaction rate constants in the new finite rate model.

Type Mechanisms Reaction Rate constant (k) Units

Adsorption Adsorption O(g) + (s) −→ O(ads) 1
Φ
∗ 1

4

√
8kbTg
πm
∗ 0.85 m3 mol−1 s−1

LH3 O{a} formation O(ads) −→ O{a}(s) 1 s−1

LH3 CO{a}
formation

O(ads) + C(b) +O′(ads) −→ CO{a}(s) +O′(ads) 1
Φ
∗ 153.0 exp(−4172.8

Ts
) m2 mol−1 s−1

Adsorption-
mediated

LH3 CO{b}
formation

O(ads) + C(b) +O′(ads) −→ CO{b}(s) +O′(ads) 1
Φ
∗ 71.2 exp(−1161.2

Ts
) m2 mol−1 s−1

GS
reactions

LH1 O formation O(ads) −→ O(TD)(g) + (s) 20.9 exp(−2449.3
Ts

) s−1

LH1 CO formation O(ads) + C(b) +O′(ads) −→ CO(g) + (s) +O′(ads) 1
Φ
∗ 1574.9 exp(−6240.0

Ts
) m2 mol−1 s−1

LH1 CO2 formation
O(ads) +O(s) + C(b) + 4O′(ads) −→

CO2(g) + 2(s) + 4O′(ads)
1

Φ5 ∗ 536.3 exp(−655.6
Ts

) m10 mol−1 s−1

PS reactions

LH3 O{a} desorption O{a}(s) −→ O(g) + (s) 0.05 T 2 exp
(
−3177.2

Ts

)
s−1

LH3 CO{a}
desorption

CO{a}(s) −→ CO(g) + (s) 4485.5 exp
(
−1581.4

Ts

)
s−1

LH3 CO{b}
desorption

CO{b}(s) −→ CO(g) + (s) 1.2 exp
(
−2251.6

Ts

)
s−1

temperatures are fitted to a standard form of a gas-surface reaction [3]:

kLH = ALH exp

(
−ELH

RTs

)
(4.4)

The final reaction mechanisms of the finite rate model and their rate constant

expressions and values are summarized in Table 4.3. The reactions are generally

classified as adsorption, adsorption-mediated, gas-surface (GS) or pure-surface

(PS). The quantity Φ appearing in the expressions for the rate constants in Ta-

ble 4.3 is the surface site density. A value of 3.5 ×1019 m−2 was used for the surface

site density of carbon in this work [36, 406]. Since the fast TD and slow IS are

subsets of TD and IS respectively, they are not considered as separate reactions,

but rather included within TD and IS. An appropriate fraction of the products

undergoing TD or IS reactions are scattered based on the identified energy distri-

butions of the subset group (Section 4.4.1). Since all reaction mechanisms involve

adsorption as a first step, the rates of these mechanisms are not affected by the

incident velocity of the beam particles.

It is noted that the rate constants of all the reactions may be reasonably rep-

resented using an Arrhenius form. These rates can then be converted to reaction

probabilities for use in DSMC. A complete description of the DSMC surface chem-

istry model implementation (including the conversion of rates to reaction prob-
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abilities) can be found in Swaminathan-Gopalan et al. [188]. It is important to

note that the adsorption probability does not imply that the particle that adsorbs

on the surface will later desorb as O(g). This is because adsorption is treated as

an initial step for several mechanisms (LH1, LH3, etc.) within the DSMC surface

chemistry framework consistent with the physics. Thus, the adsorption probabil-

ity represents the sum of probabilities of all the processes which involve adsorption

as a first step (adsorption-mediated GS reactions), and is not only restricted to

the probability of particles staying adsorbed and later desorbing from the sur-

face in the same form. O(ads) is representative of all possible forms (functional

groups) by which O can be adsorbed on the surface: O{a}, CO{a}, and CO{b}.

When the particle adsorbs on the surface, the exact mechanism it undergoes is

chosen from the list of possible pathways based on the reaction rates [188].

4.5 Results

4.5.1 Comparison with Experiment

Comparisons between the experimental TOF and angular distributions, and rel-

ative product fluxes analyzed from experimental data, with DSMC simulations

using the finite rates in Table 4.3 and the energy barrier values obtained from

angular distribution fits in Table 4.2 are shown in Figs. 4.6, 4.7, and 4.8. The

DSMC TOF distributions are shown in Fig. 4.6 for O and CO products at (a) 800

K, (b) 1000 K, and (c) 1700 K, alongside the experimental TOF data.

The direct comparison of the DSMC TOF distributions with the experimental

data requires a scaling factor, which has two components. The first component

is for adjusting the total flux and is the ratio of the total incident flux of the

experiments (NO,beam computed in Section 4.4.2) and that used in DSMC. The

second component is a result of the mass sensitivity of the detector as discussed

in Section 4.4.2.

The current model shows excellent agreement with the experimental data. All
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Figure 4.6: Comparison of TOF distributions at θf = 45 of O (left) and CO (right)
obtained from DSMC with the current finite rate model and the experiment [5]
at (a) 800 K, (b) 1000 K, and (c) 1700 K following bombardment with the O/O2

beam at θi = 45.
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Figure 4.7: Comparison of angular distributions for O (left) and CO (right) ob-
tained from DSMC with the current finite rate model and the experiment [5] at
(a) 800 K and (b) 1875 K following bombardment with the O/O2 beam at θi =
45. For CO at 800 K (a, right), DSMC compare is the flux computed in DSMC
corresponding to the detected experimental products. It is plotted for the purpose
of direct comparison with the experimental data. Both the DSMC compare and
experimental data are multiplied by a factor of 5 for sake of visibility. DSMC
total is the total flux of CO computed in DSMC including the missing CO flux.
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features in the TOF distributions are properly captured by the DSMC simula-

tion with the current model. The observed improvement (c.f. Swaminathan-

Gopalan [107]) in the current model over the simulation results obtained with

the PSMM finite rate model for O is due to the modified rates, which capture

both the TD and long-tail components of the TOF distributions. The new finite

rate mechanism (B2 in Table 4.1) introduced in the current model captures the

detected long tail in the CO TOF distribution, which is most prominent at 800 K

(Fig. 4.6 (a) right). Although the current model includes the “missing” flux which

accounts for a significant portion (60-75%) at lower temperatures, the computed

TOF distributions overlap almost exactly with the experimental data. This is

because the CO{b} signal is 2-3 orders of magnitude lower than the signals of the

other types of CO. Although its magnitude is lower, the signal extends for the

entire time range of 500 ms, while all the other signals decay to zero after 2-3

ms. Thus, the persistence of the signal rather than the magnitude is responsible

for the large CO{b} flux. Hence the TOF distribution with and without missing

CO{b} flux will essentially look identical.

Additionally, the angular distributions, which are incorporated using simple

models and curve fits in the DSMC simulation, reproduce the appropriate behavior

(Fig. 4.7), as expected. The angular distribution of the missing CO{b} flux could

not be determined from the experiments. However, since it is produced through

a thermal mechanism, the angular distribution of CO{b} is modeled as a cosine

distribution with energy barrier assumed to be equal to the values of CO{a}.

Finally, the comparison between the experimental and DSMC product fluxes is

shown in Fig. 4.8. The relative flux of scattered O and CO product components

are plotted as a function of temperature in Fig. 4.8 (a,b). At low temperatures, IS

O atoms are the most abundant (Fig. 4.8 (a)). It is noted that the IS component

predicted by the model is nearly constant with temperature (in agreement with

the analyzed experimental data), which is a consequence of the indirect adsorp-

tion pathway adopted in this model. The TD component is the most abundant

product above 1000 K, which is a result of the increase in the rate constant with
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Figure 4.8: Comparison of mole fractions of surface interaction products between
analyzed experimental data and DSMC (using the current finite rate model) for
(a) different types of O, (b) different types of CO, and (c) total fluxes of O, CO,
and CO2.
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temperature and a reduction in surface coverage. In Fig. 4.8 (b), slow CO{b} is

the major reaction product from the surface interaction, accounting for up to 70%

of the total CO produced at low temperatures. It is noted that in Fig. 4.7, the

flux of the detected CO (which does not account for the “missing flux”) is lower

at 800 K compared to 1875 K. However, with the addition of the missing CO{b},

the total flux at 800 K is higher compared to 1875 K consistent with Fig. 4.8 (c).

The flux of CO{b} steadily decreases with temperature, due to the reduction in

surface coverage.

Fig. 4.8 (c) compares the total relative fluxes of O, CO and CO2 as a function

of temperature. The CO2 relative flux is very small compared to both O and CO

even at low temperatures where the surface coverage is high. It is noted that the

trends in the O and CO relative fluxes are primarily driven by the behavior of the

TD O and the slow CO{b} products as a function of temperature.

4.5.2 Comparison with Previous Carbon Oxidation Models

In this section, the current model is compared with previous carbon oxidation

models available in the literature including PSMM [33], ZA [36], Alba [128], and

Park model proposed by Chen and Milos [38]. Each of these models is imple-

mented in DSMC and is used to simulate the hyperthermal molecular beam ex-

periments according to the conditions outlined in Section 4.2, but with a pure O

atom beam. In the ZA model, only the case of the immobile desorption mecha-

nism is considered for O atom desorption. Multiple activation energies are also

provided for different reactions within the original ZA model [36]. In such cases,

the activation energies consistent with those of the Alba model [128] are used.

Fig. 4.9 presents the mole fractions of the surface interaction products (O, O2,

CO, and CO2) obtained from the DSMC simulations employing the previous mod-

els (PSMM, ZA, Alba, Park) and the current model.

For atomic oxygen (Fig. 4.9 (a)), the previous models predict relatively high

mole fractions at low temperatures due primarily to impulsively scattered O
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Figure 4.9: Comparison of mole fractions of surface interaction products between
current model and PSMM, ZA, Alba and Park models for (a) O, (b) O2, (c) CO,
and (d) CO2. All results are obtained using DSMC and correspond to the molec-
ular beam experimental conditions (with effective beam pressure of 4.75×10−5

Pa).
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atoms. This is a consequence of a direct adsorption pathway that is adopted

by these models, where IS O atoms are the dominant scattered O product due

to a high surface coverage. An indirect adsorption pathway in DSMC allows for

the definition of a sticking coefficient in the model that is independent of surface

coverage. In the ZA and Alba models, there is a sharp decline after 900 K and the

flux becomes negligible after 1100 K. The Park model shows a monotonic decrease

with temperature, but O continues to be the dominant product throughout the

temperature range. The PSMM model shows an initial decline with temperature,

but at 1100 K this trend is reversed and the mole fraction of O increases due to

the increasing desorption rate of O. The current model shows a monotonic in-

crease of O with temperature. It is noted that above 1100 K, only the PSMM and

current model are able to capture the increase in mole fraction with temperature

as indicated by the experimental data. The experimental data used in the PSMM

model to compute the product fluxes were not corrected for the mass sensitivity of

the detector (i.e., large molecules generate a higher intensity signal). The offset of

the PSMM model prediction from the current model and experimental data above

1100 K is likely due, in part, to this mass sensitivity correction. Correcting for this

would shift the O distribution upward, in closer agreement to the experimental

data. The PSMM, Park, and the current model do not predict any formation of

O2 (Fig. 4.9 (b)), while mechanisms in the ZA and Alba models produce O2 from

the surface recombination of O.

Figure 4.9 (c) shows the variation of CO mole fraction with temperature. A

number of important observations can be made from these comparisons. First, for

temperatures below 1100 K, the CO mole fractions predicted by the current model

differ significantly from those predicted by the PSMM model. This difference in

the CO flux at low temperatures is attributed to the missing oxygen flux that has

been accounted for by the formation and very slow desorption of CO{b} in the

current model. Second, it is noted that the PSMM model prediction features a

peak (or maximum) in the CO mole fraction versus temperature at 1100 K. This

peak occurs as a result of a competition between CO formation and O desorption.
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CO formation (which is an activated process) and subsequent desorption results in

an initial increase in CO flux with temperature. As the temperature rises, surface

coverage decreases, making fewer O atoms available on the surface to participate

in CO formation, either to promote the reaction or to combine with carbon.

This results in a decrease in CO flux at higher surface temperatures, and thus

the CO reaction probability passes through a maximum. A number of previous

experimental and theoretical studies have demonstrated that carbon oxidation is

an activated process, and the reaction probability passes through a peak based

on the mechanisms outlined above [407, 185, 408, 403]. It is also noted that the

location of this peak (in terms of temperature) is dependent upon the oxygen

atom partial pressure in the gas phase. These studies indicate that a decrease in

pressure shifts the CO flux peak to lower temperatures. Based on the very low

effective pressure of the beam (4.75×10−5 Pa), the current model predicts a peak

in the CO product flux at a temperature of 700 K. For the temperature range

in Fig. 4.9, the near monotonic decrease in CO product flux corresponds to the

decay just after the peak, due to a decrease in surface coverage (and hence fewer

O atoms available to participate in CO formation).

This decrease in the CO flux is primarily driven by the LH3 CO{b} mechanism

(up to 1600 K, see Fig. 4.8(b)). Although the identity of the missing oxygen

flux is not known from the current molecular beam experiments, it is reasonably

assumed that this flux exits the surface in the form of slow CO. Future experi-

ments involving a continuous O-atom beam under steady-state conditions would

be useful to confirm the identity of the missing flux.

Finally in the case of CO2, the ZA and Alba models show significant production

at intermediate and high temperatures with CO2 being the dominant product in

the ZA model. The Park model does not have a reaction that produces CO2.

PSMM, the current model, and the experiments show a decrease with temper-

ature. Within the PSMM model, this decrease is due to a positive exponent

in the CO2 production rate (negative activation energy). However, the current

model has a positive activation energy and the decreasing trend is a result of the
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sharply declining surface coverage and the four adsorbed O atoms (to promote

the reaction) present in the CO2 formation reaction (Table 4.3).

4.5.3 Discussion

The finite rate model outlined in Table 4.3 presents of a number of reaction

mechanisms, activation energies and characteristics that may be compared to the

literature values and models for carbon oxidation by atomic oxygen. It is first

noted that the current model and the PSMM model feature the same mechanisms

for O desorption (LH3 O desorption in Table 4.3), but with different activation

energies. The PSMM model suggests an activation energy for O desorption of

3.8 eV, similar to that of the ZA model. This is approximately twice the desorp-

tion activation energy predicted by density functional calculations for the binding

energy of an O atom to a graphene or graphite surface (1.92 eV), suggested sepa-

rately by Sun et al. [80] and Sorescu et al. [82]. The energy of 1.92 eV corresponds

to the binding energy of the O atom adsorbed at a C-C bridge site on graphite

forming a spin-singlet epoxide structure [82]. The same study by Sorescu reports

a spin-triplet epoxide structure with a binding energy of 0.38 eV, which is sim-

ilar to the desorption activation energy for LH3 O (0.27 eV) suggested by the

current model. In addition, the triplet structure is shown to be less stable than

the singlet state, which is consistent with the low fraction of LH3 O predicted in

the current model. The more stable singlet O chemisorbed on the surface most

likely undergoes reactions to form gasification products of CO/CO2 similar to the

model predictions.

The fraction of TD O steadily increases with temperature. Mechanical interac-

tion mechanisms that could possibly lead to the formation of TD O atoms such

as multiple collisions, penetration, thermal roughening were excluded due to in-

consistency with other observed experimental data [5]. This could be a result of a

precursor (possibly physisorbed) rapidly desorbing before forming a stable state

at the surface consistent with the Kisliuk model (Section 4.3.2). Further, these
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products would be accommodated with the surface temperature and their fraction

would also be expected to increase with thermal energy at the surface.

The mechanism for the TD formation of CO is also consistent with the PSMM

model. The activation energies of the LH1 CO mechanism and the PSMM CO

mechanism are in very good agreement: 0.4 eV (PSMM) and 0.53 eV (cur-

rent model, LH1 CO), and also compare well with the values of 0.5-0.6 eV

reported in the literature [80]. The activation energies of other two compo-

nents of CO (0.36 and 0.1 eV formation; 0.15 and 0.2 eV desorption) are much

lower than the different values available in the literature from theoretical stud-

ies [113, 101, 122, 114, 115, 116, 123]. Physically, these low values could be a

result of the hyperthermal beam energies as observed by Nicholson et al [88].

However, as mentioned previously, the mechanisms involving the formation and

desorption of CO/CO2 presented in this work are not elementary, but effective

processes; and the rate constants are obtained as fit to experimental data. As

an example, increasing the number of catalytic atoms within the present model

(CO and CO2 formation reactions) would lead to the increase in fitted activation

energies since the surface coverage decreases rapidly with temperature. Further,

the mole fraction of CO2 and some components of the CO actually decrease with

temperature most likely resulting from competition of multiple pathways (that are

in general ignored within the theoretical calculations). It is also shown that these

energy barrier values are highly dependent on many factors including neighboring

groups, geometry of surface sites, spin configuration [111, 118, 100, 126, 124, 396].

Hence it is more appropriate to compare the characteristics of the mechanisms

and the products rather than the quantitative values of the activation energies.

Desorption of CO from carbon surfaces are known to primarily occur from

semiquinone and carbonyl functional groups [111, 101, 123, 116, 126]. Other possi-

ble pathways include carboxyl and ether, are usually present at mainly higher tem-

peratures [122, 100]. In comparison with the carbonyl structure, the semiquinone

functional group is reported to be more stable [101, 111, 113]. In the current

model, there are three different components of CO. CO{b} has a very low des-
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orption rate and is strongly bound to the surface. The desorption rate of CO{b}

only gradually increases with temperature and is strongly bound even at high

temperatures; similar to the desorption processes involving a semiquinone group.

However its formation rate is very high at low temperatures and decreases rapidly

with temperature. Decreasing surface coverage could be a direct and indirect

(through increasing activation energies [101, 118, 100]) cause for the observed

decrease in CO{b}. Within the model, the apparent activation energy (value in

the exponent) is assumed to be constant, hence the indirect effect of the surface

coverage is captured by the addition of catalytic O′ atoms. The desorption rate of

CO{a} is higher than that of CO{b}, however it is still somewhat tightly bound to

the surface and does not desorb immediately after the beam strikes; thus showing

characteristics similar to desorption process involving carbonyl group intermedi-

ates. The desorption rate of CO{a} shows significant increase with temperature,

while its formation rate is low across the entire temperature range. TD CO forms

and desorbs immediately after the beam strikes the surface (desorption could be

part of the formation process). TD CO is the only CO component that shows

a steady increase with temperature and is mainly present at higher tempera-

tures, striking a resemblance with CO desorption proceeding via carboxyl/ether

groups [122, 100]. The indirect surface coverage dependence of TD CO is ex-

plicitly observed in the experiments consistent with the theoretical predictions

[80, 101, 118, 100].

Finally, the prompt mechanism of CO2 formation is present only at low tem-

peratures and rapidly falls to zero with increasing values; consistent with TPD

spectra [89, 90, 91, 409] and theoretical calculations [100, 122]. The rapid decrease

of CO2 could be a result of decreasing stability of an intermediate with temper-

ature in comparison to other pathways [100, 122] or the indirect effect of surface

coverage. Within the model, these effects are captured as low values of apparent

activation energies (leading to slow increase of rate constant with temperature)

and the additional catalytic O′ atoms.
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4.5.4 Sensitivity analysis

Within the vitreous carbon model developed in this chapter, there is an interplay

of several GS and PS reactions. In addition there is non-negligible errors present

within the different development stages of this model. Thus, in order to analyze

the effect of each of the different reactions on the final products, a sensitivity anal-

ysis is performed. Similar to the so-called Campbell’s degree of rate control [410],

a sensitivity factor X is defined as follows:

Xi =
∆r/r

∆ki/ki
(4.5)

This sensitivity factor X is defined for each reaction i. ki is the rate constant

of the reaction, while r is the quantity of interest. The sensitivity factor measures

the ratio of the relative change in the quantity of interest to the relative change

in the reaction rate constant. There exists several quantities of interest, but from

the viewpoint of TPS design, the most important quantity is the total amount of

carbon removed from the material.

r = χ
CO

+ χ
CO2

(4.6)

For the current study, all the rate constants are increased by 10%, such that

∆ki/ki is 0.1. Simulations with the modified rate constants were performed using

the same experimental setup in DSMC for the entire temperature range. The

results of this study are shown in Fig. 4.10.

Fig. 4.10 (a) presents the sensitivity factor as a function of temperature for

three O formation reactions. All these values are negative since the formation of

CO and CO2 decreases when the O formation rate constants are increased. The

magnitude of the sensitivity factor for the O adsorption probability is constant

across the range of the temperatures, while those for TD O and slow Oa increase

with the temperature consistent with their corresponding mole fraction variations

(Fig. 4.8 (a)). The rate of carbon removal is most sensitive to the O adsorption
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Figure 4.10: Comparison of mole fractions of surface interaction products between
analyzed experimental data and DSMC (using the current finite rate model) for
(a) different types of O, (b) different types of CO, and (c) total fluxes of O, CO,
and CO2.
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rate at lower temperatures, while at higher temperatures it is most sensitive to

the TD O rate constant.

The sensitivity factors for the formation reactions of CO and CO2 are plotted

in Fig. 4.10 (b). Similar to the case of O, the sensitivity factors mirror the mole

fraction variation with temperature for each of the components (Fig. 4.8 (b)). The

sensitivity factor for CO2 is very small at lower temperatures and quickly falls to

zero. The sensitivity factors for TD CO and slow COa are consistently low across

the entire temperature. The rate of carbon removal is highly sensitive to the COb

formation rates at lower temperatures, but the sensitivity reduces with increasing

temperature.

Finally, Fig. 4.10 (c) shows the sensitivity factor for the desorption reaction

of Oa, COa, and COb. In general, the effect of the desorption rate constants

on the net rate of carbon removal decreases with temperature. At lower tem-

peratures the surface is closer to saturation, thus changes in the desorption rates

will significantly affect the number of available adsorption sites and thereby the

final products. This effect decreases at higher temperature since the surface is no

longer near saturation. Consistent with the previous cases, the temperature vari-

ation of the sensitivity factor magnitude follows the corresponding mole fraction

variations, with COb desorption rate having the highest sensitivity factor (among

other desorption reactions).

4.6 Summary

DSMC simulations of hyperthermal oxygen scattering on a vitreous carbon surface

have been conducted to model TOF and angular distributions in comparison with

recent experimental data. The purpose of this study was to construct a surface

chemistry model in DSMC that captures observed features in the experimental

TOF and angular distribution data.

The most notable information gained from this analysis and current interpre-

tation of the experimental data included: (i) the inclusion of slow products in the
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TOF distributions, namely slowly desorbing O and CO products, into the current

model, (ii) the inclusion of the “missing flux” of scattered oxygen products that

were not detected in these experiments. The missing flux accounts for approxi-

mately 60-75% of the total oxygen/oxide flux at low temperatures. Although both

O and CO products exhibit a long distribution tail in the TOF data, the identity

of the missing flux was determined to be CO (referred to as CO{b}). This was

based on the observation that the long distribution tail (slow O component) in

the TOF is not evident at high temperatures, as this component merges with the

TD products due to an increased desorption rate.

From the analysis of the experimental data, a surface chemistry model is pro-

posed which consists of nine major surface reactions, and physically consistent

forms for these mechanisms were inferred. The rate constants of all the mecha-

nisms were represented using an Arrhenius form, and activation energies compare

well with previous values reported in the literature.

Simulations performed using the proposed finite rates within the DSMC surface

chemistry model provided excellent agreement with the experimental TOF and

angular distributions, and with the analyzed experimental fluxes. The CO2 flux is

negligible compared to both O and CO at all temperatures in agreement with the

PSMM model. However, the current model predicts CO to be the major reaction

product at low temperatures primarily through the formation of the strongly

bound CO{b}. The current model predicts a peak in the CO flux at a temperature

of 700 K. Thus, for the experimental temperature range spanning 600-1875 K, the

CO product flux predicted by the current model corresponds to the decay just

after the peak and shows a near monotonic decrease with temperature. The flux

of O increases and becomes the dominant product at higher temperatures.
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Part II

Gas-Surface Interactions in
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Chapter 5

Scattering within Porous Fibrous Network

5.1 Overview

This chapter focuses on the carbon based ablator known as FiberFormr, a rigid

preform made of rayon-derived carbon fibers used as a precursor of the NASA’s

Phenolic Impregnated Carbon Ablator (PICA). Although several finite-rate reac-

tion models exist for the air-carbon system,[37, 36, 35] recent studies performed

by Candler et al.,[129, 130] showed considerable difference between the different

models. Furthermore, the study stated that careful validation against experimen-

tal measurements are required to improve the accuracy of the models. In addition,

all of these models only contain macroscopic information while the kinetic solvers

require additional information regarding the microscopic interactions. In order to

obtain high-fideltiy solutions in the rarefied regions near the surface, additional

information regarding the microscopic interactions like the sticking coefficients,

energy barriers, angular scattering distributions, etc., is essential.

The current work is a part of a larger effort to develop a kinetic-based simulation

tool for carbon preform ablators. Owing to the complicated fibrous microstructure

of carbon preform, it is very difficult to isolate the effect of geometry from the

surface reactions in the final observed experimental data of the scattered products.

Hence, a study was first carried out to establish a gas-surface interaction model

based on the analysis of beam scattering experiments on vitreous carbon [107].

The main aim of the current study is to investigate the validity of applying the

vitreous carbon surface chemistry model to carbon preform. Thus, simulations

of the molecular beam scattering experiments were carried out with a detailed
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FiberFormr microstructure, where the gas-surface interaction on fibers was based

on the surface chemistry model developed for the vitreous carbon in Chapter 4.

These results were then compared with the FiberFormr experimental data.

The detailed microstructure of the material was obtained directly from X-ray

microtomography (micro-CT) imaging of a sample of the FiberFormr material.

Micro-CT volumes were used as computational samples in PuMA. The surface

was discretized as triangulated elements, using a threshold-based segmentation.

This realistic representation of the FiberFormr microstructure captures the actual

reactive surface area of the material and also distinguish the effects of surface

kinetics and microstructure geometry.

This chapter is organized as follows. A brief description of the molecular

beam experiments and the corresponding modeling in PuMA is provided in Sec-

tion 5.2. Section 5.3 describes the micro-tomography procedure used to obtain

the FiberFormr samples. The non-reactive argon beam scattering on FiberFormr

is presented in Section 5.4. The extension of the VC model to FiberFormr and

comparison with the corresponding FiberFormr experimental results is presented

in Section 5.5. Finally, the conclusions and future work are summarized in Sec-

tion 5.6.

5.2 Methodology

5.2.1 Molecular Beam Experiments

Recent molecular beam experiments performed by Minton and co-workers have

presented many details regarding the reaction products generated at the FiberFormr

surface [1], and a summary is provided. A hyperthermal O/O2 beam composed of

roughly 92% O and 8% O2 (mole ratio), was directed at a FiberFormr sample at

incident angle of 45 degrees. The number density distribution as a function of ar-

rival time at the detector, N(t), for the products exiting the surface were collected

at various final angles that were in the plane of the beam and the surface normal.
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These distributions are referred to as time-of-flight (TOF) distributions. Angular

flux distributions can be derived by properly integrating the TOF distributions at

every final angle. The angular distributions were obtained at two temperatures of

1023 K and 1623 K. The TOF data was collected at fixed final angle of 45 degrees

for various temperatures ranging from 1023 K to 1823 K.

5.2.2 PuMA Modeling

The Porous Microstructure Analysis (PuMA) software [411, 412] was used in this

study to simulate the beam experiments. PuMA is a suite of tools for the anal-

ysis of microstructural data, including material properties and material response

simulations. For this study, a custom particle method was implemented and par-

allelized in the PuMA software to simulate the transport of reactant and product

particles, particle-surface collisions, adsorption and surface chemistry of adsorbed

particles. Similar to DSMC, each PuMA particle represents a large number of real

particles. However, unlike DSMC, PuMA does not model the particle-particle col-

lisions explicitly. It uses random walk statistics (based on Poisson distribution)

to perform particle collisions based on the input mean free path. Thus, PuMA

framework has a significant speed increase compared to traditional DSMC solvers,

though the application is limited to regimes where particle-particle collisions can

be ignored (free-molecular regime), or can be modeled based on random walk

statistics (e.g. diffusion). The vacuum conditions in the experiments results in

negligible particle-particle collisions [106], thus making PuMA an ideal choice for

modeling these experiments. At higher particle densities, particle-particle colli-

sions will become important and DSMC must be used to model the system.

In PuMA simulations, the domain is set up to mimic the experimental configu-

ration. The frequency of the pulse is 2 Hz and the beam spot diameter is 1.3 mm.

Thus, in the PuMA simulations, the particles were released at regular intervals of

0.5 s from a 1.3 mm diameter circular region (source). In the experiments, all the

particles within a pulse were released over a very short interval of time, hence the
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PuMA model assumes the emission of all the particles to occur at the same in-

stant. Beam particle velocities were drawn from a Gaussian distribution fitted to

the experimental data obtained from the TOF distribution. The surface reactions

in PuMA are modeled using the detailed surface chemistry framework developed

by Swaminathan-Gopalan et al [188, 413]. The maximum number of adsorbed O

atoms was restricted by the surface site density of carbon which was taken as 3.5

× 1019 atoms/m2 following the recommendation of Zhluktov and Abe [36] and

Alba [35]. This value was derived based on the inter-atomic distances between

carbon atoms in a pristine sample assuming a smooth surface.

5.3 FiberFormr Microstructure

FiberFormr is a rigid material with average porosity varying between 85 and 92%.

Its microstructure is characterized by fibers preferentially aligned at about ±15◦

with one of the planes (that perpendicular to the direction of compression during

manufacturing). The arrangement of the fibers provides the material transverse

isotropic properties, with the highest insulation capabilities (lowest thermal con-

ductivity) in the “through-thickness” (TT) direction. The characteristic mean

pore diameter of FiberFormr ranges between 50 and 80 µm, and the average

fiber diameter is about 10 µm.

In order to produce a digital representation of the materials microstructure

for use in PuMA, micro-CT images were acquired using the 3D X-ray microscope

(Xradia 520 Versa, ZEISS, Pleasanton, CA) of the Stanford Nano Shared Facilities

at Stanford University. A 3 mm cylindrical sample of FiberFormr was extracted

by cutting a material billet along the principal manufacturing direction. The sam-

ple was placed onto the tomography setup and aligned with the axis of rotation of

the stage. Radiographs were collected setting the X-ray source at a voltage of 50

kV and a current of 80 µA. A 4× magnification lens was used, and the positions

of detector and X-ray source were adjusted to achieve a pixel size of 1.651 µm.

This ensured that the sample fit entirely into the field of view. In addition, the
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Figure 5.1: Triangulated image of a FiberFormr sample obtained from X-ray
imaging using microtomography.

selected pixel size was found to provide a suitable resolution of the FiberFormr

microstructure during previous investigations [414]. The tomography reconstruc-

tion was performed using the instrument reconstruction software. It should be

noted that the sample used for imaging is not the same as the one used in the

molecular beam experiments. However, the material used in the experiments and

that imaged with micro-tomography are contemporary versions of FiberFormr

which have comparable porosity and similar micro-structural features.

The PuMA computational domain was prepared by first scaling the dataset by

a factor of 0.5, resulting in a voxel size of 3.302 µm, then by extracting a 0.5

mm thick slab from the reconstructed dataset. Subsequently, the images were

thresholded in correspondence of the local minimum in their bimodal gray-scale

histogram. The iso-surface was then discretized into a fine set of triangles using

a marching cubes algorithm, implemented in PuMA [104]. Fig. 5.1 shows an

example of a FiberFormr micro-tomography and two views of the triangulated

surface of the fibers at increasing level of detail. The actual 3 mm diameter

puck used for the PuMA simulations is shown in Fig. 5.2. The surface of the

computational domain is discretized with approximately 16 million triangles.
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Figure 5.2: Computational surface used for the simulation. The surface comprises
roughly 16 million triangles. The FiberFormr sample has a diameter of 3 mm.

5.4 Argon Scattering on FiberFormr

For the Ar scattering from FiberForm, the scattering parameters obtained from

vitreous carbon experiments were used. However, in the case of vitreous carbon,

the Ar atoms do not undergo multiple collisions with the surface. Hence, infor-

mation regarding the interaction of high energy (hyperthermal energy) Ar with

the surface can only be obtained from the vitreous carbon experiment. Due to

the porous nature of FiberForm, particles are expected to bounce around and

undergo multiple collisions with the surface. Upon repeated interaction with the

surface, the particles attain thermal energies. The details of the scattering are

expected to vary widely when the energy of particles are lower (thermal ener-

gies) [415]. The interaction of thermal Ar with the carbon surface was modeled

using the Cercignani-Lampis-Lord (CLL) model [301, 302]. The scattering model

was shifted from impulsive to CLL based on a specified energy threshold of 2

eV. Particles with energy greater than this threshold value were scattered impul-

sively, while the particles with lower energies were scattered based on the CLL

model. The values for the normal and tangential accommodation coefficients for

the CLL model and the energy threshold were modified to obtain the best possible

agreement with the experimental data. As for the vitreous carbon, since the ex-

periments do not provide out-of-plane data, a cosine power law decay was used to

149



approximate the out-of-plane scattering distribution following Glatzer et al.[255]

Figures 5.3 and 5.4 show the comparison of the experimental and PuMA TOF

and angular distributions for Ar scattering on FiberFormr at 1623 K, following

bombardment with the Ar beam at θi=45◦. In comparison to the Ar scattering

on vitreous carbon [5], it is noticed that the Ar scattering on the FiberFormr

surface is vastly different. No thermal component was observed in the signal

for vitreous carbon scattering, while roughly half of the FiberFormr signal was

thermally accommodated to the surface temperature. In addition, the angular

distribution of the IS component was much broader for the FiberFormr compared

to the vitreous carbon. From the PuMA simulations, it was identified that the

sole reason for the thermal accommodation of Ar in FiberFormr was due to the

multiple collisions with various fibers. The gas-phase collisions between the Ar

atoms are extremely negligible and do not contribute towards the thermalization

process.

Fig. 5.5 shows a histogram plot of the fraction of particles scattered from the

surface against the number of surface collisions. The last bin represents the num-

ber of particles that underwent 20 or more collisions before being scattered from

the surface. This shows that a significant number of particles undergo a large num-

ber of collisions, resulting the thermalization of the particles. Gas-phase collisions

were found to be negligible as a result of the low pressures of the experimental

setup. Accumulation of the particles caused by trapping inside the microstructure

was not observed despite the complex geometry.

The TOF plots correspond to a final angle of 45◦. It can be seen that the

general agreement between the experimental and numerical results is very good,

despite the number of approximations used. All the features of the experimental

TOF distribution such as the IS, NT and TD shapes, peak values and locations

are captured by the PuMA results. Excellent agreement is also observed in the

case of the angular distributions for both the IS and TD portions. The IS angular

distribution includes both the fast IS and the NT portions. This distribution is

very flat owing to the fact that the NT portion is close to a cosine distribution.
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Figure 5.3: TOF for Ar scattering from FiberFormr surface at incident and final
angles of 45◦ at 1623 K. The left plot shows the comparison between the exper-
imental and simulation results. The right plot shows the decomposition of the
PuMA results into IS and TD.
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Figure 5.4: Comparison of experimental and PuMA results for flux integrated
angular distributions for Ar scattering from a FiberFormr surface at an incident
angle of 45◦ and final angles between 5 and 80◦, at 1623 K.

5.5 Oxygen Scattering on FiberFormr

For the O scattering from FiberFormr, the reactive and non-reactive scattering

parameters obtained from vitreous carbon experiments were used. However, in

the case of vitreous carbon, the O atoms do not undergo multiple collisions with

the surface. Hence, only the information regarding the interaction of high en-

ergy (hyperthermal energy) O with the surface can be obtained from the vitreous

carbon experiment. Due to the porous nature of FiberFormr, particles are ex-

pected to bounce around and undergo multiple collisions with the surface. Upon

repeated interaction with the surface, the particles attain thermal energies. The
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Figure 5.5: Histogram showing the fraction of the particles scattered from the
surface vs the number of surface collisions. The last bin represents the fraction of
particles that underwent 20 or more collisions before exiting the surface.

details of the non-reactive scattering are expected to vary widely when the en-

ergy of particles are lower (thermal energies) [415]. The interaction of thermal O

with the carbon surface was modeled using the Cercignani-Lampis-Lord (CLL)

model [301, 302]. The appropriate scattering model (impulsive to CLL) is selected

based on a specified energy threshold of 2 eV for the incident particle energy prior

to a surface collision. Particles with energy greater than this threshold value were

scattered impulsively, while the particles with lower energies were scattered based

on the CLL model. The values for the normal and tangential accommodation co-

efficients for the CLL model and the energy threshold were modified to obtain the

best possible agreement with the experimental data. The reaction probabilities of

hyperthermal O atoms were used for the thermal O atoms, except for the initial

adsorption probability. This is a reasonable approximation since the products of

all the reaction mechanisms are thermal, and are independent of the incident en-

ergy [34]. The adsorption probability of the thermal O atoms was taken as unity

following the work of Zhluktov and Abe [36] and Alba [128]. It was also assumed

that all species other than O (CO and CO2) undergo only non-reactive collisions

with the surface.

Figure 5.6 shows the experimental and numerical TOF distributions for O and
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Figure 5.6: TOF obtained from PuMA simulations (using the VC model [6]) and
experiments [1] of (a) O and (b) CO scattering from a FiberFormr surface at
incident and final angles of 45◦ at 1623 K.

CO, respectively, at 1623 K and a final angle of 45◦. It can be seen that a majority

of the O and CO scatter from the surface with thermal energies, which is in

good agreement with the experimental distributions. When compared with TOF

distributions for vitreous carbon experiments at similar temperatures,[5, 107] it

can be seen that the fraction of TD atoms in the signal has increased from vitreous

carbon to FiberFormr. This is expected since an O atom is likely to experience

multiple surface collisions when penetrating the porous FiberFormr material and

therefore more likely to become thermally accommodated with the surface. In the

case of vitreous carbon, the average number of surface collisions experienced by

an O atom is likely to be close to 1 due to its non-porous nature. Fig. 5.7 shows

a histogram plot of the fraction of particles scattered from the surface against the

number of surface collisions. The last bin represents the number of particles that

underwent 20 or more collisions before being scattered from the surface. This

shows that a significant number of particles undergo a large number of collisions,

resulting in the thermalization of the particles. Approximately half of the atoms

undergo more than one collision with the surface with about 5% being trapped for

a relatively long time (undergoing more than 20 collisions). Gas-phase collisions

were found to be negligible as a result of the low pressures of the experimental
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setup. Accumulation of the particles caused by trapping inside the microstructure

was not observed despite the complex geometry. In the case of CO, both vitreous

carbon and FiberFormr show that CO is almost exclusively a TD product at

these high surface temperatures.

Figure 5.7: Histogram showing the fraction of the particles scattered from the
surface vs the number of surface collisions. The last bin represents the fraction of
particles that underwent 20 or more collisions before exiting the surface.

Additionally, Fig. 5.8 shows the experimental and numerical angular distri-

butions for O and CO, respectively, at 1623 K. When compared with angular

distributions for vitreous carbon experiments at similar temperatures,[5, 107] the

shapes and relative IS/TD ratio are consistent with the observations from the

previous paragraph. However, one important difference between the two materi-

als is that the relative CO to O flux increased in the case of FiberFormr. This

difference is also attributed to the multiple collisions experienced by the oxygen

atoms within FiberFormr. An O atom has a finite probability of reacting with

the surface to form CO, while the nascent CO is assumed to scatter non-reactively.

Hence, a greater number of collisions with the surface increases the effective prob-

ability of CO formation.
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Figure 5.8: Angular distribution obtained from PuMA simulations (using the VC
model [6]) and experiments [1] of (a) O and (b) CO scattering from a FiberFormr

surface at incident and final angles of 45◦ at 1623 K.

5.6 Summary

PuMA software was used to perform simulations of molecular beam scattering ex-

periments of hyperthermal O striking a FiberFormr, which is a common compo-

nent of an ablative TPS. X-ray micro-tomography was used to obtain the detailed

microstructure of FiberFormr, which was employed within the PuMA simulations

to capture the effect of the complex porous and fibrous geometry. The finite-rate

surface chemistry model recently constructed from the molecular beam scattering

experiments on vitreous carbon [5] was applied to each fiber of the FiberFormr

material.

First, the effect of microstructure was investigated by studying the non-reactive

scattering of Ar off the FiberFormr sample. A significant portion of the Ar parti-

cles were thermally accommodated to the surface temperature, unlike the case of

vitreous carbon where all the particles were impulsively scattered. Multiple colli-

sions with the different fibers, resulting from the porous nature of FiberFormr was

found to be solely responsible for the thermalization of Ar. The effect of gas-phase

collisions was negligible. Good agreement was observed between the simulations

and experiments of Ar beam scattering. The discrepancies are attributed mainly
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to the differences in the microstructure of the samples used in the experiments

and simulations.

The reactive interaction on FiberFormr was investigated by modeling the atomic

oxygen beam scattering experiments. Comparison between the experimental and

PuMA time-of-flight (TOF) distributions of both O and CO at 1623 K showed

good agreement. In comparison with the vitreous carbon experiments, the frac-

tion of TD O atoms were significantly higher in the case of FiberFormr. Multiple

collisions with the different fibers, resulting from the porous nature of FiberFormr

was found to be responsible for the thermalization of the O atoms, while the effect

of gas-phase collisions was negligible. In addition, a larger relative CO to O flux

is observed for the case of FiberFormr in comparison with vitreous carbon. This

was again attributed to the multiple collisions of the O atoms within FiberFormr.

The CO atoms only undergo non-reactive scattering, while the interaction of O

atom with the surface can result in the formation of CO with a finite probability,

thus increasing the number of surface collisions and resulting in a higher effective

CO formation rate.

The details of the microstructure is crucial in determining the final composi-

tion (O/CO) and energy distributions (IS/thermal) of the gas-surface interaction

products. The properties of the microstructure such as porosity and fiber diam-

eter will govern the number of collisions each particle undergoes with the surface

before exiting the FiberFormr and thereby the properties of the scattered prod-

ucts. Hence, it is crucial to account for the detailed microstructure in order to

accurately model the gas-surface interactions. However, kinetic-based mesoscale

methods, which can capture the microscopic details of FiberFormr, become in-

tractable at the macroscopic scales and cannot be used to describe the flowfield

around a spacecraft. Thus, effective surface interaction models which can be em-

ployed directly within macroscopic simulation methods like Computational Fluid

Dynamics (CFD) and material response codes are necessary.
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Chapter 6

Effective Surface Oxidation Model for FiberForm

6.1 Overview

Although the recently developed VC model accurately captures the carbon ox-

idation at the mesoscopic scale, it requires the detailed microstructure of the

FiberFormr. Thus, it can only be employed directly within the kinetic mesoscale

solvers like DSMC and PuMA. In addition, employing the detailed microstruc-

ture in the simulations is also computationally very expensive. In the case of

macroscopic solvers like CFD, which does not account for the microstructure of

the FiberFormr, direct application of the VC model would result in erroneous

predictions. Therefore, carbon oxidation model which includes the effect of both

the surface oxidation as well as the inherent microstructure of the FiberFormr is

required for use within CFD [416]. These models effectively capture the complete

interaction of oxygen within the microstructure (including multiple collisions)

within one single collision against a flat plate, and thereby termed as effective

models.

The effective model described above will be a function of both the microstruc-

ture properties (such as porosity) and the gas inflow properties (such as the num-

ber density and flux). Porosity has been identified as one of the most important

properties to represent the microstructure and significantly affect the behavior of

FiberFormr. Thus, this work studies the variation of the effective model rate con-

stant with the porosity. Future work will explore the effect of other microstructure

and gas-inflow properties.

This chapter is organized a follows. A description of the modeling in PuMA
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to obtain the product fluxes is provided in Section 6.2. Section 6.3 describes

the procedure for the computation of the effective rates from the product fluxes.

The development of the effective surface oxidation model as a function of the

fibrous carbon porosity is discussed in Section 6.4. Finally, the conclusions are

summarized in Section 6.5.

6.2 Computing Product Fluxes

In order to analyze the effect of porosity on the effective rates, the product fluxes

is required as a function of porosity. However, the experiments of FiberFormr

described in the previous chapter were performed only for a single porosity. Hence,

product fluxes at different values of porosities need to be calculated first.

The PuMA simulation domain is configured to be similar to the experimental

setup, but the “experimental” sample is replaced with samples of varying poros-

ity to obtain the changing product fluxes. The frequency of the pulse and the

beam diameter is maintained at 2 Hz and 1.3 mm respectively. The initial ve-

locity distribution of the particles were captured accurately by drawing from the

experimental distributions, and all the atoms within a single pulse are released

simultaneously. The gas-surface and pure-surface reactions in PuMA are mod-

eled using the detailed surface chemistry framework developed by Swaminathan-

Gopalan et al [188, 413]. The surface site density on each of the carbon fiber

surface was taken as 3.5 × 1019 atoms/m2 following the recommendation of Zh-

luktov and Abe [36] and Alba [35]. The simulations were carried out for a hun-

dred pulses with a million PuMA particles in each pulse in order to obtain suf-

ficiently smooth statistics in the final distributions. The average porosity was

varied from 85-92% over a 1mm3 sample consistent with the range observed in

virgin FiberFormr [414]. The temperature range was taken from 800 to 2000 K.

Fig. 6.1 shows the O and CO (mole fraction) composition as a function of

temperature at two different FiberFormr porosities of 85% and 91%. At higher

porosities, greater mole fractions of CO and less amounts of O are observed. This
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is due to the greater penetration of the incoming beam atoms into the microstruc-

ture leading to more collisions with the surface. As mentioned previously the CO

collisions with the surface only leads to non-reactive scattering, while the O atom

interactions with the surface have a finite probability of reacting to form CO.

Hence greater the number of collisions with the surface, higher is the probability

of CO formation. The effect of the differences in the collision histogram is more

pronounced at higher temperatures when the probability of CO formation during

a single collision is smaller. At lower temperatures, there is a very high probability

of CO formation when the O atom strikes the surface. Once CO is formed, the

subsequent collisions with the surface are non-reactive and the differences in the

collision histogram at varying porosities has a small effect on the final composi-

tion. However, at higher temperatures, where the CO formation probability in a

single collision is small, the effect of the differences in the collision histogram is

more significant on the final product fluxes.
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Figure 6.1: Mole fractions of surface interaction products obtained from PuMA
using the vitreous carbon model for total fluxes of O and CO at two different
porosities of 85% and 91%.
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6.3 Computing Effective Rates

The goal of the effective model introduced in this work is to simultaneously capture

the effect of the microstructure in addition to the surface chemistry by defining

an effective rate for these processes. The reaction mechanisms and form of the

effective model are assumed to be the same as that of the original VC model.

This is a valid approximation since the occurrence of multiple collisions within

the microstructure does not fundamentally alter the mechanism of the surface

reactions [416]. Further, the rate constants for the desorption reactions are re-

tained from the VC model since the desorption process is also unaffected due to

the multiple collisions on the FiberFormr surface.

In order to derive the GS rate constants within the effective model, they are

computed first at each porosity independently. These rate constants are then

fitted to a polynomial expression to obtain the Arrhenius pre-exponential factor

and energy as a function of porosity.

For fitting the GS rate constants at each porosity, a similar procedure that was

used to derive the VC model outlined in Swaminathan-Gopalan et al.[187, 190] is

employed. Briefly, initial guesses for the different rate constants were assumed,

and the surface reactions during the full beam simulations were carried out. The

molecular beam is modeled to strike a flat carbon FiberFormr surface without

the detailed microstructure similar to the way it is treated within CFD. The

product fluxes obtained using these guess values are compared to the FiberFormr

experimental and PuMA data, and the corresponding errors are computed. Based

on these errors, the initial guess values are modified in a systematic manner using

the particle-swarm algorithm [393, 394]. This procedure is repeated until the error

values reach below a specified threshold.

While fitting the GS rate constants at each porosity, it is observed that the

Arrhenius energy E was constant across the porosity range for each of the reac-

tions. This is reasonable since the parameter E within the Arrhenius expression

(Eq. 6.1) describes the variation of the rate constant with the temperature. Thus,
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this parameter is unaffected by the presence of multiple collisions and thereby

the porosity [416]. Thus, only the pre-exponential factor A of the Arrhenius form

varies with the collision histogram and is a function of the porosity.

k = f(Φ) ∗ A exp(−E/T ) (6.1)

The rate constant values thus obtained inherently account for the detailed in-

teraction within the microstructure since they reproduce the multiple collisions

within the FiberFormr microstructure by assuming a single collision with a flat

plate.

6.4 Results

In this section, the effective rates for atomic oxygen scattering from FiberFormr

derived using the methodology outlined in the previous sections is presented.

First, the effective rates obtained from the experiments at a single porosity is pre-

sented, with comparisons of TOF and angular distributions and product fluxes.

Finally, the effective rates constructed at different porosities are fitted to a poly-

nomial functional form.

6.4.1 Effective rates: Comparison with Experiments

As mentioned previously, the experiments were performed for a single FiberFormr

microstructure. The VC model applied to the full microstructure of PuMA was

able to reproduce the experiments (Section 5.5). Now, this experimental data

is used to construct the effective rates assuming a single collision of the atomic

oxygen at the surface. The final rate constant values and the mechanisms in the

effective model are provide in Table 6.1. All the reaction mechanisms and the

desorption rate constant remain the same as in the VC model. CO2 was observed

only at the lowest temperature in the FiberFormr experiments and this data was
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Table 6.1: Reaction rate constants in the effective oxidation model developed from
FiberFormr experiments [1].

Type Mechanisms Reaction Rate constant (k) Units

Adsorption Adsorption O(g) + (s) −→ O(ads) 1
Φ
∗ 1

4

√
8kbTg
πm
∗ 0.892 m3 mol−1 s−1

LH3 O{a} formation O(ads) −→ O{a}(s) 1 s−1

LH3 CO{a}
formation

O(ads) + C(b) +O′(ads) −→ CO{a}(s) +O′(ads) 1
Φ
∗ 8337.8 exp(−10360.8

Ts
) m2 mol−1 s−1

Adsorption-
mediated

LH3 CO{b}
formation

O(ads) + C(b) +O′(ads) −→ CO{b}(s) +O′(ads) 1
Φ
∗ 57.83 exp(−2908.9

Ts
) m2 mol−1 s−1

GS
reactions

LH1 O formation O(ads) −→ O(TD)(g) + (s) 7.85 exp(−6154.6
Ts

) s−1

LH1 CO formation O(ads) + C(b) +O′(ads) −→ CO(g) + (s) +O′(ads) 1
Φ
∗ 964555.3 exp(−16574.0

Ts
) m2 mol−1 s−1

PS reactions

LH3 O{a} desorption O{a}(s) −→ O(g) + (s) 0.05 T 2 exp
(
−3177.2

Ts

)
s−1

LH3 CO{a}
desorption

CO{a}(s) −→ CO(g) + (s) 4485.5 exp
(
−1581.4

Ts

)
s−1

LH3 CO{b}
desorption

CO{b}(s) −→ CO(g) + (s) 1.2 exp
(
−2251.6

Ts

)
s−1

not enough to derive a rate constant for CO2 production reaction mechanism.

Figures 6.2, 6.3, and 6.4 compare the TOF, angular distribution and the final

product fluxes for both O and CO obtained from the effective model (PuMA

simulations) and the experiments. Excellent agreement is observed between the

effective model and the experiments for each of the quantities. Further, all the

features within the TOF and angular distributions are captured by the effective

model thus providing validation of the model. This effective model may thus be

used as a smooth-wall BC for use in CFD solvers.
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Figure 6.2: TOF obtained from PuMA simulations (using the effective model in
Table 6.1) and experiments [1] of (a) O and (b) CO scattering from a FiberFormr

surface at incident and final angles of 45◦ at 1623 K.
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Figure 6.3: Angular distribution obtained from PuMA simulations (using the
effective model in Table 6.1) and experiments [1] of (a) O and (b) CO scattering
from a FiberFormr surface at incident and final angles of 45◦ at 1623 K.

6.4.2 Effective rates: Function of Porosity

Next, the PuMA data obtained from simulating the atomic oxygen beam scat-

tering from FiberFormr microstructures of varying porosity is used to improve

and expand the effective carbon oxidation model described in the previous sec-

tion. First, the effective rates are constructed using the particle-swarm algo-

rithm [393, 394] independently at each porosity. As mentioned previously, the

Arrhenius pre-exponential factor was the only parameter that exhibited a varia-

tion with the porosity. Thus the pre-exponential factor A from these effective rates

are then fitted to a polynomial form. A second degree polynomial was found to

sufficiently capture the variation across the porosity (ε) range for all the different

GS reactions.

A = a0 + a1 ∗ ε+ a2 ∗ ε2 (6.2)

Table 6.2 presents the Arrhenius form parameters and the coefficients of the

second degree polynomial fit for all the GS reactions in the carbon oxidation

effective model for FiberFormr.
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Figure 6.4: Final product fluxes obtained from PuMA simulations (using the
effective model in Table 6.1) and analyzed from experimental data [1] of O and
CO scattering from a FiberFormr surface at 1623 K.

Table 6.2: Reaction rate constants in the effective oxidation model developed from
FiberFormr experiments [1] and PuMA data.

Mechanisms Reaction

Rate constant k = f(Φ) ∗ A ∗ exp(−E/T )

f(Φ)
A = a0 + a1 ∗ ε1 + a2 ∗ ε2

E

a0 a1 a2

Adsorption O(g) + (s) −→ O(ads) 1
Φ
∗ 1

4

√
8kbTg
πm

+1.335E−1 +1.583E+0 −8.177E−1 0

LH3 O{a} formation O(ads) −→ O{a}(s) 1 1 0 0 0

LH3 CO{a} formation O(ads) +C(b) +O′(ads) −→ CO{a}(s) +O′(ads) 1
Φ

−7.343E+4 +1.636E+5 −7.997E+4 +1.036E+4

LH3 CO{b} formation O(ads) +C(b) +O′(ads) −→ CO{b}(s) +O′(ads) 1
Φ

−5.093E+2 +1.134E+3 −5.547E+2 +2.909E+3

LH1 O formation O(ads) −→ O(TD)(g) + (s) 1 +6.298E+1 −1.151E+2 +5.943E+1 +6.155E+3

LH1 CO formation O(ads)+C(b)+O′(ads) −→ CO(g)+(s)+O′(ads) 1
Φ

−8.495E+6 +1.892E+7 −9.251E+6 +1.657E+4
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6.5 Summary

In this chapter, the molecular beam experimental data on FiberFormr and VC

model applied to FiberFormr are used to construct effective oxidation models.

These effective models capture the effects of the microstructure without explicitly

modeling them, and thus can be used directly within CFD.

PuMA software was used to perform simulations of molecular beam scatter-

ing experiments of hyperthermal O striking a FiberFormr, which is a common

component of an ablative TPS. X-ray micro-tomography was used to obtain the

detailed microstructure of FiberFormr, which was employed within the PuMA

simulations to capture the effect of the complex porous and fibrous geometry.

The finite-rate surface chemistry model recently constructed from the molecular

beam scattering experiments on vitreous carbon [5] was applied to each fiber of

the FiberFormr material. This was used to obtain the product fluxes of oxygen

scattering from FiberFormr at various porosities different from the experiments.

At higher porosities, greater mole fractions of CO and less amounts of O (up

to 10% of the total product flux) were observed. This is due to the greater

penetration of the incoming beam atoms into the microstructure leading to more

collisions with the surface resulting in greater mole fraction of CO. The effect of the

differences in the collision histogram is more pronounced at higher temperatures

when the probability of CO formation during a single collision is smaller. At lower

temperatures, there is a very high probability of CO formation when the O atom

strikes the surface. Once CO is formed, the subsequent collisions with the surface

are non-reactive and the differences in the collision histogram at varying porosities

has a small effect on the final composition. However, at higher temperatures,

where the CO formation probability in a single collision is small, the effect of

the differences in the collision histogram is more significant on the final product

fluxes.

The experimental and PuMA data are used to construct the effective model.

The effective model reaction mechanisms are assumed to be the same as that of
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the VC model, as well as the desorption rate constant values. This is a valid

approximation since multiple collisions within the microstructure does not funda-

mentally alter the mechanism of the surface reactions, or the desorption process.

CO2 was observed only at the lowest temperature in the FiberFormr experiments

and this data was not enough to derive a rate constant for CO2 production reac-

tion mechanism.

Particle-swarm algorithm was used to obtain the rate constants of the gas-

surface reactions within the effective model at each porosity. The fitting process

yielded constant values (different value for each of the reaction) for the Arrhenius

energy value for the range of porosities examined here. This is reasonable since

the Arrhenius parameter E describes the variation of the rate constant with the

temperature, and is unaffected by the presence of multiple collisions and thereby

the porosity. Thus, only the Arrhenius pre-exponential factor A varies with the

collision histogram and is a function of the porosity.

Simulations performed using the constructed effective rates with a flat plate pro-

vided excellent agreement with the experimental TOF and angular distributions,

and with the analyzed experimental fluxes. This effective model also provides

excellent agreement with the PuMA data for the whole porosity range of interest.

Thus, this effective model can be directly used within the CFD solvers.
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Part III

Non-reactive surface interaction

of molecules
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Chapter 7

O2 scattering from carbon surface: Molecular
Dynamic simulations

7.1 Overview

Although classic MD simulations are equipped to accurately model the transla-

tional degrees of freedom of the molecule, their classical nature prevents the ac-

curate modeling of internal energies. Using quasi-classical methods to represent

the internal energies of the systems within MD, leads to the so-called Molecular

dynamics/Quasi-classical trajectory (MD-QCT) technique [417, 418, 419, 420].

This method can be used to model accurate post-reaction and post-collision molec-

ular internal energy distributions [421, 422, 423, 424, 425, 426].

The aim of the current work is to investigate the gas-surface interaction of O2

molecule with a carbon surface. Molecular dynamics/Quasi-classical trajectory

(MD-QCT) simulations using interaction potentials derived from ab-initio meth-

ods are used to perform gas-surface scattering. The ro-vibrational energies of the

scattered molecule are characterized and the resultant distributions are obtained

for desired initial configurations of the gas-surface system. These simulations are

used to provide an atomic-level understanding of the energy transfer dynamics

and mechanisms for energy transfer to the translational, rotational and vibra-

tional degrees of freedom of the O2 molecule [426]. Only non-reactive (inelastic)

collisions between O2 and the graphite surface are considered in the present work.

The contents of this chapter are organized as follows. The simulation method-

ology, initial conditions, and potentials for the MD-QCT calculations performed

in this work are presented in Section 7.2. Section 7.3 compares the MD-QCT

results with the experimental data of Murray et al., [7] of O2 scattering from
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graphite. The results of this study and the final energy (translational, rotational,

and vibrational) and angular distributions for a wide range of initial conditions are

provided in Section 7.4. These results are presented for two incident parameters

of translational energy (Section 7.4.1) and surface temperature (Section 7.4.2).

Finally, the conclusions are summarized in Section 7.5.

7.2 Simulation Methodology

The MD-QCT simulations in this study were performed using LAMMPS MD

package [427]. The carbon-carbon (C-C) and carbon-oxygen (C-O) atom interac-

tions are modeled using the ReaxFF potential. ReaxFF potential is an empirical

potential which has a general form for an extensive list of inter-molecular inter-

action [428].

Esystem = Ebond+Eover +Eunder +Eval+Epen+Etors+Econj +EvdWaals+ECoulomb.

(7.1)

The various parameters within this form are parameterized against an extensive

quantum chemical database. The value of the parameters used in this study are

taken from Shin et al. [429]. The C-C bond parameters used in this work were

recently re-parameterized to better capture the properties of the solid carbon

phase [430]. The ReaxFF potential and the corresponding set of parameters were

chosen because they can capture both short and long range bonds within solid

carbon [431] as well as the reactive interaction between the carbon and oxygen

atoms [432].

Although the ReaxFF parameter set used in the current study can be used for

describing the interaction between the oxygen atoms (O-O), it was not constructed

to capture the ro-vibrational energies within the O2 system. Thus, the O2 diatomic

potential constructed by Bytautas et al., [433, 434] using ab-initio calculations is

used. This potential has been shown to accurately reproduce the experimental
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ro-vibrational spectra of O2 [434]. The even-tempered Gaussian functional form

is used to represent the potential. The parameters ak, α, and β have been fitted

to capture the ro-vibrational spectra accurately.

E(r) =
7∑

k=1

ak exp
(
−αβkr2

)
. (7.2)

The representative 3D simulation domain is shown in Fig. 7.1. A single layer

of carbon atoms at the bottom are fixed in the computational domain frame of

reference. The next bottom layer and a thin layer (one atom thick) on all the four

sides of the surface are thermostatted. This models the energy dissipation to the

surrounding atoms and also ensures that the dissipated energy does not re-enter

into the simulation domain due to the periodic boundary conditions. The temper-

ature of the thermostat atoms were controlled using Berendsen thermostat [435].

Both the characterization of the scattered O atom internal states, and the initial-

ization of the O atom velocities for a given internal energy state are performed as

described in Ref. [436]

The second-order velocity-verlet scheme is used for time-integration, and a time

step of 0.1 fs was used during the entire course of the simulation. The carbon

surface system is first equilibrated to the particular temperature for a time of 1

ps. Following this, the O2 molecule is introduced within the domain according

to the specific initial conditions (translational, rotational, vibrational energy of

the molecule and polar angle of incidence). Both the azimuthal angle and the

location of impact is chosen randomly. The impact location is selected within a

region one-sixth of the unit cell at the center of the domain due to the six-fold

symmetry of the carbon lattice. The cutoff of the C-O interaction potential is 8

Å and hence the molecule is initially placed at 10 Å above the surface ensuring

that there is no interaction at the beginning of the simulation. The simulation

is performed until one of the two stopping criteria is satisfied: (i) the molecule

reaches a height of 10 Å from the surface upon reflection, (ii) the simulation time

exceeds 10 ps after the molecule has struck the surface. If the molecule is still
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near the surface after 10 ps, the molecule is said to be trapped on the surface.

A total of 5000 trajectories were performed for each of the cases shown below to

obtain the reported final distributions.

Figure 7.1: Schematic illustration of the side view of the 3D simulation setup.

7.3 Comparison with experiments

In a recent study by Murray et al., [7], the reactive and non-reactive scattering

of hyperthermal O and O2 on a graphite surface was studied. The incident O2

molecules had an energy of about 10 eV and were directed at the surface at an

angle of 45◦. The final reactive and non-reactive products were measured as a

function of time (TOF distributions) at various angles in the plane of incident

beam. These TOF distributions are then integrated to obtain the angular distri-

butions.

O2 interaction with the surface was revealed to be almost completely non-

reactive, thus validating the non-consideration of the reactive interactions in the

present work. Further, it was observed in the experiments that almost all of the

scattered O2 had hyperthermal energies, indicating that the incident O2 molecules

do not undergo multiple collisions and thermalize with the surface, consistent with

the results of the MD simulations.

Figure 7.2 shows the comparison between the current MD simulations and the

experimental data of Murray et al., [7]. The peak of the distribution occurs
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around 55◦, consistent with the super-specular scattering (final distribution peak

is greater than the incident angle) usually observed at hyperthermal incident en-

ergies for single collision events. The collision time is so small that there is almost

no change in the molecule energy in the tangential direction to the surface. The

energy of the molecule along the direction perpendicular to the surface reduces due

to the inelastic nature of the collision, thus resulting in super-specular scattering.

Excellent agreement is observed between the simulations and the experiments.

Both the location of the peak and the width of the distribution from the simula-

tions are consistent with the experiments. This validates the use of MD potentials

used in the current work for performing inelastic scattering simulations.
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Figure 7.2: Comparison of in-plane angular distribution of O2 scattered from a
graphite surface with an incident energy Etr,i 10 eV and incident angle θi = 45◦

obtained from MD simulations with the experimental data of Murray et al., [7].

7.4 Results

Four quantities of interest were analyzed, namely the final translational energy,

rotational and vibrational state distributions, as well as the polar angular distri-

butions. These quantities are very important in predicting both the transport

properties and the gas-phase reaction rates near the surface. First, the effect of
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initial translational energy on the final distributions of the four properties were

investigated, followed by the effect of surface temperature.

7.4.1 Effect of Initial Translational Energy

In this section, the effect of initial translational energy of the molecule on the

quantities of interest is discussed. For this study all the other initial parameters

were kept constant. Both the rotational and vibrational states were taken as

ground state (ji = 0, vi = 0). The angle of incidence (θi) was kept at 45◦, and the

surface temperature (Tsurf) at 1000 K.

A range of initial translational energies from 0.01-10 eV were studied, however

for the sake of brevity only three distributions are presented. These distributions

are representative and are sufficient to showcase the trends observed within the

range of energies that were investigated. Fig. 7.3 shows the normalized final

distributions for all the quantities of interest for Etr,i = 0.5, 3, 8 eV. Fig. 7.3(a)

presents the final translational energy distributions. As expected the location of

the peak increases with increasing Etr,i. However, the fraction of translational

energy lost in the collision also increases with Etr,i. In addition, it is also observed

that the final distribution broadens for higher initial translational energies.

The final polar angular distributions are shown in Fig. 7.3(b). In all of these

cases, super-specular scattering is observed where the peak of the angular distri-

butions is greater than the incident angle [271, 292, 5]. This is characteristic of the

structural and transitional regime scattering where the interaction time with the

surface is short and complete thermal accommodation does not occur. The inter-

action of the molecule with the surface is much greater in the normal direction in

comparison to the tangential direction. Hence, the decrease in energy/velocity in

the normal direction is higher, resulting in super-specular scattering. It is also ob-

served that the width of the distribution decreases with greater Etr,i. This might

seem to be in apparent contradiction with the increased width observed for the

final translational energies as Etr,i increases. However, detailed analysis reveals
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Figure 7.3: Final normalized distribution of (a) translational energy, (b) polar
angle, (c) rotational state, and (d) vibrational state of scattered O2 molecules
obtained using MD-QCT simulations for three initial translational energies of 0.5,
3, and 10 eV. For the vibrational state, the transition probability is presented
rather than the distributions. The other initial parameters of the incident O2

molecule were kept constant at ji = 0, vi = 0, θi = 45◦, and Tsurf = 1000 K.

that the fraction of the distribution width to the initial value tends to decrease

with higher value of Etr,i. Since the polar angle is the ratio between velocities

along different directions, the observed variation of the distribution is consistent

with the final translational energy and polar angle.

Fig. 7.3(c) describes the final rotational state distributions of the scattering O2

molecule. The distribution shows an initial increase and a peak followed by a
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decay at higher states; similar to a Boltzmann distribution. However, the tail of

the observed distribution is much higher than that of a Boltzmann distribution,

resulting in a characteristic bimodal distribution observed in gas-surface scatter-

ing [293]. As the initial translation energy increases, it is observed that the higher

rotational states are more excited leading to higher peak value and greater width

in the distribution.

For the final vibrational state distribution, since the excitations to higher ex-

cited levels are very small, the fraction of molecules transitioning to higher vibra-

tional states (up to third) is plotted rather than the distribution (Fig. 7.3(d)).

As expected, the transition probability is higher for lower vibrational states. The

transition probabilities also show an increase with increasing Etr,i. However, sig-

nificant transitions are observed only for energies greater than 3 eV. This suggests

that the primary mechanism of vibrational excitation is transfer from the trans-

lational energy of the incident gas particle rather than transfer from the surface.

This is consistent with the fact that the first vibrational excited state of O2 (for

j=0) is 0.2 eV (∼2260 K) higher than the ground state. However, it is important

to emphasize that vibrational excitations were observed at lower translational

energies although in much smaller probabilities (∼0.001). Since many reactions

in the gas-phase are vibrationally favored, even such low excitation probabilities

might be significant. Considerably higher number of trajectories are required to

accurately compute these excitation probabilities (above the statistical noise), and

will be explored as part of the future work.

Finally, it is observed that the distributions predicted by the MSS theory are in

very good agreement with the MD-QCT simulations. Some discrepancies between

the distributions are observed, especially in the case of the angular distributions,

however, this might be a result of statistical noise in the MD-QCT data. The

theory reasonably captures almost all of the trends both qualitatively and quan-

titatively including the rotational and vibrational state distributions.
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7.4.2 Effect of Surface Temperature
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Figure 7.4: Final normalized distribution of (a) translational energy, (b) polar
angle, and (c) rotational state of scattered O2 molecules obtained using MD-QCT
simulations for three surface temperatures of 300, 1000, and 2500 K. The other
initial parameters of the incident O2 molecule were kept constant at Etr,i = 0.5 eV,
ji = 0, vi = 0, and θi = 45◦.

The effect of surface temperature on the final distributions of various properties

are investigated next. Similar to the previous study, all the initial parameters

other than the surface temperature were kept constant. Again, only the ground

rotational and vibrational states are considered (ji = 0, vi = 0), while the angle

of incidence was taken as 45◦, and the translational energy was kept constant at
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0.5 eV.

The surface temperature was varied from 300-2500 K, spanning the range of

temperatures typically encountered within carbon heat shields during atmospheric

(re)entry. Similar to the previous study, only three distributions are presented that

are representative and showcase the trends. Fig. 7.4 presents the final distribu-

tions for the properties of interest for the surface temperature of 300, 1000, and

2500 K. As mentioned previously, the vibrational excitations at Etr,i of 0.5 eV,

although observed, were scarce and could not be resolved above the statistical

noise and is not presented for this study. The final translational energy distribu-

tions for various surface temperatures are shown in Fig. 7.4(a). The average value

of the energy increases with temperature and so does the peak and width of the

distribution. The variation of the final translational energy (and other properties)

with the surface temperature indicates that the system is in thermal or transition

regime.

Fig. 7.4(b) presents the final polar angular distributions of the scattered O2

molecule. No super-specular scattering is observed at lower surface temperatures,

but the distributions moves towards the normal as the surface temperature in-

creases. Greater the surface temperature, larger the vibration of molecules on

the surface resulting in higher transfer of energy to/from the surface. This is the

reason for the shift of the angular peak towards the normal and the broadening

of the distribution (tending to a cosine distribution).

The final distribution of the rotational energy states are shown in Fig. 7.4(c).

Similar to the previous study, it is observed that the rotational distributions follow

a bi-modal distribution, however the deviation from the Boltzmann distribution

was less significant. This suggests that the energy transfer mechanisms from the

surface and from the initial translational energy are both significant. As the

temperature of the surface increases, the peak of the distribution and its width

increases due to greater energy transfer from the surface as discussed previously.
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7.5 Summary

The MD-QCT simulations were performed using the ReaxFF potential for the C-C

and C-O interactions while the O-O interactions were modeled using the accurate

ab-initio potential designed to capture the ro-vibrational states accurately. A

range of initial translational energy of the molecule and the surface temperature

is considered to elucidate the dependence of the scattered molecule properties on

these parameters.

The peak final translational energy and the width of the distribution increased

with the initial translational energy. It was also observed that the fraction of

translational energy lost during the collision increases, as well as a broadening of

the final distribution with increasing energy. In the case of angular distributions,

super-specular scattering was observed due to the high energies and low interac-

tion time with the surface. The peak of the angular shows non-monotonic trend

with initial translational energy while the width increases. For the final rota-

tional energy state distribution, bi-modal distributions were observed with both

the peak value and the width of the distribution increasing with increasing Etr,i.

The transition probabilities to excited vibrational states increased with Etr,i, and

these values were higher for lower states. The transition probabilities for energies

below 3 eV were small and were not resolved above the statistical noise.

For a fixed initial translational energy and varying surface temperature, the final

translational energy peak and width also showed an increase with surface tem-

perature. In the case of angular distributions, the super-specular nature of the

scattering becomes less prominent with increase in surface temperature. Shifting

of the peak towards the surface normal and increased broadening of the distri-

bution were also observed with rise in temperature. The final rotational energy

state distributions were bi-modal in nature, but the deviation from Boltzmann

distribution was less significant compared to the initial translational energy vari-

ation study. This suggests that the energy transfer mechanisms from the surface

and from the initial translational energy of the molecule are both significant.
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Chapter 8

O2 scattering from carbon surface: Molecule
Surface Scattering Theory

8.1 Overview

In the present work, a rigorous theoretical model based on gas-phonon interac-

tions at the surface is used to describe detailed scattering of gas atoms/molecules

from the surface [280]. During the collision, energy transfer occurs both between

and within the sub-systems (substrate and gas particle). The current model con-

siders several such mechanisms including multi-phonon processes, translational

and internal mode (rotational and vibrational) excitations. The translational and

rotational modes of the gas particle are treated classically within this framework

while the quantum mechanical nature of the vibrational modes are taken into

account.

This model provides a state-resolved description of the scattered particles through

the evaluation of the detailed scattering kernels and transition matrix. Thus, this

framework provides a powerful alternative to full molecular dynamic simulations

to compute various surface interaction quantities such as accommodation coeffi-

cients, internal mode excitation probabilities, etc. Further, since this framework

describes gas-surface interactions at a microscopic level, it can be extended to

describe the systems in strong non-equilibrium, which are frequently encountered

in high speed re-entry flows and nano-scale devices.

The contents of this chapter are organized as follows. The detailed description

of the molecule surface scattering (MSS) theory employed in the current work is

provided in Section 8.2. The calibration of the free parameters within the MSS

theory using the MD data from the previous chapter is presented in Section 8.3.
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The variation of the free parameters with the incident molecule energy and surface

temperature is discussed in Section 8.4. Finally, the conclusions are summarized

in Section 8.5.

8.2 Theory

In order to describe the scattering of the incident gas atoms/molecules from the

surface, the theory by Manson [280] is used. In this theory, the state-to-state

transition rate, w is given by the generalized Fermi-Golden rule [280].

w(pf , If , qgf ,pi, Ii, qgi) =

〈〈
2π

~
∑
nf

∣∣τ 2
fi

∣∣ δ (εf − εi)

〉〉
(8.1)

This describes the rate of transition of the incident gas particle from an initial

translational momentum pi, angular momentum Ii, and the vibrational excited

quantum number qgi for the gth mode to a final state of pf , If , and qgf . The

angular brackets denote the ensemble average, and ε(i,f) is the total energy of

the system (gas particle plus surface) before and after the collision. τfi is the

transition matrix and [nf ] are all the possible final states.

The translation and rotational modes are treated classically while the vibra-

tional mode is treated quantum mechanically. In this semi-classical limit, the

transition rate can be written as [283]

w(pf , If , qgf ,pi, Ii, qgi) =
1

~2

∣∣τ 2
fi

∣∣ ∫ ∞
−∞

dt
{

exp [−i(Ef − Ei)t/~]

×exp [−2W ]× exp [Q(t)]
} (8.2)

where exp [−2W ] is the generalized Debye-Waller factor, E(i,f) is the initial/fi-

nal energy of the incident gas particle, and Q(t) is the time-dependent correlation

function. Several mechanisms are involved in the energy transfer during the colli-

sion process such as phonon creation/annihilation, and rotational and vibrational
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excitations. Treating each of these processes as independent, the transition rate

ca nbe expressed in terms of the various scattering kernels [284].

w(pf , If , qgf ,pi, Ii, qgi) =
1

~2

∣∣τ 2
fi

∣∣ ∫ ∞
−∞

dt
{
KT (t, Ts)KR(t, Ts)KV (t, Ts)

×exp
[
−i(ET

f − ET
i + ER

f − ER
i + EV

f − EV
i )t/~

] } (8.3)

ET
(i,f), E

R
(i,f), and EV

(i,f) represent the initial/final translational, rotational and

vibrational energies of the gas particle. KT , KR, and KV are the scattering kernels

for the translational, rotational and vibrational modes respectively, describing the

different energy exchange process. The evaluation of these scattering kernels fi-

nally yields the complete description of the gas-surface interaction process through

the state-to-state transition rate.

Within the semi-classical limit the scattering kernels for the translational and

rotational energies can be generally expressed as [283]

KT (t, Ts) =

∫ ∞
−∞

dR× exp [iK.R]× exp [−2WT (pf , pi)]× exp [QT (R, t)] (8.4)

KR(t, Ts) =

∫ ∞
−∞

dθz × exp [ilzθz/~]× exp [−2WR (If , Ii)]× exp [QR(θz, t)] (8.5)

2W(T,R) and Q(T,R) are the translational/rotational contributions to the Debye-

Waller factor and time correlation functions respectively. K is the phonon wave

vector parallel to the surface and R is the position vector on the surface. lz and

θz are the components of the angular momentum and rotation respectively.

The scattering kernel of the vibrational modes is expressed as [284]
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KV (t, Ts) =

NA∑
κ,κ′=1

{
exp

[
i(pf .∆rfκ,κ′ − pi.∆riκ,κ′)/~

]}
× exp

[
Qp
V,κ,κ′ (pf , pi, t)

]
×exp

[
−
(
W p
V,κ (pf , pi) +W p

V,κ′ (pf , pi)
)]

(8.6)

Here NA is the number of atoms in the incident gas molecule and mk is the mass

of the κth molecular atom. The position of the κth atom of the molecule just before

the collision (i) and just after the collision (f) is given by riκ(t) = riκ(0) + uiκ(t).

The term ∆r
(i,f)
κ,κ′ is the relative displacement of the kth atom before and after the

collision with the surface. The vibrational displacement relative to rik due to the

internal model, decomposed into cartesian components denoted by β, is

uβk(t) =
Nv∑
j=1

√
~

2Nvmkωj
ẽ (κ, j|β)

{
ajexp [−iωjt] + a†jexp [iωjt]

}
(8.7)

where Nv is the total number of internal modes, aj and a†j are, respectively, the

annihilation and creation operators for the jth mode of frequency ωj , and ẽ (κ, j|β)

is the polarization vector that is obtained from a normal modes analysis of the

molecule. Again, WV,κ,κ′ and QV,κ,κ′ are the vibrational contribution of the Debye-

Waller factor and the generalized correlation function respectively.

The classical limits of the generalized correlation functions for the translational

and rotational models for a non-corrugated surface are obtained using perturba-

tion expansions over small times and space around the point of collision resulting

in the following expressions [280].

QT (R, t) = 2WT (pf , pi)−
i

~
∆ET

0 −
t2

~2
∆ET

0 kbTs −
∆ET

0 kbTsR
2

2~2v2
R

(8.8)
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QR(θz, t) = 2WR (If , Ii)−
i

~
∆ER

0 −
t2

~2
∆ER

0 kbTs −
∆ER

0 kbTsθ
2
z

2~2ω2
R

(8.9)

Here, vR is the weighted average of the phonon velocities parallel to the surface

and ωR is the weighted average of the frustrated rotational angular velocities of

the surface molecules along the surface normal. ∆E
(T,R)
0 are the translational/ro-

tational recoil energies defined as [284]

∆ET
0 =

(pf − pi)
2

2Ms

(8.10)

∆ER
0 =

l2x
2Ixx

+
l2y

2Iyy
+

l2z
2Izz

(8.11)

In these equations, Ms and Ijj are the effective substrate mass and moment of

inertia along the principal directions. Now, the full quantum mechanical expres-

sion for the generalized displacement-correlation function of the vibrational state

of the molecule can be written as [284]

Qp
V,κ,κ′ (pf ,pi, t) =

3∑
α,α′=1

pαpα′
Nv∑
j=1

[
1

2Nv~ωj
√
mκmκ′

ẽ (κ, j|α) ẽ∗ (κ′, j|α′)

{n (ωj) exp [iωjt] + [n (ωj) + 1] exp [−iωjt]}
] (8.12)

where n (ωj) is the Bose-Einstein function and Nv is the total number of vi-

brational modes. ωj is the frequency of jth vibrational mode and the ẽ(κ, j|α) is

the polarization vector which can obtained from a normal mode analysis of the

molecule.

In the internal-mode correlation function Qp
V,κ,κ′ (pf ,pi, t) can be further ex-

panded to
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exp
{
Qp
V,κ,κ′ (pf ,pi, t)

}
=

Nv∏
j=1

∞∑
αj=−∞

{
I|αj | (bκ,κ′(ωj))

[
n(ωj) + 1

n(ωj)

]αj/2
exp (−iαjωjt)

}
(8.13)

where I|αj |(z) is the modified Bessel function of integer order αj and argument z.

The argument of the modified Bessel function above is given by

bκ,κ′(ωj) =
3∑

α,α′=1

pαpα′
1

Nv~ωj
√
mκmκ′

ẽ (κ, j|α) ẽ (κ′, j|α′)
√
n(ωj) [n(ωj) + 1]

(8.14)

Substituting the expressions for the correlation functions into the transition

rate equation and integrating, the following results can be obtained for a non-

corrugated surface [272]

w(pf , If ,pi, Ii) =
1

Suc~2

∣∣τ 2
fi

∣∣ exp

[
− 2v2

RP
2

4kbTs∆ET
0

]
exp

[
− 2ω2

Rl
2
z

4kbTs∆ER
0

]
×
(

2π~2v2
R

kbTs∆ET
0

)(
2π~2ω2

R

kbTs∆ER
0

)1/2(
π~2

kbTs (∆ET
0 + ∆ER

0 )

)1/2

×
NA∑

κ,κ′=1

exp
i
(
pf .∆rfκ,κ′ − pi.∆riκ,κ′

)
~


× exp

[
−W p

V,κ (pf ,pi)
]
exp

[
−W p

V,κ′ (pf ,pi)
]

×
Nv∏
j=1

∞∑
αj=−∞

I|αj |(bκ,κ′ (ωj))

[
n (ωj) + 1

n (ωj)

]αj/2

× exp

−
(
ET
f − ET

i + ER
f − ER

i + ∆ET
0 + ∆ER

0 + ~
Nv∑
s=1

αsωs

)2

4kbTs + (∆ET
0 + ∆ER

0 )




(8.15)

The transition rate for the full molecule system with non-negligible vibrational

transitions is given by Eq. (8.15). This is actually expressed as a product over
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all normal modes labeled by j and a summation over the excitation quantum

number denoted by αj . To obtain the discrete transition rate to a particular

internal mode final state or combination of states, one takes the corresponding

(j, αj)
th term of the above equation.

The dominant feature is the Gaussian-like function containing the three different

modes of energy exchange (phonons, rotations, and internal molecular vibrations)

together with the recoil terms from phonons ∆ET
0 and from rotational exchange

∆ER
0 . The width of the Gaussian-like function varies as the square root of the

temperature and the sum of the two recoil energies. This is not a true Gaussian

because of the momentum dependencies of the recoil energies. There are also

Gaussian-like functions in the exchange of parallel momentum P and perpen-

dicular angular momentum lz that arise from retaining the correct momentum

conservation conditions for a smooth surface. increased, the maximum intensity

of the Gaussian-like function decreases in order that the total integral over final

states remains constant

In many cases, such as where the incident molecular energy and the surface tem-

perature are not large compared to the energy of molecular vibrational excitations,

the expansion of Eq. (8.15) to only single quantum excitations is sufficient [284]:
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w(pf , If ,pi, Ii) =
1

Suc~2

∣∣τ 2
fi

∣∣ exp

[
− 2v2

RP
2

4kbTs∆ET
0

]
exp

[
− 2ω2

Rl
2
z

4kbTs∆ER
0

]
×
(

2π~2v2
R

kbTs∆ET
0

)(
2π~2ω2

R

kbTs∆ER
0

)1/2(
π~2

kbTs (∆ET
0 + ∆ER

0 )

)1/2

×
NA∑

κ,κ′=1

exp
i
(
pf .∆rfκ,κ′ − pi.∆riκ,κ′

)
~


× exp

[
−W p

V,κ (pf ,pi)
]
exp

[
−W p

V,κ′ (pf ,pi)
]

×

{
exp

[
−
(
ET
f − ET

i + ER
f − ER

i + ∆ET
0 + ∆ER

0

)2

4kbTs + (∆ET
0 + ∆ER

0 )

]

+
3∑

α,α′=1

pαpα′
Nv∑
j=1

[
1

2Nv~ωj
√
mκmκ′

ẽ (κ, j|α) ẽ∗ (κ′, j|α′)

×

(
n(ωj)exp

[
−
(
ET
f − ET

i + ER
f − ER

i + ∆ET
0 + ∆ER

0 − ~ωj
)2

4kbTs + (∆ET
0 + ∆ER

0 )

]

+ [n(ωj) + 1] exp

[
−
(
ET
f − ET

i + ER
f − ER

i + ∆ET
0 + ∆ER

0 + ~ωj
)2

4kbTs + (∆ET
0 + ∆ER

0 )

])}
(8.16)

Further, for a molecule whose vibrational levels are far apart such that there

is negligible vibrational transitions due to the interaction with the surface (rigid

molecule), the transition rate can be simplified to [272]:

w(pf , If ,pi, Ii) =
1

Suc~2

∣∣τ 2
fi

∣∣ ( 2π~2v2
R

kbTs∆ET
0

)(
2π~2ω2

R

kbTs∆ER
0

)1/2(
π~2

kbTs (∆ET
0 + ∆ER

0 )

)1/2

× exp

[
− 2v2

RP
2

4kbTs∆ET
0

]
exp

[
− 2ω2

Rl
2
z

4kbTs∆ER
0

]
× exp

[
−

(ET
f − ET

i + ER
f − ER

i + ∆ET
0 + ∆ER

0 )2

4kbTs (∆ET
0 + ∆ER

0 )

]
(8.17)

Furthermore, for the molecules for which the rotational transitions are also

negligible and for atoms, the transition rate consists of only translational energy

terms, and can be defined as [437]
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w(pf ,pi) =
2~v2

R

Suc

∣∣τ 2
fi

∣∣ ( π

kbTs∆ET
0

)3/2

× exp

[
−

(ET
f − ET

i + ∆ET
0 )2 + 2v2

RP
2

4kbTs∆ET
0

]
(8.18)

The form factor τfi is the transition matrix of the interaction potential taken

between the incoming and final state of the system (substrate plus gas particle).

A commonly used approximation that has been successful in numerous calcula-

tions [438, 439, 440, 437, 272, 283, 284] is the Born hard repulsive wall limit which

simplifies the expression of the scattering form to the following [437].

τfi =
2pizpfz
m

(8.19)

Now, the transition rate expressed in Eq. (8.15) can be directly evaluated for

given initial conditions. In order to obtain the quantities related to the final dis-

tribution of the scattered gas particles from MD-QCT calculations, this transition

rate must be connected to the differential reflection coefficient (DRC). DRC gives

the fraction of the incident particles that have energy in the interval of dET
f cen-

tered around ET
f and are scattered into a final solid angle of the detector dΩf .

This is proportional to the transition rate and is calculated by dividing with the

incident flux parallel to the surface and multiplying with the density of the final

states available [284].

d3R

dΩfdET
f

(pf , If ,pi, Ii) =
L4

(2π~)3

m2|pf |
piz

w (pf , If ,pi, Ii) (8.20)

Finally, in order to be able to compare with the experiments directly, the de-

tector efficiency must be accounted for. If the experiments measure the flux of

the products, this efficiency is unity, while for an equipment measuring the num-

ber density, the efficiency is directly proportional to the time spent within the

detector volume. High speed particles are less likely to be detected, while slower

particles are easier to capture. Thus, in order to obtain the distributions that can

be directly compared to the experiments, a correction is applied [272].
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(
d3R

dΩfdET
f

)
corr

=

(
d3R

dΩfdET
f

)
× 1√

ET
f

(8.21)

This DRC can be converted to a distribution of time to obtain the TOF distri-

butions. In order to obtain the angular distributions, the DRC must be averaged

over the final energy and angular momentum.

8.3 Calibration with MD results

There are a total of five “free” parameters within the MSS theory: (i) effective

surface mass Ms, (ii) average phonon velocity vR, (iii) effective moment of inertia

of the surface Is, (iv) average frustrated rotational angular velocity ωR, and (v)

effective surface reduced mass µs. The values for these parameters can be assumed

to be the equal to the properties of a single surface atom. But this approach has

shown to be inadequate in predicting the experimental distribution [437, 272, 441,

442]. Physically, the incoming atom/molecule will interact with more than a single

surface atom. Even in the case of hyperthermal scattering from highly corrugated

surface, the neighboring surface atoms determine the motion of the interacting

surface atom, and thus the incident gas particle. Thus, these parameters must

be computed as an effective value for the entire surface. Such computations are

usually highly complex, and these parameters are varied to obtain the best fit to

the experimental data [437, 272, 441, 442].

The values for these parameters are computed by obtaining the best fit to the

MD results that were presented in the previous chapter. The least square method

is used for the fitting process. Generally it was observed that the parameters Ms

and vR predominantly affect the translational and angular energy distributions,

while having a small effect on the rotational and vibrational distributions. This

is consistently observed for the other parameters as well: Is and ωR for rotational

distributions and µs for vibrational distributions. Although cross term effects

are present in the system, they are negligible. The parameter ωR was found to
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Figure 8.1: Final normalized distribution of (a) translational energy, (b) polar
angle, (c) rotational state, and (d) vibrational state of scattered O2 molecules ob-
tained using MD-QCT simulations and MSS theory for three initial translational
energies of 0.5, 3, and 8 eV. For the vibrational state, the transition probability
is presented rather than the distributions. The other initial parameters of the
incident O2 molecule were kept constant at ji = 0, vi = 0, θi = 45◦, and Tsurf =
1000 K.

have only negligible effect on all the final distributions even with large variations,

consistent with the previous works [284], and thus was taken to be constant for

all the cases. Finally, the fitted values for all the mass and moment of inertia

parameters were observed to be greater than the values for a single surface atom

consistent with the discussion above.
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Figure 8.2: Final normalized distribution of (a) translational energy, (b) polar
angle, and (c) rotational state of scattered O2 molecules obtained using MD-
QCT simulations and MSS theory for three surface temperatures of 300, 1000,
and 2500 K. The other initial parameters of the incident O2 molecule were kept
constant at Etr,i = 0.5 eV, ji = 0, vi = 0, and θi = 45◦.

The translational, rotational, and vibrational energy and angular distributions

obtained using the fitted MSS parameters are plotted alongside the distributions

obtained from MD for comparison. Fig. 8.1 presents the different distributions

for varying initial incident energy of the molecule, while Fig. 8.2 shows the dis-

tributions for the different surface temperatures. Excellent agreement is obtained

between the MSS and MD distributions. All of the features in the various distribu-
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tions are captured by the MSS theory in thermal, structural and transition regime.

The values of the “free” parameters are presented in the next section along with

their variation with the initial translational energy of the molecule and the sur-

face temperature. In addition, the physical significance of their variation is also

discussed.

8.4 Discussion

8.4.1 Effect of Initial Translational Energy

First the variation of the four MSS parameters with the initial translational energy

of the molecule is studied. Fig. 8.3 presents the fitted MSS parameters of effective

surface mass (Fig. 8.3 (a)), average phonon velocity (Fig. 8.3 (b)), effective surface

moment of inertia (Fig. 8.3 (c)), and effective surface reduced mass (Fig. 8.3 (d))

as a function of the initial molecule translational energy.

The effective surface mass Ms is observed to increase with the initial transla-

tional energy of the molecule. This is consistent with the previously observed

results for the MSS theory by Manson and co-workers [437, 272, 441, 442]. As the

initial translational energy of the gas particle increases, larger energy is transfered

to the surface during collision. This energy is effectively dissipated over higher

number of atoms, leading to an higher effective mass for the scattering event.

Further, the value of the effective masses are always higher than that of a single

carbon atom, since multiple surface atoms will be involved in the collision and

scattering event.

A constant value for the average phonon velocity was able to consistently match

the MD data for the full range of initial translational energy. The phonon velocity

is a property of only the surface and thus unaffected by the variation in the initial

translational energy of the molecule.

Both the effective moment of inertia and the effective reduced mass of the

surface also exhibit an increasing trend with the initial translational energy of the
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Figure 8.3: Variation of the MSS model parameters (a) effective surface mass,
(b) average phonon velocity, (c) effective surface moment of inertia, and (d) effec-
tive surface reduced mass as a function of the initial translational energy of the
molecule.

molecule. This is in line with the increasing final distributions of the rotational

and vibrational energy of the molecules. Although the increasing internal energies

are a result of transfer of energy from the translational modes, the MSS theory

describes this process as a transfer from the surface to the molecule, leading to

the observed increase in the effective moment of inertia and reduced mass. The

values of the reduced mass could only be obtained for energies greater than 3 eV

since vibrational transitions were observed only at higher energies.
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8.4.2 Effect of Surface Temperature
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Figure 8.4: Variation of the MSS model parameters (a) effective surface mass, (b)
average phonon velocity, and (c) effective surface moment of inertia as a function
of the surface temperature.

The effect of the surface temperature on the various MSS parameters is studied

next. Fig. 8.4 shows the fitted MSS parameters of effective surface mass (Fig. 8.4

(a)), average phonon velocity (Fig. 8.4 (b)), and effective surface moment of in-

ertia (Fig. 8.4 (c)) as a function of the surface temperature. Since the initial

translational energy of the molecules was low for these calculations, vibrational

transitions were not observed for these cases, and thus the effective reduced mass
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of the surface could not be computed.

The average phonon velocity of the surface is observed to increases with surface

temperature, consistent with the previous discussion. However, in this case, the

effective surface mass is found to decrease with the surface temperature. As the

surface temperature increases, the surface atoms have greater energy, and are able

to absorb more energy during the collision. This results in the collision energy

being dissipated over smaller number of atoms leading to the decrease in effective

surface mass.

In contrast to the effective surface mass, the effective surface moment of inertia

actually increases with the surface temperature. However, this is again in line

with the greater final rotational energy distributions. In this case, the transfer of

energy to the rotational mode comes from the surface, and not the translational

mode of the molecule. Thus, the increase in the effective moment of inertia of the

surface is consistent with the physical energy transfer mechanism.

8.5 Summary

The molecule surface scattering (MSS) theory is a rigorous theoretical model

based on gas-phonon interactions at the surface is used to describe the final en-

ergy (translational, rotational, and vibrational) and angular distributions for an

oxygen molecule scattering from a graphite surface. The MSS model considers

several such mechanisms including multi-phonon processes, translational and in-

ternal mode (rotational and vibrational) excitations. The translational and rota-

tional modes of the gas particle are treated classically within this framework while

the quantum mechanical nature of the vibrational modes are taken into account.

Further, this model provides a state-resolved description of the scattered particles

through the evaluation of the detailed scattering kernels and transition matrix.

Since the parameters within the MSS model are difficult to obtain, these pa-

rameters are varied to obtain the best fit to the experimental or MD data. In the

present work, four “free” parameters namely effective surface mass Ms, average
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phonon velocity vR, effective surface moment of inertia Is, and effective surface

reduced mass µs are varied to match the MD data presented in the previous chap-

ter. The values of the “free” parameters are presented along with their variation

with the initial molecule translational energy and the surface temperature. In

addition, the physical significance of their variation is also discussed.

The least square method is used for the fitting process. It was observed that the

cross term effects of the all the parameters were negligible. This means that the

translational parameters (Ms and vR) only affect the translational energy (and

angular) distributions, and have negligible effect on the internal energy distribu-

tions. This is consistently observed for the other parameters as well: Is and ωR for

rotational distributions and µs for vibrational distributions. Excellent agreement

is obtained between the MSS (with fitted parameters) and MD distributions. All

of the features in the various distributions are captured by the MSS theory in

thermal, structural and transition regime.

The average frustrated rotational angular velocity parameter ωR was found to

have only negligible effect on all the final distributions even with large variations

and was taken to be constant for all the cases. The fitted values for all the mass

and moment of inertia parameters were observed to be greater than the values for

a single surface atom, since physically, the incoming atom/molecule will interact

with more than a single surface atom, and multiple surface atoms will be involved

in collision and scattering event.

The effective surface mass Ms is observed to increase with the initial molecule

translational energy, while it was observed to decrease with increasing surface

temperature. As the initial translational energy of the gas particle increases, a

greater amount of energy is transfered to the surface during collision, which is

effectively dissipated over larger number of atoms, leading to an higher effective

mass for the scattering event. In the case of increasing surface temperature, the

surface atoms have greater energy, and are able to absorb more energy during the

collision. This results in the collision energy being dissipated over smaller number

of atoms leading to the decrease in effective surface mass.
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The average phonon velocity of the surface is observed to increases with surface

temperature, and remains constant across the entire molecule translational energy

range. This is consistent since the phonon velocity is a property of only the

surface and thus unaffected by the variation in the initial translational energy of

the molecule.

In contrast to the effective surface mass, the effective surface moment of iner-

tia increases with both the initial translational energy of the molecule and the

surface temperature. This is in line with the increasing final rotational energy

distributions observed in both the cases. In the case of the initial translational

energy, although the increasing internal energies are a result of transfer of energy

from the translational modes, the MSS theory describes this process as a transfer

from the surface to the molecule, leading to the observed increase in the effective

moment of inertia. However for the temperature case, the transfer of energy to

the rotational mode comes from the surface, and not the translational mode of

the molecule. Thus, the increase in the effective moment of inertia of the surface

is consistent with the physical energy transfer mechanism.

Finally, the effective reduced mass of the surface was computed only at higher

initial translational energies (greater than 3 eV) since the vibrational transitions

are observed only for these cases. Similar to the case of effective surface moment

of inertia, the effective surface reduced mass also exhibits an increasing trend

with the initial translational energy of the molecule. Again, this in line with the

increasing final distributions of the vibrational energy, resulting in the observed

increase of the effective surface reduced mass.
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Part IV

Desorption from Surfaces
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Chapter 9

Surface Phonon Density of States

9.1 Overview

The density and energy of phonons present at the surface is described through

the phonon density of states (PDOS). The phonon density of states (PDOS) is

a fundamental property of the material and the lattice, which characterizes the

distribution of allowed vibrational modes. The PDOS can provide information

regarding heat storage (heat capacity), energy transport (lattice thermal conduc-

tivity), gas-surface interactions,[284] and surface chemistry. The PDOS shows

significant variation in the presence of adsorbates, random surface defects, and

etch pits (formed due to oxidation). Thus, the surface phonon density of states

(PDOS) is expected to evolve during the course of ablation.

The PDOS is an important input within the phonon-induced desorption (PID)

model (described in the next chapter). The vibrational modes present in the

system is greatly altered when the distribution of the substrate atoms is changed.

Molecular Dynamics (MD) is used to investigate the effect of the presence of (i)

adsorbates, (ii) random surface defects, (iii) etch pits (formed due to oxidation)

on the PDOS of the system, and (iv) a combination of random surface defects

with etch pits.

This chapter is organized as follows. The simulation methodology used to com-

pute the phonon density of states is presented in Section 9.2. Section 9.3 describes

the construction of the lattice surface with the presence of various defect config-

urations. The results of the MD simulations and the analysis of the PDOS of the

various defect configurations are discussed in Section 9.4. Finally the summary
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and conclusions are presented in Section 9.5.

9.2 Simulation Methodology

The phonon density of states were calculated using the LAMMPS Molecular Dy-

namics (MD) software [427] which uses parallelization through both CPUs and

GPUs. The PDOS is computed through the determination of the velocity auto-

correlation function (VACF).

V ACF =
< v(t).v(0) >

< v(0)2 >
(9.1)

where v(0) is the average velocity vector of a particle at initial time, v(t) is

the average velocity at time t, and ω is the frequency. The VACF is computed

and stored at regular intervals during the MD simulations. The averaging within

the VACF is performed over only the lattice atoms. The Fourier transform of the

VACF gives the density of states for the particular system.

g(ω) =

∫
< v(t).v(0) >

< v(0)2 >
eiωtdt (9.2)

The system was equilibrated in an isobaric-isothermal ensemble, thus all PDOS

approach zero at ω = 0. After equilibration, the NVE ensemble with a time step of

0.1 fs is used to gather the VACF . The average of the VACF is calculated for ten

different independent cases. All PDOS calculations were performed at 1000 K and

for times long enough to obtain a good frequency resolution. The standard verlet

velocity scheme is used with periodic boundary conditions along the directions

parallel to the surface (x and y direction). In the direction perpendicular to the

surface (z direction), there is no periodic boundary condition since the aim is to

simulate the surface. At the bottom of the lattice, additional 3 layers are added

so as to simulate infinite solid in the negative z direction. The atoms within these

additional layers are not used within the VACF calculations.

The main input within the MD simulation is the inter-atomic potential. The
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carbon system has been and continues to be the focus of a large number of studies,

leading to a wide array of inter-atomic potentials, developed to capture several

different aspects computationally [431]. In order to choose an appropriate poten-

tial for this study, three important criteria needed to be satisfied: (i) the phonons

in the system have to accurately represented, (ii) changes in the bonding between

the atoms due to the presence of defects have to be accounted, and (iii) the surface

atom - adatom bonding needs to be consistently modeled.

With these criteria, the reaxFF potential, a transferable bond-order dependent

potential was chosen for this study to describe the C-C, C-O, and C-N interactions.

Since the potential accounts for the bond-order, it is expected to capture the effects

of the lattice defects reasonably well. ReaxFF potential is an empirical potential

with a general form for various types of forces [428].

Esystem = Ebond+Eover +Eunder +Eval+Epen+Etors+Econj +EvdWaals+ECoulomb.

(9.3)

The various parameters within this form are parameterized against an extensive

quantum chemical database. The value of the parameters used in this study are

taken from Shin et al [429]. The C-C bond parameters used in this work were

recently re-parameterized to better capture the properties of the solid carbon

phase [430]. The ReaxFF potential and the corresponding set of parameters are

ideal for this study because they can capture both short and long range bonds

within solid carbon [431] as well as the reactive interaction between the carbon

and adsorbate atoms [432].
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Figure 9.1: Schematic illustration of side view of the lattice with (a) adsorbates,
(b) random surface defects, (c) an etch pit, and (d) an etch pit and random surface
defects.

9.3 Lattice Surface Construction

9.3.1 Adsorbates on the surface

The adsorbates are randomly placed on a pristine graphite surface at the top

sites (exactly on top of the carbon atoms), and allowed to relax before the PDOS

is computed (Fig. 9.1 (a)). The PDOS of surface covered with adsorbates is

characterized as a function of the surface coverage at three values of 0 (empty), 0.5,

and 1 (full monolayer). Since the interaction of carbon surfaces with dissociated

air is the focus of this work, both oxygen and nitrogen atom adsorbates were

considered.

9.3.2 Random surface roughness

For purposes of this study, the random surface defects are introduced on the

graphite carbon by irradiation with low energy ions [443]. The surface defects are

characterized based on the depth (height H) of the defective region and the areal

density (number of defects per unit area ρ) as shown in Fig. 9.1 (b). Pristine
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graphite lattice is bombarded with ions of different energies to obtain the desired

defect configurations of different depths and densities.

9.3.3 Etch pits

The etch pits are formed due to oxidation processes and are ellipsoidal in shape [444].

These etch pits are characterized based on the depth (or height H) and diame-

ter of the ellipsoid as shown in Fig. 9.1 (c). The diameter of these etch pits are

usually much greater than the height (or depth). This is because the oxidation

along the lateral direction is much faster than along the normal direction [444].

These etch pits are directly obtained in MD by removing the atoms within the

ellipsoidal region of pristine graphite lattice.

9.3.4 Etch pits with surface roughness

In order to obtain the lattice with both etch pits and surface roughness, the

ellipsoidal region of the etch pit is removed from the rough surfaces obtained from

the irradiation simulations (Fig. 9.1 (d)). The effect of etch pits with random

surface roughness is characterized by the size (both diameter and height) of the

etch pits, while using a constant surface roughness.

9.4 Results and Discussion

9.4.1 Surface and bulk PDOS

Before investigating the effect of surface defects on the PDOS, first the difference

between the surface and bulk PDOS is analyzed. Atoms at the surface have

higher energies and can move more freely due to the absence of atoms above

them. Fig. 9.2 presents the PDOS for surface and bulk carbon graphite lattice.

The difference between them is predominantly along the surface normal (lower
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energies). The surface PDOS has increased concentration of phonons at the lower

energies and decreased concentration at higher energies compared to the bulk.

Other characteristics such as the final peak are preserved in the surface PDOS.
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Figure 9.2: PDOS of surface and bulk carbon graphite lattice.

9.4.2 Effect of adsorbates

Next, the effect of adsorbates on the PDOS is investigated. The presence of

adsorbates will alter the vibrations predominantly along the z-direction. The

adsorbates are expected to have a significant effect on the PDOS since the inter-

layer bonding between the carbon graphite layers is weak. The results of this

study is shown in Fig. 9.3 which plots the PDOS along the surface normal (z-

direction). First, it is observed that the presence of adsorbates shifts the PDOS

modes towards lower frequencies. In addition, it is noticed that the PDOS peaks

of the adsorbate covered lattice are also broad compared to the PDOS of empty

surface.
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Figure 9.3: PDOS along the surface normal (z-direction) of carbon graphite sur-
face with surface coverage of (θ) of 0, 0.5, and 1.

9.4.3 Effect of random surface defects

The effect of random defects present at and near the surface on the PDOS is

investigated next. This study analyzes the effect of varying both the depth and

density of the defective region on the PDOS is studied (as shown in Fig. 9.4). It

is observed that the presence of defects broadens the peak within the PDOS. Ad-

ditional modes at very low energies are also observed for the defective surfaces. In

general, the presence of surface roughness systematically shifts the PDOS modes

from higher frequencies to lower frequencies. However, additional densities at fre-

quencies greater than the final peak of the pristine system is also observed. This

is most likely a result of the close packing of defects at certain regions.

9.4.4 Effect of etch pits

The variation in PDOS due to the presence of etch pits is analyzed next. The effect

of varying height and diameter of the etch pit on the surface PDOS is presented in

Fig. 9.5. Although the values of D and H were limited to Angstrom scales due to

the computational requirements of MD simulations, the ratio of D:H were chosen
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Figure 9.4: PDOS of carbon graphite surface with random surface roughness of
(a) varying depths (heights) and (b) varying densities.

to be of the same range as found in the experiments [444, 445, 446]. Similar to the

case of random surface defects, the presence of etch pits tend to broaden the PDOS

modes and more rounded peaks are observed. Also the PDOS modes are shifted

towards lower frequencies due to the etch pits. Again, additional densities at

frequencies greater than the final peak of the pristine system is observed similar to

the case of random surface defects. However, the PDOS is found to be insensitive

to the geometry of the etch pits resulting in very similar density of states for the

range of D and H values.
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Figure 9.5: PDOS of carbon graphite surface with etch pit of (a) varying depths
(heights) and (b) varying diameters.
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9.4.5 Effect of etch pits with surface roughness

Finally, the effect of both the etch pits and surface roughness is studied. Fig. 9.6

shows the effect of variation in the diameter and height of the etch pit. The surface

roughness was kept constant at H = 18 Å and ρ = 18 Å−1. Similar to the previous

study, the values of D and H are chosen to emulate the D:H ratio found in the

experiments. First, it is observed that the effect of varying diameter and height

of the etch pit has negligible influence on the final PDOS for the range studied,

consistent with the previous section. In comparison to only etch pit case, it is

observed that the PDOS is shifted toward even lower frequencies. The position

of the first peak is similar to the case with only surface roughness, however the

later peaks are not observed.
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Figure 9.6: PDOS of carbon graphite surface with surface roughness and etch pit
of (a) varying depths (heights) and (b) varying diameters.

9.5 Summary

The surface PDOS is an important input for describing the phonon-induced des-

orption process (next chapter). The results of the detailed MD study suggests

that the PDOS varies widely as a result of defects present within the system. In

general any kind of defect tends to broaden the phonon distributions resulting in
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rounded peaks. Further, the PDOS is consistently observed to be shifted towards

lower frequencies leading to lower densities at higher energies. The effect of the

adsorbates is predominantly along the surface normal direction. In the case of

random surface defect, the PDOS was found to be sensitive to both the presence

and configuration of the defects. However, for the etch pits, the PDOS is observed

to be only dependent on the presence of the etch pit and insensitive to the ex-

act configuration. Similar consistent results are observed for the case with both

surface roughness and etch pits.
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Chapter 10

Phonon-Induced Desorption

10.1 Overview

Desorption of thermal products from the substrate occur through the interaction

with the phonon bath on the surface. Several finite-rate reaction models exist

for the air-carbon system,[37, 36, 35, 85, 6] developed using results from numer-

ous experimental studies [447, 448, 449, 450, 144, 451, 5]. However, all of these

models characterize the rate of desorption only as a function of temperature. The

effect on the desorption rate due to variations in the surface phonons which is a

function of the surface structure and configuration need to be characterized for

these systems. A mesoscale description of the surface energetics which participate

in, and promote, the desorption of surface adsorbates and oxidation products is

currently lacking.

In this chapter, a rigorous theoretical model is used to describe the desorption of

adsorbed atoms/molecules due to interaction with the surface phonons [349]. The

adsorbate-surface interaction (oscillator) is coupled with the phonon bath leading

to excitations and de-excitations along the vibrational ‘ladder’. This process can

be described as a random walk using the Markoffian approximation and first order

master equation is solved for the probability in a given state. This random walk

continues till the interaction energy becomes sufficient to break the adsorbate-

surface bond leading to desorption. Traditionally simple harmonic oscillators

(SHO) are used to describe the vibrational bond [8]. However, within the har-

monic approximation, the bond breaking is not inherently captured and has to be

imposed, typically as a vibrational threshold beyond which desorption is assumed.
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In addition, the energy spacing between the oscillator levels are constant within

the SHO approximation, which becomes a poor approximation particularly at the

higher energy levels. Furthermore, the SHO allows only mono-quantum jumps,

which again breaks down at higher energy levels. The Morse potential provides

a much better approximation to the adsorbate surface bond with decreasing en-

ergy gaps at higher levels, finite probability of multi-quantum transitions and a

clear threshold between the free and bound states. Thus, the Morse potential

is employed within this framework to describe the adsorbate-surface interaction

potential [349].

The transition matrix describing the probability of transition between the os-

cillator energy levels accounts for the PDOS present at the surface. The coupling

of the oscillator jump with each of the phonon modes is summed to give the fi-

nal transition rate. Thus, introducing a realistic PDOS within the calculation of

the transition matrix ensures the accurate description of the transition rates and

thereby the desorption rate. The time between successive transitions (jumps) of

a particular surface-adsorbate oscillator within the vibrational ladder is known to

be much higher than the characteristic vibrations of the adsorbate and surface

atoms [375]. This fact allows the treatment of these transition processes as rare

events and use Markoffian random walks to analyze them. The desorption pro-

cess is treated as first order and a Master equation is used to derive the final rate

constant [349].

This chapter is organized as follows. The theoretical framework describing

the phonon-induced desorption process is presented in Section 10.2. Section 10.3

describes the process of computing the transition and desorption rates for the

different systems of interest. The results of this study are discussed in Section 10.4

and the transition rates and the desorption rates of the pristine and defective

systems are compared and analyzed. Finally the conclusions and summary are

presented in Section 10.5.
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10.2 Theory

In order to describe the desorption of adsorbed atoms/molecules from the surface

due to the interaction with the phonon bath, the theory by Efrima et al.[349]

is used. This theory begins by describing the Hamiltonian of the system which

consists of three parts: lattice (l), particle (p) and interaction (I) [349].

H = Hl +Hp +HI (10.1a)

Hl = ~
∑
λ

ωλb
†
λbλ (10.1b)

Hp = Kp + 〈V (Q; z)〉 (10.1c)

HI = V (Q; z)− 〈V (Q; z)〉 (10.1d)

The lattice Hamiltonian is described over the phonons (λ) in the system. ω is

the phonon frequency while b and b† are the corresponding creation and annihi-

lation operators. Kp is the kinetic energy of the particle, V (Q; z) is the inter-

action potential between the adsorbate and the surface atom, and 〈V (Q; z)〉 is

the thermal average of the lattice-particle interaction over an equilibrium phonon

distribution. Q is 3N dimensional and denotes the position of the N lattice atoms

and z is the position of the adsorbed particle. Hl + Hp is the zero-order part of

the Hamiltonian while HI describes the fluctuations in the system. The reason

for the addition of the average quantity 〈V (Q; z)〉 is to ensure that the average

of the interaction Hamiltonian is zero which avoids the buildup of secular terms

in the subsequent derivation [349]. The adsorbate-surface interaction potential is

described using a Morse potential:

V (Q; z) = D
{
e−2α(z−Q0−u−r0) − 2e−α(z−Q0−u−r0)

}
(10.2)

where Q0 is the equilibrium lattice position and u is the displacement of the

atoms. α and r0 are the Morse potential parameters. The Morse potential is
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an excellent approximation for the adsorbate-particle interaction since it captures

bond breaking (desorption), multi-quantum jumps, and decreasing energy spacing

at higher energies. Thus, the definition of the bound states and free state within

the model is straightforward and the ladder climbing pathway of desorption can

be captured along with multi-quantum jumps (Fig. 10.1).

Figure 10.1: (a) Schematic showing the bound and free-state regions for an ad-
sorbed particle [8]. (b) Ladder climbing model describing the pathway of desorp-
tion [9].

Now, the generalized master equation is presented, which describes the time

evolution of the probability of the adsorbates being present in a particular state

|n〉 at time t:[349]

∂Pn
∂t

= −
∑
m

Wn→mPn(t) +
∑
m

Wm→nPm(t)−
∫
Wn→εPn(t)dε (10.3)

The first term on the right side of the equation describes the transitions from

state n to all other states, while the second term represents the all the transitions

leading to the state n. The last term denotes the depletion from state n to the

continuum state ε (desorption). Expressing Pn(t) in terms of the reduced density

matrix:[349]
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Pn(t) = 〈n| ρr(t) |n〉 . (10.4)

Here, ρr(t) is the reduced density matrix of the particle which is defined as

summation over all phonon state |Ph〉:

ρr(t) =
∑
Ph

〈Ph| ρ(t) |Ph〉 . (10.5)

The density matrix ρ(t) of the lattice-particle system satisfies the Liouville

equation:[349]

∂ρ(t)

∂t
= − i

~
[H, ρ(t)] (10.6)

Now substituting the Hamiltonian and ρ(t) from the previous equations, the

following expression is obtained for rate of probability:[349]

∂Pn(t)

∂t
=

∫ t

0

∑
m

Knm(s)Pm(t− s)

Knm(s) =
−2

~2
Re

{∑
k

eiωmk 〈(HI(s))mk (HI)km〉 δnm − e
−iωnms 〈(HI(s))mn (HI)nm〉

}
(10.7)

Using a Markoffian approximation, the Knm(s) is assumed to decay on a time

scale that is small enough such that the value of Pn(t) is constant, resulting in [349]

∫ t

−∞
Knm(s)Pm(t− s)ds ∼= Pm(t)

∫ ∞
−∞

Knm(s)ds ∼= WnmPm(t) (10.8)

with

Wnm = −δnm
∑
k

Wm→k +Wm→n

Wn→m =
2

~2
Re

{∫ ∞
0

〈(HI(s))mn (HI)nm〉 exp(+iωnms)
} (10.9)
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Assuming a first order master equation, P (t) can be expressed as:[349]

P (t) = eW tP (0) (10.10)

Using this, the average time between two successive desorption events can be

calculated as:[349]

〈τ〉 =
∑
n

∫ ∞
0

Pn(t)dt =
∑
n

(
W−1P (0)

)
n

(10.11)

The desorption rate is given by the inverse of the average time.

kdes = 〈τ〉−1 (10.12)

Thus, all that is required now to calculate the desorption rate constants is the

phonon density of states and the transition rates. There are two types of transition

present in the system: bound to bound, and bound to continuum. The bound to

bound transition rates can be derived as [350]:

Wn→m =
2D2

~2
Re

∫ ∞
0

dtexp(iωnmt)[(
B(2)
nm

)2
exp

(
4α2

〈
u2
〉) {

exp
(
4α2 〈u(t)u(0)〉

)
− 1
}

+ 4
(
B(1)
nm

)2
exp

(
α2
〈
u2
〉) {

exp
(
α2 〈u(t)u(0)〉

)
− 1
}

− 4
(
B(1)
nm

) (
B(2)
nm

)
exp

(
2.5α2

〈
u2
〉) {

exp
(
2α2 〈u(t)u(0)〉

)
− 1
}]
(10.13)

The term B
(j)
nm is the bound to bound matrix elements, for which a general

expression can be obtained as [349]:

B(j)
nm =

1

2k

[
ñ(2k − ñ− 1)− n̄(2k − n̄− 1) + 2k

2k

]j−1

ñ!Γ(2k − ñ)

[
(2k − 2ñ− 1)(2k − 2n̄− 1)

ñ!Γ(2k − ñ)n̄!Γ(2k − n̄)

]1/2
(10.14)

Here 〈u(t)u(0)〉 is the correlation function of surface atom displacement given
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by

〈u(t)u(0)〉 =
~

2M

∫ ∞
0

dωρ(ω) |ζ(ω)|2
{
n(ω)e−iωt + (n(ω) + 1) eiωt

} f (∆)

ω
(10.15)

Here M is the mass of a lattice atom, while the quantities ρ(ω), ζ(ω), and n(ω)

are the phonon density of states, polarization, and population, respectively. The

form of the function f (∆) appearing in the above equation determined by the

choice of phonon relaxation model. The Lorentzian model of phonon broadening

defines

f (∆) = exp(−∆|t|) (10.16)

while the Gaussian model employs

f (∆) = exp(−∆2t2/2) (10.17)

The bound to continuum transition states can be defined in a similar manner

[349]:

Wn =
2D2

~2
Re

∫ ∞
0

dtexp(iωnεt)[(
a(2)(t)

)
exp

(
4α2

〈
u2
〉) {

exp
(
4α2 〈u(t)u(0)〉

)
− 1
}

+
(
a(1)(t)

)
exp

(
α2
〈
u2
〉) {

exp
(
α2 〈u(t)u(0)〉

)
− 1
}

− 4 (c(t))
(
B(2)
nm

)
exp

(
2.5α2

〈
u2
〉) {

exp
(
2α2 〈u(t)u(0)〉

)
− 1
}]

(10.18)

where the terms a(j)(t) and c(t) are the bound to continuum matrix elements,

for which a general expression can be obtained as [349]:

a(j)(t) =

∫ ∞
0

dε exp(−iωnεt)
(
B(j)
nε

)2
(10.19)
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c(t) =

∫ ∞
0

dε exp(−iωnεt)
(
B(1)
nε B

(2)
nε

)
(10.20)

10.3 Calculations

10.3.1 Determination of input parameters

There are three main inputs to the theoretical model described in the previous sec-

tion: surface-adatom (Morse) potential parameters, the phonon relaxation time,

and the phonon density of states. The inter-atomic potential needs to describe

the interaction between the adatom and the entire surface and not a single sur-

face atom. Such potential parameters are not readily available in the literature.

Further, these potential parameters are highly sensitive to the configuration of

the adatom on the surface. Thus, these parameters are calibrated by fitting the

desorption rates from this model to experimental values (Table 4.3).

The computation of the phonon relaxation time due to phonon interaction with

various processes has been performed for both pristine and defective graphite [452,

453, 454]. Although the phonon relaxation time is a function of both temperature

and frequency, a single value for each pristine and defective lattice is used. The

phonon density of states as computed in the previous chapter is directly used for

the calculations within the theoretical model. It is important to note that this

PDOS is based on a graphitic carbon lattice (with an intra-layer atomic spacing of

1.42 Åand inter-layer spacing of 3.35 Å), while the desorption rates were developed

for a vitreous carbon system. The phonon density of states for the vitreous carbon

is expected to be different from that of the graphitic surface. Thus, the calibration

of the interatomic Morse potential parameters are required in order to match the

experimental results with the PID model.

The Morse potential parameters for each of the three different adatom config-

uration of O{a}, CO{a}, and CO{b} are calibrated by fitting the corresponding
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experimental desorption rates constants with those obtained from the theoretical

model. For this calibration, the phonon density of states and phonon relaxation

times corresponding to the pristine carbon system are employed. This is justi-

fied from the fact that the SEM images of the carbon sample obtained pre and

post experiments showed negligible differences. Thus, it is postulated that due to

the low input flux of oxygen, the carbon sample remains (nearly) topographically

pristine throughout the experiments.

10.3.2 Desorption rates for defective systems

The interaction potential is expected to be sensitive to the configuration of the

adatom on the surface and less sensitive to the surface configuration around the

adatom. Thus, in this study, the Morse potential parameters obtained using the

pristine system are used to compute the rate constants for the defective system.

As described in the previous chapter, there are many types of defects that can

occur in the lattice system. For a representative defective system, the case of etch

pits with surface roughness is chosen. The phonon density of states is directly

obtained for such a defect configuration from the previous study. Finally, the

phonon relaxation time for the defective system is obtained using the parameters

presented in Ref. [452]. For the phonon relaxation, the Gaussian model is used

instead of the Lorentzian following the recommendation of Hood et al. [350].

They observed that the transition rates predicted by the Lorentzian model were

anomalously large, which is an artifact of the slower decay. Thus, the Gaussian

model was used in all calculations.

10.4 Results and Discussion

The process of obtaining the Morse potential parameters by fitting the desorption

rate constants of the pristine system is performed using least square method over

the temperature range of interest. Fig. 10.2 presents the experimental and fitted
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Figure 10.2: Rate constants for (a) O{a}, (b) CO{a}, and (c) CO{b} adatom
systems from experiments [6] and theoretical model with a pristine carbon lattice.

rate constants for all the three adatom systems: O{a}, CO{a}, and CO{b}. The

logarithm of the desorption rate constants are plotted against the inverse temper-

ature. The experimental rate constants follow an Arrhenius form and thus forms

a straight line. It is observed that the model predicts rate constants that deviate

from the Arrhenius form especially at the lower temperatures, which is consistent

with the results of Hood et al., [350]. Nevertheless, good agreement is observed

between the model (fitted) and experimental rate constants. As mentioned previ-

ously, these calculations were performed assuming a pristine lattice system. The

CO{b} adatom has the strongest bond with the surface and therefore the lowest

desorption rate, while O{a} has the highest desorption rate.
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Figure 10.3: (a) Bound to bound and (b) bound to continuum transition rates
between nearest neighbor oscillator states Wn→n+1 vs bound state for the CO{b}
adatom system with a pristine carbon lattice.

In order to further analyze the system, the transition rates (logarithm) between

nearest neighbor oscillator states Wn→n+1 are plotted against the initial state n

for the CO{b} system. Fig. 10.3 (a) shows the bound to bound transition rates,

while the bound to continuum transition rates are presented in Fig. 10.3 (b). The

transition rates initially increases with the bound state n as the energy spacing

between the levels decrease. At higher energy states, the transition rates reach a

peak and then plateaus.

Next, the transition and desorption rates are computed and analyzed for a de-

fective system. The phonon density of states computed in the previous chapter

along with the phonon relaxation time for the defective system is used. Fig. 10.4

presents the rate constants of the defective system for all the three adatom sys-

tems: O{a}, CO{a}, and CO{b}. The experimental and fitted rate constants

are also plotted for comparison. As expected, the rate constants for the defective

system are consistently lower compared to the pristine system for all the three

adatom configurations. Due to the presence of the defects, the phonons are in-

creasingly scattered [455, 456, 443], thus reducing the energy transferred to the

adatom leading to lower desorption rates. This effect is increasingly observed at

higher temperatures, where there is a larger population of high energy phonons
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Figure 10.4: Rate constants for (a) O{a}, (b) CO{a}, and (c) CO{b} adatom
systems from experiments [6] and theoretical model with a pristine and defective
carbon lattice.

for the pristine system. The presence of defects scatters these phonons to lower

energies, thus reducing the energy transfer to the adatom and lower desorption

rates. The desorption rates for each of the system shows an order of magnitude

decrease with the strongly bound CO{b} system exhibiting the greatest reduction

in the desorption rates consistent with the above reasoning.

Finally, the transition rates with the pristine and defective carbon lattice for

the CO{b} system is shown in Fig. 10.5. Both the bound-bound and bound-

continuum transition rates between nearest neighbor oscillator states Wn→n+1 are

plotted against the initial state n. The transition rates for the defective system
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Figure 10.5: (a) Bound to bound and (b) bound to continuum transition rates
between nearest neighbor oscillator states Wn→n+1 vs bound state for the CO{b}
adatom system for a pristine and defective carbon lattice.

are consistently lower than the pristine system, consistent with the observations

of the desorption rates. The disparity is more significant at lower initial states

where the spacing between the energy levels is higher.

10.5 Summary

A rigorous theoretical model based on the interaction of the adsorbed atoms/-

molecules with the phonon bath at the surface is used to describe the desorption

process of the adsorbates. The interaction of the adsorbate with the surface

phonons is explicitly captured by using the PDOS of the surface. The adsorbate-

surface interaction is represented using a Morse potential, which allows for the

desorption process (transition from bound to free state) to be directly modeled as

the interaction energy reaches beyond a threshold level described by the potential.

This model is one-dimensional and considers the interaction only along the surface

normal direction. The coupling of the adsorbate with the phonon bath results in

adsorbate-surface bond to jump within the interaction energy ladder. Both mono

and multi-quantum jumps are considered within this framework. The desorption

process is treated as a Markoffian process and a first order Master equation is
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used to derive the final rate constant.

This model was used to compute the transition and desorption rates for both

pristine and defective systems. The phonon density of states for both the pristine

and defective systems are obtained directly from MD calculations. Mathissen’s

rule is used to compute the phonon relaxation time for pristine and defective

systems based on the phonon scattering times for each of the different scattering

processes. First, the desorption rates of the pristine system is fitted against the

experimental values to obtain the Morse potential parameters for each of the three

observed adatoms: O{a}, CO{a}, and CO{b}. These Morse potential parameters

are used along with the defective PDOS and phonon relaxation time to compute

the desorption rates for the defective system. The defective system rates (both

transition and desorption) were consistently lower in comparison with pristine

system. This is a result of additional phonon scattering due to the presence of the

defects leading to lower energy transfer to the adatom. The difference between

the transition rates is more significant at lower initial states due to higher energy

spacing between the levels. In the case of the desorption rates, the difference

between the defective and pristine system is more significant at higher temper-

atures. A larger population of higher energy phonons which is present in the

pristine system at higher temperatures are scattered due to the defects resulting

in the greater disparity. The desorption rates for each of the system shows an

order of magnitude decrease with the strongly bound CO{b} system exhibiting

the greatest reduction in the desorption rates.
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Chapter 11

Conclusions

In this chapter, a summary of this work is presented, with a highlight on the

physical principles, novel methods, important observations, and key results. The

major contributions of the current research efforts are outlined next, followed by

some suggestions regarding possible areas of focus for future research directions.

11.1 Summary

11.1.1 Vitreous Carbon oxidation model

First, the formulation and implementation of a general finite-rate surface chem-

istry framework in DSMC is described. The approach involves stochastically

modeling the various competing reaction mechanisms occurring on a set of active

sites. Within this framework, multiple surface phases can be specified allow-

ing for the representation of composite materials, and each surface phase can

contain multiple site sets which can be used to present heterogeneous surface

materials. The framework includes a comprehensive list of surface reaction mech-

anisms including adsorption, desorption, Eley-Rideal (ER), and different types of

Langmuir-Hinshelwood (LH) mechanisms. It is possible to model both catalytic

(oxygen formation) and surface altering (material removal by oxidation) reaction

mechanisms, as well as gas-surface (GS) or pure-surface (PS) reactions.

GS reactions are performed when the gas-phase particles strike the surface as

a part of the move kernel. The modeling of GS reactions within DSMC involves

the computation of the probability for each of the possible reactions. These prob-
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abilities are calculated from the specified reaction rate constant, properties of the

incident gas-particle and the surface. PS reactions are carried out by looping over

all the surface elements in parallel with the gas-phase collisions. DSMC modeling

of PS reactions involve computing a characteristic frequency for each reaction.

This characteristic frequency is a function of specified rate constants and surface

properties. Two different algorithms for performing multiple PS reactions without

bias were proposed and shown to accurately match the analytical solutions. This

work also presents various scattering models for accurately modeling both reac-

tive and non-reactive scattering at a wide variety of regimes and scenarios. The

different models available within this framework include CLL, thermal desorption,

impulsive and non-thermal scattering models. For each reaction, recommended

models are proposed, but the framework is flexible to incorporate any specified

model.

This detailed surface chemistry framework was used to construct a general

approach for constructing finite rate surface chemistry models using pulsed hy-

perthermal beam experimental data. First, detailed DSMC simulations of various

reaction mechanisms for a wide range of conditions are performed to obtain the

TOF and angular distributions. The Langmuir-Hinshelwood mechanisms were

categorized into four types based on the comparison of time scales for formation

and desorption steps with the system time scale. The characteristics of each type

of mechanism were analyzed in detail and a method to identify and distinguish

between them using only the experimental TOF data is provided. A new proce-

dure to accurately compute the total integrated flux of the products, specifically

the slowly desorbing species from the TOF and angular distribution is described.

The final and most crucial step of this approach is the development of a gen-

eral methodology to accurately derive the rate constants of the identified surface

reaction mechanisms under transient (pulsed beam) conditions. An analysis of

the commonly used steady-state approximation revealed significant differences in

terms of both the rate constants and total product composition, specifically when

the surface coverage at steady state is low. Modulation of the beam into short
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pulses inherently introduces a transient component which must be accounted for in

order to reliably obtain the rates. Within the proposed methodology, the changing

surface conditions are explicitly considered while computing the product fluxes.

The fitting procedure uses particle swarm optimization to systematically search

through the rate constant parameter space in order to match the final product

composition with the experimental values. In addition, the surface coverage of

the different species is readily obtained as output and are consistent with the ex-

perimental product fluxes. This procedure is performed at each temperature, and

the computed rate constant values can be expressed as a function of temperature

in any desired form.

This general approach for constructing surface chemistry models along with

the detailed surface chemistry framework was used to derive a carbon surface

oxidation model. DSMC simulations of hyperthermal oxygen scattering on a

vitreous carbon surface were conducted to model TOF and angular distributions

in comparison with recent experimental data.

The most notable information gained from this analysis and current interpre-

tation of the experimental data included: (i) the inclusion of slow products in the

TOF distributions, namely slowly desorbing O and CO products, into the current

model, (ii) the inclusion of the “missing flux” of scattered oxygen products that

were not detected in these experiments. The missing flux accounts for approxi-

mately 60-75% of the total oxygen/oxide flux at low temperatures. Although both

O and CO products exhibit a long distribution tail in the TOF data, the identity

of the missing flux was determined to be CO (referred to as CO{b}). This was

based on the observation that the long distribution tail (slow O component) in

the TOF is not evident at high temperatures, as this component merges with the

TD products due to an increased desorption rate.

From the analysis of the experimental data, a surface chemistry model is pro-

posed which consists of nine major surface reactions, and physically consistent

forms for these mechanisms were inferred. The rate constants of all the mecha-

nisms were represented using an Arrhenius form, and activation energies compare
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well with previous values reported in the literature. Simulations performed using

the proposed finite rates within the DSMC surface chemistry model provided ex-

cellent agreement with the experimental TOF and angular distributions, and with

the analyzed experimental fluxes. The CO2 flux is negligible compared to both O

and CO at all temperatures in agreement with the PSMM model. However, the

current model predicts CO to be the major reaction product at low temperatures

primarily through the formation of the strongly bound CO{b}. The current model

predicts a peak in the CO flux at a temperature of 700 K. Thus, for the experi-

mental temperature range spanning 600-1875 K, the CO product flux predicted

by the current model corresponds to the decay just after the peak and shows a

near monotonic decrease with temperature. The flux of O increases and becomes

the dominant product at higher temperatures.

11.1.2 Effective carbon oxidation model for FiberForm

PuMA software was used to perform simulations of molecular beam scattering ex-

periments of hyperthermal O striking a FiberFormr, which is a common compo-

nent of an ablative TPS. X-ray micro-tomography was used to obtain the detailed

microstructure of FiberFormr, which was employed within the PuMA simulations

to capture the effect of the complex porous and fibrous geometry. The finite-rate

surface chemistry model recently constructed from the molecular beam scattering

experiments on vitreous carbon [5] was applied to each fiber of the FiberFormr

material.

First, the effect of microstructure was investigated by studying the non-reactive

scattering of Ar off the FiberFormr sample. A significant portion of the Ar

particles were thermally accommodated to the surface temperature, unlike the

case of vitreous carbon where all the particles were impulsively scattered. Multiple

collisions with the different fibers, resulting from the porous nature of FiberFormr

was found to be solely responsible for the thermalization of Ar. The effect of

gas-phase collisions was negligible. Good agreement was observed between the
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simulations and experiments of Ar beam scattering.

The reactive interaction on FiberFormr was investigated by modeling the atomic

oxygen beam scattering experiments. Comparison between the experimental and

PuMA time-of-flight (TOF) distributions of both O and CO at 1623 K showed

good agreement. In comparison with the vitreous carbon experiments, the frac-

tion of TD O atoms were significantly higher in the case of FiberFormr. Multiple

collisions with the different fibers, resulting from the porous nature of FiberFormr

was found to be responsible for the thermalization of the O atoms, while the effect

of gas-phase collisions was negligible. In addition, a larger relative CO to O flux

is observed for the case of FiberFormr in comparison with vitreous carbon. This

was again attributed to the multiple collisions of the O atoms within FiberFormr.

The next focus was to develop an effective surface chemistry model, which in-

herently accounts for the microstructure of FiberFormr, and thus can be directly

employed within macroscopic simulation methods like Computational Fluid Dy-

namics (CFD) and material response codes. In order to construct such a model

for FiberFormr, the VC model was applied to the detailed microstructure of

FiberFormr to obtain the product fluxes of oxygen scattering from FiberFormr

at various porosities different from the experiments.

At higher porosities, greater mole fractions of CO and less amounts of O (up

to 10% of the total product flux) were observed. This is due to the greater

penetration of the incoming beam atoms into the microstructure leading to more

collisions with the surface resulting in greater mole fraction of CO. The effect of the

differences in the collision histogram is more pronounced at higher temperatures

when the probability of CO formation during a single collision is smaller.

The experimental and PuMA data are used to construct the effective model.

The effective model reaction mechanisms are assumed to be the same as that of

the VC model, as well as the desorption rate constant values. CO2 was observed

only at the lowest temperature in the FiberFormr experiments and this data was

not enough to derive a rate constant for CO2 production reaction mechanism.

Particle-swarm algorithm was used to obtain the rate constants of the gas-surface
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reactions within the effective model at each porosity. The fitting process yielded

constant values (different value for each of the reaction) for the Arrhenius energy

value for the range of porosities examined here. Thus, only the Arrhenius pre-

exponential factor A varies with the collision histogram and is a function of the

porosity.

Simulations performed using the constructed effective rates with a flat plate pro-

vided excellent agreement with the experimental TOF and angular distributions,

and with the analyzed experimental fluxes. This effective model also provides

excellent agreement with the PuMA data for the whole porosity range of interest.

Thus, this effective model can be directly used within the CFD solvers.

11.1.3 Inelastic scattering from surfaces

MD-QCT simulations were performed to study the non-reactive or inelastic scat-

tering of O2 molecules from carbon surfaces, with a special focus on the internal

(rotational and vibrational) energy distributions. The ReaxFF potential for the

C-C and C-O interactions while the O-O interactions were modeled using the ac-

curate ab-initio potential designed to capture the ro-vibrational states accurately.

A range of initial translational energy of the molecule and the surface temperature

is considered to elucidate the dependence of the scattered molecule properties on

these parameters.

The peak final translational energy and the width of the distribution increased

with the initial translational energy. It was also observed that the fraction of

translational energy lost during the collision increases, as well as a broadening of

the final distribution with increasing energy. In the case of angular distributions,

super-specular scattering was observed due to the high energies and low interac-

tion time with the surface. The peak of the angular shows non-monotonic trend

with initial translational energy while the width increases. For the final rota-

tional energy state distribution, bi-modal distributions were observed with both

the peak value and the width of the distribution increasing with increasing Etr,i.
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The transition probabilities to excited vibrational states increased with Etr,i, and

these values were higher for lower states. The transition probabilities for energies

below 3 eV were small and were not resolved above the statistical noise.

For a fixed initial translational energy and varying surface temperature, the final

translational energy peak and width also showed an increase with surface tem-

perature. In the case of angular distributions, the super-specular nature of the

scattering becomes less prominent with increase in surface temperature. Shifting

of the peak towards the surface normal and increased broadening of the distri-

bution were also observed with rise in temperature. The final rotational energy

state distributions were bi-modal in nature, but the deviation from Boltzmann

distribution was less significant compared to the initial translational energy vari-

ation study. This suggests that the energy transfer mechanisms from the surface

and from the initial translational energy of the molecule are both significant.

Next, the inelastic scattering event is described using the molecule surface scat-

tering (MSS) theory. It is a rigorous theoretical model based on gas-phonon

interactions at the surface, and is used to describe the final energy (translational,

rotational, and vibrational) and angular distributions for an oxygen molecule scat-

tering from a graphite surface. The MSS model considers several such mechanisms

including multi-phonon processes, translational and internal mode (rotational and

vibrational) excitations. The translational and rotational modes of the gas par-

ticle are treated classically within this framework while the quantum mechanical

nature of the vibrational modes are taken into account. Further, this model pro-

vides a state-resolved description of the scattered particles through the evaluation

of the detailed scattering kernels and transition matrix.

Since the parameters within the MSS model are difficult to obtain, these pa-

rameters are calibrated against the MD-QCT data. In the present work, four

“free” parameters namely effective surface mass Ms, average phonon velocity vR,

effective surface moment of inertia Is, and effective surface reduced mass µs are

calibrated to match the MD data. The values of the “free” parameters are pre-

sented along with their variation with the initial molecule translational energy
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and the surface temperature.

The least square method is used for the fitting process. It was observed that

the cross term effects of the all the parameters were negligible. All of the features

in the various distributions are captured by the MSS theory in thermal, structural

and transition regime. The average frustrated rotational angular velocity param-

eter ωR was found to have only negligible effect on all the final distributions even

with large variations and was taken to be constant for all the cases. The fitted

values for all the mass and moment of inertia parameters were observed to be

greater than the values for a single surface atom.

The effective surface mass Ms is observed to increase with the initial molecule

translational energy, while it was observed to decrease with increasing surface

temperature. The average phonon velocity of the surface vR is observed to in-

creases with surface temperature, and remains constant across the entire molecule

translational energy range. In contrast to the effective surface mass, the effective

surface moment of inertia Is increases with both the initial translational energy

of the molecule and the surface temperature. This was in line with the increas-

ing final rotational energy distributions observed in both the cases. Finally, the

effective reduced mass of the surface µs was computed only at higher initial trans-

lational energies (greater than 3 eV) since the vibrational transitions are observed

only for these cases. Similar to the case of effective surface moment of inertia, the

effective surface reduced mass also exhibits an increasing trend with the initial

translational energy of the molecule. Again, this was in line with the increasing

final distributions of the vibrational energy, resulting in the observed increase of

the effective surface reduced mass.

11.1.4 Phonon-induced desorption

The surface PDOS is an important input for describing the phonon-induced des-

orption process. The results of the detailed MD study suggests that the PDOS

varies widely as a result of defects present within the system. In general any kind
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of defect tends to broaden the phonon distributions resulting in rounded peaks.

Further, the PDOS is consistently observed to be shifted towards lower frequen-

cies leading to lower densities at higher energies. The effect of the adsorbates is

predominantly along the surface normal direction. In the case of random surface

defect, the PDOS was found to be sensitive to both the presence and configuration

of the defects. However, for the etch pits, the PDOS is observed to be only de-

pendent on the presence of the etch pit and insensitive to the exact configuration.

Similar consistent results are observed for the case with both surface roughness

and etch pits.

The realistic PDOS computed with MD is used within the phonon-induced des-

orption (PID) model. It is a rigorous theoretical model based on the interaction

of the adsorbed atoms/molecules with the phonon bath at the surface, and is

used to describe the desorption process of the adsorbates. The adsorbate-surface

interaction is represented using a Morse potential, which allows for the desorption

process (transition from bound to free state) to be directly modeled as the inter-

action energy reaches beyond a threshold level described by the potential. This

model is one-dimensional and considers the interaction only along the surface

normal direction. The coupling of the adsorbate with the phonon bath results in

adsorbate-surface bond to jump within the interaction energy ladder. Both mono

and multi-quantum jumps are considered within this framework. The desorption

process is treated as a Markoffian process and a first order Master equation is

used to derive the final rate constant.

This model was used to compute the transition and desorption rates for both

pristine and defective systems. The phonon density of states for both the pristine

and defective systems are obtained directly from MD calculations. Mathissen’s

rule is used to compute the phonon relaxation time for pristine and defective

systems based on the phonon scattering times for each of the different scattering

processes. First, the desorption rates of the pristine system is fitted against the

experimental values to obtain the Morse potential parameters for each of the three

observed adatoms: O{a}, CO{a}, and CO{b}. These Morse potential parameters
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are used along with the defective PDOS and phonon relaxation time to compute

the desorption rates for the defective system.

The defective system rates (both transition and desorption) were consistently

lower in comparison with pristine system. This is a result of additional phonon

scattering due to the presence of the defects leading to lower energy transfer to the

adatom. The difference between the transition rates is more significant at lower

initial states due to higher energy spacing between the levels. In the case of the

desorption rates, the difference between the defective and pristine system is more

significant at higher temperatures. A larger population of higher energy phonons

which is present in the pristine system at higher temperatures are scattered due

to the defects resulting in the greater disparity. The desorption rates for each of

the system shows an order of magnitude decrease with the strongly bound CO{b}

system exhibiting the greatest reduction in the desorption rates.

11.2 Contributions

This work is focused on the development of physically consistent models for meso-

scopic and macroscopic simulation of gas-surface interactions. This work consid-

ers both non-reactive and reactive interactions with a special focus on desorption.

Developing a predictive surface interaction model that is applicable over a wide

temperature range can be complicated owing to competing mechanisms, such as

adsorption, desorption, and chemical reactions. The reaction rate constant values

are also usually very sensitive to the surface conditions, temperature, pressure,

etc., owing to the large disparities in the activation energies and power law depen-

dencies. In addition, non-equilibrium phenomena is frequently encountered in the

systems of interest. Thus, detailed mesoscopic models describing the fundamental

interaction at the gas-surface interface is necessary for obtaining high-fidelity so-

lutions. The aim of the work is to employ microscopic information in the form of

detailed experiments, numerical simulations, and fundamental theories, as a basis

to construct very general, accurate and physically realistic models. The purpose
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of these investigations is to develop high-fidelity models that can be directly used

in cases of non-equilibrium which is frequently encountered in the systems of

interest.

This work introduces a new generalized surface chemistry framework that is

comprehensive and can be applied to any mesoscopic and macroscopic simulation

techniques. This framework is used to devise a general approach for constructing

finite rate surface chemistry models using pulsed hyperthermal beam experimen-

tal data. This general methodology along with the detailed surface chemistry

framework is used to construct a surface chemistry model for the carbon and

atomic oxygen system. This model, which was developed for a flat carbon surface

is extended to porous FiberFormr with stochastic and complex microstructure.

Further, effective models that inherently account for the FiberFormr microstruc-

ture are also developed.

Next, the focus of this work is shifted to non-reactive gas-surface interaction of

molecules. MD-QCT simulation technique and the MSS theoretical model is used

to study the inelastic scattering between the molecular oxygen and carbon. Fi-

nally, the desorption process is analyzed within the framework of phonon-induced

desorption model for pristine and defective surfaces. Realistic surface phonon

density of states is used to investigate the variation in the desorption rates of

atomic oxygen and carbon monoxide from carbon surfaces. The major efforts and

contributions of this dissertation are summarized below.

• Developed a generalized surface chemistry framework incorporating a com-

prehensive list of reaction mechanisms, including gas-surface and pure-surface

reactions as well as catalytic and surface altering mechanisms.

• Implemented the detailed surface chemistry framework into DSMC solver

SPARTA and Porous microstructure analysis software PuMA.

• Developed a general methodology to derive physically consistent finite rate

surface chemistry models from pulsed hyperthermal beam experimental data.
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• Constructed a detailed finite rate carbon oxidation surface chemistry model

with physically consistent mechanisms and precise rate constants based on

the vitreous carbon experimental data.

• Formulated a novel approach to include the microstructure information

within the finite-rate surface chemistry models, thus enabling the direct

use of these models within continuum solvers.

• Constructed an effective surface oxidation model for FiberFormr where the

rate constants are a function of porosity in addition to the surface temper-

ature.

• Performed MD-QCT simulations of non-reactive gas-surface scattering of

rotationally and vibrationally resolved O2 on carbon surfaces; and analyzed

the final energy and angular distributions for various initial conditions to

elucidate the effect of the initial molecule translational energy and surface

temperature.

• Utilized the MSS theory to describe the inelastic gas-surface interaction of

molecular oxygen with carbon surfaces; calibrated the MSS model parame-

ters using the final energy and angular distribution from MD.

• Performed PDOS calculations using MD on carbon surfaces to analyze and

understand its dependence on the commonly encountered defects during

ablation.

• Utilized the phonon-induced desorption model to study the effect of defects

on the transition and desorption rates.

Although the methodologies and models described in this work are applied to

particular systems, many of these approaches can either be used directly or can

be easily extended in a straightforward manner to study various other systems

and under different conditions.
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11.3 Future Considerations

Some possible future research directions for extending the current work is pre-

sented below.

11.3.1 Vitreous carbon oxidation model

1. New parallelization strategies for DSMC with surface chemistry -

The inclusion of the surface chemistry framework will introduce new kernels

in the DSMC code and also alter some of the present kernels. Thus, the

parallelization strategies used for the simple gas-phase DSMC code may need

to be revised to account for inclusion of the surface chemistry framework

(DSMC-SC). New parallelization strategies for DSMC-SC code for efficient

simulations need to be explored.

2. Diffusion and lateral interactions on the surface - The current sur-

face chemistry framework does not include the diffusion of the adsorbed

particles on the surface. This process becomes important at low surface

coverage at intermediate temperatures. Further, the lateral interaction be-

tween adsorbed particles is also not modeled. This becomes significant at

higher surface coverages at low temperatures. Although the modeling of

both the diffusion and lateral interactions are straightforward for a lattice

based Monte Carlo method, the extension to surface where the lattice is not

modeled requires careful consideration.

3. Extension to continuous and subsonic/thermal beams - The method-

ology described in this work for constructing surface chemistry models from

molecular beam experimental data is very general and can be directly ap-

plied to analyze surfaces of different types (metallic/non-metallic), initial

states (empty/preadsorbed); and also experimental setups with multiple

gas-phase reactants within the beam. However, it requires the use of pulsed
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hyperthermal/supersonic beam. Extension of this procedure to continuous

beams as well as subsonic/thermal beams would be of great interest.

4. Higher resolution of CO2 fluxes and rates - The vitreous carbon oxida-

tion model accounts for the presence of CO2 at low temperatures. However,

the experimental data used to construct the VC model was sparse for the

CO2 mole fraction, which introduces a lot of error in the formation rate

constants. Additional experimental data is required to better characterize

the quantity and rate of CO2 during the reactive interaction of oxygen with

carbon surface.

5. Reactive interaction of O2, CO, and CO2 with carbon surface - The

reactive interaction of molecular oxygen with carbon surface is small in com-

parison to atomic oxygen, but nonetheless significant. The molecular beam

experiments cannot resolve such large differences in the reaction probability

(between O and O2) and therefore other experimental methods such as flow

tube experiments are required to elucidate the surface reactions of O2. In

addition, the reactive interaction of the products (CO and CO2) on carbon

surfaces were not investigated as a part of the molecular beam experiments.

This information is necessary to develop a comprehensive surface chemistry

model accounting for all possible species reactions at the surface, which is

required for the accurate simulation of the ablation process.

6. Carbon nitradation model - The vitreous carbon surface chemistry model

describes the interaction of atomic oxygen with the carbon surface, which

is the main source of ablation/recession at most of the temperature range

of interest. However, another significant pathway for recension is due to in-

teraction with atomic nitrogen. This process becomes increasingly relevant

for the case of Mars atmosphere. Thus, a carbon nitradation model, similar

to the oxidation model, needs to be developed.
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11.3.2 Effective carbon oxidation model for FiberFormr

1. Effect of incident flux on scattering - In addition to the porosity, the

incident flux of gas beam will affect the reactive and non-reactive interaction

at the surface. In addition the gas-phase collisions also become important

at higher fluxes and will further modify the final distributions and product

fluxes. Thus, the effect of incident flux on the outcome of the gas-surface

scattering process must be investigated.

2. Inclusion of CO2 products within the effective model - Although the

VC oxidation model consists of a reaction to form CO2, it was omitted from

the effective model due to the lack of sufficient FiberFormr experimental

data. Additional data in the form of experiments or simulations is required

for the inclusion of CO2 formation reactions within the FiberFormr effective

model.

3. Effective model as a function of other properties - The effective model

derived in this work provides the rates as a function of a single microstruc-

ture property: porosity. The effective model will likely be a function of

additional microstructure properties (other than porosity) and the gas in-

flow properties (such as the number density and flux). The effect of these

additional parameters on the effective rates must be investigated.

4. Effective nitradation model - As mentioned previously, the nitradation

reactions on carbon surfaces is also a significant pathway for recession. After

the development of carbon nitradation model on a simple surface, it needs

to be extended to FiberFormr in the form of an effective model.

5. Effective models for carbon felts and weaves - Although the effective

model allows for direct incorporation into continuum solvers, it cannot be

extended for materials other than FiberFormr. If the microstructure of the

TPS material changes, the surface collision histogram is affected leading

to changes in the final product fluxes and distributions. Thus, a “new”
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effective model must be deveoped for each of the different TPS materials,

e.g. carbon felt, weaves.

6. Recession modeling in DSMC - Within the current framework, the sur-

face is treated as an infinite sink or source where any amount of bulk species

can be added or removed. However, in reality this is not the case. For ex-

ample, recession of ablative material from the surface exposed to extreme

environments is one of the major properties required for the efficient design

of TPS materials. Recession/addition on the surface due to mass loss/de-

posit should be incorporated into DSMC.

11.3.3 Inelastic scattering from surfaces

1. Study azimuthal angle distributions - The final polar angular and trans-

lational, rotational, and vibrational distributions of the scattered molecules

obtained from MD-QCT simulations were studied and analyzed. Additional

quantities of interest include the out-of-plane or azimuthal angular distri-

butions.

2. Effect of initial polar angle, rotational and vibrational levels - In

this work, the MD-QCT technique was used to investigate the effect of

initial molecule translational energy and surface temperature on the final

distributions of the molecule. It would be very interesting to investigate the

effect of the initial polar angle as well as the initial rotational and vibrational

levels on the final distributions.

3. Effect of initial conditions at different scattering regimes - There

are three scattering regimes namely thermal, transition and structural. The

physics of the scattering process varies widely in each of the different regimes.

The effect of the initial conditions on the final distributions were investigated

at a single translational energy of 0.5 eV in the thermal regime. However,
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it is possible and likely that these effects on the final distributions will vary

based on the scattering regime, and thus warrants further investigation.

4. Study of collision dynamics - Although the overwhelming majority of

O2 surface collisions encountered in this work were single collision events,

other scenarios such as multiple collisions, trapping, and dissociation were

observed. The study of particle trajectory and the relative probability of

these events would be of great value and interest.

5. Comparison to phenomenological models - A wide variety of phe-

nomenological models exist to describe the inelastic scattering process. A

comparison of the MD-QCT data with the existing models would provide

insight into the applicability, limitations and validity of these models.

6. Additional gas molecules of interest - The oxygen molecule was cho-

sen as a representative gas owing to its importance in the ablation process.

Other gas molecules of interest from the viewpoint of the hypersonic commu-

nity include N2, NO, CO, CO2, CN, and CH4. The extension of the current

procedure to investigate these additional gases of interest is straightforward,

however, it is subject to the availability of accurate interaction potentials

for MD.

7. Additional surfaces of interest - Carbon is one of the most commonly

used TPS material over a range of different space agencies. Other TPS ma-

terials include silica and ceramic composites. Study of inelastic interaction

of earth and mars atmospheric gases with these surfaces is required. Again,

this procedure is straightforward, but limited by the availability of accurate

MD potentials.

8. Functional form for the variation of MSS model parameters - The

variation of the “free” parameters within the MSS theory with the initial

conditions was studied in this work. Functional forms which can be used to
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fitting these parameters would be quite useful, especially when this model

is used within mesoscopic and macroscopic simulation techniques.

9. Full quantum treatment of the rotational/ro-vibrational states -

Currently the MSS theory treats the translational and rotational modes in

continuum while the vibrational mode is modeled quantum-mechanically.

Highly non-equilibrium conditions occurring in some physical situations of

interest, sufficiently distort the rotational energy distribution of particles,

thus causing the continuum description of the rotational mode to be inade-

quate. In such cases, the rotational modes or further the rovibrational modes

must be treated quantum mechanically. Thus the current MSS theoretical

framework must be extended to accurately model these types of systems.

10. Implementation of MSS model within mesoscopic solvers - The MSS

model is very robust and versatile and can capture all of the features in the

various distributions in thermal, structural and transition regime. Thus, it

would be of great interest to implement this model into mesoscopic solvers

such as DSMC and PuMA.

11.3.4 Phonon-induced desorption

1. Coupled effect of different types of defects on the PDOS - The

effect of the various configurations of different types of defects on the surface

PDOS of the system was investigated individually. However, these defects

often occur together on the surface. Thus, the combined effect of these

different types of defects on the PDOS must be investigated.

2. Inclusion of internal energy modes in the PID model - Currently the

PID model describes the adsorbate as a single particle and does not account

for the internal structure of the adsorbate (in the case of a molecule). The

internal degrees of freedom need to be included as a part of the particle
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Hamiltonian to accurately describe the energy transfer processes, which in

turn affects the transition and desorption rates.

3. Three dimensional PID model - Within the PID model, the interac-

tion of a gas atom with only a single solid-surface atom is considered, and

the motion of the adatom and the substrate atoms parallel to the surface

is either neglected or assumed to be unchanged. It is possible that these

assumptions cause an overestimation of the transition probabilities and also

cannot accurately predict the angular distributions. Thus, a full three di-

mensional formulation of the adsorbate-surface interaction process is neces-

sary for accurate transition probabilities, desorption rates, and prediction

of final distributions.

4. Final rotational and vibrational distributions from PID model -

The translational energy of a desorbing molecule tends to follow a Maxwell-

Boltzmann (MB) distribution. Thus, it is likely that the internal energy

modes also follow an MB distribution. However, if the spacing between the

internal energy levels is large, then the quantum transition to higher energy

states might be restricted leading to deviation from the MB distribution.

Furthermore, it is observed that the peak of the carbon PDOS occurs at a

frequency of 1600 cm−1, which is very close to the vibrational frequency of

the CO bond (2000 cm−1). This could result in resonant transfer of energy

from the surface phonons directly to the vibrational model of CO leading

to excited vibrational states in the desorbing molecules. Thus the current

PID model must be extended to characterize and provide the final internal

energy distributions of the desorbing molecule.
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Appendix A

Additional types of surface reactions

A.1 Dissociation

Dissociation reactions on the surface can be of two types: (i) adsorption-mediated

and (ii) impact dissociation [457, 458]. In the adsorption-mediated pathway, the

surfaces act as catalysts to promote dissociation reactions which are the first

step of many industrial processes. The gaseous molecule adsorbs on the surface

and undergoes dissociation with all the products desorbing back into the gas-

phase. The first step is dissociative chemisorption followed by the products rapidly

desorbing into the gas-phase.

In the impact dissociation pathway, the surface acts similar to the second collid-

ing species in a gas-phase dissociation reaction. The incoming gas-phase molecule

dissociates upon impact on the surface. The adsorption-mediated pathway is

much more common on the surfaces in comparison to the impact pathway. Rep-

resentative dissociation reactions through both the pathways are shown below.

Adsorption mediated dissociation Impact dissociation

O2(g) + (s) −→ O2(s)

O2(s) + (s) −→ 2O(s) O2(g) + (s) −→ 2O(g) + (s)

2O(s) −→ 2O(g) + 2(s)

(A.1)
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A.2 Collision-Induced (CI) mechanism

A collision-induced (CI) mechanism is a gas-surface reaction which involves both

gas-phase and surface adsorbed reactants. However, the two reactants within

the CI mechanism do not chemically react with each other. The energy from the

collision of the gas-phase reactant induces desorption of adsorbed atoms/molecules

from the surface, and hence these reactions usually involve high-speed particles

(super-/hyperthermal velocities) [373, 382, 383, 135]. The incident particle may

or may not adsorb onto the surface. Representative reaction for both the above

possibilities are listed below.

O(g) +N(s) −→ N(g) +O(s) O2(g) +N(s) −→ O2(g) +N(g) + (s) (A.2)

A.3 Eley-Rideal (ER) mechanism

An ER reaction is a direct impact mechanism, in which gas-phase particle reacts

upon impact with an adsorbed species on the surface to form products. where a

gas-phase atom/molecule directly interacts with a reactant present on the surface

to form gaseous products. The gas-phsae particle does not adsorb onto the surface

before the reaction. A representative ER reaction is shown below:

O(g) +O(s) −→ O2(g) + (s). (A.3)
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Appendix B

Additional Gas-Surface (GS) reactions

B.1 Adsorption-mediated GS reactions

B.1.1 Dissociative Adsorption

The dissociative adsorption reaction is slightly more complicated as it can in-

volve multiple adsorbing species and also multiple gas-phase products. A general

dissociative adsorption reaction can be represented by:

A(g) + α(s) = B1(s) +B2(s)...︸ ︷︷ ︸
α adsorbing products

+ C1(g) + C2(g)...︸ ︷︷ ︸
β gas-phase products

The probability of the adsorption for this case is given by:

PDA = Pad ∗ kDA (B.1)

kDA is the rate constant for the dissociative adsorption reaction. The gas-phase

products might become thermally accommodated to the surface temperature or

still maintain the characteristics of the incoming energy. Hence the Cercignani-

Lampi-Lord (CLL) model [301, 302] can used to obtain the outgoing velocities

of the gas-phase products. Hence for dissociative adsorption, in addition to the

rate constant, the scattering model parameters for the scattered gas-phase species

must also be specified (kDA + β scattering model parameters). In the case where

β is zero, it represents a case where there is no gas-phase species and all the

dissociated species adsorb on the surface.
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B.1.2 Condensation

The condensation reaction is very similar to the LH type 3 mechanism, except

that the products are bulk-phase, instead of surface species. The calculation of

the probability is also very similar.

M(g) + (s) −→M(b) + (s) (B.2)

Pcond = Pad(M) ∗ kcond (B.3)

Unlike the LH mechanisms, the adsorption of species is not listed as a separate

reaction. Hence, in addition to the rate of the reaction, the equilibrium constant

(of the intermediates) from the Kisliuk’s model should also be specified.

B.1.3 Adsorption-Mediated Dissociation

In the adsorption-mediated pathway, the molecule first adsorbs on the surface,

undergoes dissociation into adsorbed products, which finally desorb into the gas-

phase. All the sub-processes in this reaction occurs quickly and the gas-phase

products are formed immediately after the reactant molecule strikes the surface.

A representative dissociation reactions with and without bulk-phase products are

shown below.

A2(g)+(s) −→ 2A(g)+(s) MA2(g)+(s) −→ 2A(g)+(s)+M(b) (B.4)

The probability of the dissociation is computed by the following equation.

PAMD = Pad(A2/MA2) ∗ kAMD (B.5)

Pad is the adsorption probability of the reactant molecule and kAMD is the rate

constant for the dissociation reaction.
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Within the adsorption-mediated dissociation reaction, the final products are

formed on the surface although they desorb quickly into the gas-phase. Thus,

the products are in thermal equilibrium with the surface and exit based on a MB

distribution and cosine angular distribution. However the presence of a desorp-

tion energy barrier or local hot-spots might change the final distribution of the

products. The thermal scattering model (Section 2.6.2) can be used to describe

the final distribution of the products.

B.2 Direct impact GS reactions

B.2.1 Impact Dissociation

The overall reaction for the impact dissociation mechanism is similar to the

adsorption-mediated mechanism. However, in the case of impact dissociation, the

reactant does not adsorb on the surface and undergoes dissociation upon impact

on the surface. A representative impact dissociation reaction with and without

the bulk atoms is shown below.

A2(g)+(s) −→ 2A(g)+(s) MA2(g)+(s) −→ 2A(g)+(s)+M(b) (B.6)

Note that it is not necessary for the reactant molecule to strike an empty surface

site. This reaction could occur even when the surface site is occupied. The

probability of the dissociation is simply equal to the rate constant kID.

PID = kID (B.7)

The products formed through impact dissociation reactions might not be in

thermal equilibrium with the surface and can be adequately represented using the

CLL scattering model (Section 2.6.1).
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B.2.2 Collision-Induced (CI) Mechanism

A CI mechanism involves both gas-phase and surface adsorbed reactants, where

the energy from the collision of the gas-phase reactant induces desorption of ad-

sorbed atoms/molecules from the surface. Representative reaction for different

types of CI reactions are listed below.

A(g) +B(s) −→ B(g) + A(s) A(g) +B(s) −→ A(g) +B(g) + (s) (B.8)

The probability of this reaction will depend on the interaction potential between

the two particles and also on the bond energy between the adsorbed species and

the surface [373, 384, 383, 385]. This dependence can vary widely based on the

exact reaction pathway. The “Dynamic Displacement” mechanism proposed by

Rettner and co-workers [384] is shown to depend only on the bond energy of

the adsorbed species and energy of the incoming particles and does not depend

upon its type or the interaction between the particles. However, the collision-

induced desorption mechanism reported by Beckerle et al., [383, 382] suggests a

dependence on the energy, type and angle of the incoming gas-phase species. In

order to account for all these dependencies, a generalized expression is proposed

below.

PCI = kCI ∗ (Ein)m cosn(θ)
NB(s)FN

Sp
(B.9)

kCI is the rate constant of the reaction, having a functional form similar to an

Arrhenius expression, thus capturing the dependence on the surface temperature

and the bond energy of the adsorbed species. m is the exponent of the incoming

energy term. This ensures that the dependence is not limited to a linear rela-

tionship and can take any value, which accounts for the interaction between the

particles. n is the exponent of the cosine angular expression. Different values for

n are proposed in the literature; n = 0, essentially signifying no dependence on
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the angle [383]; n = 1, the amount of energy directed along the surface normal

[459]; n = 2, the so-called “normal” energy, obtained from velocity expressions

[460]. In addition, a variation of the n values as energy changes is also reported

in literature [385, 382].

Thus, for computing the probability, kCI ,m and n needs to be specified. The

desorbing species will be thermally accommodated to the surface, but the local

surface hot-spots could lead to greater energies. The thermal desorption scattering

model (Section 2.6.2) can be used to adequately model the distributions of the

desrbing CI product. Finally, if the incoming gas-phase atom does not adsorb,

additional parameters must also be given as input for describing the scattering of

the gas-phase reactant. The CLL model (Section 2.6.1) can be used to capture

the scattering details of the gas-phase reactant.

B.2.3 Eley-Rideal (ER) Mechanism

An ER reaction is an impulsive surface mechanism, where a gas-phase atom/-

molecule directly interacts with a reactant present on the surface to form gaseous

products. The reaction kinetics of this mechanism are dependent upon both the

surface and gas-phase reactant:

A(g) +B(s) −→ AB(g) + (s). (B.10)

Similar to the CI mechanism, the probability of an ER reaction can also be a

function of the incoming gas-particle energy and angle as well as the reaction rate

constant (function of surface temperature):

PER = kER (Ein)m cosn(θ)
NB(s)FN

Sp
. (B.11)

The scattering of the ER products can be described using a non-thermal scattering

model (Section 2.6.4).
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Appendix C

Additional Pure-Surface (PS) reactions

C.1 LH type 4

Modeling of LH type 4 mechanism is easier since the products are adsorbed species.

Representative reactions for LH type 4 mechanism are shown below.

A(s) +B(s) −→ AB(s) + (s) (C.1a)

A(s) + A(s) −→ A2(s) + (s) (C.1b)

A(s) +M(b) −→ AM(s) (C.1c)

The characteristic frequencies and times are calculated similar to LH type 2

mechanism. Only the rate constant for the reaction kLH4 needs to be specified.

C.2 Sublimation

The sublimation reaction is very similar to LH type 2 reaction, except that the

reactants are bulk-phase species, instead of adsorbed species.

(s) +M(b) −→M(g) + (s) (C.2)

The formula for computing the characteristic times and frequencies remain the

same, however, they will now be based on the available empty sites, rather than

filled sites. Since this reaction involves a gas-phase product, the desorption barrier
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of the particular species should be specified in addition to the rate constant ksub.
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Appendix D

Combining scattering models

In many instances, a combination of scattering models may be required for repre-

senting the scattering of the same species over a range of conditions. For example,

the physics of scattering at hyperthermal energies may be completely different

from the scattering at thermal energies. Hence some provisions are required for

using a combination of the available models to accurately capture the scattering

over a wide range of conditions.

D.1 Energy threshold transition

Based on the energy of the incoming gas-phase atom/molecule the effective in-

teraction experienced and the physics of scattering is completely different. They

can be broadly classified into two regimes: (i) Thermal and (ii) Structural regime.

When the energy of the molecule is relatively low compared to the thermal en-

ergy of the surface such that the effective interaction surface is relatively flat, then

the interaction belongs to the thermal scattering regime. On the other hand, the

structure regime corresponds to the case when the incident energy of the incoming

particle are much higher compared to the surface thermal energies such that the

surface vibrations are negligible. The effective interaction surface is rough on the

atomic scale and the gaseous atom/molecule experiences the atomic structure of

the surface atoms.

Thus, within the thermal regime scattering models such as the CLL, non-

thermal and thermal models can be used to adequately represent the interaction

of the gaseous species with the surface. The impulsive scattering model can be

used to describe the gas-surface interaction in the structure regime. A continuous
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variation of the various scattering parameters as a function of energy is expected.

However, in the absence such detailed information simple transition between the

different models can be used based on specified energy threshold.

Some reasonable threshold transition options are listed below.

i. One threshold: A single energy threshold value is specified along with two

scattering models. Incident gas atoms/molecules with energy greater than

the specified value is scattered based on the first model, while the second

model is used to scatter the particles with lower energies. This is the most

basic model which abruptly transitions from model to another.

ii. Two threshold - two models: Two energy threshold values are specified along

with two scattering models. Particles with energy greater than the first

threshold is scattered using the first scattering model, while particles with

energy lesser than the second threshold is scattered using the second model.

For particle energies in between the two energy thresholds a linear interpola-

tion of the two models based on the incident energy is applied to get the final

scattered properties. This creates a smoother transition between the different

scattering models in comparison with the one threshold model.

iii. Two threshold - three models: Two energy threshold values along with three

scattering models are specified. Particles with energies greater than the first

threshold, in between the two values and lesser than the second threshold

are scattered using the first, second and the third model respectively. This is

illustrative of a case where the physics of the transition from the structure to

the thermal regime is much different from either of the two regimes.

D.2 Fraction based splitting

Another instance where a combination of gas-surface interaction models are re-

quired is when a fraction of species formed by a reaction mechanism scatter dif-

ferently. For example, thermal mechanisms occurring when high energy particles
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are incident on the surface tends to have a small component that is non-thermal

(super-thermal). This is termed as fraction based splitting of the particles under

different scattering models. A generic way to implement this fraction based split-

ting is to specify any number of probability values (they must sum to 1), followed

by an equal number of scattering models.
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Appendix E

Bias introduced when total probability exceeds 1

This appendix outlines the importance of normalization when the total probability

of a sequence of events becomes greater than 1. Without normalization, a bias will

be introduced towards the initial events (reactions), even when the probability of

each reaction is less than 1. Consider the following case with 5 events A, B, C,

D, E, with the given probabilities (column 2 of Table E1).

Table E1: Un-normalized and normalized reaction probabilities of events

Events
Un-normalized probability

(from rate constants)
Un-normalized probability

cumulative
Un-normalized probability

SPARTA output
Normalized probability

A 0.40 0.40 0.40 0.20
B 0.30 0.70 0.30 0.15
C 0.20 0.90 0.20 0.10
D 0.60 1.50 0.10 0.30
E 0.50 2.00 0.00 0.25

Sum 2.00 - 1.00 1.00

Reactions in SPARTA are performed using the standard Monte Carlo technique

for a sequence of events:

• A random number is drawn for the reaction probability.

• The reaction probability is compared against a cumulative probability∑i=n
i=1 Prob(Ei), where n increases from 1 to the total number of events.

• When the value of the reaction probability is less than
∑i=n

i=1 Prob(Ei), then

the nth reaction is performed.

Using this methodology, and the un-normalized probability values, the actual

occurrence of the five events are shown in column 4 of Table E1. Notice, that the

probability of events A, B, and C remains unaltered; the probability of D gets

reduced to 0.1 and event E does not occur at all. Until the cumulative probability

(column 3 of Table E1) stays less than 1, the probability of the events remain
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unaltered. When the cumulative probability exceeds 1, the probability of that

particular event is cutoff (such that the cumulative probability is equal to 1). The

probability of the remaining events are zero. As you can clearly observe, a bias is

introduced towards the initial events (reactions).

When the probability of each event is normalized by the sum of the un-normalized

probability, the values given in column 5 of Table E1 is obtained. These values

retain the relative ratio of the original un-normalized provabilities, while having

a cumulative probability of 1. This ensures that the relative probabilities of all

the events remain unchanged and no bias is present towards the initial reactions.
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Appendix F

Obtaining prescribed distributions

Although DSMC is very intuitive, sometimes sampling specific distributions for

the different properties of the system, especially scattering properties from the

surface, might not be straightforward. This section presents methods to sample

prescribed distributions for the VDF and the angular distributions. These can be

used to obtain the distributions described previously or any other user specified

distributions.

F.1 VDF

In order to obtain the prescribed distribution for the velocity or energy of the

particles scattered from the surface, it is first important to recognize the form

of the prescribed distribution. In many instances instead of the VDF, the speed

distribution function (SDF) or the distribution corresponding to the flux is speci-

fied. For example, the Maxwell-Boltzmann distribution has the following different

forms when expressed as VDF, SDF or flux PDF.

V DF ∝ exp
(
−mv2

kbT

)
SDF ∝ v2exp

(
−mv2

kbT

)
flux PDF ∝ v3exp

(
−mv2

kbT

)
(F.1)

In this section, VDF is used as a generic term to describe any distribution re-

lating to the velocity or energy of the particles. In order to obtain the correct

distribution, the velocities of the scattering particles from the surface must be

chosen based on the flux PDF [461]. The scattering of particles from the surface
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is similar to the effusive movement of gases through a plane. Hence, first the

prescribed distribution must be properly converted into the flux PDF form before

applying any of the standard Monte Carlo techniques to obtain the specified dis-

tribution. Based on the exact form of the distribution, corresponding techniques

such as the inversion of the CDF or the acceptance rejection method can be

used to obtain the final components of the velocities. These standard techniques

for sampling the prescribed distribution can be found in many texts including

Bird [53], Shen [461], Frenkel and Smit [462] and Lesar [463]. While applying

the acceptance rejection scheme for the VDF, it might be more efficient to use

importance sampling [462] since most of the distributions involve a exponential

function. The sharpness of the exponential function makes the random sampling

very time consuming.

The process of converting the distribution into the flux form is straightforward

in many cases, however care must be taken when the distribution is dependent

on the angle of scattering. Also in some cases, the normal and the tangential

distributions are available separately. In such a case, the tangential velocity can

be employed directly while the normal component must be converted to the flux

form [461]. If the inversion of the normal and tangential distributions are not

straightforward, then it is recommended to convert them into a single combined

distribution and apply the standard techniques to choose the total speed. Later

the final angles can be used to obtain the separate components of the velocities.

F.2 Angular distribution

The most important feature to remember while sampling angular distribution is

the presence of the sine of the polar angle in the expression for the solid angle.

dΩ = sin(θ)dθdφ (F.2)
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θ is the polar angle while φ is the azimuth angle. Excluding this sin(θ) while sam-

pling the distribution has been the source of confusion and error in the past [464].

If the polar and azimuth distribution are not independent, the expression of

the solid angle must be used directly within the sampling techniques. In the case

where the two distributions are independent of each other, the azimuth sampling

can be done without any additional factors. The polar sampling on the other

hand must include the sin(θ) component.

f(θ) = g(θ) ∗ sin(θ) (F.3)

where g(θ) is the required distribution in the polar direction, while f(θ) must be

used within the sampling algorithms.

F.2.1 Additional options

There are two optional arguments available for obtaining more complicated an-

gular distributions. These are the step and double options.

F.2.1.1 Step option

In many cases, it is observed that the decay rate of the product flux on either

side of the θpeak is different [5, 255, 273, 10]. Goodman [10] proposed a physical

reasoning for the observed faster decay rate in the angular distribution of the

product fluxes on the surface side away from the peak (approaching 90).

Figure F1: Surface step model [10]. The surface is assumed to consist of steps of
average height H and average periodicity L.
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The surface is assumed to consist of periodic steps of average height H and

average periodicity L. The particles that strike the side of the step or very close

to the step within H ∗ tan(θ0) will not be scattered on the reflection side of the

normal. This would result in reduction of the product flux closer to the surface

(approaching 90). Hence a simple correction was proposed based on the parameter

ε = 2H/L:

fcorr =

1− ε tan(θ0), if tan(θ0) < ε−1

0, otherwise

(F.4)

The term ε is a free parameter that must be specified. A representative angular

distribution using the step option is shown in Fig. F2 (a).

F.2.1.2 Double option

Another option to specify the angular distribution of the products is the double

option. In this option, the angular distribution on either sides of the peak are

represented by a different cosine power decay: n1, n2. Although such a distribution

is not derived from physical reasoning, it provides a lot of flexibility to directly

match the observed experimental distribution [107, 106]. Fig. F2 (b) shows a

representative angular distribution using the double option.

0 15
30

45

60

75

900

0.2

0.4

0.6

0.8

1

DSMC

Analytical

cos
5
(θ-60)

(a)

0 15
30

45

60

75

900

0.2

0.4

0.6

0.8

1

DSMC

Analytical

cos
5
(θ-60)

(b)

Figure F2: Representative in-plane angular distributions of products formed via
impulsive scattering (IS) of a hyperthermal beam from a smooth surface: lobular
distribution of polar angle θ with θpeak = 60 and n = 5. (a) Distribution using the
step option with ε = 0.1. (b) Distribution using the double option with n2 = 10.
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Appendix G

Hysteresis

Here the consistency between the observed hysteresis in the CO flux and the in-

ferred reaction mechanisms is examined along with the assumptions regarding

the surface coverage. At low temperatures, there is higher probability of forming

CO{b}, which occupies the surface leading to a high coverage. As the tempera-

ture increases, there is lower probability of forming of CO{b} and the steady state

surface coverage decreases. However, since the desorption of CO{b} is extremely

slow, it takes a very long time to reach steady state. It is noted that for the tem-

perature survey, the times between the change in the sample temperature and the

measurements were much shorter. Thus, data collected in a temperature survey

for which surface temperatures are increased corresponds to a surface coverage

which is higher than the steady state value. This leads to greater CO product

fluxes, since the LH1 reaction of CO is catalyzed by adsorbed atoms. Such an

effect is not observed in the decreasing temperature cycle since less CO{b} is

present on the surface at higher temperatures, and the surface coverage increases

with decreasing temperature. Hence, the slow desorption of CO{b} no longer

creates a lag in the surface coverage time-to-steady-state which is the mechanism

responsible for the observed hysteresis during the temperature survey with in-

creasing temperature. Thus, the decreasing temperature cycle is expected to be

consistent with the steady state values and is therefore used in the present study to

construct the reaction probabilities. In addition, reduced hysteresis was observed

in the experiments for a more gradual temperature change. This is consistent

with the above explanation since the surface coverage would be much closer to

its steady state value when the rate of temperature change is lower. At very high
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temperatures, both the increase in the CO{b} desorption rate, and the decrease

in the probability of CO{b} formation reduces the time to attain steady state.

Thus, the hysteresis disappears at very high temperatures and both the decreas-

ing and increasing temperature cycle gives the same CO product fluxes (Fig. 4

(c) of Murray et al. [5]).
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Appendix H

Evidence of adsorbed O atoms to promote LH1
CO formation reaction

As discussed, a hysteresis was observed in the CO product flux (Fig. 4 (c) of

Murray et al. [5]), whose magnitude was dependent on the rate of change of surface

temperature. An additional set of experiments measured the product fluxes after

rapidly increasing the temperature of the vitreous carbon sample. The vitreous

carbon sample was initially heated to T=800 K and exposed to the pulsed oxygen

beam to reach a steady state of oxidation. The temperature of the sample was

then rapidly increased to T=1875 K within a matter of seconds, and the time

variation of the product fluxes was measured (Fig. H1) with continued exposure

of the sample to the pulsed beam.

The purpose of this experiment was to characterize the amount of time required

for the surface oxidation product fluxes to reach a steady state. Only O, O2 and

CO products were observed at this high temperature. As seen in Fig. H1 (a,b),

the O and O2 products reach a steady state quickly, while the flux of CO shows

a gradual decrease over time (Fig. H1(c)), consistent with the hysteresis observed

in the CO product flux [5]. These results suggest that products which reside on

the surface at 800 K and which desorb as O, desorb immediately after the surface

temperature is increased to 1875 K. It is noted that this is consistent with the

observation that the long distribution tail of O atoms is not observed above 1700

K. In other words, the slow O desorption rate increases and becomes “fast” at

this high temperature. The constant O/O2 product fluxes observed in Fig. H1

(a,b) at long times are merely sustained from the incident pulsed beam.

The TOF distribution of the CO products at various times during this experi-

ment is shown in Fig. H1 (d). It is evident from the profiles at t=8 min, 45 min
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Figure H1: Variation of experimentally measured product flux with time for (a)
O, (b) O2, (c) CO, and (d) TOF distribution of CO after sudden increase in
substrate temperature from 800 K to 1875 K during bombardment with O/O2

beam at θi = 45 on a vitreous carbon surface, from Murray et al. [5].
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and 207 min, that the difference in the measured CO product fluxes arises from a

prompt mechanism that follows a MB distribution at time t=0 ms. There are two

possible pathways that could explain the observed flux variation of prompt CO

with time: (i) tightly bound CO (that has a slow spontaneous desorption rate)

that is released as a result of a collision-induced mechanism immediately after the

beam strikes the surface; or (ii) the prompt CO formation requires adsorbed O

atoms to promote the reaction.

Experimental studies in the literature regarding the collision-induced desorption

process suggest that these reaction products are significant only when the energies

of the incident particles are much higher than 10 eV [465]. Hence, it is unlikely

that the observed difference in the CO product fluxes are a result of a collision-

induced desorption process. The slow transient behavior observed in the CO TOF

distribution peak however, directly coincides with the decrease in oxygen surface

coverage due to slow CO desorption products that are not detected in the TOF

data.
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X. Garćıa, and L. R. Radovic, “On the structural and reactivity differences
between biomass- and coal-derived chars,” Carbon, vol. 109, pp. 253–263,
2016.

[104] J. C. Ferguson, F. Panerai, J. Lachaud, A. Martin, S. C. Bailey, and
N. N. Mansour, “Modeling the oxidation of low-density carbon fiber ma-
terial based on micro-tomography,” Carbon, vol. 96, pp. 57–65, 2016.

273



[105] J. C. Ferguson, F. Panerai, J. Lachaud, and N. N. Mansour, “Theoretical
study on the micro-scale oxidation of resin-infused carbon ablators,” Carbon,
vol. 121, pp. 552–562, 2017.

[106] A. Borner, K. Swaminathan-Gopalan, K. A. Stephani, V. J. Murray, S. Poo-
vathingal, T. K. Minton, F. Panerai, and N. N. Mansour, “Dsmc analysis
of molecular beam experiments on light-weight carbon preform ablators,”
in 47th AIAA Thermophysics Conference, 2017, p. 3687.

[107] K. Swaminathan Gopalan, A. Borner, K. A. Stephani, V. Murray, S. Poo-
vathingal, T. Minton, and N. N. Mansour, “Dsmc analysis of molecular
beam experiments for oxidation of carbon based ablators,” in 55th AIAA
Aerospace Sciences Meeting, 2017, p. 1845.

[108] E. C. Stern, S. Poovathingal, I. Nompelis, T. E. Schwartzentruber, and
G. V. Candler, “Nonequilibrium flow through porous thermal protection
materials, part i: Numerical methods,” Journal of Computational Physics,
2017.

[109] J. F. Orrego, F. Zapata, T. N. Truong, and F. Mondragón, “Heterogeneous
CO2 evolution from oxidation of aromatic carbon-based materials,” Journal
of Physical Chemistry A, vol. 113, no. 29, pp. 8415–8420, 2009.

[110] A. Montoya, F. Mondragón, and T. N. Truong, “CO2 adsorption on car-
bonaceous surfaces: a combined experimental and theoretical study,” Car-
bon, vol. 41, no. 1, pp. 29–39, 2003.

[111] A. Montoya, F. Mondragón, and T. N. Truong, “Formation of CO pre-
cursors during char gasification with O2, CO2 and H2O,” Fuel Processing
Technology, vol. 77-78, pp. 125–130, jun 2002.

[112] J. F. Espinal, A. Montoya, F. Mondragon, and T. N. Truong, “A DFT
Study of Interaction of Carbon Monoxide with Carbonaceous Materials,”
J. Phys. Chem. B, vol. 108, no. Copyright (C) 2012 American Chemical
Society (ACS). All Rights Reserved., pp. 1003–1008, 2004.

[113] A. Montoya, F. Mondragón, and T. N. Truong, “First-principles kinetics of
CO desorption from oxygen species on carbonaceous surface,” Journal of
Physical Chemistry A, vol. 106, no. 16, pp. 4236–4239, 2002.

[114] K. Sendt and B. S. Haynes, “Density functional study of the chemisorption
of O2 on the zig-zag surface of graphite,” Combustion and Flame, vol. 143,
no. 4, pp. 629–643, 2005.

[115] K. Sendt and B. S. Haynes, “Density functional study of the reaction of
carbon surface oxides: the behavior of ketones.” The journal of physical
chemistry. A, vol. 109, no. 15, pp. 3438–3447, 2005.

274



[116] K. Sendt and B. S. Haynes, “Density functional study of the chemisorption
of O2 across two rings of the armchair surface of graphite,” Journal of
Physical Chemistry C, vol. 111, no. 14, pp. 5465–5473, 2007.

[117] K. Sendt and B. S. Haynes, “Density functional study of the reaction of
O2 with a single site on the zigzag edge of graphene,” Proceedings of the
Combustion Institute, vol. 33, no. 2, pp. 1851–1858, 2011.

[118] K. Sendt and B. S. Haynes, “Density functional study of the chemisorption
of O<inf>2</inf> on the armchair surface of graphite,” Proceedings of the
Combustion Institute, vol. 30 II, no. 2, pp. 2141–2149, 2005.

[119] L. R. Radovic, A. F. Silva-Villalobos, A. B. Silva-Tapia, and F. Vallejos-
Burgos, “On the mechanism of nascent site deactivation in graphene,” Car-
bon, vol. 49, no. 11, pp. 3471–3487, 2011.

[120] L. R. Radovic, A. B. Silva-Tapia, and F. Vallejos-Burgos, “Oxygen migra-
tion on the graphene surface. 1. Origin of epoxide groups,” Carbon, vol. 49,
no. 11, pp. 3471–3487, 2011.

[121] A. M. Oyarzún, L. R. Radovic, and T. Kyotani, “An update on the mech-
anism of the graphene-NO reaction,” Carbon, vol. 86, pp. 58–68, 2015.

[122] A. M. Oyarzún, A. J. Salgado-Casanova, X. A. Garciá-Carmona, and L. R.
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