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Abstract

Offering participants in mobile app studies pers$iaed feedback on the data they report
seems an obvious thing to do: participants migpeekan app to provide feedback given
their experiences with commercial apps, feedbaghtmnotivate more people to participate
in the study, and participants might be more ma¢gdo provide accurate data so that the
feedback is more useful to them. However, perspediieedback might lead participants to
change the behaviour that is being measured walapip, implementing feedback is costly,
and also constrains other design decisions fod#t& collection. In this paper, we report on
an experimental study that tested the effects @figdmg personalized feedback in a one-
month mobile app-based spending study. Based oapih@aradata and responses to a debrief
survey, it seems that participants reacted posjtieethe feedback. The feedback did not
have the potential negative effect of alteringghending participants reported in the app.
However, the feedback also did not have the intémdiect of increasing initial participation

or ongoing adherence to the study protocol.
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Introduction

Mobile apps installed on smartphones and tabletsnareasingly used for data collection in
the social sciences. They may be used to incrbéasevel of detail or accuracy of existing
guestionnaire-based methods, for example by impiéngecological momentary
assessment (Moskowitz & Young, 2006), or to captiata passively, such as geolocation,

physical movements and online behaviour (Haraal.e2016; Link et al., 2014).

Mobile app studies fielded in the general populgtitowever, have generally reported low
participation rates. For example, tiaderstanding Societiypnnovation Panel (IP) in Great
Britain asked panel members to download an apaki® pictures of shopping receipts and
reported that 13% installed and used the app st teece (Jackle, Burton, Couper, & Lessof,
2019). Similarly, the IAB-SMART app study that wearried out as part of the Labour
Market and Social Security (PASS) Panel in Germamy captured a range of passively
collected data through smartphone sensors achepedticipation rate of 16% (Kreuter,
Haas, Keusch, Béahr, & Trappmann, 2018). Two apgiesuconducted as part of the
Longitudinal Internet Studies for the Social Scen¢LISS) Panel in the Netherlands, the
Smartphone Time Use study collecting time use aperence sampling data and the Mobile
Mobility study collecting data from the user’s gecdtion and movements, also achieved
participation rates of only 19% and 22% (ScherpehZ817). For each of these app studies,
sample members were recruited from existing lomgnal panels that had been interviewed
previously and are likely to have developed somaellef commitment to the study sponsor.
App studies fielded on new cross-sectional samgalesherefore likely to yield even lower

participation rates.

Previous studies identified various barriers thaymprevent sample members from
participating in mobile app studies (Jackle, BustGouper, et al., 2019; Wenz, Jackle, &
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Couper, 2019). Sample members might not have ataessobile device that is compatible
with the research app. Even if they do, they migbk the confidence to use it for the
requested data collection task or might have pyivancerns about the data being collected.
And of course, some sample members might just @etiling or interested in participating

in mobile app studies. To date, researchers havedearious methods to address such
barriers, to increase coverage and participatitasrand reduce biases in mobile app studies.
These measures include equipping sample memberslavhot have a compatible device
with a smartphone (Scherpenzeel, 2017), experimgmiith different levels of monetary
incentives for app download and study participafidaas, Kreuter, Keusch, Trappmann, &
Bahr, 2019; Jackle, Burton, Couper, et al., 2048Y experimenting with how sample

members are invited to the app study (Jackle, WBazpn, & Couper, 2019).

This paper evaluates the effectiveness of a ngioach to incentivizing sample members
to participate in a mobile app study: by providpeysonalized feedback on each sample
member’s reported spending, similar to what budgedipps provide. The first purpose of the
feedback is to raise interest in the study andwatgisample members to start using the app.
According to social exchange and benefit-cost tleeqDillman, 1978, 2000; Keusch, 2015;
Singer, 2011), individuals decide whether to pgéite in a survey by weighing the costs and
benefits of study participation. In this respecg, @xpect the feedback to serve as additional
benefit that respondents can receive from thedysparticipation: they gain information
about their personal spending, which may be of@steand useful to them in their everyday
life. The second purpose of the feedback is to vati participants to accurately report their
spending throughout the study period. When sunafigipation requires substantial effort,
some participants are inclined to engagsatsficing:they provide satisfactory rather than

accurate responses which would have required nifme @<rosnick, 1991). Individuals who



are motivated to participate in the study are ntitkedy to respond accurately, and the
feedback intends to increase and maintain thisoredgnt motivation throughout the study.
While personalized feedback is commonly used inica@nd health interventions, either for
ethical reasons or to induce behaviour change @n@€hte, Marinilli, Singh, & Bellino,

2001), it is less common in survey research. Weys do provide feedback, it is mainly done
in the form of aggregated rather than personaligedback, i.e., the feedback is based on
results from the overall sample rather than orviddial responses. Some longitudinal panel
surveys, for example, provide study results orctetépublications to sample members to
increase engagement with the study and maintalmgnless to participate in future waves
(Blom, Gathmann, & Krieger, 2015; Laurie, SmithS&ott, 1999; Scherpenzeel & Toepoel,
2014; Wagner, Frick, & Schupp, 2007). Experimestatlies testing the effectiveness of such
aggregated feedback suggest that providing stusliltsedoes not increase participation rates
(Goritz & Luthe, 2013; Scherpenzeel & Toepoel, 2044d can even have negative effects
(Batinic & Moser, 2005). The few studies evaluatihg effectiveness of personalized
feedback mostly report positive although modesta#f on response rates. For example,
Marcus, Bosnjak, Lindner, Pilischenko, & Schiutzq2pfind that offering personalized
feedback on survey results increases responseimaeseb survey by 7 percentage points,
for respondents who find the survey topic lessesaliBalter, Fondell, & Balter (2011) and
Balter, Bélter, Fondell, & Trolle Lagerros (2008port similar positive effects of
personalized feedback on response rates in wekysjralthough Angelovska & Mavrikiou
(2013) find no effects. Finally, Kiihne & Kroh (201&xamine the effect of personalized
feedback provided in a web survey on survey satisfia and undesired response behaviour,
such as socially desirable responding or item-rspuese. They report that the feedback
increases satisfaction with the survey, but isafiactive in reducing undesired response

behaviour. They do not test the effect of persaedlifeedback on response rates.



In this paper we use experimental data from a oortmspending diary implemented with a
mobile app to examine the following research qoesti
1. Does offering personalized feedback about rep@pethding increase initial
participation in the mobile app study?
2. Does personalized feedback improve ongoing adherenthe study protocol during
the month?
3. Which types of participants use the personalizedifack and how do they use it?
4. What effect does personalized feedback have orepext burden and satisfaction
with the study?

5. What effect does personalized feedback have orrtexpspending?

Data and Methods

Study design

The data for this study were collected on the Llsgbhed UK online access panel from July 3,
2018 to January 10, 2019. Panellists are recriitedrious ways, including the use of
banners and pop-ups on websites where individ@asign up to the panel. A stratified
sample of panellists (stratified by age, genderragtbn) were sent an invitation to a baseline
survey that collected information on financial bebar, mobile device access and usage, and
socio-demographics. At the end of the survey, piatelvere invited to download a spending
diary app on their smartphone and to use it tontegdbtheir spending for 31 days. They were
instructed how to find the app in the Google Playr&and Apple App Store and were given
login details, alongside a logo of the app. Pasislivho did not download the app were
invited to use a browser-based version of the spgraiary, which replicated the design and
functionality of the app. This version was offegelan alternative way of participating in
case sample members were not able or did not watdwnload an app on their smartphone.
For more information about how participants usedapp vs. the browser-based version of
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the spending diary, please see Jackle, Wenz, Bust@ouper (2019). At the end of the
study, all panellists invited to the spending stugye sent a debrief survey about their
experience with the study, with different questiémrsapp users, online diary users and non-
participants. Panellists could earn a maximum &f pOints, equivalent to £5, which they
could exchange for vouchers or charity donatiomsti€tpation in the study was voluntary
and participants were able to withdraw at any tiiftee study was approved by the University
of Essex Ethics Committee which examined the supregess and how the data are dealt

with once they have been collected.

The app was programmed by Kantar Public UK usiegstirvey app platform QMob
(https://www.gmobme.com/) and was available for &8 Android. The design of the app
was based on qualitative interviews that examirea the app could best support participants
in recalling and accurately reporting their spegdi8uffield et al., 2018). The app and online
diary had two main sections: in the first sectiparticipants were asked to report their daily
purchases by entering the total amount and catdgosach purchase or by reporting that
they had not made any purchases that day. In tumdesection, participants were asked to
enter all direct debit and standing order paym#raswould come out of their bank accounts
within 31 days. For more information about the gtudcluding screenshots of the app and
the online diary, see Jackle, Burton, Wenz, Reaohsidn, & Xu (2019) and Jéackle, Burton,

Wenz, & Read (2019).

Experimental design

A sample of Lightspeed panellists were randomisdti¢ three treatment groups. N = 1,964
panellists completed the baseline survey and reddive invitation to the spending diary
Differential response to the baseline survey betvibe three groups resulted in different

number of subjects per group. But this is orthogeméhe experimental treatments as subjects
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were unaware of the treatments at the time of cetimg) the baseline survey. For Group 1,
feedback on reported spending was provided andusnmea in the study invitation (n = 609);
for Group 2, feedback was provided but not annodimeéehe study invitation (n = 713); and
for Group 3, no feedback was provided (n = 642pupr2 was included in case announcing
feedback altered the composition of the particigample, since any effects of feedback on
outcomes other than initial participation wouldrithee confounded with differences in sample
composition. However, testing for differences betwearticipants in the three groups using
Chi-square and t-tests suggested that the groupsha¢éanced in terms of age, gender,
employment status, income, smartphone ownershipusage, and financial behaviour
(whether they keep a budget), but slightly imbatéghin terms of educatiop,< 0.05. Since
the sample compositions were not much affectedhbydedback treatments, we combine
some of the groups in the analyses below: we hes¢ffect olannouncingeedback on
participation rates (RQ1) by comparing Groups 12¢R and the effect girovidingfeedback
on ongoing adherence (RQ2), perceived burden (R@dYeported spending (RQ5) by

comparing Groups 1+2 vs. 3.

The study invitation for Group 1 contained an addgl paragraph printed in bold that
informed participants that they would receive infi@ation on how much they spend (Figure
1a). This promise of feedback was repeated foretipasellists in Group 1 who did not
download the app, when they were invited to usétba/ser-based version of the spending
diary instead of the app. The personalized feedsholvn to Groups 1+2 was provided to
participants within the app and the online diangyt were able to view an additional section
labelled “View summary” (Figure 1b) that display@dumulative summary of their reported
spending, in total and by category (Figure 1c). M/Group 2 was not told about the feedback
upfront, we carefully designed the app such thatféledback could be easily found and

accessed, by placing a visually prominent “View swarny” button on the landing page. The
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app and the online diary re-calculated the sumraaeyy time the participant entered a new
purchase. To evaluate how the feedback was uspdrigipants, we collected paradata about
the number of times participants clicked on thelbsek screen and how much time they

spent viewing it.

[Figure 1 about here]

Sample

The panellists invited to the mobile app study westveen 16 and 66 years old with a mean
age of 46 years (SD = 13 years). Overall, 74% vieraale, 40% had a university degree,
65% were employed or self-employed, and 37% hadssgnnual household income of
£40,000 or more. With regard to smartphone ownprahd usage, 81% of respondents had a
smartphone, 64% used their smartphone every d&y,uséd their smartphone for online

banking, and 4% used a budgeting app on their pimamé.

Results

1. Does offering personalized feedback about reported spending increase initial

participation in the mobile app study?
Based on the 1,964 panellists who completed thelibassurvey, we first examine whether
sample members who were promised personalized de&db the study invitation (Group 1)
were more likely to participate than those who wesepromised feedback (Groups 2+3).
The expectation was that the offer of personalieedback might motivate more or different

types of panellists to participate in the study.

We could not identify panellists who downloaded dipp but did not use it to report any
purchases. Instead we examine the following indrsabf participation: (1) whether the
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panellist said they successfully downloaded andédgnto the app, derived from a question
that followed the invitation to the mobile app stud the baseline survey, (2) whether the
panellist used the app at least once to enterich pafchase (with an amount larger than zero),
derived from the app paradata, and (3) whethepdmellist used the online diary at least once

to enter a valid purchase, derived from the ontiamdata.

The results indicate that announcing personaligedldack in the study invitation did not
increase initial participation in the mobile appdst (Table 1). Of those promised feedback,
20.5% reported that they had successfully downldaael logged into the app, compared to
22.0% of those not promised feedback (Chi-squatepe 0.464). The results are similar for
actual app use: around 14% of sample members heexpp at least once throughout the
study period to report a purchase, regardless ethan they were promised feedback or not.
The difference between self-reported app downleabaztual app use was quite large,
possibly due to respondents over-reporting sucakapp download in the baseline survey.
Even in the final stage, when panellists who haddoavnloaded the app were invited to use
the browser-based spending diary instead of therappating the offer of feedback had no
effect on participation: an additional 21.0% ofg¢b@romised feedback entered at least one
purchase in the online diary (but not in the appnpared to 22.4% of those who were not

promised feedback.

[Table 1 about here]

Although a substantial number of panellists usedothline diary at least once to report
purchases, the dropout rate was such that onlyus¥d the online diary for more than one
day and only 10% remained in the study after 25 dmycontrast, about 80% of the mobile

app users were still using the app after 25 stayg dJackle, Wenz, et al., 2019). Since the
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remaining analyses focus on how participants erdyagth the feedback and whether it
affected their adherence to the study protocokgeed burden and reporting, we exclude the

online diary users and instead focus on the malpjeusers for RQ2-RQ5.

2. Does personalized feedback improve ongoing adherence to the study protocol during
the month?

The study protocol asked participants to use tipefap31 days to report all their daily

spending and to report the direct debits and stgnoliders that would come out of their

accounts during this period. The expectation wasghrticipants in the feedback groups

might be more motivated to accurately report airtspending, so that their personalized

feedback would provide a summary that would besefto them.

Based on the 279 participants who used the apgast bnce to report a purchase, we examine
several indicators of adherence to protocol, ailved from the app entries and paradata: (1)
the average number of days on which participardsd tise app, to report a valid purchase or
report that they had not made any purchases tlya{2awhether they reported at least one
purchase in each of the four weeks of the studip@ge(3) the average number of purchases
reported, and (4) whether participants reportddast one direct debit or standing order in the
app. For this analysis, we collapsed Groups 1+&y bbwhich provided personalized

feedback to sample members, and compared thenotgpGrwho received no feedback.

The results suggest that providing personalizedifaek in the app did not improve ongoing
adherence to the study protocol (Table 2): pawitip used the app on average on 18 of the
31 study days, between 66.7% and 70.2% enteredsitdne purchase in each of the four

study weeks, they reported on average 29 purchasd®31.0% to 85.6% reported at least one



standing order or direct debit. None of the differes between the treatment groups were
significant.

[Table 2 about here]

3. Which types of participants use the personalized feedback and how do they use it?

To examine whether and how extensively study ppgids used the personalized feedback,
we focus on participants who were provided withdfeseck (Groups 1+2) and used the app at
least once to report a purchase. The expectatisrtived the offer of feedback might appeal
more to people who already engage in monitoring fir@nces or who use their smartphones
more intensely, although it might also appeal ima@eople who would like to exert more

control over their finances than they usually do.

Of the 195 app users provided with feedback, a ntgj(r9.0%; n = 154) looked at the
feedback screen at least once during the studggiealmost half of those looked on the first
day on which they used the app (n = 70). On avepagicipants who used the feedback
screen at least once looked at it on one out afdbthe days (26.3%) on which they used the
app. On days when they viewed the feedback, theaverage clicked on the feedback once
and spent 17.7 seconds on this screen. Acrossutie geriod, participants spent on average

two minutes in total on the feedback screen.

Although announcing feedback in the study invitattid not affect participation in the study
(RQ1) or adherence to the study protocol (RQ2)idtaffect whether participants used the
feedback. Those promised feedback (Group 1) wgrefgiantly more likely to look at the
feedback screen (86.2%) than those who were mbatmbut the feedback upfront (Group 2:

73.2%, Chi-square tegi,= 0.026).
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In the debrief survey sent out at the end of thdystparticipants were asked to evaluate their
experience with the study. Among the 279 partidipavho used the app at least once, 38.7%
completed the debrief questionnaikex 108). Participants who were provided with feexka
and used it at least once were also asked to g¢eghmfeedback: (1) how useful they found
the summary of their spending (five response caiegoanging from ‘very useful’ to ‘not
useful at all’), (2) how interesting they found wemmary of their spending (five response
categories ranging from ‘very interesting’ to ‘noteresting at all’), and (3) whether the
feedback helped them remember to report their spgrftive response categories ranging
from ‘a lot’ to ‘not at all’). Among the 60 app genipants who completed the debrief survey
and were asked these questions, 45.0% said thad fouery useful to see a summary of
their spending, 46.7% said they found it very iegting, and 36.7% said the summary helped

them a lot remember to report their spending.

Although 21.0% of participants never viewed thelfesck screen, there were no observable
differences between this group and those who dedhes feedback. Testing for differences
using Chi-square and t-tests revealed no differencéerms of financial behaviour (whether
they keep a budget), mobile device usage (how é&etlyithey use a smartphone, whether
they use their smartphone for online banking, tyfpeperating system they use), or socio-

demographics (age, gender, education, employmatutsstand income).

4. What effect does personalized feedback have on perceived burden and satisfaction with

the study?
The debrief survey also asked participants to etaltheir satisfaction with the study overall.
The expectation was that participants who recepeardonal feedback might have found

participating in the study more interesting andef@re less burdensome.
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Based on the 108 app participants who completedebaef survey, we examine four
outcomes, all derived from questions in the delsigfey: (1) how likely they would be to
participate in such a study again (four responsegoaies ranging from ‘very likely’ to ‘very
unlikely’), (2) whether they felt that the time aeffort they put into the study was well spent
(three response categories ranging from ‘very sdint’ to ‘not very well spent’), (3)

whether they found participating in the study ieting (three response categories ranging
from ‘very interesting’ to ‘not interesting’), ar(d) how easy or difficult it was to complete

the study (four response categories ranging froenyeasy’ to ‘very difficult’). For this
analysis, we again collapsed the two feedback gréGpoups 1+2) and compared them to the

no feedback group (Group 3).

The results suggest that participants provided pattsonalized feedback were more likely to
perceive the time and effort they put into the gtasd very well spent (59.5%) than those who
were not provided with feedback (37.9%, Chi-squesgp = 0.046) (Table 3). For the other
indicators, however, we found no differences: pgréints in both treatment groups were
equally likely to evaluate their study participatias interesting and easy, and equally likely

to say that they would participate in such a stagigin.

[Table 3 about here]

5. What effect does personalized feedback have on reported spending?

One of the main arguments against providing petsmthfeedback is that it might lead
participants to change their spending or repoitielgaviour. To test whether feedback
affected reported spending among the 279 partitspaho used the app at least once, we
summed up all spending reported in the daily pusebaection of the app. Since direct debits

and standing orders were not included in the feeldldhey are excluded from the following
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analyses. We computed both total spending and @ategending for each of the 13
categories that participants were able to seleetwdntering their purchases. For this analysis
we again collapsed the feedback groups (Group aa@)ompared them to the no feedback
group (Group 3). We calculated the median amountiot@al and category spending, rather
than the mean, as the median is more robust agaitiggrs. Since not all participants

reported spending across all categories, we ontyewe participants who provided at least

one valid purchase in the respective spending oty

Overall, there were few differences in reportednsiieg between the feedback groups (Table
4). Median total spending was not significantlyfeliént between the feedback groups: (
0.796). At the category level, median spendingedsfbetween the feedback groups for only
two of the 13 categories: for both ‘health expehaed ‘books, magazines, films and music’
the median spending in the no feedback group was than twice the median spending in

the feedback grougp & 0.05 for both categories).

[Table 4 about here]

Arguably, the feedback can only start to affectnsiieg behaviour or reporting after a while,
once the participant has used the app for longgmnéar the feedback to be populated with
information that the participant can learn from.ch®ck the robustness of the results in Table
4, we therefore restricted our analysis samplettiggpants who used the app for at least two

weeks (n = 189). The conclusions remain the same.

In the debrief survey, we also asked participaritetiver they thought that participating in the
study had affected their spending or reporting ehe: (1) whether participating affected

how much they thought about their spending (respaasegories: ‘Yes, | thought more’,

13



‘Yes, | thought less’ and ‘N0’), (2) whether theyamged how much money they spent
(response categories: ‘Yes, | spent more’, ‘Yegdnt less’ and ‘No’), (3) whether they
changed how often they spent money (response c¢aesgtyes, more often’, ‘Yes, less
often’ and ‘N0’), (4) whether they changed whatdsrof things they spent money on
(response categories: ‘Yes’ and ‘No’) and (5) wietihey changed how many of their
purchases they reported over the month (resportegaees: ‘Yes, | reported more’, ‘Yes, |
reported fewer’ and ‘No’). For significance testinsing Chi-square tests, we pooled both

‘Yes’ responses for each of the questions due &llsample sizes.

Among the 108 app participants who completed thieesurvey, we found a significant
difference by whether feedback was provided for @inthe questions, whether participants
changed how much money they spent, in the oppdseetion to what we had expected.
While around half (51.7%) of participants not pard with feedback said they changed how
much money they spent as a result of participatngy around a third (30.4%) of those
provided with feedback indicated so (Chi-squarg pes 0.041). For the other questions, we

did not find significant differences by feedbackgp.

Discussion

There are several arguments for offering respomsdegrtsonalized feedback in return for
participating in a mobile app study. More samplenhers might be willing to participate in a
study if they are offered feedback in return. Rgyéints might be more motivated to provide
accurate data, so that the feedback is more usefaém. And people might find it
unacceptable for an app not to provide feedbaelengiheir experience with commercial apps
that do provide feedback. However, personalizedidaek might alter participants

behaviours, is costly to implement, and constrather decisions about the design of the data
collection instrument. For example, question-batsd collection within the app might be
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supplemented with uploading of images (Jackle,@yrCouper, et al., 2019). The data from
the images, however, can only be incorporatederfébdback if they can be processed and

coded in real time.

In this paper, we provide novel evidence on thea# of personalized feedback in a mobile
app study. We experimentally test the effects eflback on initial participation in a mobile
app spending study, on ongoing adherence to tly gtwtocols, and on reported spending.
According to the app paradata, most participantdemese of the feedback. The positive
reaction to the feedback is corroborated by sglbres in the debrief survey: participants
found the feedback useful and interesting and thaithe summary helped them remember to
report their spending. Those given feedback wereerikely to say that the time and effort
they put into the study was well spent, than thustegiven feedback. Thankfully the feedback
did not influence participants’ spending or repaytbehaviours: there were no differences
between feedback groups in the spending reportdteiapp. However, the personalized
feedback failed to increase initial study partitiga or ongoing adherence to the study

protocols.

Our null findings warrant replication for severabsons. Our findings, in the context of a
mobile app study, are in contrast to previous netethat has found positive effects of
feedback on participation in web surveys (Baltexlgt2005; Bélter et al., 2011; Marcus et al.,
2007). One possible reason why the feedback malave worked in our study is that the
sample comes from a nonprobability online accesglp#éhose invited were already
committed panellists and likely more motivated ttf@a general UK population. We also
cannot rule out that other ways of providing feediba a mobile app study might have an
effect. For example, the announcement of feedbaualdde presented more prominently in

the study invitation, by including screenshots btiaivthe feedback would look like. The
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feedback screen could be formatted in a more &iteaway, for example using diagrams.
Regular notifications could also be implementecttnind people of what they have spent.
Participants might find the feedback more usefthé&y could customize the spending
categories (Suffield et al., 2018). Finally, thelgses for RQ2-RQ5 are based on a small
sample size, resulting in low statistical powere Tasults presented here may therefore be a
conservative estimate of the effects of feedbaaniapp-based study. We would welcome

future research that replicates the analyses argar sample.

Appendix

[Table 5 about here]
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1. In addition to the N = 1,964 panellists includedhr analysis, data from an additional
batch of 994 panellists were collected in the anliccess panel. The additional batch,
however, had to be discarded in the analysis daa implementation error in the
routing to the experimental conditions, which résadilin an imbalanced treatment
allocation.

2. See Table 5 in the Appendix for the sample comjwshly experimental group.

20



Authors’ Notes

The authors would like to thank Thomas F. Crosdbayl Fisher, Carli Lessof, and Brendan

Read for comments on an earlier version of thisspap

21



Tables

Table 1. Participation rates by whether feedback armounced

Feedback Feedback not Total
announced announced

% N % N % N P-value
Completed baseline survey 100.0 609 100.0 1,355 100.0 1,964  ---
Downloaded and logged into app  20.5125 22.0 298 215 423 0.464
Used app at least once 143 87 14.2 192 142 279 0.946
Used online diary at least once 21.0128 224 303 22.0 431 0.506

Note. P-values from Chi-square tests for differsroetween the feedback groups. We also adjusteuhthtues
using the Holm-Bonferroni method to account for tiplg testing (Holm, 1979). The adjustment, howedees

not alter our key conclusions, so we report thedjusied p-values here.
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Table 2. Adherence to protocol by whether feedbveak provided

Feedback Feedback not P-value
provided provided
(N =195) (N = 84)
Mean number of days on which app was used 18.3 18.5 0.859
% Entered at least one purchase in app in each of 66.7 70.2 0.558
4 weeks
Mean number of purchases reported 29.3 28.7 0.813
% Reported direct debits/standing orders 85.6 81.0 0.324

Note. N = 279 participants who used the app at l@ase throughout the study period. P-values from
Chi-square tests for differences between the feddgmups. We also adjusted the p-values usingitim-
Bonferroni method to account for multiple testittp(m, 1979). The adjustment, however, does not alte

key conclusions, so we report the unadjusted peghere.
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Table 3. Perceived burden by whether feedback wasded

% Feedback Feedback not P-value
provided provided
(N=79) (N = 29)

Very likely to participate again 76.0 86.2 0.249
Time and effort was very well spent 59.5 37.9 0.046
Participation was very interesting 57.0 58.6 0.877
Participation was very easy 55.7 58.6 0.786

Note. N = 108 participants who used the app at l@ase throughout the study period and completed
the debrief survey. P-values from Chi-square tiestdifferences between the feedback groups. We
also adjusted the p-values using the Holm-Bonfemmethod to account for multiple testing

(Holm, 1979). The adjustment, however, does net altir key conclusions, so we report the
unadjusted p-values here.
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Table 4. Reported spending by whether feedbackon@asded

Median amount Feedback Feedback not
provided provided

£ N £ N P-value
Total 634.9 195 608.8 84 0.796
Food and groceries 203.7 187 189.9 79  0.639
Eating and drinking out, takeaway 62.0 153 47.0 73  0.289
Clothes and footwear 41.0 117 445 46  0.742
Transport and car 64.0 135 65.9 59 0.883
Child costs 27.5 38 11.0 11  0.235
Home improvement and household goods  28.7102 24.0 39 0.617
Health expenses 9.0 63 20.9 19 0.025
Socialising and hobbies 26.3 73 29.7 35 0.630
Books, magazines, films and music 88 71 184 22 0.001
Games and toys 200 54 30.2 22 0.389
Haircuts, manicures and massages 28.057 235 27  0.657
Holidays 266.0 22 285.0 9 0.920
Gifts and donations 340 82 374 34 0.794

Note. Participants who used the app at least dmoaghout the study period and provided at leastvartid
purchase in the respective spending categoriegestidor differences in medians between the feddbeaups,
we estimated median regressions with the spenditagories as dependent variables and the feedlbacf g
as independent variable. We also tested the difterén reported spending using the non-parametiicokbn
rank-sum test and the non-parametric k-sampleotesite equality of medians but reached the samelusion.
We report the p-values from t-tests for the ‘feadkbgroup’ coefficients. We also adjusted the p-galusing the
Holm-Bonferroni method to account for multiple tagt(Holm, 1979). The adjustment, however, doesatter
our key conclusions, so we report the unadjustedipes here.
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Table 5. Sample composition by experimental group

% Group 1 Group 2 Group 3
Feedback provided, Feedback provided, Feedback
announced not announced not provided
(N = 609) (N =713) (N =642)
Age
Mean 45.7 46.9 45.8
SD 13.6 12.3 12.9
Min; Max 16; 66 17; 66 17, 66
Female 72.9 73.7 74.3
Has university degree 36.0 40.0 44.0
Employed or self-employed 61.7 64.0 67.5
Gross annual HH income 37.4 37.0 37.3
£40,000+
Has smartphone 81.0 80.1 83.0
Uses smartphone every day 64.9 63.0 64.8
Uses smartphone for online 46.1 45.3 50.0
banking
Uses budgeting app on 2.5 4.1 4.1
smartphone

Note. N = 1,964 panellists who completed the basediurvey and received the invitation to the spendiary.
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Figures

a) Study invitation

b) Landing page

We are interested in how people are getti

on these days. To help us with this, we
would like you to take part in an addition
task. We would like to collect more
information about the patterns of spendir
in British households across a month.

This information will be valuable to
researchers who are looking at how peoj
manage their spending, and how this

differs across households. It will also be
used to see how British households are
managing in the current economic climat
and how changes in society and the
economy affect people’s behaviour.

<IF FEEDBACK GROUP = 1>

The information you report might also
be useful to you: you will be able to see
how much you spend on different types
of things.

w'  Three WiFi Call = 10:50

Report purchases

Report direct debits/
standing orders

View summary

Help/FAQ

E'(‘

Figure 1. Study invitation and app screenshots
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c) Feedback screen

n 3 2Q U v.401012

So far the daily purchases you have
reported come to a total of £96.56

£24.5 : Food and groceries

£0 : Eating and drinking out, takeaway
£15.56 : Clothes and footwear

£0 : Transport and car (not direct
debit/standing order)

£56.5 : Child costs

£0 : Home improvements and
household goods

£0 : Health expenses

£0 : Socialising and hobbies

£0 : Books, magazines, films and
music

£0 : Games and toys

£0 : Haircuts, manicures and
massages

£0 : Holidays

£0 : Gifts and donations

£0 : Rent (not direct debit/standing
order)
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