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Summary.

I study two quite different problems in this thesis. Both have been written up as papers, 

with their own detailed introductions. The thesis essentially consists of these two papers, 

although the first paper has been extended for this purpose to include extra explanatory material. 

In this summary I give a less formal introduction to the two papers. The aim is to give the reader 

some idea as to how these papers came into being.

1. Symbolic Dynamics for the Renormalization of a Quasiperiodic Schrödinger Equation.

The subject of dynamical systems first captured my imagination on a reading of 

Feigenbaum’s renormalization theory of universality in period doubling. David suggested that I 

work on a renormalization theory for a one-dimensional Schrödinger equation with quasiperiodic 

potential, there being very little known about the problem. These equations are very interesting 

for applications, e.g. stability analysis of Saturn’s rings, theory of an electron in a two- 

dimensional crystal with superimposed magnetic field, and electronic structure of quasicrystals, 

to mention but a few.

David pointed out a paper by Kadanoff concerning a particularly simple example of a quasi

periodic Schrödinger equation, for which the renormalization map is two-dimensional. He sug

gested that if the map could be shown to possess a Smale horseshoe, then the spectrum of the 

Schrödinger equation must contain a Cantor set It was relatively easy to deduce that this picture 

was correct by performing some computer experiments on the renormalization map. In fact I 

found more to be true: the dynamics of the map could be completely described using six symbols. 

Strings of these six symbols can then be used to label the spectrum. The proof of these facts is 

geometrical in spirit. It is a lengthy exercise in applying standard techniques developed for prov

ing the existence of invariant Cantor sets in non-linear maps. The fact that precisely six symbols 

are required for the description of the renormalization map seems to be the consequence of the 

occurrence of this symbolic dynamics in an "exactly solvable" map, related to the problem, which
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I describe.

An interesting question then arises: what scaling properties of the spectra of the optimally 

approximating periodic equations can be deduced from the global dynamics of the renormaliza

tion map? It is, of course, well known that the existence of a fixed point in a renormalization map 

leads to a scaling law, with exponent governed by the expanding eigenvalue of the linearized map 

at the fixed point A remark by Newhouse, that the theory topological pressure would be relevant 

to the problem, was very helpful at this point I deduced the existence of a "global" scaling 

exponent, describing the total measure of the bands of the optimally approximating periodic sys

tems. The exponent is obtained by taking a certain average of eigenvalues at all the periodic 

points of the renormalization map.

Using the multiplicative ergodic theorem, I deduced the existence of an "ergodic" scaling 

exponent, which measures how the length of a "typical" band in the spectrum of a periodic sys

tem decreases as the period increases. Finally, I applied a theorem of McCluskey and Manning to 

deduce bounds on the Hausdorff dimension of the spectrum of the quasiperiodic equation in 

terms of the two exponents mentioned above.

2. Periodic Orbits for Dissipative Twist Maps.

Periodic orbits can be proved to exist in area preserving maps of a cylinder by an elegant 

variational approach. The orbits are obtained as minima of a real valued function of many vari

ables (the number of variables being equal to the period), subjected to periodic boundary condi

tions. Given that periodic orbits exist, from results of Hall and Katok one can deduce the
t

existence of quasiperiodic orbits (with irrational rotation number), using only the twist 

hypothesis. David suggested that I look for periodic orbits in dissipative twist maps, via a varia

tional approach devised by him. However the function that it was suggested I minimize was 

highly inhomogeneous in its variables, and it was inappropriate to apply periodic boundary con

ditions. Nevertheless, I explored the minimization problem on a computer, and found that results
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could be obtained using rigid boundary conditions, fixed by a parameter which is later varied. 

This lead naturally to a more powerful topological approach for deducing the existence of 

periodic orbits, which exploits the geometry of the twist and the topology of the cylinder in a par

ticularly simple way. I thus obtained a theorem on the existence of periodic (and hence quasi- 

periodic) orbits in one parameter families of dissipative twist maps.

Using this topological approach, I also obtained results on the allowed periodic motions 

which can occur on an attractor of an individual dissipative twist map. The result relies heavily 

on a pioneering paper of Birkhoffs. A key step is to introduce the concept of an "attractor with 

the intersection property", which is a generalization of a strange attractor. After I had written up 

this result, I found that P.le Calvez had obtained a closely related result a few months previously, 

using a similar topological criterion for the existence of periodic orbits. The paper presented here

was rewritten to take this into account.
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ABSTRACT

A rigorous analysis is given of the dynamics of the renormalization map associ
ated to a discrete Schrodinger operator H  on l \ Z), defined by 
H  V (" ) = V (" +  1 )+  V i" -  1 ) +  V / ( » o ) v ( ( t  ), where V is a real parame
ter, /  is a certain discontinuous period-1 function, and o  = ( V5 -  1 y 2 is the 
golden mean. The renormalization map for H  is a diffeomorphism, T , of R3, 
preserving a cubic surface Sy. For V i  8 we prove that the non-wandering set of 
the restriction of T  to Sy is a hyperbolic set, on which T  is conjugate to a sub
shift on six symbols. It follows from results in dynamical systems theory that the 
optimally approximating periodic operators to H  have spectra which obey a glo
bal scaling law. We also define a set which we call the "pseudospectnrm” of the 
operator H . We prove it to be a Cantor set of measure zero, and obtain bounds 
on its Hausdorff dimension. It is an open question whether the pseudospectrum 
coincides with the spectrum of H .
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Introduction.

There has been much interest in Schrddinger operators with a quasiperiodic potential (see 

[18,19,22,23,24,33] and references therein). These operators have numerous physical applica

tions. For example, they describe the electron spectrum of periodic ciystals in a magnetic field 

[13], and the electron and phonon spectrum of the recently discovered quasi-crystals [3]. They 

also arise in the linear stability of motions in classical mechanics [1]. Operators with quasi

periodic potential also pose veiy interesting questions for the functional analyst [33]. They are in 

some sense intermediate between operators with periodic potential and operators with random 

potential. Periodic potentials are well known to lead to absolutely continuous "band spectra" and 

extended eigenstates [31], whereas random potentials lead to pure point spectra and localized 

eigenstates, in one dimension [20]. In the quasiperiodic case the general belief is that the spectra 

are Cantor sets. At present, the only theorems in this direction are for a generic set of potentials, 

which are very well approximated by periodic potentials [2], In this case, the underlying irra

tional number generating the quasiperiodicity is a Liouville number. Such numbers from a set of 

measure zero, thus the result is not as general as it might seem.

The theory of operators with a quasiperiodic potential has a fundamental connection with 

the small-divisor problems of classical mechanics. Indeed it can be shown using ideas of KAM 

theory that for sufficiently weak analytic quasiperiodic potentials, most of the spectrum is abso

lutely continuous [12]. On the other hand, it can also be shown that in certain situations, if the 

quasiperiodic potential is strong enough, the spectrum has no absolutely continuous component 

[4,14], Thus in a one-parameter family o f quasiperiodic potentials, one expects a so called 

metal-insulator transition at a certain critical strength of the potential. At the critical value, 

numerical observations reveal that the spectra of the periodic operators which optimally approxi

mate the quasiperiodic operator have beautiful scaling properties [13]. In the case where the 

quasiperiodicity is generated by the golden mean, this behavior has to some extent been
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explained by considering a fixed point of a non-linear renormalization map on a function space, 

though the theory is not yet rigorous [28].

In this paper, following [10,17,18,19,21,26,28], we study a discrete Schrridinger operator 

with specially chosen discontinuous quasiperiodic potential, dependent on a real parameter V. 

The number generating the quasiperiodicity is taken to be the golden mean, which has typical 

diophantine properties. Physically, the operator describes the propagation of phonons in a one

dimensional quasi-crystal [21], The behavior of the operator is somewhat pathological. Numeri

cal results reveal that its states are neither extended nor localized in die conventional sense 

[18,19,23], and in fact it is known rigorously not to have localized states [10]. It is thus a simple 

example of a one-parameter family of operators which always lies at criticality. The advantage of 

studying this operator is that its renormalization map reduces to a non-linear map on a two 

dimensional space. This fact makes it relatively easy to numerically establish connections 

between scaling properties of the spectrum and eigenvalues of the linearization of the map at its 

fixed points [18,19,23]. It is the purpose of this paper to make these ideas rigorous, and indicate 

how they can be extended, by giving a global analysis of the dynamics of the renormalization 

map.

In the first half of the paper we use geometric methods developed in [11,23,34] to show that 

the renormalization map has a hyperbolic non-wandering set, on which it is conjugate to a sub

shift on precisely six symbols. The result is restricted to the range V 2.8. However, we explain 

why we believe the result to be true for all V > 0. We also explain the occurrence of the six sym

bols by displaying diem in the dynamics of the "exacdy solvable" case, when V = 0. In the 

second half of the paper we use our results on the dynamics of the renormalization map to deduce 

properties of the spectrum of the operator. Finite symbol sequences are used to label the band 

spectra of the optimally approximating periodic operators with period given by the Fibonacci 

numbers. The scaling properties of these band spectra are naturally described in terms of the
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symbol sequences. In order to use our results on the renormalization map to deduce properties of 

the quasiperiodic operator itself, we define a set which we call the "pseudospectrum" of the 

operator. Hopefully the pseudospectrum coincides with the spectrum, but we have not been able 

to prove this. However, we show that the pseudospectrum is a Cantor set of measure zero. We 

then apply results from the ergodic theory of axiom-A diffeomorphisms to deduce the existence 

of new exponents governing global scaling properties and "ergodic" scaling properties of the 

periodic operators. We also obtain bounds on the Hausdorff dimension of the pseudospectrum of 

the quasiperiodic operator in terms of these exponents. Finally we obtain a relationship between 

symbol sequences and rotation numbers, which have also been used to characterize the spectra of 

Schr&dinger operators [9,14,16,23,33].

From the point of view of functional analysis, our results are somewhat limited. The 

approach we use does not enable us to investigate the spectrum of the quasiperiodic operator 

directly. However, we believe it gives a useful insight into how Cantor set spectra can arise from 

the complicated dynamics of an underlying renormalization map. From the point of view of 

dynamical systems, the map we study is a simple example of a renormalization map with a non

trivial dynamical behavior. A renormalization map can usually be guessed to have non-trivial 

dynamics by an observation of the data it is designed to explain. This has lead to other, more 

ambitious, attempts at global renormalization schemes [13,23]. However, we remark that from an 

observation of numerically obtained band spectra, it would be difficult to infer that our renormali

zation map requires precisely six symbols to describe i t  Thus the renormalization map we have 

studied serves as a completely solved example, exhibiting non-trivial combinatorics, that may be 

relevant to the other global renormalization schemes.

In Section 1 we define the quasiperiodic operator to be studied, and review the renormaliza

tion technique used to analyze it. In Section 2 we collect our results on the symbolic dynamics of 

the renormalization map. In Section 3 we use these results to provide a symbol sequence labeling
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for the spectra of the optimally approximating periodic operators, and for the pseudospectrum of 

the quasiperiodic operator, which we deduce is a Cantor set of measure zero. In Section 4 we 

obtain a global scaling law for the spectra of the optimally approximating periodic operators. We 

also introduce the concept of an ergodic scaling law, and obtain bounds on the Hausdorff dimen

sion of the pseudospectmm of the quasiperiodic operator. In Section 5 we relate our rigorous 

results to numerical work of others [27], by obtaining a relationship between symbol sequences 

and rotation numbers.
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1. The Renormalization Technique.

The discrete Schrodinger operator acting on /2( Z ) is defined by (1.1),

H y (n )  =  v (n+ l) +  v ( / i- l)  + v(n)v(«) (1.1)
where v(/t)e  R denotes the potential at site n e  Z, and y (« ) e C denotes the wave function at

site n e Z. Let S1 denote the unit circle. The operator H is said to be quasiperiodic if v (n ) is of 

the form v(/i) = / ( g * (0o)), where 0O e S1, g is a homeomorphism of S1 with irrational rota

tion number, and /  is a real valued function on S1.

Restrict attention to the special case where 0o = 0, g = R a (the rigid rotation through 

angle a), and /  is discontinuous of the form (1 .2)

/« • )
r v  -o <«

= \ - V  - 03<
- o < 4»S -  a 3 

l - o (12 )

where a  = (V 5 - l)/2 is the golden mean, and V 2:0. The quasiperiodic operator, Q , to be 

analyzed is defined by taking a  = o. The periodic operators, PH, defined by taking 

a  = F,_x/F„, the optimal appro ximants to O, will play a key role in what follows (F„ are the 

Fibonacci numbers: F , +1 = F„ +  F ,_ i ,F t = F q = 1).

The object of fundamental mathematical interest associated to the linear operator H  of (1.1) 

is its spectrum , spec(H), defined by spec(H ) =  {E e C | H — E ld  is non-invertible }, where 

Id  is the identity operator. The operator H  is characterized by its spectrum, just as a linear opera

tor on a finite dimensional vector space is characterized by its eigenvalues. In fact any eigen

value of H  lies in its spectrum. The associated eigenvector is known as a localized state. How

ever there may be elements of the spectrum which are not eigenvalues. In general, all that can be 

said of the operator 7/ of ( 1 .1) is that its spectrum is a closed subset of the teal line.

In the case where H  is a periodic operator, for which there exists a p  such that 

v (n +p) m v (n) for all n e Z , there is a complete characterization of the spectrum in the follow

ing sense. Let S„(E) denote the 2x2 unimodular matrix S„(E)
E  -  v(n) -1  

1 0 Then the
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spectium of H  is given by (1.3),

spec(H) -  ( £ e R |  | traceAf,^)! 5 2 }  (1.3)
whereMp(.E) = Sp(E) ■ ■S1(E)Sl(E).

We now briefly outline how the identity (1.3) can be obtained from a simple (non-rigorous) 

physical argument Physically, the spectrum of the operator H  is the set of "energies" E  for 

which the second order difference equation H y  = £ y  has "physical" solutions y , in the follow

ing sense. The equation H\\> = £ y  describes a quantum mechanical particle moving in a one 

dimensional lattice. The physical interpretation of a solution y  to this equation is that the proba

bility of finding a particle of energy E at the site n is proportional to | y(n )| 2. Thus for y  to be 

a physical solution , it is required that | y (n )| 2 is bounded as n — Note that physical solu

tions need not lie in l \Z ) ;  for example y(n ) = exp{ikn ) represents an extended state, which is 

equally likely to be found at any site.

Consider now the case of a periodic Schttidinger operator H . The equation//y = E y  can 

be written in the matrix form 'P(n-t-l) =  Sm (E )*P(n ), where Sm (E ) has been defined above, arid

'V(n) =
' V. ‘ 
V—l

. Since v (n ) has period p  it follows that 'V(np ) = (Mp (E ))" 'P(O). Let Xi and

be the eigenvalues of Mp (E ). Since Mp(E) is unimodular, we have XiXj = 1 . Suppose that 

X| and Xg do not lie on the unit circle { z e C |  |z|  = 1}. Then it follows that 

y (np) = a texp(nXx) + OgexpinXg) is (exponentially) unbounded as either * —> + •» or 

Thus for E  to lie in the "physical" spectrum, we require the eigenvalues of the matrix 

Mp(E) to lie on the unit circle. This is precisely the condition (1.3) above. Note that when 

X, = Xg = 1, the solutions y(np) will in general only be polynomially bounded. From the 

physical point of view, this is not important, since it is a borderline case. However, it is essential 

that the associated value of E be admitted to the spectrum, since the spectrum is a closed set
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Restrict attention now to the periodic operators P„, defined above, and let B„ = spec (Pn ). 

The identity (1.3) provides a simple criterion for computing fJ„ numerically. In this way one 

obtains the sequence of band spectra illustrated in Fig. 1. It was the remarkable self-similarity of 

this picture which provided the impetus for much of our research. For example, the lower half of 

Fig. 1, labeled by symbols of the form 62... looks like a scaled down inverted copy of the upper 

half of Fig. 1, labeled by symbols of the form 1... Also, it looks as though the sets BH are tending 

towards a Cantor set as n —**>. In fact it is a consequence of Sections 2 and 3 that, when V > 8, 

the sets B„ converge to a Cantor set of measure zero, in the Hausdorff metric. Unfortunately, 

there are not the necessary general theorems available to allow us to conclude that the spectrum 

of the quasiperiodic operator Q is a Cantor set One of the difficulties is that there is no known 

identity analogous to (1.3) in the quasiperiodic case. However, much numerical work has been 

done using criteria similar to (1.3) [18,19,27]. This motivates us to define the "pseudospectrum” 

of the operator Q as follows.

Definition. We define the pseudospectrum, B „  of the operator Q by (1.4)

B m =  { £  e  R | | traceAf/r.(£)| is bounded as n -»••} (1.4)

In this paper we give a comprehensive description of the structure of the pseudospectrum of 

the operator Q . We are optimistic that the pseudospectrum of Q coincides with the spectrum of 

Q, however this is not clear. Firstly, Mp.(E  ) gives some information on the wavefunction on a 

subset of sites only. Secondly, it is not clear that for all £  in the spectrum, the wavefunctions 

must be bounded. The usual result is that for almost all £ ,  with respect to the spectral measure 

class, one of the wavefunctions is polynotnially bounded.

A renormalization theory, developed in [26,27,28,29], allows us to determine the detailed 

structure of the sets £„ and B m using methods of dynamical systems theory. This theory shows 

that the matrix Mpn(E  ) is given by a matrix product of the form BAABA..., generated by n itera

tions of the "renormalization map” R (A ,B  ) «  (BA ,A  ), with the initial conditions
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A
E + V  - Ì  

1 0 , B =
E - V  -1  

1 0 • Following [29], we now show how the map R arises

from a renormalization T  of the circle map R a. Consider the quasiperiodic operator Q . The 

potential v„ associated to it is obtained by considering the orbit of the point 0 under Ra. Let b 

denote the subinterval ( — a, — a 3] of S1, and a denote the subinterval ( — ai*,l — o] of S1. Then 

the orbit of 0 may be described by a "symbol sequence" ..baaba.. according to which subinterval 

its iterates lie in. We will show that this symbol sequence is invariant under the transformation 

R ( a  ,b)-*(ba,a). We represent a circle map/  by a pair (£ ,t|), so th a t/(x ) = £(x) for x e  b , 

and f  (x) = T|(x) for x e a . Thus R a is represented by the pair (£,T|), where £(x) = x + a  and 

T](x) = x + cr — 1 (see Fig. 0). Then the renormalized map T f is defined by T f  = pogop-1, 

where the map g is represented by the pair (n,T|o£), and p is the expanding map defined by 

p = — o“'(x + 03) — o3 (see Fig. 0). It is easily verified that T f  = / ,  so that the orbit of 0 

under /  is the same as the orbit under T f . However, if we divide the interval a into the two 

subintervals a  i = ( - a 3,!)] and a  2 = (0,1 -  a], then we have ifb  ) = a2 and TKa2)c:fe a t, 

so that U d |.  Thus given an orbit o f f  we can label the corresponding orbit of the

map g by replacing the symbol ba by b and by leaving the other symbols (all a ’s) fixed. The 

construction of the map T f  involves rescaling the map g by a negative number, so that to obtain 

the corresponding symbol sequence for the orbit under T f  we replace the symbol ba by a ,  and 

the remaining symbols a by b . This establishes our claim. For an alternative derivation of the 

transformation R (A ,B )  = (BA,A), see [21]. For the general theory of the renormalization of 

circle maps see [29].

The map R , which acts on the six-dimensional space of pairs of unimodular matrices, has 

been studied numerically in [27]. However, to determine properties of the spectrum, it suffices to

study a simpler map. It was observed in [19] that the quantity xa = y  traceMFm(E), satisfies the

'trace identity" (1.5),
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*«"fl i xn—2 0 *̂ )
E+V E —Vwith initial conditions x \  = —- — , xq = —-— ,x«i = 1. This fact is easily verified. Let 

XH = Afpm(E). We add the relationships (which follow immediately from the renormalization 

map above) Xm+l = X„X„.i and X„.2 = X .X .-'i, to obtain X ,+i +X«_2 = +X "J,).

But X„_i is a 2x2 unimodular matrix, and when added to its inverse, yields the matrix 2x„_i/d, 

where Id is the identity matrix. Taking the trace of the resulting matrix identity yields equation 

(1.5) as required. We have thus established that the map T : A3—»/?3 defined by (1.6)

T ( x ,y ,z  ) = (2 x y - z , x , y  ) (1.6)
determines B„ via (1.7),

B„ = {E  e R | Jt1 r - , ( i ,v( £ ) ) e  [-1.1]} (1.7)
where L y : R—»R3 is the linear map defined by (1 .8),

M E )  = ( - ^ . - ^ . 1 ) (1 .8)

and R| is the projection in the x  direction. It is the renormalization map T  which will be studied 

in Section 2. The map T  also determines the pseudospectrum B of the operator Q , by (1.9).

= {£  e R | re,T*(LV(.E)) is bounded as n - x » } (1.9)

2. Symbolic Dynamics of the Renormalization Map.

In this section we introduce some concepts from symbolic dynamics, and give our results 

on the renormalization map T. The results will be used in subsequent sections to derive detailed 

information on the sets B„ and We make use of the following simple properties of the map 

T  [17],

(1) T  is a volume preserving diffeomorphism of R3 and 7“ 1 = p^’oTop*,, where pa  is the 

reflection in the x  -  z plane.
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(2) T preserves the family of cubic surfaces {Sy I V e  R* } defined by (2.1).

Sy = x 2+ y2 + z 2-2xyz = 1 + V2} (2.1)
The restriction of the map T to the surface Sy is denoted by Ty.

(3) A necessary condition for a bi-infinite sequence ...,x_2,x_i ,x o ,x i ,X2 ,... generated by 

(l.S) to remain bounded is that it has property P: no two consecutive terms of the sequence 

have modulus greater than unity.

Our objective is to prove that for V £ 8, the non-wandering set, fly , of Ty is a Cantor set

with a hyperbolic structure. In fact, we believe this to be true for all V > 0, as conjectured in [17],

for reasons we give at the end of this section. The technique we use is well known, and has been

reviewed in [23]. For an application to the Hdnon map, see [11]; for convenience we summarize

the main ideas here. Property (3) above is used to find a compact set Ry such that the orbit under

Ty of any point lying outside Ry is unbounded. It follows that fly  is contained in the set 

••
A = n  Ty (Ry ). It turns out that the set Ry consists of a finite number of disjoint closed

regions Rt,..,RN, whose images under the map Ty intersect the region&Rt,..,RN in a manner 

similar to Smale’s horseshoe construction [34], Careful estimates on the size and shape of the 

regions R i,..Rn end their images enable us to deduce that the set A is a hyperbolic set each point 

of which may be uniquely coded by a bi-infinite sequence of symbols chosen from the set 

{ } according to which of the sets R i ^.,Rn  contain its successive backward and forward

iterates. It follows that the points of A may be put into correspondence with a Cantor set, and that 

the action of the map Ty on the set A is described by a "symbolic dynamics". It is then easy to 

construct a dense orbit for this symbolic dynamics, to deduce that fly  — A, so that fly is a Can

tor set We now make these ideas more precise.

The set Ry is defined by (2.2),

Ry  -  { (* .? .* .)«  Sv | w (x ,y ,* ,)  has property P} (2.2)
where w (x ,y ,z ,)  = 2yz - x ,x ,y , z ,2 x y - z .  We remark on this special choice of Rv at the end
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of this section. Note that w (x ,y ,z ,) is a subsequence of the bi-infinite sequence 

..x_2,x_i,xo,xi,JC2,.. generated by the recurrence relation (1.4) using initial condition 

x_i.xo.Xi = x ,y , z .  Thus it follows immediately from property (3) above that if 

( x . y . z  ) t  Ry, then the oibit of (x .y .z  ) is unbounded, so that Oy e Ry. The set Rv is illus

trated in  Fig. 2; it consists of 10 disjoint regions R t, ,.,R 10 which are defined as follows. Let the 

symbols L ',s ,L * ,*  denote the intervals (-»», 1],(—1 ,1],[1,“ ) ,(— respectively. The sets 

R i ,».f?io are defined according to which of the intervals L ',s ,L * ,*  the coordinates of 

w ( x . y . z )  lie in, by Table 2.1.

R j = L'ssL*s
R i = 

R* =

*sL*s* 
L* ssL's

R i
*3

= *sLs*
— sL*ssL' R 6 = sL'ssL*

R l = sL*sL*s R s = sL*sL's r 9 = sL'sL's R jo = sL'sL*s

Table 2.1

The images of the regions R 10 under the map Ty are illustrated in Fig. 3. It may be 

verified by an inspection of Fig. 3 that the regions R i, -,R\o satisfy T(Ri)r\ Rj * 0  whenever 

there is a connection i —* j  in the directed graph G of Fig. 4. This motivates us to define a 10x10 

matrix A  by Ay = 1 if there is a connection i —*j in the graph G , and Ay = 0 otherwise. The 

next lemma establishes some of the above observations.

Lemma 2.1 For V >2 the regions R 10 are closed and disjoint, their union forms the whole 

o f Ry, and Ay = 0 implies T(Ri)CiRj — 0 .

Proof. We first show that the union of the regions R\,..Jt io forms the whole of Ry. This 

amounts to establishing that Table 2.1 exhausts all the combinations of the symbols L* and s 

allowed as labels of Ry. By property P, the symbols L* must be both preceded and followed by 

an s i f  they are to label a point of Ry. Also, it can be verified that the combinations L*ssL* and 

L ssL ' are disallowed by taking L1,« ,s  as initial conditions in the recurrence relation (1.7).
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Finally, the combination sss is disallowed when V >2, because a point ( x y ,z ) e  Sy with 

(x y a ) e ( s j j )  cannot satisfy x 2 + y 2 + z2 -  2xyi = 1 + V2. Thus Table 2.1 exhausts all 

the possible combinations.

To show that the regions R )0 are disjoint, we first observe that they are labeled by dis

tinct sequences of the symbols . However, the intervals L * and L * just overlap with the inter

val s . We must show that this does not cause the regions io to overlap when V >2. It

suffices to show that if the point (x j j ) is contained in Ry and w(x o’ .*) has a coordinate 

tv,- e L*, then |w(-1 i  | V—1 1, since it then follows that could have been chosen to be the 

disjoint closed intervals (—«•,—V + l],[—1,1],[V—1,~) without altering the definition of Ry. To 

show that W| e  L* implies Iw,-1 i  | V—11, we observe from Table 2.1 that wt is necessarily a 

coordinate of a 3-vector (x $  a  ), whose other two coordinates are represented by the symbol s . 

Without loss of generality, suppose w(- = y . Then since (x ,y ,z) e Sy, we have 

y = xx ± (V 2 + ( l - x 2Xl —x2))112. Hence |y | £ | V—11, as required.

Finally, we show that Ay = 0 implies /f,- r> T(Rj) = 0 .  From Table 2.1 it can be 

verified that a necessary condition for Rj n  T(Rj) to be non-empty is that there is a connection 

i —>j in the graph G , so that Ay = 1. Thus if Ay = 0, we must have Rt n  T (Rj) = 0  as 

required. □

Remark. In proving Theorem 2.1 below, we show that the regions R to are non-empty and 

that Ay  = 1 implies /f; n  T (R j)* 0 .

We now introduce some definitions from symbolic dynamics [25]. Given an "alphabet" 

{ 1 , ../n  } of m symbols, define the set of two-sided symbol sequence by

m
2^, = II { 1, ..,m  }. When { 1, ...m } is endowed with the discrete topology, and 1^, with the

product topology, 2^, is called a shift space, and it is homeomorphic to a Cantor set. Define the 

shift o : 2 ^ , —» 2^, by o( s ), = sm+j, where sH is the n'* symbol is s. Let A be the 10x10 matrix 

defined above. Then define Z(A ) by (2.3),
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H A  ) = { s e Z101 A,,,,., = 1 for all i e Z } (2.3)

and define the subshift aA to be a  | n A y Now consider the map Ty acting on Rv . Our objective

is to conjugate the map aA to Ty; that is we must construct a map x: HA )-*Ry such that

xoaA = TyOx.

We define the map x  :H A  ) —»Ry by labeling points of Ry using symbol sequences, as 

follows. For each s e  H A  ), define the sets V,. and H t  by V,. = n  V,„ Jm and
H € N

/ / g_ = n  where Kroi».-»■ = ‘ ‘ c \T  n RJm andW € N

= Rlon n f „ n . . n r / i IV  Then the map x :L(j4 ) —»/iy is defined by 

x ( s )  = V,. r~i / / r . It is an immediate consequence of this construction that if x ( s ) * 0  then 

r"x (s )e  /?,_ for all n e  Z, so that x(s) has its past and future history coded by the symbol 

sequence s. Thus, by construction of the map x ,  we are guaranteed that Ty ox = xo aA. The 

main problem is now to show that the map x is well defined (i.e. that x (s) consists of a single 

point in Ry), and is continuous. In order to do this, we obtain bounds on the sizes of the sets 

VJ t... and / / „  To state our results precisely, we introduce some geometrical concepts 

[25],

L et/2 = [a ,b\x\a ,b] be a square in R2. Given | l e  (0,1), we call a curve in /2 a p  -h o r

izontal curve if it is the graph , gr(u), of a continuous function u: ¡ —*1 satisfying 

|u(xj) -  u(x2) | £ p | x j  -  x 2 | for all x tj t2 in / .  If g r (u t) and gr(uf) are two such curves 

with u i(x)< u2(x) for all x in / ,  then we call the set H  defined by 

H  = { ( x , y ) e / 2 | x e /  , u,(x)£y S « 2(x)} a p  -  horizontal strip, with diameter

d(H ) -  max |u 2(x) — « i(x)|  . p  -  vertical strips are defined similarly. In the following we 
n r

will refer to these concepts in the x ^  coordinate system. We are now in a position to state our 

main result

Theorem 2.1 For V ¿8 and s0e  {1,2}, there exists p e  (0,1) and v e (0,1) such that (resp.

//#►* j  >r a p  — vertical (resp. p -  horizontal) strip o f diameter £v", whenever S\..sK satisfies
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A,ttM =  * f or «W OS/ S n —1. Moreover if  = 0 /or some OS/ S/i— 1, Men VJo Jii ami

^ .o j .  « «  empty.

The importance of Theorem 2.1 is that it allows us to apply the ideas of [25], outlined ear

lier in this section, to deduce the following corollary.

Corollary 2.2 For V 2 8, the map x  : HA )—*Ry is well defined, satisfies Tv ox = xoaA, and is 

a homeomorphism onto fly. Moreover, Civ is a hyperbolic set, homeomorphic to a Cantor set. 

Remark. It may be shown that the matrix A has 6 non-zero eigenvalues 

(1 + 0 , 0 , -  to, -  co,—1, 1  where <a = (—1 + / V3)/2 ), and that the symbolic dynamics for T 

must therefore use at least 6 symbols [6]. Also A is irreducible (by inspection of G ), and A is 

mixing (there is a A: such that Aft >0 for all / , / ) ,  since it has a unique eigenvalue of largest 

modulus. These facts will be used later. An inspection of the graph G reveals that the subshift 

aA is conjugate to a subshift aA ’ obtained from a graph G ', defined by identifying the symbols 7 

and 8 with 5, and 9 and 10 with 6 in the graph G . Thus the map Tv is conjugate to a subshift on 

precisely six symbols.

Before embarking on the proof of Theorem 2.1, we make some remarks on the choice of the 

set R v of (2.2) and the restriction to V 28. In fact the restriction of Corollary 2.2 to the range 

V 2 8  is related to die artificial choice of the region Ry. We chose this region so that we could 

apply the techniques of [25]. The particular choice in (2.2) leads to the simplest application of 

these techniques. However, there is a natural choice for R y, which applies for all V  >0, and 

which gives a good insight into how the graph G arises. In fact, the dynamics of the graph G is 

subtly embedded in the dynamics of the map Ty for V = 0, as we now describe.

It was shown in [17] that when V = 0, the map Ty is conjugate to the map A : S2—»S2, 

where S2 = {(6,$) e  R2 | 0 -  0+1, + -+ + !• (0.<M -  -  (0.$)} is a sphere, and A is the Anosov- 

like map A (0,<M = (0 + <J>,0). Fig. 5 illustrates a partition for A  which glues together under -  in 

a well-defined fashion, and has the symbolic dynamics of G ' , where G  is the graph with 6
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symbols, equivalent to G . When V = 0, paths in G’ do not uniquely label points in S2, and 

indeed tlo is not a Cantor set However, as V is increased infinitesimally from 0, there is a bifur

cation. The fixed point O bifurcates to a period 2 cycle 0 ±, and the period 3 cycle ABC bifur

cates to a period 6 cycle A ±B ±C± [3]. It may then be verified that a partition of regions with 

boundaries made up of the local stable and unstable manifolds of 0 ±^ ±f i ±,C± has the same 

symbolic dynamics as the partition of S2, but that the members of the partition no longer overlap. 

Moreover numerical experiments reveal that the pardon now has a hyperbolic structure and that 

all orbits falling outside the partition become unbounded, so that fiy becomes a Cantor set for all 

V >0. However we have been unable to make these ideas rigorous, as we do not have good 

enough bounds on the stable and unstable manifolds of 0 ±A ±B ±,C±. We therefore implicitly 

assume V i  8 in subsequent sections.

Proof o f Theorem 2.1 The second part of the theorem is an immediate consequence of Lemma

2.1. The bulk of the proof amounts to a careful manipulation of inequalities on the map Ty. We 

consider a map <> which embodies the dynamics of the map Ty in more manageable form (see 

Fig. 5). The map ^ is defined on V,, where 5 = { 1 7 , 1 1 0 , 2 8 , 2 9 , 1 3 6 , 2 4 5 }  as fol-

¥.*)
7\?(x) x e  V n U  V u o U  V2| U  V29 
r f o )  x e V l36KjVus (2.4)

The advantage of studying the map $ is that all of its dynamics is concentrated in the regions R i 

and /?2s where the notions of strips being vertical and horizontal in the x —z coordinate system 

works well. Note that all of the dynamics of the map Ty is embedded in the dynamics of the map 

$. For example, if a vertical strip V „ ...fc, with s0 ,sx e {1,2}, is to be non-empty, then by 

Lemma 2.1 we must have A,ltl^ = 1 for a l l«. By an inspection of the graph G , this implies that 

the symbol sequence so • • • j* can be split up into a sequence of symbols drawn from 5 , so that 

the set is given by an intersection of the form V,, n  n .. where r,- e 5 .
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Define B to be the matrix (2.3) with respect to the basis S ,

1 0 0 0 1 r 
1 0 0 0 1 1 
1 0 0 0 1 1 
0 1 1 1 0  0 
0 1 1 1 0  0 
0 1 1 1 0 0

(2.5)

and let sq, . . .  ,sH e  S . Theorem 2.1 is thus equivalent to showing that there exists p e  (0,1) and

v e  (0,1) such that V , (resp. is a p-vertical (resp. p-horizontal) strip of diameter

Sv* whenever = 1 for all OSi ¿ n - l .  For V 28, we claim that this is true for p  = 1/3 

and v = p(l -  p)-1 = 1/2. Simple generalizations of theorems in [23] allow us to reduce the

proof to checking 4 conditions for the map 4>. Fixing 1 /2  8 ,]! = 1/3, and referring to the x ,z

coordinate system, the conditions are as follows.

(1) For all s e S , V, (resp. H, ) are non-empty disjoint p  — vertical (resp. p  — horizontal) strips 

satisfying 4>(V,) = H ,.

(2) For all s e  S , $ maps vertical (resp. horizontal) boundaries of V, to vertical (resp. horizon

tal) boundaries of H ,.

(3) For s j e S . H ,  r> V, *  0  if and only if B„ = 1.

(4) The cone field S* = {(4,tl)| | r|| £ p | 41 } defined over the region

X -  { V, } n  { / / ,  } is mapped into itself by d$ x for all x e  X , in such a way that if
l i t  Mm S

(5o.no)eS*and(§,.il,) = d<MSo.ilo). then | 4 ,| ^ p " ' |  4<>| . Also the cone field 

S ' = {(4,1)) | | tl| £ p _l| 41 } defined over X  is mapped into itself by d ^ 1 for all

x e X,  in such a way that if (4o,Tlo)6 S ' and (4t.tli) = ¿♦ * ,(4o.Tlo). then

I till *H"*I T»0| •

Using the symmetry 7--1 = p„oTopa , it suffices to check the above conditions on the 

vertical strips and on 5 *.

(1) We check this for V 17, the other calculations being similar. From Table 2.1 it can be seen that
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V i7 = A i n  T~2R !• The region R t is represented by the symbols *sL *s* , and a simple calcula

tion reveals that the right-hand vertical boundary of R i is given by the line 

¿ 1  = {(l.V'+r.r) | r e  [—1,1]}. The right-hand vertical boundary of V p is given by R\ n  C, 

where C  = T~2L i is the curve defined by C = {(x(r),y(r),z(r)) | t e [—1,1]}, where

( * ( 0 .y ( 0 .* ( 0 )  = ( r ,2 / ( r+ V )- l ,4 r3 + 4Vr2-3 r-V ) (2.6)
The curve C intersects R i in a non-empty curve C ', since z( 1/2 + 1/(2V))> 1 andy(f)> V—1 if

r e [1/2,1/2 + 1/(2V)]. Also C ' is a p  -  vertical curve, since dz(t)ldx(t)> 4V  if 

t e  [1/2,1/2 -l- 1/(21/)]. Similarly, the left-hand vertical boundary of V p is a p  — vertical curve. 

It may be verified that there are no other intersections of the boundary of T~2R  t with R i, and thus 

that V  i7 is a non-empty p -  vertical strip. It follows that the horizontal boundaries of V p  are 

given by pieces of the horizontal boundaries of R j. The V, are disjoint because the R, are dis

joint

(2) The vertical boundaries of the V, are given by pre-images of the vertical boundaries 9»/?, of 

the Ri 4 e  {1,2}, and hence will be mapped by $ to 3v/f,. A calculation similar to (1) above 

shows that the dv /?,• define the vertical boundaries of the H, , and the result follows.

(3) If B„ = 0 then H, n  V, = 0 ,  since the A, are disjoint, by Lemma 2.1. If B„ = 1, then 

calculations for the boundaries of H, and V, as in (1), will reveal that H, r t  V,

(4) The set X  is covered by {V, | i e S ) ,  and we perform the necessary computations on the 

cone field S * over V p , the other cases being similar. The tangent plane to A t at (x o' ,z ) is given 

by {(£,£,11) I (£,T1) e R2}, where £ = C(5,n) satisfies (2.7),

(x-yz)£ + (y-xz)? + (z-xy)n = 0 
andy =  y(x,z) is given by (2.8).

y(x .z) =  xz + (V2 + ( l-x 2X l-z2))1/2 
The Jacobian matrix Af (x o' .*) of </T at (x o' a  ) is given by (2.9).

2y 2x - 1  
1 0 0 
0 1 0

(2.7)

(2.8)

(2.9)
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We must show that whenever ( x ,y j  ) * V „  and 4o*ti0 is such that | T|0I ^ I £o|/3, then 

I "Hi I £ i | /3 an d |  £i| 23 |  £q| , where and r || are given by (2.10).

(Si.Ci.fti) = M {T (x ,y ̂  ))M (jc ,y ,2 )(£o.Co.Tlo) (2.10)
By linearity we may assume that = 1 and ifoe [—1/3,1/3]. In performing the calculation for

(1), it was established that if ( x j r j ) e  V17, then x  e £  = [1/2 — 1/(21/), 1/2 + 1/(2V)] and

z e i  = [—1,1]. Thus, using the formalism of interval arithmetic [24], it suffices to show that

the vector of intervals V given by (2.11),

V = AlJ(l.t( - l/3 ,l/3 ])  (2.11)
satisfies vy/£ i c: [—1/3,1/3] and vt n  (-3,3) = 0 ,  where y , £ are the intervals obtained by sub

stituting £ ,£  for*,z in the equations (2.7),(2.8), and A?2 = M ( T ( £ ,y £ ) ) M ( £ ,y is a matrix 

of intervals. After some computation we arrive at y  e[V  -  1/2 — 1/(2V), V + l/2+l/(2V)] , 

£ c [ -4,4] (using V ¿5), and (2.12).

A?2
[4V -  8 ,4V + 8+8/V] [—2/V ,7/(3V)] [1 -  1/V , 1+1/V]

[2V -  1-1/V .2V  + 1+2/V] [1 -  l/ V .l + 1/V] -1
1 0 0

(2. 12)

Finally, substituting into equation (2.11), and using V25,  it may be verified that ? has the 

required properties. □

Remark. Some of the other computations require V 2 8. We could relax this requirement by cov

ering the set X  more efficiently, with a large number of small rectangles. A non-constant cone 

field could also be used, and the resulting interval arithmetic could be performed rigorously on a 

computer.

3. Qualitative Properties of the Spectrum.

In this section we apply the results of Section 2 to obtain qualitative results on the spectrum 

of the periodic operatore PM, and the pseudospectrum of the quasi periodic operator Q .
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3.1. The Periodic Operators.

We now describe how the symbolic dynamics of Section 2 gives rise to a labeling of the 

spectra B„ of the periodic operators P„. The identity (1.7) of Section 1 states that E  is in the 

spectrum Bm if the vector Tm~xLy(E) has x-  coordinate of modulus less than one. Observe that 

¿v(R) is a line in Sy intersecting vertical boundaries of the sets R i and R &(See Fig. 2). It there

fore intersects the sets Vl0. . . ,m l, where s0e {1,6}. Also 7’"- ,V,c. . .JW_1c / t fc_1, and the only 

regions Rj with x -  coordinates of modulus less than one are the regions R 1^ 2^3  and R 4. Thus 

E is in the spectrum B„ if {Ly(£ )} e V,,...,..,, where s 0e  {1,6} and J ,_ie {1,2,3,4}. This 

motivates us to define a space ) of symbol sequences of length n by (3.1),

£ ( * )  = {io-*„-i « n '{l,..,10}| s0e  {l,6},f«_,G {1,2,3,4}.A,,,,., = 1 forOS. S n - 2} (3.1)iM)
and a map b :J fm(A )-*B„ by (3.2).

b ( r » A - 1) = { £ e R |  {LV(E)}<= } (3.2)

The next lemma states that the spectrum B„ is completely described by die map b .

Lemma 3.1 The map b is an injection, and the images o f  distinct symbol sequences under b are

disjoint non-empty closed intervals in B„.

Proof. We first show by induction that card (2^ (A )) = Fm. Define the space E* (A ) of symbol 

sequences of length n by

»-1
£»i(A) = {s(y.sn- 1 € n { l , . . , 10}| jq6 { 1 » 6 } = 1 forO^i ^w -2 }

!■©

and let an ,bH ,cM denote , respectively, the number of symbol sequences in £„ (A ) which end 

with a symbol in {1,2}, {3,4}, {5...,10}, respectively. It suffices to show that a , = F«.,, 

6.  = F , . 2 and c„ = F„. This is easy to verify for n = 2. Suppose it is true for n = N . 

Then when n = N+l, we can deduce from the graph G that a/v+i = cN = Fn , 

bN+l -  aN -  FN. t and t>,+, = 2aN +bN = 2F * + F * _ , = Fw+1. Thus the hypothesis is 

also true for n = N+l, and hence by induction is true for all N , as required.
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By Theorem 2.1 the sets V,t . such that J o ' ' '  sm-l€ (A), are disjoint non-empty 

vertical strips intersecting the line Ly(R). Thus the images of distinct symbol sequences under the 

map 6 are disjoint non-empty closed intervals, and 6 is an injection. Since card(T„(A )) = F„, 

we have constructed F„ bands in B„ by the above method. To show that the map 6 is a surjec

tion, we must show that no other bands arise. Define the polynomial h„ : R—>R of degree F„ by 

6„(£)  =  jtiT"- ,i,v(£) so that B„ = /i„—1 [—1,1]. The pre-image of an interval under a polyno

mial of degree d  consists of at most d disjoint intervals. Thus the F„ bands constructed above 

exhaust the spectrum, and no other bands can arise. □

Remark. The spectrum B„ is labeled by ten symbols rather than the optimal six required to label 

fty . This is because in die optimal labeling, the symbols 9 and 10 are identified with 6, but the 

line LV(R) only intersects R & and not R 9 or R i0. Thus in the application of the map T  to the 

description of the spectrum, the choice (2.2) for the set Rv is in some sense a natural one. Indeed 

the regions R, just overlap when V = 1.5, and this bifurcation is reflected in the "band struc

ture" {B„ | n e  Z*}. For example the band 6(171) just overlaps the band 6(13) when 

V = 1.3 (see Fig. 1). The above labeling of B„ by symbol sequences also explains the lack of 

nesting of the band structure. This lack of nesting results because 6 (r0 - ■ • f»_i«s ) e  B„ does not 

imply 6 (j 0 ' ' '  J*-i)e B»_i, since sH e {1,2,3,4} does not imply f«_ie {1,2,3,4}. For example 

j ._ ism could be the pair 6 2.

The above labeling is important, because in Section 4 the scaling properties of B„ to be 

deduced from the dynamics of T  are stated directly with respect to this labeling. We have 

labeled Fig. 1 using an ordering property of the map 6 . We define an ordering on £^(d ) so that if 

i . r e  X^(4 ) satisfy s >t then > 7liV'( . Then from (3.2) and the definition (1.8) of Ly, it fol

lows that 6 (j ) > 6 (r), so that the map 6 is order preserving. The ordering on 2^(4) is defined as 

follows.

Definition. Let j  = j 0 ' "  *«-1 *nd t = r0 r ,-i be distinct symbol sequences in 2^ (ri), and
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let i be the first place in which s differs from r. Then define j  >r if either (a) i = 0 and 

(io.'o) = (1.6). or (b) j._ , = r._, = 1 and ( J , . / ,^  {(7.3).(7,10),(3,10)}. or (c) 

*.-t = U-i = 2 and (j,- ,*,-) e { (8,4), (8,9), (4,9)}

Lemma 3 J. The map b is order preserving, and s >t implies it\V, > it,V, for a lls  , t  e T,'X(A ). 

Proof. By the above remarks, it suffices to prove the second half of the lemma. The proof splits 

into a number of cases, one of which is performed here. We take s — Is and

I — l j |.^ |_ 2%r,>2"fa-i where y, = 171 and Ik = 1102. It suffices to show that 

*tVu,.j.jyr > * t V O b s e r v e  that V Ul.J(^  = T ~ v~2\H  n  Vy), whereH = H u^ j A and 

Y6 (Yi .■&}• The successive pre-images of H  under either T~2 or 7“ 3 will fall in /?j or R2. A 

straightforward calculation reveals that for all j  e  } the order of K\T~V~2\H  n  V^) and

k{T~V~2\H  r> Vy,) is preserved whenever T~(J~2\H )< zV m  u  V292 and reversed otherwise (see 

Fig. 3). An inspection of the graph G then reveals that for any path joining 1 to 1, there are an 

even number of occurrences of the symbols 3 , 3 , 8  and 10. Hence the Vy will undergo an even 

number of order reversals, and thus Jt]V,J > n 1V, follows from rtiVr >rt1V%, independently of 

Ji.-r.-_2. □

32 .  The Quasiperiodic Operator.

The labeling of the band structure {£„ | n e Z*} extends to the pseudospectrum, B „  of 

the quasiperiodic operator Q as follows. Let V (A ) be the space of one-sided symbol sequences 

defined by (3.3)

r ( A )  = {j  O {1....10} | J 0« {1.6}, A,,,,., = 1 for all i 2  0} (3.3)

endowed with the product topology, and define a map q : I f  (A )-*Bm by (3.4).

«7(J0 .J.~) = { £ « R |  { ¿v (£ )} n V ,fcJW.*»0} (3.4)
The next theorem uses properties of the map q to obtain information on the pseudospectrum of

the operator Q .
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Theorem 3 3  The map q u a  homeomorphism, and B ^ is  a Cantor set o f measure zero.

Proof. By Theorem 2.1 the sets V„. such that so-sm..e  Tf(A ), are distinct non-empty verti

cal curves intersecting the horizontal line Ly( R) in distinct points. Let 

Lv (<7(s0..s„..)) = V,0. ..fc. .nLv(R) be such an intersection point It follows from (1.8) that

9C*o ■*«••) consists of a unique point By definition of V',...... we have that

w1r*Ly(9 (.ro-f»--)) is bounded as * —»«*>. Then from the dynamical equation (1.9) for B„, we 

have q(sQ..sm..)e 5 . .  Thus the map q is an injection into B „. Let V be the union of the sets 

VJt. . . f c , such that s 0 • • ■ s„.. e I f  (A ). To show that the map q  is a suijection, we observe that 

all points ofLv(R) not intersecting V are eventually mapped by T  outside of the region Rv . Thus 

their positive semi-orbits become unbounded, and they do not correspond to points in the pseu

dospectrum B„. Hence the map q is a bijection , and since I f  (A ) is compact, to show that q is a 

homeomorphism it suffices to show that it is continuous. Let s .te  2f(A), where s = Jo»i- and 

t = to*i— The topology on Z'(A) is metrizable, and we choose a metric d  defined by 

d (s,t) = 2~*, where i is the smallest integer such that a,- *  r,-. Take e > 0, and let v be the nesting 

constant of Theorem 2.1. We choose 5(e) so that <f(s,t)<5 implies s and t agree in their first

| iti£v(9 (s)) -  KiLv(q(t)) | < d(V ., ..)  < v* < e. It follows from (1.8) that 

I <t (*) -  9 (*)l < 2e, so that the map q is continuous. Thus is homeomorphic to Tf(A ), which 

is itself homeomorphic to a Cantor set.

To show that B .  is of Lebesgue measure zero, we use the following result [5,7]. For a C 2 

axiom A diffeomorphism of a surface, the set W*(i2) of points that approach the non-wandering 

set f t  has Lebesgue measure zero. Since in our case V c W ' ( f V ) ,  it follows that V has Lebesgue 

measure zero. The vertical curves of V intersect Ly(R) transversally at Lv(BJ), and it follows 

that Ly(B„) has Lebesgue measure zero in £y(R), and hence that the Lebesgue measure of B .  is 

zero, as required. Note that if V is sufficiently large, the nesting constant v of Theorem 2.1 can

n + 1  places, where Then d  (s,t) < 5 implies
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be shown to satisfy v e (0,0), and the result can be proved from first principles, using a nesting 

argument. □

4. Quantitative Properties of the Spectrum.

The map T  was originally introduced as a renormalization map, and we now pursue the 

analysis from this standpoint. This will lead to quantitative results of a global nature for the spec

tra of the periodic operators P„ . First we summarize the simpler deductions that can be made 

from a local analysis of the map T.

4.1. Local Scaling Laws.

We have deduced in Section 2 that for V ¿ 8, Tv has a period-p point x (s) e Rv , 

corresponding to each period-p symbol sequence s in HA  ), and that fty is a hyperbolic set 

Define the lines E* for n e N by (4.1).

Z i = { ( x o '^ ) e S y l  J C j r - W . * )  = ±1} (4.1)
The results of Section 2 also allow us to conclude the following. The line Ly(R), parametrized

by E , cuts the stable manifold, W‘ (x (s)), ofx(s) transversally with non-zero velocity, at all the

points Ly(q (t)), such that t e  I f  (A) has die same period -p tail as s. Also T acts on the lines E*

by T(E^) = E^_i, and E f cuts the unstable manifold, W“(x(s)), of x(s) transversally. Let

| b ( t ,) | denote the length of the nearest interval in B„ to the point q (t) of B m. It is determined

by an intersection of E^ with Ly(£). The above geometry allows us to conclude, as in [8], that

| b (t, )| obeys the scaling relation (4.2),

where ,

lim l*(t«)l
—-  |f>(t»v )l

is the expanding eigenvalue of dTp

\dTg\ .  (4.2)

at x = x(s). We say that there is a local

scaling law at points in Bm with period-p tail, governed by a period-p point of T  (compare [18]).
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The results of Section 2 also allow us to conclude the following. The line £y(R), parametrized

by E , cuts the stable manifold, W'(x(s)), of x (s) transversally with non-zero velocity, at all the

points Ly{q (t)), such that t e T.\A ) has the same period-p tail as s. Also T acts on the lines Z*

by T (l£ )  = Z*_,, and i f  cuts the unstable manifold, W (x(s)), of x(s) transversally. Let

| b (t„ ) | denote the length of the nearest interval in B„ to the point q (t) of Bm. It is determined

by an intersection of 2* with Ly(E). The above geometry allows us to conclude, as in [8], that

| b (tB )| obeys the scaling relation (4.2),

where \dTl\

lim l*(t„)l
«-H. I*(t,+„ ) |

is the expanding eigenvalue of dTp

\dT[\ .  (4.2)

at x  = x(s). We say that there is a local

scaling law at points in B m with period-p tail, governed by a period-p point of T  (compare [18]).
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4.2. A Global Scaling Law.

There is an obvious exponent, Xt , that can be thought of as measuring the scaling of the 

entire band structure, defined by (4.3),

X, = lim — log m (B„ ) (4.3)
m »  n

where m (Bn ) denotes the (Lebesgue) measure of B„. The next theorem shows how to obtain the 

exponent X, from a knowledge of the quantities | dTx \ ,  at the periodic points of T .

Theorem 4.1 The exponent Xt  is given by (4.4),

X, = lim -i- log £  ( \Jr;\ « r *  (4.4)
*”*“ " x c Fix Tm

where Fix T* denotes the set affixed points o fT ".

Remark. The limit in Theorem 4.1 exists, and is equal to the topological pressure, P  ($“ ), of T 

with respect to the function fyu(x) = — log | dTx | «. In fact there is numerical evidence that the 

scaling o f m(S„) is geometrical [19], which is a stronger property. The topological pressure 

P ( f ) ,  is defined as follows. Let (X / l )  be a compact metric space, T :X  -*X  a continuous map, 

and /  a member of C (X ,R), the continuous real valued functions on X .  Then the pressure o f /

with respect to T, P ( f ) ,  is defined by,/* ( / )  = lim limsup — log /* ( /  ,n ,e), wheree-*0 m-tm n

P ( f ji,e) = inf{ 2  exp(S„/X*) I F  is a (n ¿ )spanning set fo tX } 
xmF

«-1
w ith(S„/X *) = 'Z.fCT'x ). and a subset F o f X  is said to (/* ,e) span X  if for all x e  X , there

imo

exists y  € F  with max d(T‘(x ) ,T '(y )) ie .  It may easily be shown that the topological pres
osi s«-i

sure is well defined, though it may be infinite [33]. If the map T  is conjugate to a topologically 

mixing subshift of finite type, then using the expanding properties of the map T  , it can be shown

that / » ( / ) =  lim —log 2  exp( 5 , / X*) [32]. Taking /  to be the function , we have
xeFix r

($.$“ )(x) = -log | d r ;  I , ,  so that from (4.4) we have X, = /* (♦ "  ), which therefore exists.
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Theorem 4.1 should be compared to the following "escape rate" result of Bowen and 

Ruelle. For a C 2 diffeomorphism, the Lebesgue measure of those points in the underlying space 

whose orbits remain within e of fl from time 0 to n decays like exp nP ($“ ) [5]. To see the con

nection with our result, consider a point x 'e  Bm, with n large. Then x ’ lies very close to a point 

of B m, so that x  = Lv (x') is close to the stable manifold of the non-wandering set

Thus the images o f  x  are soon within e of fly. Also the successive images of x  remain e- close 

to fly for a long time, since we must ultimately have KiTm(x) = [-1,1]. Thus there is a close 

relationship between the Lebesgue measure of those points in Sy whose orbits remain within e of 

fly from time 0 to n , and m (B„ ). However, for completeness, we will prove our result from first 

principles.

Finally, we remark that the theory of topological pressure was originally introduced for 

quite different reasons. The topological pressure satisfies a variational principle, which can be 

used to supply many interesting examples of invariant measures for T, called equilibrium states. 

The study of equilibrium states in turn leads to an understanding of the asymptotic behavior of 

the orbits of a set o f  points of full measure, at least for Axiom-A systems. They are also used in 

mathematical formulations of statistical mechanics. See [5,32,33] for details and further refer

ences.

In order to prove Theorem 4.1, we will need the following two lemmas.

Lemma 4.2 Let T  be a C2 diffeomorphism o f a surface with compact hyperbolic non-wandering 

set SI. Let y  e W ‘ (x), where x  e SI. Then for all e > 0, there exists Nt  such that n >Nt implies 

\T*x -  Tmy  | =  e*^ |<fT*| e \x—y \ for some £ e  ( — e , e). where \dTf\ e denotes the eigen

value of d r ;  in the contracting direction.

Proof. Define x„ =  THx,y„ = T*y,  and v, = ym- x H. The strategy of the proof is to first 

map y into the "linear region", and then dominate subsequent contractions by the linear part of T . 

By Taylor’s theorem, |vm+1 -  dTImvm\ £ K \ vm | 2, where K = suf^ \d2T, \ .Therefore
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vm+l — ~ *«) + em (4.5)
where tm is a tangent vector to V V "^) at xm of length |vm| .a n d  \em\ SAT |vm| 2. By

hypothesis y  e W1 (x), hence |vm| -»0 and |vm — tm | / |  vm | —>0 as m -*~. Thus there exists

an M t  so that |vm| <CeJ4K and | vm — tm | / |v m| <CeJ4E whenever m >Me, where

C = inf | dT, | - and E — sup \ dT, \ , .  Then from (4.5) it follows that for m >
n i l  i ( Q

|vm+,| S l d T j  c |v . |  + M T J  .  |vm - r j  + K \ vj  2 S (1  + e /2 ) |d T j  e | v j  (4.6) 

There is a similar inequality in the other direction, thus m >Mt  implies

|vm+il / 1vm| = e t‘ \dT1̂ \  c for some !;e ( — e/2,e/2). Multiplying such equations together

for the values m = m jn+ l,-sn + n , and using the chain rule, it follows that for m >M, and any 

b e N, |vm+« | / |v m| = eH*‘\dT!m\ ,  for some £ e ( -e /2 ,e /2 ) . Thus

|vm+, |  = Kme m̂ \dT!*m\ e |v 0| , where Km = |vm| l\dT?\ e |v 0| . We now choose n so

large that Km — em̂ ‘ for some e ( — e/2 , e/2 ), and the result follows. □

Lemma 43  Let T satisfy the hypotheses o f Lemma 4.2, and in addition suppose there is a point 

x  e Ci with one-dimensional stable and unstable manifolds W '(x) and W H(x). Let Z be a curve 

that intersects IV “(jr) transversally at a point y ,  and let L be a curve having non-empty 

transverse intersection with W ‘ (T~* (x)) fo r all n e N. Then for all e>0, there exists N t , such 

that n > N t implies \am — bm | = e"t\dT f"\  c |jr — y | fo r  some § e (e, —e). where

an e L r \W ‘ (7*“" (x )), and b„ is the closest point in L n  T~* Z to am.

Proof. By Lemma 4.2, it is sufficient to show that I a« -  *«l = «"*1*« -y « l  for 

sufficiently large n , where xH = 1 *x and yx — T~"y. Let r =  n —m. By the X— lemma 

[30], there exists M t  so that T~r 'L is e/2 — C 1 close to W* (xr ) and TmL is e/2 — C 1 close to 

W“(x,) whenever r,Bi 2Af(. Fixm = and take n "¿2M,. Then the points xr ,y , ,ar ,br lie 

at the comers of a curvilinear region which is e/2 — C 1 close to a small parallelogram touching 

W“(x,) and W*(xr) at the point xr . Thus |a r -  b, | l \x ,  -  yr \ is e/2-close to 1. Also 

| am -  bm\ t \xH -  yK\ = Km \ar -  br \ !\xr -  yr | for some constant Km independent of n .
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By choosing n sufficiently large, we can ensure that Km = for some £ e ( -  e /2 , e/2) , and 

the result follows. □

Proof o f Theorem 4.1 For ease of notation, we identify b(s o-.r«) and q (s) with their images under 

the the parametrizadon map E-*Ly(.E). We apply Lemma 4.3 to the renormalization map T, 

taking* = x(a* s), L  = Lv (E), a* = q(s0..sm..), and Z = Zj*. Let r 0 -r,-i e  Z„ '(.4 ). Then 

[Jtih,',Jtift,*] = b (s o-.r«—i), where are the points in T~*Zf niL y(E )  nearest to q(so..sH-\..). 

We conclude that for all e > 0, there exists N t  such that n >Nt  implies (4.7),

l*(io~*«-i)l = «"*( IdT l | (4.7)
for some % e ( — e /2 , e/2), where x* = 1 “x = x(s). Since fly is compact, A/c may be chosen

independently of i  o-J a-i. and we can sum (4.7) over all *0"5a - ie Z „ '(^ ), to deduce (4.8),

m(B„) = £  «"«*>( |d7?| , r ‘ (4-8)

where ^(x ) e ( —e/2 ,e /2 ) for all x e and S, is any subset of fty  containing precisely one 

point in each vertical strip such that e Z„ \ A ). It remains to show that for

sufficiently large n , m (Bm) = for some £ e ( -  e,e), where P„ = £  ( \ ê '!\  « )_1-
xeFixT■

Our strategy is now to compare m(B„) to P.+*, for fixed m , and use the mixing property of 

the matrix A . Since { |</T"| , | x e ft} is bounded, there exists A/e(m )e  N such that n >N£m)  

implies |dT"| ,  = where £ '(x ) e  ( - e /2 ,  e/2) for all x e  £2. Thus from (4.8) we deduce

(4.9).

m(B.) = £  (IdT,-4"! .)->  (4.9)
X€ Sm

Since A is mixing, there exists m e  N such that it is possible to take Sm cF ixT ****, and therefore 

m (£„ ) £  . If we can show that P.+* £ e3"*m (B„ ), the proof will be complete.

From the mixing property of A , there exists Aft e  N such that if m = M t, and n is 

sufficiently large, then Card (FixT**m n V ,)  = where 5(*)€ ( — *•*) for all
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s = io J« -i€ (A ). It follows that terms in the sum defining px+m can be grouped

together, and bounded by the product of e”t  with a term in the sum (4.9) for m (B„). All the 

x(s)e FixTm*m with s <j€ {1,6} can be dealt with in this fashion. Thus p„+m ¿ K exte~n^m(fi„), 

where K  is a constant factor for bounding the contributions from the other terms of Px+m. This 

inequality is evidently of the required form if n is sufficiently large. □

4.3. Ergodic Scaling Laws.

The concept o f ergodic scaling was introduced in [29], The idea is that if p  is an ergodic 

measure for T, then the Liapunov exponent of T  with respect to |l  will determine an "ergodic" 

scaling law at the points of intersection of W 'fX) with the family of interest, for a set X  of full 

p -  measure. In our situation there are many ergodic measures for T  on fly , for example all 

Markov measures on HA  ), characterized by a pair p  = (pF  ), where p e R10 is a probability 

vector, and P  is a 10x10 irreducible stochastic matrix with P-,j = 0 whenever Ay = 0 (see 

[35], note that a measure on HA  ) automatically defines a measure on fly).

We say that there is an ergodic scaling law at q (jo - j «-i- ), with exponent A,, if the follow

ing limit exists

A, = lim — log |b ( ro  J «-l)l (4.10)fi-H* n
where b(J0..J,_i) is the band in B„ closest to q(so-sn-i")- Given a Markov measure p on HA), 

the next theorem states that there is an ergodic scaling law at q(s0 • • • sm..) for p ' -almost all 

s o • • • sm.. € I f  {A ), where p ' is the measure induced by p  on Xf (A).

Theorem 4.4 The limit (4.10) exists for  p'-almost all -e Tf(A ), and is given by (4.11).

A, = Um Jlog(|dTx"| 4)-'dp(x) (4.11)

Proof. It follows from equation (4.7) that

lim — log |b(so *«-i)l ”  lim — log ( |dTff^ \ , ) -1 (4.12)
«-*- n «-*- n

where tc  H A ) has the same tail as By the multiplicative ergodic theorem [35], the
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limit (4.12) exists for p -  almost all t e HA),  and is given by (4.11). The result follows from the 

definition of the induced measure p ' on Tf(A ). □

Example. A natural example to take for the ergodic measure p  is the distribution on periodic 

points defined by |X = lim (Nm )"* £  » where Nm = Card (FixT* ). It can be shown that
** FuT-

p i s  a Markov measure with certain transition probabilities, obtainable from the left and right 

eigenvectors of A [35]. The exponent A, is given by (4.13).

K  = ( t f . r 1 z  log (I d r ;  | .)-> (4.13)
i i  FixT'

The probabilistic interpretation of X, is that if we step from a band in B, to a band in B1+1 using 

these transition probabilities, we would expect to obtain a band of length of order exp n X, at 

stage n for sufficiently large n .

4.4. Hausdorff Dimension of B«,

We know from Section 3.2 that B .  is a Cantor set of measure zero. The following theorem 

further characterizes B_.

Theorem 4.5 The Hausdorff dimension (HD ) o fB « satisfies (4.14),

- X A/X. 2S HD(BJ) £ Xa /(Xa - X , )  (4.14)
where X, and X, are given by (4.4) and (4.13) respectively, and XA = log (1 + a )  is the loga

rithm o f the largest eigenvalue o f the matrix A .

Proof. We use Corollary 3 of [22]: Let A be a basic set for a C 1 axiom-A diffeomorphism 

f  M 2-*M 2 with (1,1) splitting TkM  = £ '© £ “ . Then 5 = HD(Wu(x )r \A )  is independent 

ofx c  A, and satisfies (4.15),

-h u p /m W )  S i S  /.«*/(*»* “  W »  (415)
where htap is the topological entropy of /  , :JV“(A)—»R is the function defined by

$“(*) = - lo g \d T ,\ .  , m($“) is the integral of with respect to the measure of maximal

entropy, and P  ($“) is the topological pressure of T  with respect to the function .
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The renormalization map Tv satisfies the above hypotheses, with A = Clv . Thus we can 

substitute the following into equation (4.14). hlop is given by the logarithm of the largest 

eigenvalue of the matrix A [35]. m($y) is given by X,, since the measure of maximal entropy of 

a subshift is the measure on periodic points [35]. /’ ($“ ) is given by X,, as remarked in Section 

4.2. Finally, it can be shown that there is a Lipshitz map between A r \Lv (E)  and A n  WHc(x), 

and since HD is preserved under Lipshitz maps, we have 5 = HD (B m). □

5. Rotation Numbers,

In theoretical studies of Schrodinger operators with quasiperiodic potentials, one of the 

basic tools is the rotation number p(E) [9,14,16,33]. Roughly speaking, it measures the average 

rate of rotation of the phase of an eigenstate over the lattice. The rotation number yields a label

ing of the gaps of the spectrum, due to the following result [10]: 2p(£) lies in the frequency 

module of the quasiperiodic potential whenever E  lies outside the spectrum. The numerical scal

ing results of [27,28] are also stated in the language of rotation number. In this section, we 

attempt to translate our labeling of the pseudospectrum 5 .  of the operator Q by symbol 

sequences, to a labeling by rotation number. In order to calculate the rotation number, we use the 

well known relationship between the integrated density of states, t (£ ) , and the rotation number, 

namely k(E) -  2p (E). We calculate i ( £ )  by using the periodic operators P„ to approximate 

the operator Q . This procedure is convergent, and we believe that the resulting expression for 

k(E)  is correct, though this remains to be proven. Finally, restating the scaling results of Section 

4 in terms of rotation numbers, we recover the numerical results of [27], together with some 

extensions of their results.

We now recall the definitions of the rotation number and integrated density of states for 

discrete Schiddinger operators [10]. Let H  be the operator given by (1.1), and let 

V(0), V (l) , • • •, y ( n ) ... be a solution of the equation H y  = E y  for n ¿ 0  with initial condi

tion y(0) = co s8 ,y (l)  = sin0.
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Definition. The rotation number o f H  is the map p:R—»R defined by (3.1),

p(E) = fim j j - A f L(Efi)  (5.1)

where NL (E ,6) is the number of changes of sign in y(n ) for 1 £ n £ L .

It is shown in [10] that the limit exists and is independent of 8. Now consider the restriction HL 

of the operator//to the set { l,.../ .}  with boundary condition y(0)/y(l) = cotan(8).

Definition. The integrated density o f  states of H  is the map k :R—>R defined by (5.2),

k (E )  = lim -j- ML(Efi)  (5.2)
L  —H ® la

where ML (£ ,8) is the number of eigenvalues of the operator HL less than or equal to E .

It is shown in [10] that k (E )  =  2p(£ ). Taking H  to be the operator Q , it may be verified 

that £  is an eigenstate of the operator HFm for 8 = 0 whenever £  satisfies (MFm(E ))ti = 0, 

where MFm(E) is the the product o f £ -dependent transfer matrices described in Section 1. Thus 

we expect a close relationship between the spectrum of HFm and the spectrum of the periodic 

operators P„. This leads us to the following conjecture.

Conjecture. Let Pm(E) be the number of bands in the spectrum of the operator P„ bounded 

above by £ .  Then the integrated density of states is given by (5.3).

* (£ ) = lim Y ~ P m(£ ) (5.3)

Assuming the truth of the above conjecture, we have the following corollaries. Corollary

5.1 shows how to translate the labeling of B m by symbol sequences into a labeling by rotation 

number. The symbol sequence is first translated into a sequence of 0’s and l ’s according to Table

5.1 (for example the symbol sequence 1 7 1 7 1 3 6  ••• is translated into 0101001...). The 

resulting sequence is then translated to yield the rotation number according to the "irrational 

expansion" (5.4). Precisely how Table 5.1 is arrived at is explained in the proof of Corollary 5.1. 

Corollary 5.1 The rotation number p(q (sq..sk ..)) o f a point q(sQ..s„..) e B m, with s o = 1 

satisfies (5.4),
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••
2p(<? Or o-„*«••)) = O2 + £</,Oi

i-l
(5.4)

where the di are obtained by decomposing S q..s h .. into blocks o f length 2 or 3 and according to 

Table 5.1.

H 17 1 3 6  1 10 2 8  2 4 5  29
di+, 0 1 0 0  1 0 0  0 1 0 0  1 00

Table 5.1

Remark. A similar result holds for j 0 = 6.

Proof. We will use the ordering property of the map b stated in Lemma 3.1. Let 

E = q(so.sn..)e Given any N e N, it is possible to find an n > N  such that 

s„-)E { 1 ,2 ,3 ,4 } , so that q(sQ..sn..)e b (io-J» -i)e  We use Lemma 3.2 to calculate the 

quantity PH(E), as follows. It can be shown by induction that there are F„_2 bands ¿»(fo-in-i). 

with to = 6, lying below b(s0..s,,_i). Similarly, it can be shown that there are F„ _ 3  bands in 

B„ having labeling starting with j 0-*i-il 10, and Fm-i-e  bands in B„ having labeling starting with 

ro -Ji-il 3 6. Hence if s, = 1 and the block 17 occurs, ,_4 + / r,_i_3 = symbols will

necessarily have been "climbed over" at stage i . Using similar calculations for the other possibili

ties, by the definition of the dt , we have deduced that E  lies in the m *  highest band of B„ , where

fl
m = 2 + Thus by definition, / ’, ( £ )  = m -  1, and using the above conjecture

i-l

we have 2p(£) = lim (m—\yFH, and the result follows. □

The next corollary expresses some of the scaling results found in Section 4 in the language 

of rotation number.

Corollary 52  Let E  = q (s0..sm..) be a point in B m. Then
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(1) I f  E is a gap edge o f there is a local scaling law at E , governed by a period-2 point o f 

T.

(2) I f  p(E) has an "irrational expansion" (5.4) with a periodic tail, then there is a local scaling 

law at E governed by a periodic point ofT.

(3) There is a set X  c  [0,1/2], o f full Lebesgue measure, such that if E e p_,(X ), there is an 

ergodic scaling law at E with exponent X« given by (4.13).

Proof.

(1) By definition, a gap edge of B m is a point E e B m for which there exists S >0 such that 

either ß  _ n  (E ,£ +5) = 0  or B mr\(E  — SJS) = 0 .  Consider the former case. It fol

lows that if E = q(so ■ • • j«..) is at a gap edge, then there exists N  such that 

q (Jo ' "  sNsN+i-)>q(so' ‘ ‘ Jjvto+i") whenever fw+i.. * rw+i--- Using the ordering property 

of Lemma 3.2, it follows that rw+1.. has tail 17 1 7... Thus by the remarks o f Section 4.1, 

there is a local scaling law at E  governed by a period-2 point of T. Similarly, in the other 

case, the gap edge is represented by q(SQ • • • sn..) where s0 ' "  has a period-2 tail 

2929...

(2) If p(£) has an irrational expansion (S.4) with a periodic tail, then E  =  q(s0 ■ • ■ sM..) 

where jo • • • s„.. has a periodic tail. Thus, by the remarks of Section 4.1, there is a local 

scaling law at E  governed by a periodic point of T.

(3) Let p.' be the measure on induced by the measure on periodic points, as defined in Sec

tion 4.3. Then it can be shown, using the relationship k — 2p, and (5.3), that for all 

Xe [0,1/2], p'(p- , [0,A.]) = X, so that Lebesgue measure is induced on p(BJ)  by p'. □
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Figure Captions.

Fig. 0. The geometric construction of the renormalized map Tf from the cirle map / .

Fig. 1. The bold lines represent the band spectra of P„ for n = 1....5. The case V = 1.5 is shown. 

The bands have been labeled using the symbol sequence scheme of Section 3.1. The dotted line 

17 illustrates the bifurcation of Section 3.1.

Fig. 2. The xz projections of A I0 for V =2. Note that R2 lies vertically below R t on the sur

face Sv - Also illustrated is the line ¿v(R), relevant to the operators P. and Q .

Fig. 3. The xz projections of the regions T(Ri),.„T(Rs),T(R1),T(Rl) for V = 2. The regions 

7'(A6),7'(A,),7'(AI0) lie in the region A2> and have not been shaded.

Fig. 4. The directed graph G , defining the subshift aA on 10 symbols.

Fig. 5. The partition of Sv for T when V=0. Note that ab ~dc and ad-be.

Fig. 6. An illustration of the vertical and horizontal strips on which the map $ acts. Also illus

trated is the line Ly(R) and the bifurcation lines X,* of Section 4.1.
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ABSTRACT

We develop simple topological criteria for the existence of 
periodic orbits in maps of the annulus. These are applied to 
one-parameter families o f dissipative twist maps of the annulus 
and their attractors. It follows that many of the motions found 
by variational methods in area preserving twist maps also occur 
in the dissipative case.
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Introduction.

The study of twist maps of the annulus was initiated by Poincari, in connection with the 3- 

body problem. In this case the map is area preserving, and Birkhoff [4] was able to use a varia

tional formulation to show that it has many periodic orbits. The variational approach was refined 

by Aubry [3] and Mather [19], who deduced the existence of well-ordered periodic orbits, and of 

quasiperiodic orbits which are either invariant curves or Cantor sets.

In this paper we are concerned with the existence of such motions in dissipative twist maps, 

which have been used as models for various physical processes [2,7,14,21], As a consequence of 

the work of Katok [17,18], and Hall [12], it suffices to consider periodic orbits. In the first part of 

this paper we use a very simple new technique to deduce the existence of periodic orbits in one- 

parameter families of dissipative twist maps. The technique is topological in character, and 

reduces the two dimensional fixed point problem of finding periodic orbits to two essentially one 

dimensional problems. Our results are reminiscent of those of Chenciner [10,11] on the degen

erate Hopf bifurcation, though our methods are different

In the second part of this paper we focus attention on the orbit structure of the attractors of 

dissipative twist maps. It is known that if the map has transverse homoclinic points, then its 

attracting set contains orbits whose rotation numbers form a non-trivial interval [2,14], In [3] 

Birkhoff showed how to define internal and external rotation numbers for attracting sets of a dis

sipative twist map, and gave an example where these two numbers enclose a non-trivial interval. 

By analogy with the area preserving case, it is natural to ask if there are orbits on the invariant set 

of all rotation numbers lying in this interval. We show that this is indeed the case if the invariant 

set satisfies an intersection property which we define. Again, topological techniques are used to 

prove this theorem. Using the topology of the annulus, and the geometry of the twist we develop 

a criterion for the existence of periodic orbits. This criterion represents an improvement on the 

"radially translated curve theorem" of Poincarf-Birkhoff [2].
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In contrast to proving the existence of strange attractors (which necessarily satisfy the inter

section property), it is easy to prove the existence of invariant sets with the intersection property. 

We show that every dissipative twist map contains such a set which is weakly attracting.

In Section 1 we collect definitions and notation used throughout the paper, and study 

periodic orbits of parameterized families. In Section 2 we prove our result on rotation intervals 

for invariant sets with an intersection property. In Section 3 we prove that every dissipative map 

of the annulus has an invariant set with the intersection property, which is also weakly attracting.
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1. Families of Dissipative Twist Maps.

Notation. We will use the following notation throughout this paper. S' denotes the unit circle, 

and A denotes the unit cylinder S1 x R. We define H to be the set of compact connected sets Â 

separating S'xR, i.e. S 'xR -A  consists o f two unbounded components Â,«, and Â«*, where A* 

(resp. ) contains the lower (resp. upper) end of the cylinder. There is a partial order on H 

defined by A <B if Â c f i^ . An annular region is a set £ C.Â with frontier consisting of two dis

joint sets d*B ,3TB e H such that <f*B >3TB. A trapping region for a map f  o f Â is a closed annu

lar region B such that /  (£ ) c interior (B ). The lift to R2 of a set S <zi is denoted by S, and all of 

the above notation lifts in the obvious way.

Definition. A diffeomorphism /  : R2—»R2 is called a twist map if:

(1) /  commutes with T where T: R2—>R2 is the unit translation r(0,r)=(0+l,r). It follows that /  

is the lift of a unique map /  : A —»A of the cylinder.

(2) /  is orientation preserving, and /  is end preserving.

din f (Q r}}
(3) There exists 8>0 such that for all (8,r ) e R2, ------r-------> 8, whereor

x,: R2—»R is the projection x1(0,r)=e.

We call /  a dissipative twist map if in addition:

(4) There exists Xe (0,1) such that for all x e R2, OcDet Df(x)£X.

(5) There exists Af e R* such that for all N , S' x [-N/ / ]  is a trapping region for /  . Note 

that conditions (1) to (4) do not necessarily imply condition (S).

In this paper we will be working with a fixed lift /  of / ,  so that rotation numbers are uniquely 

defined.

As a motivating example, consider the two parameter family / of dissipative twist maps 

given by (1.1), where Xe (0,1) is fixed.
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/ (0 / ')  = (0 + a +Xr -  sin (2x0) , Xr -  •£- sin (2x0)) (1.1)
2 K 2k

If there is a (Os) e R2 such that / i ^  (0,0 =■=(©+/»,/■) where p e Z,q  e Z*, we call (0,0 aplq periodic 

point. Then define the "Arnold Tongues" by (1.2)

V* = {(oj,i)e Rl | /*_* has aplq periodic orbit} (1.2)

We will also be interested in the sets / „ o t  R-Q defined by (1.3)

/„=(((**)€ R*| f  o f has an Aubry-Mather set of rotation number 0} (1.3)

(An Aubry-Mather set is a closed /  ,T invariant set M which is minimal, and on which it] is injec

tive, and /  is order preserving: for all xp f e M , it1(jt)<n1(x') implies *,(/■ (x))<k,(/(jO). It fol

lows that M has a well defined rotation number, and is either an invariant curve or a Cantor set 

[17,18]).

When * =0, the circle r  =0 is an attracting invariant set for . It is also normally hyper

bolic, and therefore persists for | i |  sufficiently small. It may then be deduced that in this range 

of *, /,,, o  R x (* > * 0  for all p lq e Q, and that the /„  are curves of the form <o=u(A). where u is 

a continuous function. When |£| is large, it is known that smooth invariant curves do not exist

[6]. However it is a consequence of the next theorem that all the sets /„.toe R persist for arbi

trarily large k , though they may overlap. This is illustrated in Fig 1.
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Theorem 1.1 Let R ^R 1—»R2 be the rigid rotation RJi6,r)-(Q + o v ), and let f  be a dissipative 

twist map. Then for all plq e Q and 80e R, there exists toe R such thatRjsf has a plq periodic 

point on the line {60}xR. Moreover, for all o e  R-Q, there exists coe R such that R jo f  has an 

Aubry-Mather set o f rotation number a.

Proof. Fix 0O€ R, and let f * = R j s f . For a>t < ©j, define the closed set D„ by

Dw ={(<o,r)e [to,,tOjxRl lti/i(e» r)= e0+/>} (1.4)
and define the continuous function A:R2-»R2 by

A(co,r) = ( 0 0 ^ -  ) - r )  (1.5)
We claim that (see Fig 2):

(i) Dm contains a connected su b se tin te rsec tin g  both {to,}xR and {(OjJxR

(ii) There exists K >0 such that if CDi<-K and us1>K, then ACD̂ ,) intersects the set Rx{0} in at 

least one point (to* ,0).

Then from the definition of DM and A, it follows that /„• has a plq periodic point on the line 

{0o}xR.

To verify (i), consider the open set O, defined by (1.6)

0 I>{(<D,r)€ [cd,,ci) J x R | kJ I ( 0 oS)<0o+P} (*-®)
The set 0\  it shown shaded in Fig 2. From the twist condition, f m rotates points arbitrarily much
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in the positive direction near the upper end of A, and arbitrarily much in the negative direction 

near the lower end of A. Thus there exists N e R  such that t(o1,oa2]x[W,«>)c:Of and 

[coj.coxl x(—»,-Af ] cO ,. Let Oz be the component of O, containing [u^toJxf-oo.-W] and 0 3 be the 

component of ([»„coJxRl-CffOj) containing [colCoJ x IA/,«»). Then 0 3 is simply connected, and 

therefore has a connected frontier F , so that =DM (~^F has the required properties.

Let M e R satisfy condition (S) for the map / .  It follows that M satisfies condition (5) for 

all of the maps /„ .coe R. To verify (ii), we first show that if o> is sufficiently negative, and 

(to^)€/>n , then r i M .  Suppose by contradiction that r <M. Let n j  (fQaM )=L.  Then 

n j 0(eor )<L, and nlf a(Q0.r)<L + oi. Since / «/S1 x{Af })<S1 x{Af }, we have by induction that 

*i/!(0o.r)<?(L +»)• Now choose to so that q(L +<»)</>, to contradict the hypothesis that 

(ov)€  Thus if co, is sufficiently negative, it follows from the definition of M that 

"2fi,(8 * r)< r, so that A(D^,) intersects the lower half-plane. Similarly, if CO2 is sufficiently posi

tive, A(D ,̂) intersects t}ie upper half-plane. Then since A is continuous, and is connected, it 

follows that A(D^) is connected, and must intersect the line Rx {0}.

It remains to deduce the existence o f the Aubiy-Mather sets. Following [18], define an oibit 

f  = {(6.,r, ) = / * (B^ro)| n e Z } c A  to be a special orbit if there exists a homeomorphism giS'-iS1 

such that i*(0o)=e. for all n € Z. f  has a well defined rotation number p<n=p(g). A result of 

Hall [12] asserts that i f f  is a twist map, and has a p/q periodic orbit, then /  has a special orbit of 

rotation number p/q. Hence from the first part of the theorem, given any oe R-Q, and a 

sequence of rationals {pmlqm \ m e Z*} converging to o, there exists a sequence of reals 

{a>„ | m e Z*} such that /* .  has a special orbit r ,, ={/£. (0„,r,,)| n e Z }  of rotation number 

pmlqm. By condition (S) the se tsfM,m e Z* all lie in the compact subset S'x[-Af^f] of S'xR, and 

the io„,m e Z* are bounded. Thus, if necessary by going to a subsequence, the sequence 

{(0„,r„,co„)| m e Z+} can be chosen to converge to a point (0,r,<o) as m-»~. If we can show that 

f  « [/¿ (0 ,r) | #1 e Z} is a special orbit o f rotation number 0, the proof of Theorem 1.1 will be
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complete, since the co-limit set of the oitoit r  is an Aubry-Mather set of rotation number a.

The proof is now almost identical to that in [18]. The function y„ ->[a,6], which 

assigns ic ^ i .(0ms m) to >ti/i. (0«,.r„) is Lipshitz, with Lipshitz constant L independent of m. 

Extend y„ by linear interpolation to a map Ym :S' —»[a,A], also with Lipshitz constant L. The 

space L of Lipshitz maps from S1 to [a,b] with Lipshitz constant L is compact in the topology of 

uniform convergence. Thus, if necessary by going to a subsequence, we can find Y  e L such that 

lim Ym -  ¥'■ By the definition of convergence in L, we have T<z graph (Y). The circle map

g =it,o/ o(id xyO is order preserving, so that f  is special. By construction, limp(f„)= a , so that

for every k, the order of the first k points for the rigid rotation by R„ is the same as the rotation by 

f°r sufficiently large m . Thus since p(T) is well defined, it follows that p(H=o. □

2. Rotation Intervals.

In this section we explore the possibility of periodic orbits coexisting on invariant sets of a 

dissipative twist map/ .  Let r e  H be an invariant set f o r / .  Then as in [5], we associate with r  

two real numbers, its internal and external rotation numbers p^JT) and p«a(D, defined as fol

lows. Let L ={(0,r)e R2| Oe R ,r  =■=/-„} be a horizontal line lying above T. Denote by r* those 

points x in T for which the vertical line joining x to L contains no other points of r.and let it be 

the (bijective) vertical projection from L to P . Then p«*(T) is defined to be -pig) where pig) is 

the rotation number of the map g\L-*L defined by g (0)=irIo/~1oic(9). It can be shown that 

/ - ' ( H e r ,  so that g is well defined [5]. Moreover it can be seen that g is the lift of a circle map, 

and that g is monotonic, so that p(g) is well defined [20]. Similarly, p ^ r )  is defined by consid

ering pre-images of points on r  vertically accessible from a horizontal line lying below r.

In [S] Birkhoff gave an example of a dissipative twist map with an invariant set Te H for 

which PtaXO^pMiiO. By analogy with area preserving twist maps and non-invertible circle maps



[16], it is natural to ask whether/ hasplq periodic orbits for all plq e [p,«/T).P.»(n]- That this 

need not be the case is shown in [14]: there are examples of dissipative twist maps constructed as 

Poincari return maps of differential equations which have the following otbit structure. Refer

ring to Fig 3, in which ab is to be identified with cd, the map /  has an invariant curve C with 

rotation number to#0, and an unstable hyperbolic fixed point x , with stable and unstable mani

folds W’ (x),Wu(x). All other points are either attracted to another fixed point y (shaded region), 

or are attracted to the invariant curve C. Then the invariant set r =C tsjW,“(x) has 

[Pi*(n, p«(T)] = [0,to], but there m  no plq periodic orbits for/»!q e (0,co).

Figure 3

The above example motivates the following definition.

Definition. We say that an /-invariant set Te H has the intersection property if given any set 

C e H with C then C (-} f (C )* 0 .

Remark. If  Te H has a dense orbit, then it will necessarily satisfy the intersection property.

The next theorem states that if an invariant set has the intersection property then it possesses an 

"interval o f rotation numbers".

Theorem 2.1 Let f  be a twist map, and T be an invariant set with the intersection property. Then 

f  has a plq orbit fo r all p/q € [PuiiO. P® (O). and an Aubry-Mather set o f rotation number <t>for 

ail me iPi«(r).p«*(r)]
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The essentia] idea in the proof of Theorem 2.1 is to consider the sets CM ,p  e Z ,q e Z*. 

defined by (2.1)

C„ = {(0,r)| i t i / f (O,r)=0+p} (2.1)
We first prove a lemma which gives a criterion for the existence of periodic points in terms of the

sets CM. DefinePn  to be the set ofplq periodic points of/ .

Lemma 2.1 Let f  be a twist map, then for all p  € Z , q e Z* we have PM = CM (CM).

Proof. Evidently P„ cC M (~\f (CM). To show the converse, take a point (60>'’o) >n CM (CM)

and consider its orbit {(0»,r,)| n e Z). By hypothesis 0f =90+p and 0f_,=0_,+p, and it remains 

to show that rf = r0. Since /  is a twist map, (0o.ro) is given by the unique intersection of the bi

infinite vertical line through 0O with the image o f  the bi-infinite vertical line through 0_,. But /  

commutes with the translation Tr , hence the same process applied to the bi-infinite vertical lines 

through 0f and 9,.] must yield rf = r0. Thus C„ (~^f (CM)c.Pn  as required. □

Remark. After proving Lemma 2.1, it was pointed out to us that similar ideas are used in the

"radially translated curve theorem" of Poincari-Birkhoff [1], In fact they derive 

o / f (£#*)> but ** only true for sufficiently small nonlinearity (dependent on q). In 

this sense Lemma 2.1 is a more powerful criterion for the existence of periodic orbits.

The next lemma indicates that Lemma 2.1 will be useful, by establishing a topological pro

perty of the sets CM.

Lemma 23, Let f  be a twist map and take p e Z , q e Z*. Then the set Cn  is non-empty, and has 

a component C£, in H.

Proof. Consider the open set 0 \ c R s defined by (2.2)

O i = {(0,r) | rt1/ , (0,r)<0+-p} (2.2)
From the twist condition, /  rotates points arbitrarily much in the positive direction near the upper

end of A , and arbitrarily much in the negative direction near the lower end of A. Thus there

exists N  e R such that Rx[Al,~)cOf and R x(->,-W ]eO ,. Let O2 be the component of O , con-



- 63 -

taining R x(-~ ,-i/] and O, be the component of Itl -C/(Oj) containing Rx[A/,~). Then Oj is 

simply connected, and therefore has a connected frontier C'„ cC w . Since O, is invariant under 

the translation T, so is , and it follows that C„ e H. □

Proof of Theorem 2.1 Let plq € [Pi«^n,p«r(n]. We first show that From the

definition of p^CO. there exists a point y = (8,r) e P  satisfying (2.3).

i t i /^ (y ) s e 0- i p « ( n  (2.3)
Let L be the vertical line through y given by L = {(0,r)e R2| 0= 0O, r  £ r0}, and consider its image

under f~*. If c£, were a subset of r„ ,, then /"*(L) would necessarily intersect it at some point

r =(0,r). Since /  is a twist map, one deduces that 0<«1/'- , (y) [13]. Then using inequality (2.3),

and p/q Sp«B(r), we derive izLf , (z)>ic1(z)+p, which contradicts z e C'„. Hence C ^cT ^,.

Similarly and we obtain |T *0. By Lemma 2.2, C ,̂ e H, and since I~ is

assumed to satisfy the intersection property, we have (C£,)*0. Thus by Lemma 2.1, we

conclude that /  has a p/q  periodic point As in Theorem 1.1, die existence of the Aubry-Mather

sets follows direcdy from the results of Hall [12], and Katok [17]. □

3. Sets with the Intersection Property.

In this section we construct invariant sets with the intersection property for a dissipative 

twist map. We will also be interested in the attracting properties of these sets; to be precise we 

make some definitions.

Definition. We say that a closed /  - invariant set r  is weakly attracting if for any neighborhood 

W of T, there is a neighborhood M of T contained in N such that/(A f)c  if .  If in addition M may

be chosen so that T= p /* (A f), we say that T is attracting.
>>o

Let J  be i  trapping region for a dissipative twist map / .  Then the invariant set

r(B)= o / " ( ® )»“  attracting and is a member of H.
■ -o



Definition. The set P( / )=cl (T¡dfl ))O c  ̂(I'm  (H)) is called the Birkhoff attractor of / .

It may be verified that P(/ ) is well defined (i.e. independent of die choice of B ), is a member of 

H, and satisfies the intersection property [8]. However P (/) need not be even weakly attracting 

[9].

We propose to focus attention instead on another set which turns out to have some nicer 

properties. Define H* by H*={Ce H| / (C )cC „}  and H“= {C e H| / ( C ) c C J .  Since /  is 

dissipative, given C * e H*, we have C*<C~, so that C* bound an annular region R (C~,C% The 

set cdf) that we are interested in is defined to be the intersection over all annular trapping 

regions, i.e. a (/')= p /?(C -,C+) where the intersection runs overall C± in H*.

Theorem 3.1 The set a tf)  is a member o f H, satisfies the intersection property, and is weakly 

attracting.

Proof. To exploit compactness properties, we work in A , but for ease of notation, drop the super

script We verily the required three properties for cUf ).

(i) a i f ) e  H. By construction o i f ) is a closed and bounded set, thus is compact The comple

ment of ai f )  is given by RimKJ^at where R ¡*= u  and Cm . Since /  is dis-
C« H *  C a t r

sipative, we deduce that = 0 , and that cdf)  disconnects A into these two com

ponents only. It remains to show that a i f ) is connected. From its definition, a( f ) is seen to 

be equivalent to a nested intersection of compact connected sets, and is therefore connected 

[15].

(ii) oi f )  satisfies the intersection property. Let C e H be such that a *0.  If we can

show that C is not a member of then it follows that C (~>f (C)*0  as required. Sup

pose by contradiction that C e  H-, and take a point x e a i f  . But then x would lie 

above /(C ) which itself is a member of H-. This contradicts the hypothesis that x e a if).  

Similarly, we cannot have C e  H \
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(iii) a I f)  is weakly attracting. Take any neighborhood N of o(f).  We must show that there 

exists a neighborhood M of a(f)  such that M c N  and /  (M)<z interior (M). Assume, by gong 

if necessary to a subset of N, that N is an annular neighborhood of a i f ). We construct M as 

follows. Take a point x in d*N. Then x is not in off), so there exists C(x)e H such that 

x e C ix)",. Let dW(x) be a non-empty open connected subset of 3*N containing x such

m
that C(x)(ry)*N (x)= 0. Since d*N is compact, 9*N = f(xt ) for some n and x , i n  3*N.

i - i

m
Consider the set S = /^C (xi)ilU. By construction S(-yPN =<8, and / ( S ) c S ,  Then d*M is

¡ » 1

taken to be the frontier of S. Defining STM similarly, the set M is taken to be the open set 

bounded by . By construction M <zN, and /  (Af) c  interior (M). □
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