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Abstract

The appraisal of property value is extremely important in a modern

economy. For example, developers and end-consumers use appraisals for their

investment decisions. Governments use it for taxation purposes, while banks

rely on appraisals to update their risk profile when managing mortgage and

credit application activities. With fast developing economies, quickly valu-

ing new cities and suburbs as they get built becomes particularly difficult.

Globalisation has also increased the need for common international valuation

standards and automated methods.

This research investigates the present mass appraisal systems and the

role of automated valuation models. Financial institutions and institutional

investors are increasingly more concerned about constantly updating their

present portfolio value especially in a dynamic market. Trends of significant

peaks and troughs need to be accounted in a faster cycle time with short

bursts of pricing adjustments. The problem poses a challenge because prop-

erty transactions are infrequently traded unlike other commodities such as

securities. Hence, there are not many recent transactions for the same prop-

erty to receive an updated value with a simple adjustment based on economic

conditions.

The study proposes a method that solves both large-scale mass appraisal

with an ability to search across cities to discover properties with similar char-

x



acteristics for its update and comparison scheme. This research advances the

automated valuation model for the residential property market with a test de-

velopment performed in China. In particular, the resulting model was tested

with data from Chinese Tier 1, 2 and 3 Cities to evaluate property values.

This research performs several major accomplishments. First, it demonstrates

the efficacy of reducing human cognitive effort in the mass appraisal exercise.

Second, by applying Artificial Neural Network capabilities in the automated

valuation model, pricing of residential properties are able to draw upon knowl-

edge from more mature cities with greater number of transactions and apply

to newer developments in less developed cities. Third, the proposed mass

appraisal system shows the reliability and robustness that matches the rapid

development of Chinas real estate market that had been verified by a real

application.

Finally, the approach developed provides a valuable new method for

property valuation that reduces the possible bias, increases consistency and

lowers the effort required by current manual methods, with a lower data re-

quirement.
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Chapter 1

Introduction

“The role of appraisal cannot be overemphasized because appraisal

values are used as a basis for lending and investing” Fisher (1906)

Property appraisal is the assessment of the market value of the real-estate in-

dustry, encompassing the buying, selling, lending, taxation and a whole range

of external support functions. This introductory chapter states the underly-

ing basis of the thesis, and provides the necessary background information on

property appraisals and explains the motivation for pursuing a mass-appraisal

system that is of great significance to various stakeholders. For example,

developers and end-consumers used appraisals for their investment decision,

governments use it for taxation purposes, while banks relied on appraisals

to update their risk profile when managing mortgage and credit application

activities. This chapter begins with the research area (section 1.1), followed

by section 1.2 explaining the motivation for this research. Subsequently, the

research objectives are set in section 1.3. Finally, section 1.4, outlines the

remainder of the thesis.
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1.1 Research Area

The property appraisal process was traditionally been considered as a process

of rational judgment of the appraisers to produce an estimate of the current

property value. Thus, it was an accepted practice to view property appraisal

as adjustments made over time introspectively, which led to the moving av-

erage measurement movement in the literature (Geltner et al., 2001). In this

stream of literature, it has been acknowledged that in a sparsely traded mar-

ket, rational outcomes follow a smoothed or lagging appraisal trend (Quan

and Quigley, 1991). The optimal value of current appraisal was a function of

a weighted average price based on establishing some comparables, and the po-

tential pricing movement from the previous appraisal. This form of approach

establishes a weighing index ranging from 0 to 1, such that they account for

the expected price changes from previous appraisal, and the estimation of the

reliability of the market based on a comparable basket of objects.

The implicit assumption made in property appraisal was that using

information from the previous appraisal would result in the improvement of

current appraisal due to the uncertainty of market signals are. Nonetheless,

this view solely focuses on an appraisal process from a task-oriented standpoint

that considers market highly uncertain. There were a few aspects that were

raised previously in order to provide further insights into this view. First, there

was no solution as to whether an appraiser is acting in a consistent manner

in the valuation exercise (Brown and Matysiak, 2000). This research avoids

the controversy of this issue, as the focus will be on the efficiency of a large-

scale mass appraisal system and not on the pricing or the valuation accuracy.

Second, there were suggestions to evaluate appraisal by pursuing empirical

2



approaches of the property markets (Geltner, 1989). The stream of thought

sought to address the factors that could contribute to the value changes of

the property. Again, although this research covers the issues surrounding this

topic, the focus of this research is on creating efficiency for the large-scale

mass-appraisal system.

In the behavioural real estate literature, valuers were perceived as in-

formation consolidators but did not necessarily conform to normative expec-

tations (Diaz and Hansz, 2002). This was because bias might appear as a

result of the agreed sale price and comparing acceptable adjustment figures

with peers rather than an analysis on market forces or supply and demand.

This was seen as anchoring on the decisions by ones own network which con-

tributed to the smoothing of the appraisal. Since there were many appraisals

that had been challenged in the courts especially after the recession in 1990,

the UK market revealed that appraisers were more reliant on past values and

hard evidences to justify the present value (Crosby et al., 1998). One would

think that having hard evidences is a good step in valuing a property but

this is not completely accurate in sparse markets. Properties are commodities

that transact at a longer interval unlike the buying and selling of securities.

Hence, relying on actual transacted information might be too old for present

day valuation. To bridge the value gap between a transactions that happened

a decade ago with the expected prices today, requires the ability to reduce

estimation uncertainty.

Therefore, literature on mass appraisals have been heavily centred on

investigating the smoothing effects, where one is concerned about naturally

arriving at an appraised value such that it also mirrors the measurement of

property investment performance. Smoothing inaccuracies, in the context of

3



appraisal mathematics is referred to as an under or over-measurement of the

true variance. Hence, the extent to which market change is underestimated is

believed to be affected by the inability to gauge market movement.

1.2 Research Motivation

Performance on any appraisal system needed to reflect the ability to filter

through big data of prior over/under-pricing into the appraisal process. The

challenge was for the fund manager to manage periodic performance appraisals

at a high service rate, which was a huge undertaking effort of an appraisal ser-

vice. In addition, research in this area has shown that the lack of appraiser

effort contributed more to the inability to account for past over/under pricing

than the poor quality or lack of market information(Galal, 2001). High hu-

man cognition effort needs to be maintained for a high-level performance of

appraisal. In a large fund, taking into account a surge in appraisal workload

would increase the uncertainty in judgment. Hence, the motivation of this re-

search is not in establishing an empirical regime to confirm this view as there

were already many studies confirming this problem. Therefore, this study

seeks to reduce the mental effort in the valuation process by valuers by intro-

ducing the role of machine learning capabilities in undertaking the repetitive

behaviour in judging the smoothing of the valuation in real estate markets.

This research is a direction closer to avoiding the self-fulfilling prophecy for

valuers as market participants and intermediaries who are influenced by their

own historic appraisals in the pricing decisions. This study contributes to the

smoothing literature, where one can impartially evaluate the extent to which

appraisal characteristics are accounted in the appraisal process, while avoiding

4



the issue of market inefficiency. These issues are critical when property trading

activities and fund management of real estate requires a mass appraisal sys-

tem that accounts for the characteristics of actual trading prices in an efficient,

consistent and reproducible manner.

1.3 Research Objectives

The main research objective of this study is to demonstrate the characteristics

necessary to develop a mass appraisal system that has the following capabili-

ties:

1. An ability to reduce the cognitive effort of human appraisers in the con-

text of high-volume appraisal activities.

2. An ability to account between the characteristics that are unique to

the location of the appraised properties and the characteristics that are

common to separate locations.

3. An ability to avoid the human bias that may cause the inaccuracies from

smoothing of the appraised properties.

4. Reduce uncertainties that are involved in the need to estimate for present

value when the last transacted prices had been achieved long ago.

1.4 Outline of the thesis

This section of the chapter outline the remaining structure of the thesis as

follows: Chapter 2 provides the literature review on mass appraisal system

and how it is linked to the automated valuation model, including coverage on

5



the China market. Chapter 2 also reviews the various machine learning and

traditional approaches that are applied in real estate appraisals. Chapter 3

provides more in-depth review on the type of ANN which sets the basis for

our choice in the automated valuation model for the proposed mass appraisal

system. This section also covers the various algorithms in ANN. Chapter 4

discusses the research design and the approach of data collection as well as the

variables used in the study. Chapter 5 outlines the technical development of

proposed algorithm in the cross-city appraisal evaluation capability. Chapter

6 discusses the experimental results, while Chapter 7 concludes the study by

matching the findings with the objectives of this study. The implications to

the stakeholders as well as policy makers including the suggestions for future

research area also discussed in this concluding chapter.
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Chapter 2

Mass appraisal and Automated

Valuation Method-Literature

Review

2.1 Introduction

Standardised procedures and methods for property valuation and mass ap-

praisal of property worldwide have become a strong requirement across many

nations. The International Accounting Standards (IAS), the International Fi-

nancial Reporting Standard (IFRS) and the International Valuation Standard

(IVS) have pointed out that it was vital to have consistent approaches to the

valuation of real estate for accounting, banking activity, stock exchange list-

ing and leverage lending purposes (Mansfield and Lorenz, 2004; Lützkendorf

and Lorenz, 2005). The controlling body of IVS even attempted to propose

how the method should be developed - The Development of Mass Appraisal

Systems for property taxation should follow recognized scientific standards in

7



statistical applications. (International Valuation Standards Council, 2017). It

contributes to a surge on the development of statistics based approaches to

property valuation, for example, the use of multiple regression analysis (MRA)

in property valuation.

Kauko and d’Amato (2008) stated Mass appraisal might be defined as

a systematic appraisal of groups of properties using standardised procedures.

Typically Mass appraisal methods applied to a large number of grouped prop-

erties, as in a region or country and not a single property. The reliable judge-

ment of the values of a group of properties and an individual property within

that group indirectly, using a standardised approach to achieve specific ob-

jectives (e.g. property taxation, insurance valuation etc.), is the main goal of

these methods (McCluskey et al., 1997; González et al., 2002; Fu et al., 2015;

Tian and Yang, 2014). Computing powers has advanced these methods into

automated systems for example:

“...software systems that use one or more mathematical techniques

to estimate the Market Value of a given property at a specified date.

They automatically select the relevant market information and the

appropriate method of aggregation by means of one or more pro-

prietary algorithms that typically perform a statistical analysis of

available property market information. They utilise databases of

public and private property records, historical appraisal reports and

multiple for sale listing services that provide property characteris-

tics and sales information. They offer the competitive advantage

of speed and low cost. Their methodology aims to guarantee an ob-

jective valuation without appraiser subjectivity or bias.” (Downie

8



and Robson, 2008)

“a mathematically based computer software program that pro-duces

an estimate of market value based on market analysis of location,

market conditions, and real estate characteristics from information

that was previously and separately collected. The distinguishing

feature of an AVM is that it is a market appraisal produced through

mathematical modelling. Credibility of an AVM is dependent on

the data used and the skills of the modeller producing the AVM”

(IAAO, 2015)

For mass appraisal, researchers need to understand the relationship be-

tween the property value, the property attributes and urban social and eco-

nomic setting in the region. The market behaviour is influenced by factors

such as the property prices, the condition of the property asset and the geog-

raphy of the location (Robinson, 1979; Harvey, 2016). Hedonic price modelling

defines an econometric relationship between the price and the property char-

acteristics, particularly in a residential context. Often the standard MRA

(Multiple Regression Analysis)-based hedonic price models are not suitable

for accessing and evaluating all of the data required for the value assessment

model. Research on developing a tool to perform this more robustly and ac-

curately is important in markets where data is available. However, in many

regions, standardised data is not available or sufficient, parameters are not

available or sufficiently robust. particularly for newly formed regions or re-

gions undertaking major regeneration. Then Automated Valuation Models

(AVMs) requiring a low deterministic relation between property values and

attributes may be necessary. MRA-based approaches remain the key theoreti-

9



cal framework currently represent the mainstream approach to mass property

appraisal. New approaches have emerged thanks to the advances in Artificial

Intelligence. Some authors such Kauko and dAmato (2008) called those ap-

proaches as heretic because of divergence from model based approaches such as

MRA. These heretic estimation techniques are not based on statistics models

and include approaches such as artificial neural networks (ANNs), fuzzy logic,

Rules-based reasoning, Self-Organising maps (SOM) and case based reasoning

(CBR). These methods help elicit the core estimation rules of thumb used by

experienced human values from datasets but maintain a mathematical basis

to uncover the heuristic rules from property value datasets. Such a valua-

tion model can be more accurate and quicker than its formal, regression-based

competitor. Fundamentally these new methods are about Pattern recogni-

tion in a non-graphical way, though graphical pattern recognition through

the application of computer aided design (CAD) methods such as Parametric

CAD with geographical information systems are another relatively untested

method within this field. A number of authors propose interesting but not to-

tally causally clear methodology (Jenkins et al., 1999; Mccluskey and Anand,

1999b). In this research the author explores the opportunities within this

under-theorized problem area (Kauko and dAmato, 2008). Specifically, this

study investigates the current state of mass appraisal approaches from two

different points of view: the theory and the practical application.

2.2 Automated Valuation Models

Another contributing factor to the growth of mass appraisal was the advances

in computing hardware, better data collection, storage and the availability of

10



user-friendly software. Hence, this study will be focusing on the aspect of mass

appraisals in automated valuation models.

2.2.1 Worldwide use of AVMs

Majority of Automated Valuation Models (AVMs) apply statistical models on

recorded transaction of the properties. This will give the estimation value of

the type of residential property. Although some argue that automated ap-

praisals may be less accurate, the benefit is cost efficiency. There are several

aspects where stakeholders will forego accuracy of prediction for cost. For ex-

ample, in less risky appraisals, such as providing some additional loan advance

or refinancing packages, banks used AVM services in their underwriting (Fitch

Ratings Structured Finance, 2012). Due to the large number of such activi-

ties, AVM is cost-effective for tracking collateral values underlying the banks

portfolio of mortgage loans by risk managers. This tracking or risk profiling

was required by banking operations and regulation in an internal basis.

For an external basis, AVM is used in securitising mortgage loans, where

it forms a fund which is pooled. This AVM process updates the loan-to-value

ratios, and this information is passed onto rating agencies. It addresses the

probability of defaulting overall risk of loss for the loans (Moodys Investors Ser-

vice, 2012). AVMs can also help potential property buyers to anticipate the

expected price for their purchase, or existing property owners in a fast appraisal

to decide on relocation decisions. Government agencies who are dependent on

public funds benefit from this cost-effective appraisals for taxation, planning

and land use (IAAO, 2015). In other words, AVMs are fast and less costly and

it also provides visibility of the residential property markets.

11



AVM services are usually provided by external parties and the methods

in them are proprietary information. In the UK, examples of AVM services

are Hometrack and RightmoveData. Despite the mechanism of such AVMS

are not detailed in the literature, the basic building blocks are still discussed.

Academic papers demonstrate cover property characteristics and how they are

linked to marginal valuations (Hill et al., 1997).

There are papers covering statistical models in price valuations (Bin,

2004; Case et al., 2004).There are some problems when statistical models are

used in AVMs for predicting property prices because mostly they are trans-

forming the data using log prices. It may fit the statistical model but not the

actual scenario. Such studies are in the line with the examination of out-of-

sample performance focusing on selecting the best statistical model for a given

data-set, but it still lacks on how to implement them successfully in an AVM.

2.2.2 AVMs in The Chinese Housing Market

The rapid development in Chinese property market provides an ideal avenue

for the study of appraisal systems. The adoption of electronic platforms for

appraisal to integrate property market services, legal services as well as mort-

gage and bank lending to increase efficiency began in late 1980s in China (Sun,

2013). Since then, the appraisal industry has grown much rapidly and by 2016

there was the formal China Appraisal Law was passed to standardise the bur-

geoning appraisal industry. Overall, the appraisal industry in China is valued

at 12 billion RMB with more than 3000 appraisal firms employing approx-

imately 100,000 individuals in the country (Sun, 2013). The application of

mass appraisal for property in Shenzhen was conducted in 2003 and Beijing
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soon followed suit by establishing a cost method using the automatic valua-

tion model 2005. In 2009, Nanjing, Dandong and Hangzhou developed their

mass appraisal system for housing transaction tax pricing models based on in-

direct, direct and hedonic price model respectively; whereas in Shanghai and

Chongqing, the automatic valuation model was implemented in 2011 (Wang

and Liu, 2014). Hence, it is clear that the rapid development of Chinese prop-

erty market along with the appraisal industry provides an excellent avenue

for scholars to examine the data and determine the best methods possible to

study AVM service in China.

From the literature, it seems that the study of tax base valuation system

was established sometime during 1999 (Ji, 1999), however the model did not

incorporate the essential market environment components that are essential in

real estate appraisal method and procedures. This led to the study of mass

appraisal system (Ji and Fu, 2005) as well as the research in the application

of AVM in mass appraisal system by Ji et al. (2006). The introduction of

the application of artificial neural networks in the field of real estate valua-

tion occurred in 1988 (Sheng and Tang, 1998) with the application of back

propagation neural network as part of the urban property rental valuation

system (Yang, 2002). Further research to improve the algorithm continued

to grow within this field. For example, Yang and Liu (2004) presented the

Euclidean distance to improve the recognition method of back propagation

artificial neural network; while Zhang (2011) incorporated the rough set the-

ory within the back propagation artificial neural network context to remove

redundant information that might otherwise occur between real estate price

factors. In 2014, there were two studies that explored a combination approach

with the first being a study conducted by Mo (2014) that combined particle
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swarm optimisation along with neural network algorithm; while the second

study was conducted by Lu (2014) explored real estate valuation with the use

of neural networks and genetic algorithm. In 2015, Wu and Deng explored the

valuation and verification of real estate tax base system of ten districts located

within Wuhan by modifying and improving the particle swarm optimisation

algorithm introduced by Mo (2014).

It clear that based on the empirical research above that the application

and improvement of the artificial neural networks models (e.g., fuzzy math-

ematics, expert scoring, back propagation artificial neural networks, genetic

algorithm, support vector machine and particle swarm optimisation) appear

to be an ideal avenue to explore the real estate tax base valuation theory for

improving the robustness as well as accuracy of the appraisal of real estate.

The current issue with real estate taxes either residential or commercial is

that the tax is applied within the holding part of the property or organisation.

With the continuous reform in taxation system, the automatic valuation model

proves useful when examining mass appraisal of real estate especially with the

constant development of Chinese real estate market in pilot cities that ensure

further standardisation of tax behaviour and enhancing credibility of the real

estate tax base valuation system.

2.3 Traditional Econometric Approaches

2.3.1 Standards Approaches

Traditionally real estate valuation has been a qualitative field with surveys

conducted by experts, but the need for consistency has led to more struc-
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tured and quantified approaches being recommended through international

and national trade bodies. The question of whether more quantitative tech-

nique from computer processing would be better suited to this complex field

has been raised by researchers such as O’Roarty et al. (1997) and McCluskey

and Anand (1999a). The identification and consistent application of rules de-

rived from human experts (heuristic) may provide a better approach. The

two main models explored in research and application of real estate appraisals

both utilise MRA, which are the statistical drive approach and the hedonic

approach.

Hedonic models are the most common applied in property valuation,

and for understanding trends in the housing market. These models utilise

the property and plot attributes (size, state, material etc.) as well as situ-

ational aspects such as the local environment (e.g. access to bus and train

services). Additional variables such as inflation adjustment and regional plan-

ning strategy (Miller, 1982; Kanojia et al., 2016) are often considered. Hedonic

price model makes econometric analysis possible with large databases of price,

property characteristics and regional characteristic, which describes the prop-

erty and its surroundings. Theoretical statistical approaches, often regression-

based analysis provide tools for a diverse set of applications in many countries

that are digitally enabled, requiring minimal effort to add many spatially ag-

gregated data.

MRA-based house price studies have been devised, tested and applied

in a multitude of studies as reviewed by Ball (1973) and Lentz and Wang

(1998), which are not solely limited to hedonic price theory. These studies

mostly test performance based on model fit (i.e. the R-squared value), and

the model significance as shown by the F-test.
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Hedonic modelling has been mostly applied on constant-quality price

indices (Hoesli, Thion and Watkins, 1997; Kanojia et al., 2016); determining

rental values (Hoesli, Giaccotto and Favarger, 1997; Stevenson, 2004); estimat-

ing the problems associated with traffic (Wilhelmsson, 2000; Theebe, 2004);

and estimating prices (Laakso, 1997) with some success, though the linearity

of hedonic functions must be questioned due to the non-linear behaviour of

some hedonic functions. Des Rosiers et al. (2000) explored valuation variabil-

ity with effects from power transmission pylons and with middle schools, and

found severe non-linear behaviour in valuation. For example, the visibility of

pylons was not linear, and the trade-off between easy accesses but the traffic

generated by the school caused non-linear valuations (Des Rosiers et al., 2000)

In hedonic modelling research proxies for location variables have a few

interpretations. For example accessibility measures were addressed in sur-

veys by the following authors (Pavlov, 2000) and the more recent work of

Des Rosiers et al. (2000). Kauko (2003) provided research on locational proxy

variables influencing the price formation of residential property. Kang and Re-

ichert (1991) devised a variable termed location quality based on the price per

m2 of the living area. Similarly, a solution that assigned the location by value

was achieved through the ward-variable. This was devised by Mccluskey and

Anand (1999b) with the values based on the average transaction prices for the

ward. Using real estate data from 351 properties within a city, Jansen et al.

(2011), concluded that the success of a valuation algorithm dependent on the

end application, and showed that only a few variables out of the 97 measures

were useful in determining price. Some examples (Rossini et al., 2008) were:

1. For rating and taxation authorities: Weighted mean and geometric mean
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ratios, Coefficient of Variation (COV), Standard Error, Price Related

Differential (PRD),Coefficient of Dispersion (COD)

2. Financial institutions: Forecast Standard Deviation (FSD)

3. Academic papers: Root Mean Squared Error (RMSE) and Mean Abso-

lute Percentage Error (MAPE)

Hedonic model often lacks suitable variables in practice and data to cap-

ture value changes according to the environment changes and are also affected

by the issue of spatial resolution. Modern geographic information systems

(GIS) have provided new tools for the complex analysis of value differences

in regions. GIS-aided analysis has been explored to address these issues with

additional benefits in data visualisation and storage and spatial analytics. GIS

aided approaches are also inherently more user friendly in many cases because

they provide a visualisation capability in their analysis. A GIS addresses spa-

tial discontinuity when a spatial dimension is applied, better than in normal

hedonic model (Orford, 2017; Wyatt, 1996a,b).

To improve valuation methods, combining different approaches is com-

mon. LIU et al. (2011) combined a GIS system with a BP neural network to

create a hedonic valuation model for mass appraisal. Transaction data drives

the hedonic price model; the BP neural network uses spatial data; attribute

data; social data; economic data etc. A three layers perceptron ANN network

with one hidden layer was used to train the network from the sample data.

Claims of better prediction though, were not backed up with data. Four years

later, Bohari et al. (2015) demonstrated an improvement in the OLS (Ordinary

Least Square) property valuation model in association with a GIS for the state

of Perlis, Malaysia. They provided a property value map for visualization
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though the GIS which aids understanding and planning. Visualisation via a

GIS also helps in identifying variable that may have not been considered or

collected in the original data.

Tian and Yang (2014) explored combining a GIS with Hedonic mod-

elling for the Chinese real estate market. They discussed advantages of GIS

system such as the ability to easily include spatial analysis, storage and man-

agement functions. They used residential buildings information from 270 units

in Xian (Tier 1 city in China), with visible buffer zones in the GIS to represent

property less than 1000 meter from a service facility, i.e. hospital. They claim

that this increased the accuracy of the appraisal model. This method may

bring better results but is crude in its use of value enhancing features. The

work of Des Rosiers, F, Theriault, M, (2008) showed that such buffer zones

were usually non-linear internally. Close to the hospital would be disturbance

from ambulances etc, further away may cause access problems and suffer from

less convenience. In between there was a sweet spot where these balance and

property values are higher.

Fu et al. (2015) proposed and tested a geographic data based method

by valuing according to the local neighbourhood area (termed individual), ad-

joining estates (who they term peers) and business resources (zones). They

proposed a ranking and clustering system (ClusRanking) to exploit geographic

dependencies between the three defined zones in a probabilistic ranking model.

Their key innovation was the use of taxicab trajectory data to capture neigh-

bourhood popularity and local business zone rating to model the influence of

the business zone onto valuation.

Borst and McCluskey (2007) used geographically weighted regression

(GWR) in the mass appraisal environment reviewed location based technol-
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ogy studies with market segmentation. They claimed that improvements in

segmentation have positive impact on performance. GWR was proposed to de-

tect market segments in their studies, which the GWR produced a regression

equation for every point in the dataset filled with transactions. However, they

comment that retesting on other data set is necessary, especially for different

regions and different economic markets.

GIS systems are not designed to incorporate complex spatial statistical

methods. Thus such analysis is often undertaken in software that is loosely

coupled to the GIS. The GIS can for many datasets be used to store data and

for visualisation though this may be problematic for very large datasets such

as the ones available for this research (whole regions or countries). A common

practice in processing GIS data, is to import it into a statistical software

package where methods such as standard or multi-level regression analysis

can be undertaken before transfer back to the GIS for visual inspection and

analysis. Outputs from the GIS represent a surface showing the effect of

specific (or collection) variable on price. Studies by many authors show in

different ways that the importance of location is high (Orford, 2017; Lake et al.,

1998; Rodriguez et al., 1995; Wyatt, 1996a; LIU et al., 2011; Tian and Yang,

2014). GIS-aided property value analysis is feasibly linked to standardised and

broad information databases in the literature. Though whether this continues

to be the case in future is an interesting question.

A number of more established spatial techniques provide options for

addressing hedonic-based house price analysis with location features. For

example, the evaluation of sub-clusters within a region and calculating spa-

tial changes may aid improvement significantly (Orford, 2017). This involves

proper methods for accounting for non-linearity, considering the dynamics of
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topography. That is, novel processes containing hierarchical specifications with

spatial models that could be scaled. Kriging and its variants are considered to

be higher-order spatial statistical methods that was built on parametric MRA.

Bourassa et al. (2007) compared spatial statistical models and ordinary

least squares (OLS) model using neighbourhood dummy variables. They used

a database which contained residential sales data in Auckland, New Zealand.

In multi-level specifications, each attribute and its price effect is assessed at

an appropriate level. In property valuation, the appropriate levels may be

neighbourhood, street and property. Thus the effects of spatial variations in

the housing stock and of the place itself can be differentiated (Orford, 2017).

In a spatial expansion model, the effect of housing attributes on the

calculated price can change over distance. This creates a set of interrelated

sub-markets with varying boundaries. Many reported studies utilise such a

feature sensitivity analysis were performed to parameters in order to test the

heterogeneity of the property market (Geoghegan et al., 1997; Wilhelmsson,

2002). Riddel (2001) enhanced the hedonic framework, catering for the inter-

action between space and time, since neighbourhood munificence features may

create market disequilibrium. Francke and Vos (2004) used Kalman filter to

study the trend of property markets in a hierarchical manner.

Many techniques consider a lack of knowledge of the independent vari-

ables that cause the inability of results to be generalised to a wider population

(Michaels et al., 1990). Segment resolution is not sufficient to accommodate

the environmental factors present. This may be access to shops, travel hubs,

scenery etc. However, the conventional approach to hedonic analysis still con-

siders market segmentation (Simonotti, 2009). A hedonic regression cannot

detect articulated boundary conditions. It can cater for the significance of the
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sign and the weighting effect of the value factors. The reliability and strength

of association within the total valuations are also calculated. One way of ad-

dressing the problem is to use dummy variables (Laakso, 1997) or computing

hedonic quality ranks for each valuation (Rothenberg et al., 1991). Another

approach. as adopted by the authors Chinese data partner, is to built many

separate model versions by partitioning data on a separate hedonic expression.

Then models are tested against the latest data and the closest fit model is cho-

sen to evaluate prices for that subset. Hence data is clustered into different

partitions, which are predefined or synthesised. If segmentation in general is

not conducted, the partitioning approach may still be applied (Needham et al.,

1998).

2.3.2 Flexible Regression Approaches

Ripley (1993) used the term flexible regression instead of non or semi para-

metric regression. Flexible regression methods lie between newer heretic or

radical methods and orthodox approaches. Verkooijen et al. (1996) confirmed

and developed the term for:

• Local approximations E [Y X = x] with splines or kernel, which are

typically weighted.

• Additive models that can handle both parametric and non-parametric

terms.

• Computation with adaptive capabilities such as metaheuristics and neu-

ral networks.

For estimating values of real estate, the flexible regression approach has
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been explored by many authors such as Pace (1995) and Mason and Quigley

(1996). Coleman and Larsen (1991) however were critical towards those ap-

proaches for value estimation. In extending the approach some researchers at-

tempted to extend this to the spatial aspect explicitly. Pavlov (2000) worked

apply space-varying coefficients, which combined the two spatial techniques,

the error method or the lagged method, while incorporating location as a

non-parametric factor.

There is no strong theoretical support on which functional form to se-

lect, giving the empirical researchers some form of flexibility. In this case,

non-parametric and semi-parametric approaches offer benefits for the case of

estimating non-linearities. The generalised additive model (GAM), which was

developed by Mason and Quigley (2007) smoothed the price-distance curve.

A key advantage of this method is the comprehensibility that it affords in

generating insights.

Colwell and Munneke (2003) applied a similar approach but from a

non-parametric aspect, which derives price functions in non-urban areas. The

shape of a spatial price curve can take many forms which is a feature for

non-parametric estimates. The official name for this approach is the piecewise

parabolic multiple regression analysis (PPMRA), assuming no curves between

valleys and peaks. Grid lines on a map takes up the spatial units, which is a

continuous function. Colwell and Munneke (2003) applied bary-centric coor-

dinates as independent variables a procedure that applies standardisation and

weighted averages to convert absolute values into relative values. This adds

efficiency to the method. The regression coefficient of the points represents

the vertex relative to the constant term. This means sacrificing between in-

creased continuity versus a loss in flexibility. Their work was considered novel
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at the time as it supports a sufficiently comprehensive tool for general real-

estate markets, and applicable in mass-appraisals if the data is suitable. A

key advantage is it avoids extremely smooth point estimates that may hinder

applications that require semi-parametric support.

Wang et al. (2014) introduced a Unity valuation approach by providing

the sales comparable method as suggested by the China Institution of Ap-

praisal and Agent. Their investigation is mainly about characteristics of the

property market in Shenzhen. They claim that the Unity Valuation model

would be acceptable and reliable for mass appraisal in China.

Flexible estimation as an alternative model based on parametric meth-

ods is less efficient than strict parametric regression but avoids model based

problems as it estimates the distribution from the data itself. Some assump-

tions that flexible regression methods are based upon are open to debate:

1. Property price variances caused by taxation, zoning or by physical land

features are smoothed by arbitrage, which is obviously true over time

but not necessarily over land surfaces.

2. Or that models can incorporate such discontinuities.

However property prices are not continuous in space, and this is a prob-

lem with the flexible regression method as it is still based on an orthodox

framework. Standard real estate models and city/land economics understand-

ing does not cater to spatial non-linearity readily. Time may provide reason-

able linear smoothness in a model, however distance rarely does.
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2.4 Machine Learning Based Approaches

Developments largely driven by advances in computer technology and artificial

intelligence, in particular, have caused researchers to create a number of new

approaches to the challenges of mass valuation. Traditionally these approaches

are termed heretic as they do not derive directly from multiple regression based

methods. From a number of areas, these techniques create a new experimental

approach to research on mass property appraisal. Though seemingly very

different in philosophy, language and method they do have a partial overlap

with the historical methods discussed earlier.

2.4.1 Artificial Neural Networks

Artificial Neural Networks (ANN) attempt to solve problems by replicating

the neural network structure in the human brain. Verkooijen et al. (1996) and

others such as Pace (1995) and Mccluskey and Anand (1999b) were part of the

first wave of researchers in this domain who viewed ANNs conceptually as a

type of flexible, non-model based regression. A neural network can be consid-

ered as a black box, with no clear response relationship between inputs and

corresponding outputs. The relationship behaviours are generated by training

the ANN with example data. The basic structure in an ANN is neurones that

act as nodes which connect inputs to other neurones according to weightings.

Taken together, neurones process external inputs, or internal inputs from other

neurones to generate an output value. The inputs signals are numerical values.

Resulting output values are adjusted iteratively, until the system translates in-

put combinations to the right output combinations with the desired accuracy.

ANNs have three core types of structure, feed-forward, feedback and compet-
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itive architectures. The most common is the feed-forward architecture. A

feed-forward network known as a multi-layer perceptron (MLP) has a sim-

ilarity to multiple regression, but lacks the clear mathematical relationship

between inputs and outputs, though there are exceptions (White, 1989).

McCluskey et al. (2012) compared the performance of an artificial neural

network (ANN) and several multiple regression techniques in terms of their

accuracy and capability in the mass appraisal industry. They used the data

collected by Lisburn District Council, Northern Ireland (The data contained

2694 use-able residential property sales data during the period 2002-2004).

ANNs did offer a simplified modelling approach, but ANN was not suf-

ficiently transparent to provide predicted values and maybe subject to severe

objection. Nonetheless, many research studies have shown ANNs to be effec-

tive for classification in fields such as finance and economics. Overall their

results have been similar to more traditional statistical methods such as logis-

tic regression or linear discriminant analysis (Verkooijen et al., 1996). Scholars

in mid 1990 identified problems with the ANN approach (Worzala et al., 1995)

because of cocern over how prices were formed in the blackbox, which directed

mass appraisal research away from this technique. However, later Nghiep and

Al (2001) among others have shown that this approach is efficient for large

heterogeneous data sets.

Opinion on the value of ANNs is divided. Tay and Ho (1992), Borst

(1995), Worzala et al. (1995) have all written on the subject. Objections are

largely due to the lack of robustness viewpoint as the ANN is still a black box,

though producing comparable predictions. The work of Nguyen and Nghiep

and Al (2001) compares a Multi-Layer-Perceptron (back propagation ANN)

and MRA, using the mean absolute percentage error of the model and forecast-

25



ing error with thresholds of 5 and 15. This measures how many predictions fall

with a percentage value of the actual sale value. The MRA model improves

with improvement in the functional specification improves. The MLP model

improves as the training data set size is increased. Kauko (2002) compared

SOM and MRA in a similar way, with the ANN-based model being superior to

MRA models with a small number of data samples in recognising a hypothe-

sised impact between externality and price. Conversely, González et al. (2002)

found accuracy performance for ANN was marginally better than with MRA

models.

2.4.2 Self-Organizing Maps (SOM)

Self-organizing maps (SOM) sometimes known as Kohonen maps are a type of

ANN that generate clusters of features, where each feature is a characteristic

combination of attribute levels. A SOM generates a surface where areas with

similar groups of variables can be viewed but also compared with surfaces

showing differing combinations of variables. The SOMs also generate a typical

value at any node for a given surface feature. Visual approaches such as

SOMs have the benefit of allowing for qualitative analysis in support of the

quantitative analysis.

There are many similarities between the SOM and the flexible regres-

sion methods. Colwell and Munneke (2003) for example compared their SOM

(known as PPMRA) method with kernel estimation, a type of flexible regres-

sion method which was very similar to the SOM. In essence, the same criticism

may be applied to SOMs as to flexible regression. There are a few differences

of note. One such difference is that though the kernel and the SOM force
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a priori lattice like surface structure, this is smoothed from the valleys and

peaks in data values. Normally in the piecewise parabolic method the peaks

and valleys are used as vertices of the grid. With SOMs, this can be corrected

by creating a sufficiently large resolution that allows the high and low values

to be fitted with the response.

The accuracy of SOM and MLP are both affected by the decisions made

on issues such as:

1. Selection of field ranges for the input variables, to avoid domination by

one factor.

2. When should the run based on trial and error be stopped?

3. Its hard to know when an optimum solution has been found.

4. The number of variables to be considered the optimal solution.

5. How to identify the causality behind the correlations generated by the

black box?

Geographically Weighted Regression (GWR) and Self Organising Map

(SOM) techniques have similarities. In both models, proximity and intensity,

determines the response. With GWR for any data point the output is hetero-

geneous and for a SOM is heterogeneous for any cluster of points in the data.

With a GWR models, this influence is in two dimensional geographical X, Y

space and for a SOM the input variables (n) define it is in the n-dimensional

space. Thus a SOM with only two inputs with much higher weightings will

produce an output like a GWR.
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2.4.3 The Genetic Algorithm (GA)

The genetic algorithm (GA) is a stochastic search approach from the machine-

learning toolset designed to explore wide and complex spaces. Genetic algo-

rithms have been effective in evaluation of large spaces by performing the

transformation of population by replacing them from a previously generated

population, simulating natural inheritance of attributes from parents to chil-

dren. The GA search algorithm consists of a few phases: initialisation, selec-

tion, crossover, and mutation.

Applications of Genetic algorithms are scarce the property market do-

main. In terms of combining GA with other models, Ahn et al. (2012) used

ridge regression with GA to improve real estate appraisal for the Korean prop-

erty industry. Ma et al. (2015) proposed a combination approach of hierar-

chical GA with the least squares method to optimize an ANN for predicting

property index. Manganelli et al. (2015) tested the relationship between real

estate prices and property location through GA. De Mare et al. (2012) applied

GA to investigate how high speed railways influence the real-estate market.

Genetic algorithms (GA) may have practical value in real estate valuation as

they have advantages highlighting movements in sub-clusters within an overall

property market (Del Giudice et al., 2017). Mccluskey and Anand (1999b) cou-

pled GA with ANN and termed it as an intelligent hybrid system, which com-

bined the augmented nearest-neighbour algorithm used as a simple planning

technique.Though data mining analysis is helpful in the search for patterns in

a search space, González et al. (2002), and subsequent work, maintained that

those techniques were very dependent on the data you used in them.

Del Giudice et al. (2017) used GAs to identify the effect on real estate
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rental values from the location of housing units in the Naples, Italy. They

tried to assess their reliability for real estate appraisals, They used a multiple

regression analysis (MRA) to compare results from the GA and MRA for estate

rental values. They found that the results obtained by the GA were excellent

(absolute mean average percentage error equal to 10.62%). However, they did

not significantly improve on traditional parametric approaches, as forecasting

results for GA was 7.65% above that for MRA.

2.4.4 Rule-based Expert Systems

Rule-based Expert systems have emerged as a quantitative approach and as

a counter paradigm to ANNs and other numerical techniques. This approach

tries to capture from human experts, structure and then apply rules that model

human judgement. Capturing the heuristics that humans use was their biggest

drawback: human experts could if willing formalise their explicit rules, but of-

ten they are unaware of implicit rules that they apply subconsciously. Thus

rule extraction from human experts could be drawn out but costly (Verkooi-

jen et al., 1996). The resulting models can be incomplete and inconsistent,

thus they may not offer robust solutions. Nevertheless researchers have ex-

plored their value in property domain. Scott and Gronow (1990) explored the

components of valuation expertise and suggested the production of a prop-

erty valuation expert system. Mccluskey and Anand (1999b) saw knowledge

elicitation and simulation of human expertise as strengths, but the resulting

models were weak and lack robustness.
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2.4.5 Case-Based Reasoning (CBR)

Case-based reasoning (CBR) identifies similar past cases to the one to be

assessed. For property valuation Case Based Reasoning (CBR) is based on

historical transactions. It does not directly capture heuristic knowledge, but

infers it from the relationships embedded in previous cases. Thus variable

selection relies on the data and is inherent in each case. The method works

from a case library of previous similar task cases, it then finds the most similar

cases and draws conclusions about the new case from them (Tan et al., 2006).

O’Roarty et al. (1997) stressed that the real challenges were in the process

of choosing similar cases and in making judgements from them to the new

situation. According to Wyatt (1997) Case-based reasoning was considered to

be one of the more promising methods, because it considered how to mine and

extract and update new knowledge. Objectivity and justification are the strong

points of this method. It eliminates the problem of obtaining information from

experts associated with expert systems. However, CBR requires large reliable

datasets to be effective as described by Mccluskey and Anand (1999b) has

shown.

2.4.6 Fuzzy Logic

Fuzzy logic helps address the imprecision of the present. Conceptually it is

different from probability based methods which address the uncertainty of

the future. Fuzzy logic helps define for an entity a measure of the degree of

membership in a set. Fuzzy logic tries to capture and represent the uncertainty

in evaluating alternatives and making decisions that exist in the real world.

also, define it which can be used in computerised applications. Since human
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real estate valuation is full of uncertainty and mass property valuation requires

computational resource Bagnoli and Smith (1998) suggested it can be applied

to the domain. Fuzzy Logic is about computing with words (Bagnoli and

Smith, 1998) and can reduce the subjectivity caused by the human appraiser

and provide flexible adjustment of key factors (Lee et al., 2003). They proposed

fuzzy linguistic functions with overlapping membership to replace the absolute

values used in other methods. They argued by replacing crisp memberships

functions with a fuzzy function, the basis for the valuation was improved. This

was because normal numerate methods lose information when dealing with

imprecise information (Sui, 1992).However for Sui (1992), fuzzy set theory

had problems in “how to define the correct membership function for spatial

purposes, as the membership function is derived ad hoc.”

Guan et al. (2014) tried address real estate valuation through a Fuzzy

Neural Approach. This is in response to the limitation of MRA method:

non-linearity, multi-collinearity and heteroscedasticity, where they offered an

adaptive neuro-fuzzy inference system (ANFIS). They stated that there was a

lack research with ANFIS modelling though they proved the ANFIS approach

might be useful for classification and estimation in a range of fields, including

mass appraisal. They had access to a massive data set, whereas a small data

set is more common in most studies in this domain. They demonstrated their

method with tax assessment office data for a large mid-western city of the USA.

Their results showed the superiority of ANFIS over MRA in mass property

appraisal for tax valuation purposes in all their test scenarios.
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2.4.7 Rough Set Theory (RST)

Rough set theory (RST) seems ideally suited to real estate valuation as it

extracts Boolean rules from real market data like CBR and did not con-

sider expert knowledge as in the Rule-based expert systems (D ’amato, 2007).

Nonetheless, it still retained the qualitative strengths of expert systems and

the CBR strength though requiring more real data to model the rules with

improvements in its performance.

2.5 Conclusion

Having reviewed the methods that potentially could be applied to real estate

mass evaluation, this study finds that ANN possess the flexibility necessary

for scaling up for larger cases and has great adaptability. As with MRA and

flexible regression methods, ANN has the ability to be combined with other

techniques, thus forming hybrid systems that is core to various fields in arti-

ficial intelligence (AI). It is therefore natural to consider ANNs as a mean to

be used in Automated Valuation Models (AVM) for mass appraisal. The next

chapter will discuss in greater detail the mechanics of ANN and why it would

be suitable in the context of this study.

32



Chapter 3

ANNs and Modelling

3.1 Introduction

The main topic for this chapter will cover some common knowledge and theory

regarding the background and modelling of ANNs. It is important to analyse

the ANNs modelling under a complex real-world problem especially in the

field of residential property appraisal. Hence the possibility outline for ANNs

modeling is necessary to define the network topology, activation functions

between layers, and the training algorithm of ANNs.

3.2 ANN Topology

An ANN topology includes the three main layers which are the input, hidden

and output layers. There is direct relationship between the number of neurons

and the number of the input variables. The number of layers for the hidden

layer could increase to more than one when there are a number of neurons.

However, the number of neurons in the output layer equals to the number of
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outputs (the output size is equal to one for this research case). The perfor-

mance and design of ANN is affected by the neurons in the input and hidden

layers. This is supported by Zhang et al. (1998) who stated that by compar-

ing the number of neurons in the input layer and the number of neurons in

each hidden layer, the former had a stronger presence in terms of developing

a forecasting model. To ensure that a neutral network model performs an out

put with better accuracy, the sufficient number of input will be the key. As

both too little or too much inputs variables would cause the performance of a

neural network model to produce an unreliable and unsuitable output.

3.2.1 ANN Basics

It is better to simplify a neural network topology by using a number set nota-

tion rather than an actual diagram. Under the number set notation, in a neural

network, inputs represent the first number, outputs refer to the last number,

all other middle number in every hidden layer could refer to the number of

neurons. Multi-layer Perceptron (MLP) is a supervised learning algorithm

which can be taken as an example to explain the description, a MLP(8;16;1),

can be defined as total of eight inputs, 16 neurons in a hidden layer and one

output for this neutral network.

Figure 3.1 will explain in details of general number set notation for a

neural network topology. For example, While for a MLP with (5;4;2;1) as

shown in Figure 3.2, it represents a neural network with four inputs, eight

neurons in the first hidden layer, two neurons in the second hidden layer and

three outputs.

Besides input, hidden and output layers, ANN model also consists the
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Figure 3.1: Notation of A Neural Network Topology

type of training required by the network to learn. In section 3.4, the two

training types, which are supervised and unsupervised learning are explained

in details. On the other hand, there are differing ANN models which have

no hidden layers. SOM neural network is an example of that. The MLP

network topology shown in Figure 3.2 indicated the connections and layers of

the neurons. The unprocessed neurons in an input layer will carry over the

inputs to the following layer based on the number of input variables. Under

the hidden layers, the weights of each processing neuron are adjusted by using

the error. The calculation is done at the end of every iteration under the

training set through the comparison between the estimated output and the

ideal output. A trained neural network could take hundreds of decisions.

Supported by Jeff (2011) that neural network would be more effective having

considered the main role of a bias neuron, which shares the similar function of

hidden neurons. However, a bias neuron never receives input from prior layer

since it outputs a constant of one, which is not the same as other neurons in
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Figure 3.2: An Example of Neural Network Topology

a neural network.

3.2.2 Input Layer Neurons

Since the number of input layer and variables could provide extra flexibility

in terms of model design, it is noteworthy to extract as much information in

order to keep the number of neurons in the input layer to be the same as the

number of input variables. Furthermore, Iit is important to firstly remove all

the outliers by using the z-score method or any other outlier detection method.

The advantages of this process is to improve the accuracy of ANN model by

selecting the most important variables, hence to detect and eliminate the least
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sensitive ones.

3.2.3 Hidden Layer Neurons

Even though it was proven by many studies that a single hidden layer might

be enough for a neural network to approximate any complex nonlinear rela-

tionships (Do and Grudnitski, 1992; Yeh and Hsu, 2018), a neural network

still could manage to obtain as much hidden layer as the model requires. The

disadvantage to determine the systematic trial-and-error for every hidden layer

with large number is very time consuming taking up to several weeks of time.

3.2.4 Output Layer Neurons

It is easy to ensure the number of neurons required in the output layer as it

matches the number of output variables. For baseline model and all proposed

models, the number of neurons is just one (for the output layer), hence, it only

requires one output.
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3.3 Activation Functions

The tools to evaluate relationship between the input neurons and the output

neuron are called the activation functions. When functions are added into

the output end of the neural network, it is known as the transfer functions.

There are many other activation functions which are most commonly applied

would be explained in the following sub-sections. In this study, 10 fold Cross

validation used to select to better performance activation function.

3.3.1 Sigmoid Function

Sigmoid(x) =
1

1 + exp(−x)
(3.1)

As shown in Equation 3.1 and Figure 3.3, one advantage of Sigmoid function

that it has bounded output between 0 to 1, which could use to represent

probability. however, is perceived to be the appropriate selected to apply in

this research work study. The derivative of sigmoid activation function (used

to adjust the weights) is simpler to calculate.

Figure 3.3: The response of a Sigmoid non-linearity
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3.3.2 Tanh Function

Hyperbolic Tangent (Tanh) Function is similar to sigmoid function. Its range

outputs between -1 and 1 as shown in the Figure 3.4 and Equation 3.2.

Tanh (x) =
2

1 + e−x
− 1 (3.2)

Figure 3.4: The response of a Tanh non-linearity
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3.3.3 HardTanh Function

The HardTanh Function (as shown in Equation 3.3 and Figure 3.5) is variation

from Tanh Function, where somtimes prefeerd over the Tanh function, beacuse

of computational cost of HardTanh is considered be cheapter.

HardTanh(x) =


1 if x > 1

−1 if x < −1

x otherwise

(3.3)

Figure 3.5: The response of a HardTanh non-linearity
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3.3.4 ReLU Function

Apart from sigmoids, rectified linear units (ReLUs) is most recent deep learn-

ing networks for hidden layers. If the input of the rectified linear is less than

0, then output is 0. linear with a slope of 1 when x is greater than zero. (As

shown in Equation 3.4 and Figure 3.6)

ReLU(x) = max(0, x) (3.4)

Figure 3.6: The response of a ReLU non-linearity
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3.3.5 Leaky ReLU Function

In ReLU activation function, linear units hava a problem of “dying”, if the

input to a ReLU with its weight is negtive, the output will be 0. Leaky ReLU

overcomes this difficulty, which demonstrate in equation 3.5 and figure 3.7.

LeakyRELU(x) =


x, if x ≥ 0

negativeslope× x, otherwise

(3.5)

Figure 3.7: The response of a LeakyReLU non-linearity
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3.4 ANN training Algorithms

ANN Training Algorithms are used for weight adjustment in a systematic

manner on every hidden neuron within a neural network, which provides de-

sirable outputs to a set degree of accuracy. After going through every epoch

of the training process, the neural network will improve its knowledge of the

surrounding. The Propagation training algorithm is an aspect of supervised

training(LeCun et al., 2015). The algorithm goes through several iterations

and every iterative loop, which passes the training data will affect the im-

provement in terms of the internal error rate or the RMSE. The training set

determines the RMSE in terms of difference in percentage points between the

computed output from the neural network and the ideal output. In terms

of the training data, the weights are then re-calculated for each Asymptote

Crossover point.

As stated by LeCun et al. (2015), the propagation training algorithm

indicates how machine react on its internal parameters, as activated function.

This is because the activation functions are used to compute the gradient for

every neuron connection in the neural network. In the following sections, the

training algorithms are explained into two section, supervised Algorithms and

unsupervised Algorithms.

3.4.1 Supervised Algorithms

In supervised algorithms, the algorithm learning process takes starts from the

training dataset. This is akin to a supervisor monitoring the actions of his

or her subordinates. The supervisor knows the correct outcomes, and keeps

track of the output produced by the subordinates, and corrects them if needed.
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This process takes an iterative form until an acceptable performance level is

achieved, thus learning stops.

Backpropagation

Backpropagation is a form of Supervised learning because it provides feedback

if the computed outputs of the network are correct. It is one of the first

method used to train neural network. Backpropagation training algorithm

needs a learning rate to be specified. This is a percentage that captures the

degree of the gradient of an activation function that manages to apply the

hidden neuron weights, which is also a rate for momentum allowing the neural

network to overcome the local minimal points.(Rosenblatt, 1962)

Mahattan Update Rule

Backpropagation training algorithm requires a careful adjustment of the hid-

den neuron weights. The training process oscillates when the learning rate is

too much and it may fail at global minimum when the coverage is too little.

The step value is the learning rate, which can be discovered by only the use

of systematic trial and error. The Manhattan update rule only uses the sign

of the gradient Jeff (2011), which is inherited from the gradient. The weights

are adjusted by user assigned step values.

Quick Propagation

The quick propagation algorithm updates information in batches by approx-

imating the curvature of the error surface once all cases have their gradients

aggregated. This is in contrast to the back propagation method where each

case updates its network weights in an iterative manner.
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Perceptron Rule

There are many types of perceptrons which are explained by Rosenblatt (1958)

and Widrow and Lehr (1995). When the existing weight required to respond

to all the training patterns are correct, there is a need for the algorithm to

adjust the weight for the correct value and then allow the net to respond to

all of the training patterns appropriately within a set number of steps.

Levenberg-Marquardt Algorithm

The Levenberg-Marquardt algorithm considers to be one of the fastest training

algorithms as it is very efficient method for training the neural network Moré

(1978). The Levenberg-Marquardt algorithm acts as a hybrid algorithm for

the strength integration of both Quasi-Newton method and gradient descent

(Backpropagation).Therefore, gradient descent is guaranteed to converge to

a local minimum, albeit slowly. However, there are few restrictions when

applying the Levenberg-Marquardt algorithm. First, it can only be applied to

a single output network. Second, it can only be applied for situations with

limited space proportion since the total number of neurons should be less than

one hundred.

Resilient Propagation

The difference between Resilient propagation (RPROP) and all other training

method was that it could apply without the training parameters (learning rate

and momentum) and compute the optimal parameters automatically. There-

fore, Resilient propagation training algorithm was very user friendly and had

been recognised as one of the best training methods available(Jeff, 2011).
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3.4.2 Unsupervised Learning

Unsupervised learning algorithm could be associated with self-organisation

and do not require a set of ideal output as data presentation is organised

for the network and their emergent similar properties can be detected. The

success of unsupervised learning depends on the effort of the user to complete

the task when an appropriate neural network is designed that can be used to

learn independent criteria when the neural network is required to learn. Take

Hebbian rule and Self-organising rule (Hassoun, 1995) as examples, the neural

network weights can be optimised for tasks with independent criteria.

Hebb Rule

Hebb rule is the earliest and simplest among the ANN unsupervised training

algorithms (Herz et al., 1988). The basic theory for Hebb Rule is that once

both neurons are activated, the synaptic strengths between the interconnected

neurons will increase. Also McClelland Rumelhart (1988) had made some

improvement to the original training algorithm, which allows the synaptic

weight of the connected neurons to increase when they are shutting down.

Self-Organising Map

The Self-organising map is another form of ANNs (Fu, 2003). It applies the

un-supervised learning as a training clustering algorithm (Kohonen, 1982).

Compared with other ANNs, its topological properties for the input space are

retained by using neighborhood functions. Hence, in the neural network, every

neuron will compete with the input patterns. The comparison idea allows the

input vector to compete with the weight vector and only one neuron will be
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produced as the winner. The winning neuron will work together with con-

nection weights for a better direction adjustment. Therefore, self-organising

map is broadly applied in pattern recognition, such as image recognition, and

cluster analysis.
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Chapter 4

Research Design

4.1 Introduction

The purpose of this chapter is to explain the research design of the mass-

appraisal system through the lense of automated valuation model (AVM).

Hence, this chapter provides the research design for the study of AVM, it

covers the data collection and sampling strategy, including the justification of

selection of cities investigated. This is important because this study is solving

the cross-city problem in mass-appraisal, where it seeks to use the information

from mature cities to form valuation prices in non-mature developments. The

type of variables and measures are also outlined in this study.

Hence, this study defines the boundary of the residential property mar-

ket in china, where the rise of property development and transactions neces-

sitates a novel implementation framework on mass appraisal system. Hence,

this helps the study to clarify the purpose of the research so that we can select

a suitable strategy for the study. This is particularly true in the present time

and the feature of socialist market economy with Chinese characteristics.
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4.2 The Automated Valuation Model (AVM)

research design process

According to Schulz et al. (2014), There were four activities involved in the

development and execution of an AVM service.

• First, there must be a continuous access to reliable data and database

warehousing.

• Second, there must be a model to evaluate the data, and the outcome

should be validated.

• Third, based on the results, there should be a roll-out and service pro-

vision.

• Fourth, the fourth activity is backtesting the results.

In establishing the first stage in this research, the data collected include

listing information of the Chinese property market, the recorded transaction

data from real estate agent, with some of the information confirmed by ex-

ternal local solicitors and banks who had acquired them during the mortgage

underwriting process. Most of this data is itself proprietary, and the owner

of the data are interested in setting up its own AVM. This research is part

of a project called JinZheng intelligence appraisal system. This project is a

collaboration between Cityre data specialist ltd, JinZheng real estate appraisal

ltd and supported by China Institute of Real Estate Appraisers and Agents

(CIREA). The aim of this project is to establish a tool for the mass evalua-

tion of property. It is also supported by the Chinese government due to the
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recent agenda on the concept of Internet Plus and using Big Data to create

sustainable living standards(Wang et al., 2016).

In the process of establishing access to data sources, the main task

is ascertaining that the data provision is valid and current. There was initial

confusion regarding listing information and transaction data, caused by among

other things, time delays between the two. In a rapidly growing region there

could be significant differences between the two. The former although current,

covers only asking prices. The latter is considered better due to it being closer

to true market values, but there is a delay in getting information.

The second stage of an AVM begins with a data cleansing process. Due

to large volumes of data, the process has to be automated. Data cleaning is

followed by the identification and selection of variables that are meaningful for

the residential property market in China. Hence, a complete understanding of

the different regions of China and the variables and their detailed definitions

is important. Most studies select variables based on statistical significance

levels but in this research, for the pre-processing work, the inputs from expert

knowledge from JinZheng and CIREA were used. This is because this study

wants to avoid a brute force data driven approach and prefers to apply some

intelligent pre-processing heuristic rules to incorporate relevant knowledge be-

fore ANNs are applied to help identify the more complex relationships in the

data.

In the model specification stage, there is a need for an appropriate

market value function to be considered before the analysis. This study did

some initial research into the design of semi-parametric and spatial models

that may provide more flexibility, but they remained more difficult to compute.

For example, a non-parametric function may manage to get the location value
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with high flexibility but it will be time consuming for the prediction values to

be generated due to its reliance on interpolation.

Conversely market value prediction with an estimated parametric model

is more direct, because the functional form itself supports interpolation. Once

a suitable model (or a set of suitable models) has been established, there is an

out-of sample validation process. This corresponds to a dry-run of the AVM

before the service execution. The validation step also helps to differentiate

and test between suitable vs unsuitable models.

The third stage of an AVM is on the implementation of the service from

a technical standpoint. The real life appraisals are undertaken in real-time on

desktop personal computers and an effective technical implementation strategy

is important for commercial application from this research. It should be noted

that in this research, the data considers the street address of residential prop-

erties and the property types, and also city location information. However, it

does not consider the condition or the state of repair of the property.

The fourth stage consists of back-testing the AVM for validation. This is

achieved by holding some samples for testing purposes. Back-testing requires

the appraisal errors to be detected and used for realigning the model. For

example, if appraisal errors in one local area has the tendency to be negative,

then correction adjustments need to be identified to flexibly fit an alternative

model for this area.
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4.3 Data Collection and Sample Selection

In the last section, the research design of the AVM method was outlined. This

section explains the in-depth process of the data collection method and sample

selection strategy, including the variables and the descriptive statistics.

4.3.1 Data Collection Methods

To develop the proposed model of the research, the data had been collected

form multiple sucrose for a Chinese real estate market. The raw data are

collected from four main sources in the industry:

1. Real Estate Developing Company

2. Real Estate Agency

3. Real Estate Appraisal Company

4. Real Estate Management Company

The database was formed as a result of the collaboration between 2

partners, JinZheng real estate company and Cityre. This particular database

became the biggest Real Estate Database in China.JinZheng real estate ap-

praisal company is a top level real estate appraisal Company in China, which

cover all regions in China. Also, Cityre is a leading company of national real

estate property information and data-service provider in China. The company

is the first countrywide endeavor specializing in real estate data collection,

processing, analyzing and application. Throughout the years of effort between

the two partners, one of the largest national real estate market databases had

been created which naturally has evolved into a real estate Data Ecosystem.
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Also with scale of over 300 million pieces of supply information of 283 cities.

It is currently one of the biggest database of real estate in China.The sample

data set was selected from this large database. For ethical consideration, com-

panies who supplied the data for this research, did not influence the research

and the purpose of the research, also had no intention to manipulate the result

of the research.

.

4.3.2 Sample Selection Strategy

According to the Urban Planing Law in 1989, vast number of chinese cities

has been classfied into four tiers, Super-large Cities (Tier 1): Cities with pop-

ulation over 1,000,000; Large Cities (Tier 2): Cities with population between

500,000 and 1,000,000; Medium-sized Cities (Tier 3): Cities with population

between 200,000 and 500,000; Small Cities (Tier 4): Cities with population

less than 200,000.(Wei et al., 2016) Due to the rapidly growth of population,

plus the increase of internal migration, this classification no longer represent

the current situation of Cities.(Cao, 2015) In 2014, a new system has been

introduced by Chinese Academy of Social Sciences to divide cities into 5 cat-

egories, Mega-large Cities (Tier 1): Cities with population over 10,000,000;

Super-large Cities (Tier 2): Cities with population between 5,000,000 and

10,000,000; Large Cities (Tier 3): Cities with population between 1,000,000

and 5,000,000; Medium-sized Cities (Tier 4): Cities with population between

500,000 and 1,000,000; Small Cities (Tier 4): Cities with population less than

500,000. (Cao, 2015; Wei et al., 2016)

This study has adopted the new city tier system and selected 6 cities
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from the 283 cities in the database such that it remains representative of the

economic income levels and residential property types in China. Beijing and

Shanghai from City tier 1 were selected since Beijing is the Capital of China

and Shanghai is the economic centre for China. Jinan and Qingdao were

selected from city tier 2, which Jinan is the capital of Shandong Province,

and Qingdao is a strong economy city in Shandong Province. Hohhot and

Baotou from City tier 3 were selected, which Hohhot is the capital city of

Inner Mongolia, an autonomous region of northern China.

Data

As China categorise their cities into tier types for the purposes of governance

and investment strategy. This is a very strong economic factor in China. This

study selected six cities from the 283 cities in the database such that the

sample remained representative of the economic income levels and residential

property types in China.

• Beijing and Shanghai are City tier 1 examples and were selected since

Beijing is the Capital of China, and Shanghai is a major economic center

for China. The Tier 1 includes 127,441 raw sales records (sale tag price)

for Beijing, 243,222 raw records for Shanghai

• Jinan and Qingdao were selected from city tier 2, which Jinan is the

capital of Shandong Province, and Qingdao is a major economy city in

Shandong Province. Tier 2 data includes 47,124 raw records for Jinan

and 67,611 for Qingdao

• Hohhot and Baotou from City tier 3 were selected, where Hohhot is the

capital city of Inner Mongolia Province, and Baotou a major economic
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center in the region. They are also examples from an autonomous region

of northern China. Tier 3 data includes 5,609 raw records for Hohhot,

and 9,614 raw records for Baotou.

The details of the dataset are shown in Table 4.1, Table 4.2, Table 4.3

and Table 4.4.

Tier Tier 1
Total

City Beijing Shanghai
No. of District 18 18 32

No. of Residence 1,241 2,581 3822
No. of Raw Data 278,371 580,211 858,582

No. of Processed Data 127,441 243,222 370,663

Table 4.1: The Data set for Tier 1 Cities

For the tier 1 cities as shown in Table 4.1, Beijing have 278,371 records

for 18 different district, which includes 1,241 residence community areas. The

raw data includes missing data and wrong value. After pre-processing stage,

there are 127,441 valuable data left for the data set. Similarly, for the other

tier 1 city, Shanghai has 18 districts and so is Beijing. 580,211 records twice

as Beijing and 2,581 residence community areas, also as twice as Beijing. In

total, Tier 1 cities have 32 different districts and 3,822 residential communities

containing 858,582 data records for all of Tier 1 cities.

Tier Tier 2
Total

City Jinan Qingdao
No. of District 9 12 21

No. of Residence 443 580 1023
No. of Raw Data 104,149 133,988 238,137

No. of Processed Data 47,124 67,611 114735

Table 4.2: The Data set for Tier 2 Cities

For Tier 2 cities as shown in Table 4.2, Jinan is the capital city of

the Shandong Province, which has 104,149 raw data for sales records for 443
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residence communities within 9 districts. Qingdao has 3 more districts in the

data set, more community areas and more raw data on properties in the data

set (580 residence and 133,988 raw data).

Tier Tier 3
Total

City Hohhot Baotou
No. of District 5 4 9

No. of Residence 84 110 194
No. of Raw Data 19,334 25,407 44,741

No. of Processed Data 5,609 9,614 15,223

Table 4.3: The Data set for Tier 3 Cities

Table4.3 shows the data set for Tier 3 Cities. both of Hohhot and

Baotou have less districts than Tier 1 and Tier 2 cities, forming 5 districts

and 4 districts, respectively. Hohhot records 84 residential communities and

Baotou records 110, the raw data volume of Hohhot is 19,334 which is lower

than the City of Baotou (25,407).

Tier Tier 1 Tier 2 Tier 3 Total
No. of District 32 21 9 66

No. of Residence 3822 1023 194 4,997
No. of Raw Data 858,582 238,137 44,741 1,141,460

No. of Processed Data 370,663 114,735 15,223 500,621

Table 4.4: The Data set for City Tiers

As table above shows that Tier 1 Cities have significant more data

compare to Tier 2 and Tier 3 cities, also Tier 2 has more data than Tier 3

cities. total add together as 1,141,460 sales records as raw data in the data

set.

The dataset used for this study is larger, more extensive and probably

more reliable than the datasets used in most previous studies on property val-

uation. Brown and D’amato’s work only use 725 and 390 dwellings receptively
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Brown and Uyar (2004); D ’amato (2007). The recent works from Garca and

Arribas only use 591 and 2,149 records Cervelló et al. (2011); Arribas et al.

(2016). Each of the six cities in the dataset for this research have more data

compared to all of the previous research identified.

Variables and Measures

Each residential real estate record in the dataset consisting of 15 variables were

collected for each subject property: three describe the location, 10 describe

the characteristics, two describe the building in which it is sited. The snapshot

of a sample dataframe are provided in Figure 4.1. The detailed descriptions

of the variables are shown in Figure 4.2:

Figure 4.1: Snapshot of a sample data frame
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Figure 4.2: Variables Selection

• Location Characteristics

Location Characteristics for the data set, includes city name, district ,

residential community areas.

1. City: Six cities (Beijing, Shanghai, Jinan, Qingdao, Hohhot, Bao-

tou).

City as a variable in the data base, has the Feature of different

the dataset from the first layer of location. This study will train

the ANN for each city, therefore, the variable city not taking into

account for training process.
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2. District: District the subject property is located

District is the geo-location for each property located within the

city, different district could contain different infrastructure or trans-

portation system and so on, which influence the price of the subject

property. Therefore, the district variable will be include into the

ANN training process.

3. Residence: Name of the residential community area

Residence is the name of the residential community area, which is

important for training. because of different community area con-

tains different environment, convenient level and level of service

inside the area. all of thees factors significantly affect the property

price thus play an important factor for ANN training.

• Building Characteristics

Building Characteristics will includes year and building type. this char-

acteristics only describe the building of the subject property, which the

building condition will have affect on the price of particular property in

the building.

1. Year: Year the building is completed

Year as variable is the year of the building completion. This demon-

strate the building as belonging to a particular period in terms of

construction technology. This also defines value from the time left

from the 70 year Lease Hold in the Chinese property market.

– Mean 2003.95, Median 2005, Min 1900, Max 2019, Std 7.90
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2. Building type: Building types of properties

There are 8 different building types, includes, Bungalow, High-rise,

High-level, Multi-storey, Entire Block, Semi-detached House, De-

tached House, Siheyuan. Different building type may affect prop-

erty price by many form. For example, density of population of the

community area for Detached house most likely have less population

density than High-level community area.

• Subject Property Characteristics

Subject Property Characteristics are focused on feature of the property

itself. there are 10 different variable in this category, includes, price

of the property, area size, number of bedroom, number of livingroom,

number of kitchen, number of bathroom, floor level, property structure,

decoration level and facing of the property(direction).

1. Price: Price per square meter

Sale price is the most important variable in any property valuation

models, because of the taxation is calculated from the selling price,

to prevent the truth of the data, tag sale price had been adopted,

because it represent the market expectation of the property selling

price.

– Mean 46,878, Median 44,666, Min 2,075, Max 288,690, Std

28,810
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2. Area: Total area of the Subject Property

The area variable is the total property floor area measured in square

meters. the floor area in china includes partly public area, in some

situation that floor area is not the area for usage, the variable in-

clude in the model training is the floor area in usage only.

– Mean 99.89, Median 88, Min 10, Max 2900, Std 59.87

3. Bedroom: Number of bedrooms

Number of Bedroom played an important role in residential prop-

erty valuation. In genral, more bedrooms will increase the property

price relative to property have fewer bedroom within similar com-

munity area.

– Mean 2.29, Median 2, Min 0, Max 9, Std 1.03

4. Livingroom: Number of livingrooms

Number of Living room have similar effect on price as the number

of bedrooms, more living room generally will increase the property

price correspondingly.

– Mean 1.56, Median 2, Min 0, Max 7, Std 0.56

5. Kitchen: Number of kitchen

Number of Kitchen also have positive relationship with property

price in general, normally, each property only require one kitchen,

however there are property type like courtyard(siheyuan) require

more than one.

– Mean 0.97, Median 1, Min 0, Max 5, Std 0.19
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6. Bathroom: Number of bathroom

Research from Garrod and Willis (1992) and Guntermann and Nor-

rbin (1987) shows that extra bathroom corresponded influence on

price compared with similar condition property in same community

area. The number of bathrooms also have positive relationship with

sale price.

– Mean 1.32, Median 1, Min 0, Max 9, Std 0.64

7. Floor: Floor number of the Subject Property

Floor number of the property is a very important variable for Chi-

nese real estate market. because of the majority of the residential

areas are building types of High-rise, High-level, Multi-storey, which

makes the floor number of property is very important for different

properties within same block.

– Mean 5.36, Median 4, Min -10, Max 63, Std 4.94

8. Structure: Subject Property Structure.

Inside of the property, can be different to flat structure, with atic,

with basement and Duplex, it could affect the price.

9. Decoration: The level of the decoration. Total 6 Categories (None,

Partial, Simple, Mid-range, Deluxe, Luxury)

Level of decoration has been divided into 6 categories, (None, Par-

tial, Simple, Mid-range, Deluxe, Luxury). better the decoration

level in second hand property market will address higher tage sale

price.
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10. Direction: Direction of the property, 10 in total (North, South,

East, West, NorthEast, NorthWest, SouthEast, SouthWest, North-

South, EastWest)

Direction variable represent the facing direction of the property,

which will affect the sun coverage over the daytime. this will affect

the price. for example, facing south is the default good property

facing in Chinese real estate market.

4.3.3 Pre-processing Data

The database is in the Chinese language. In order to use Pytorch as a tool

for programming, all the data has been translated from Chinese to English.

This was to reduce the possibility of language differences affecting the model

performance. The pre-processing of the data also removed outliers and dealt

with missing data for every single variable.

4.4 Conclusion

This chapter has addressed the research design for this study including defin-

ing the building blocks for the framework of a mass-appraisal system (and

largely the automated valuation model). The characteristics of the dataset

have been explained for the automated valuation model (AVM), which high-

lights the suitability of addressing this in the Chinese context, given that rapid

development necessitates high volume property appraisals.
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Chapter 5

Technical Development

5.1 Introduction

This chapter describes and discusses the design of the Homogeneous Fea-

ture Transfer and Heterogeneous Location Fine-tuning (HTF+HLF) cross-

city property appraisal framework. Through transferring partial neural net-

work learning from a source city and fine-tuning, this study develops show a

method of that less amount of location information for a target city to arrive

at a better performance for a mass appraisal system.

There are two main significant contributions through the HTF+HLF

design compared to the other models listed in the literature.

• This research is the first to focus on the possible value of cross-city

transfer problem in property appraisal. Because the datasets collected

from different cities contain entirely different sets of location features

(District names, Subject Property Community Area names, etc.), most

of the existing transfer learning methods cannot be directly applied to

cross-city property appraisal models due to these heterogeneous location
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features. Hence, the cross-city property appraisal model transfer is a

new approach, the application of which is addressed in this research

• This research proposed a novel Homogeneous Feature Transfer and

Heterogeneous Location Fine-tuning (HFT+HLF) framework. By

transferring part of our neural network and semi-supervised fine-tuning

the remaining part, our model can surpass the fully supervised single-city

ANN model by using only 20% to 30% of the available training data.

5.2 HTF+HLF Design

5.2.1 Homogeneous and Heterogeneous Features

The real estate datasets applied contains three feature categories: Location

Characteristics, Building Characteristics and Subject Property Characteris-

tics. The location characteristics tell where the buildings are located. The

building characteristics describe the condition of the entire building and its

neighborhood area. The Subject Property Characteristics are the specific

property’s internal construction attributes such as the number of bedroom

or living room. The variables of building characteristics and subject prop-

erty characteristics are usually homogeneous for different cities. For example,

the decoration level of two subject property of city A and city B can both

be labelled from the same set of categorical variables: None, Partial, Simple,

Mid-range, Deluxe, or Luxury. However, different cities have different sets of

location information: different district names, different residential community

names, etc. Hence, the location variables are heterogeneous for different cities.
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The heterogeneous location features and homogeneous property features are

demonstrated in Figure 5.1

Beijing Shanghai

District Name District Name

Residence Name Residence Name 

Area

Bedroom

Living Room

Floor Level

Direction

...

Area

Bedroom

Living Room

Floor Level

Direction

...

Heterogeneous Location Features

The location features between
different cities are different

Homogeneous Property Features

The property features such as area,
number of bedroom, floor level, etc.,

are the same and can be transfer
between different cities

Figure 5.1: Heterogeneous Location Feature and Homogeneous Property Fea-
ture

As in figure 5.1, the cross-city estate dataset can be divided into two cat-

egories: homogeneous features and heterogeneous features. The homogeneous

features usually describe the characteristics of the property such as direction,

floor level, area. These features are usually city invariant. However, the loca-

tion information like district names and subject property community names

are city-dependent.
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5.2.2 HFT+HLF Framework

Most of the ANN-based property appraisal methods have to replace and re-

train the regression factors for each new city due to the heterogeneous location

features. This model adopted addresses this problem by separating the homo-

geneous and heterogeneous features during the training. The homogeneous fea-

tures are used to create a cross-city transferable model and the city-dependant

heterogeneous features are used for location-based fine-tuning. As a result, the

final network consists of two joined ANNs: a homogeneous feature transferable

ANN and heterogeneous location fine-tuning ANN, as shown in Figure 5.2.

The homogeneous features such as the subjective property features and

building features are the inputs for the transferable part. The output feature

maps from the transferable ANNs are then concatenated with the heteroge-

neous location features and become the new inputs to the fine-tuning section of

the proposed network. Since the homogeneous features are commonly shared

between properties of different cities, this part of our neural network can be

considered as a generic subject property relationships (apartment is majority

type of real estate transaction in the chinese real estate market) and building

features learning network which could be transferred between different cities.

Through transfering this part of the network to a new city, the new city model

only need to optimise the weight of the fine-tuning network. For example, the

weights of the transferable ANN learned from the source city Beijing can be

transferred to the new model of the target city Baotou and then fine-tuned

with less data from the target city Baotou. For layer design, the researchers

have tested for 1 hidden layer ANN(Do and Grudnitski, 1992; Yeh et al., 2018)

and a 2-hidden-layers ANN (Khalafallah, 2008).
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Figure 5.2: Normal ANN vs Proposed ANN
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City Beijing Shanghai
# Hidden Layers RMSE MAPE R2 RMSE MAPE R2

1 0.295 0.171 0.751 0.148 0.l76 0.742
2 0.265 0.160 0.781 0.178 0.l56 0.762
3 0.245 0.157 0.793 0.182 0.144 0.789
4 0.239 0.149 0.816 0.186 0.138 0.782
5 0.243 0.151 0.787 0.173 0.146 0.791

Table 5.1: Performance Score for Layer Selection

In this proposed method, extensive experiments have been conducted as

shown in Table 5.1 to determine the number of layers needed for this proposed

ANN structure. For convenient evaluation, the number of hidden layers of the

transferable ANN and the fine-tuning ANN are set to be the same. From Table

5.1, a comparison between Beijing and Shanghai demonstrate that 4 hidden

layers would given a better performance score for layer selection. Therefore,

in these experiments, 4-hidden-layer structure yields the best performance for

modeling the Beijing and Shanghai dataset in the fully supervised setting.

The final proposed ANN consists of total 9 hidden layer: 4 hidden layers

with (100, 50, 20, 10) hidden nodes for the transferable ANN, 1 concatenation

layer and 4 hidden layers with (100, 50, 20, 10) hidden nodes for the fine-tuning

ANN. After a 10 fold cross validation, all the hidden layers were equipped with

0.1 negative slope Leaky ReLU activation function, a 0.5 drop-out rate and

Batch Normalization. This research use mean squared error (MSE) as the

criterion loss for the price regression. The network can be optimised using

the Adam algorithm with AMSGrad moving average variant. The overview

of our architecture is shown in the lower section of Fig 5.2 with the standard

traditional ANN structure added on top for comparison.

In the Figure 5.2, the top figure is the traditional ANN structure for

property appraisal. The bottom figure is the proposed structure tailored for
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cross-city transfer learning. The transferable part can be transferred to the

model created for a different city. Only the parameters in the fine-tune part

need to be learned based on the data from a new city

5.3 HTF+HLF Neural Network Design

The design of the neural network follows a modified version of the Kaastra and

Boyd (1996)’s method to build the proposed ANN. The steps are discussed

below and shown in Figure 5.3

5.3.1 Variable selection

There are 15 variables in the dataset have been selected for the Mass Appraisal

System. This study divided the variables into three segments depending on

their characteristics. (see Section 4.3.2)

5.3.2 Data Pre-processing

The data pre-processing mainly deals with missing data and outlier values

from the sample dataset form this research. This process can help the neural

network models to learn the pattern within the data more precisely by helping

reduce incorrect trends and spurious fit before training.

5.3.3 Number of Inputs

In Neural Networks, the optimal number of input variable (input neurons)

is significant and important for its learning ability and output performance.

More vector intake from variables, the better the coverage of the model, How-
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Figure 5.3: Design of Proposed Neural Network
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ever, too many inputs adversely affect model capability and the efficiency of

the network. In this research, all attributes supplied for the dataset which

was initially provided by the national owned data company, Cityre, (claimed

as one of the largest real estate data provider in China) were utilised. After

pre-processing trials of the six cities’ dataset , 14 input neurons and real estate

price per square meter as the output neuron were selected.

5.3.4 Loss Function

In this study, the goal of the ANN was to produce the price per square meter

as the output variable, after some trials the MSE loss function method of

regression loss function was selected. The MSE is the sum of squared distances

between the target variable and predicted values during the training process.

The loss can be described as:

`(x, y) = L = {l1, . . . , lN}>, ln = (xn − yn)2 ,

5.4 Confidence in HTF+HLF

A level of confidence in any method is needed, whether automated or man-

ual.However, the data volume and data quality significantly affect the perfor-

mance of ANNs.
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Measure Formula
Minmum

Value

Maxmum

Value

Desirable

Outcome

RMSE
√

1
n

∑n
i=1(ŷi − yi)2 0 1 Min

MAPE 1
N

∑N
i=1

|ŷi−yi|
|yi| 0 1 Min

R2 1−
∑n

i=1 (ŷi − yi)
2∑n

i=1 (yi − ȳi)
2 0 1 close to 1

Table 5.2: Performance Measure

A number of performance measures were used to evaluate confidence

in different ways. They were the root-mean-squared-error (RMSE), mean-

absolute-percentage-error (MAPE) and R-squared Error (R2). In order to

compare the measures, the setting for training and validation were the same

for all experiments. RMSE as an accuracy measures compares the sample

standard deviation of the difference between observed and predicted values.

MAE also gives the average of squared errors in the aggregate size of the errors

in the model’s predictions. R2 indicates how well the models fit the training

and validation data sets, which is the most common Key Performance Indicator

(KPI) for model performance (Mas et al., 2016; Kok et al., 2017).

This Chapter has discussed the structure of a systematic process for

generating reliable processes and results. The next chapter describes the de-

tailed experiment design and the results produced.
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Chapter 6

Experimental Design and

Results

6.1 Introduction

This chapter presents the implementation of the automated aspect of the mass

appraisal system. Specifically, it demonstrates the transferring of partial neu-

ral network learning from a source city and the fine-tuning of a smaller amount

of location information for a target city, This new proposed semi-supervised

models actual performance is then compared to that of a fully supervised Ar-

tificial Neural Network (ANN) method.

6.2 Data Labels

Properties in six cities covering first three Tiers of Chinese City Classification

were selected for this research work. In addition to the proposed location

transfer appraisal method, the work undertaken created a massive cross-city
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dataset also achieved through this research. The labels for the data are shown

in Table 6.1

Label Definition Data Type Measures

city Name of the city Categorical [-]

districts Distric of the property located in the subject city Categorical [-]

residence The name of community area Categorical [-]

year The year of building completion Numerical [Year]

building type The building type from usage purpose Categorical [-]

bedroom Number of bedroom Numerical [Units]

kitchen Number of kitchen Numerical [Units]

floor Level of floor Numerical [Level]

decoration Degree of decoration level Categorical [-]

area Usable floor area in square meter Numerical [m2]

livingroom Number of livingroom Numerical [Units]

bathroom Number of bathroom Numerical [Units]

drection the facing of the property Categorical [-]

structure internal structure of the property Categorical [-]

price the price of the property Numerical []

Table 6.1: Labels for the data

6.3 Training and Settings

Cities of different Tiers normally have different (as shown in the core data

discussed in Chapter 4) sizes of data available for the training samples. As

shown in Table 4.4, the available data for first-tier cities (Beijing, Shanghai)

is nearly 20 times more than for the third-tier cities (Hohhot, Baotou). As a

result, the batch size and the learning rate have to be individually set for each

city tier.
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The pre-experiment for testing the effectiveness of different learning rate

was run for six different data sets, the learning rate was set in a range 0.001

to 0.03 and batch size 64 to 256, then the best result of learning rate selected

for proposed location transfer ANN model.

In the experiments undertaken, after a 10 fold cross validation process,

the learning rate was set at 0.005 with batch size of 256 for Tier 1 cities, a

0.01 learning rate with batch size of 128 for Tier 2 cities and 0.02 learning rate

with batch size of 64 for Tier 3 cities. The number of epochs was set 300 to

ensure the network is fully converged during the training. The test network

was implemented in PyTorch and the training times ranged from 2 hours to

30 minutes depending on the training sample size. The performance metrics

used were Root Mean Square Error (RMSE), R-squared Error (R2) and Mean

Absolute Percentage Error (MAPE) as shown in Table5.2 in Section 5.4 .

6.4 Experiment 1: Traditional ANN vs Pro-

posed ANN

Since the proposed network is a new ANN structure, the first experiment is

to check whether the new structure affects the appraisal performance of the

ANN model. In this experiment, this research compares the performance of

the proposed transferable model with a normal non-transferable ANN model in

a fully supervised single city setting. This experiment follows the common 10-

fold cross-validation strategy which is the average of the experimental results

based on 10 random splits of the dataset into 90% training samples and 10%

testing samples. The detailed performance metrics are shown in Table 6.2
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below.

Model Performance Metric
Tier 1 Tier 2 Tier 3

Beijing Shanghai Jinan Qingdao Hohhot Baoto

Traditional ANN

RMSE (Lower Better) 0.246 0.186 0.184 0.202 0.150 0.145

MAPE (Lower Better) 0.151 0.138 0.142 0.157 0.121 0.108

R2 (Higher Better) 0.804 0.782 0.757 0.828 0.522 0.485

Proposed ANN

RMSE (Lower Better) 0.239 0.185 0.189 0.204 0.170 0.135

MAPE (Lower Better) 0.149 0.136 0.147 0.159 0.129 0.102

R2 (Higher Better) 0.816 0.778 0.744 0.828 0.523 0.473

Table 6.2: Performance Comparison between Traditional ANN and Proposed

Transferable ANN

The proposed model achieved similar and impressively low RMSE and

MAPE scores for all six cities. This means that the model can converge well

on all of the training datasets used. However, the low R2 scores for the Tier 3

city indicate the poor regression performance. This is mainly due to the lack

of good available data in the Tier 3 cities. This validates the authors claim

that the cross-city transfer learning is necessary for property appraisal model,

especially to those low volume Tier 3 cities. Comparing the proposed models

with standard non-transferable ANN method, the proposed network yields a

very similar overall performance. It proves that the new proposed architecture

did not affect the overall appraisal performance.
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6.5 Experiment 2: Semi-supervised Cross City

Transfer Learning

Most other ANN appraisal methods have to train a new model from scratch

for different cities or regions. This research proposed model from this research

has the ability to transfer a partially pre-trained network learned from the

source city to the target city. Experiment 2 was conducted to validate the

performance of proposed model in a cross-city semi-supervised setting.

6.5.1 Transfer to Tier 1 Cities:

The first set of experiments is to test the proposed models ability to transfer the

pre-trained network between the first tier cities: Beijing and Shanghai. The

situation is that China, Tier 1 cities always face the first, new policy changes

and the pressure for digitisation, also the real estate market is more active

compared to the other Tiers of cities. Therefore, the Tier 1 cities usually have

a larger amount of data available for training. The demand for transferring

appraisal models conducted from lower Tier 2 or 3 cities to Tier 1 cities is

highly unlikely in the real-world practice. As a result, this research conducted

the Beijing to Shanghai and Shanghai to Beijing Transfer Learning in this

experiment. For Shanghai to Beijing transfer, we first pre-train the model

based on the training dataset of Shanghai and transfer the transferable part

of the network to the new model for Beijing. Then, 10, 20, 30 records were

selected from each location (each residential community) in Beijing to fine tune

the Beijing model. The test dataset was randomly selected from the remaining

dataset with the size of 10% of the overall Beijing dataset. The processes for
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Beijing to Shanghai transfer are the same. As only a small amount of data from

the Beijing training dataset was used, it can be considered as semi-supervised

learning. The detailed performance metrics are shown in Table 6.3 and Table

6.4.

Semi-Supervised Training Size
Shanghai ->Beijing

RMSE MAPE R2

10 Records Per Residence 12,020 0.186 0.139 0.829
20 Records Per Residence 24,040 0.180 0.133 0.847
30 Records Per Residence 36,060 0.174 0.129 0.845

Fully Supervised
(No Transfer Learning)

127,441 0.239 0.149 0.816

Table 6.3: Performance Scores for Shanghai to Beijing Transfer.

Semi-Supervised Training Size
Beijing ->Shanghai

RMSE MAPE R2

10 Records Per Residence 25,630 0.194 0.141 0.764
20 Records Per Residence 50,860 0.185 0.135 0.776
30 Records Per Residence 76,290 0.178 0.131 0.788

Fully Supervised
(No Transfer)

243,222 0.185 0.136 0.778

Table 6.4: Performance Scores for Beijing to Shanghai Transfer.

By only using 20 records from each residential community, this research

shows that a semi-supervised transferable model can quickly achieve the similar

or even superior performance as compared with a fully supervised single city

training set. If the training dataset is increased to 30 records per residential

community, the overall performance even surpasses the single city supervised

learning performance. If the training set is 20 records from each residential

community, the overall size of the training data required only one-fifth of

that for a fully supervised training dataset. As a consequence, the proposed

transferable model can be significantly reduced data volume requirement by

five times compared to traditional ANN modelling methods.
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6.5.2 Transfer to Tier 2 Cities

Table 6.5, Table 6.6, Table 6.7 and Table 6.8 shows the experimental results

for Tier 1 Cities to Tier2 Cities Transfer and Table 6.9 and 6.10 show those

for within Tier 2 Cities Transfer. The Tier 1 to Tier 2 transfer models usually

outperform the within Tier 2 transfer model. Because the Tier 1 cities have

much more training data than Tier 2 and 3 cities, the transferable part of our

network learned from Tier 1 cities usually create better predictive ability and

robustness.

Semi-Supervised Training Size
Beijing ->Jinan

RMSE MAPE R2

10 Records Per Residence 4,400 0.205 0.189 0.558
20 Records Per Residence 8,800 0.193 0.165 0.642
30 Records Per Residence 13,200 0.179 0.142 0.784

Fully Supervised
(No Transfer)

47,124 0.189 0.147 0.744

Table 6.5: Performance Scores for Beijing to Jinan

Semi-Supervised Training Size
Shanghai ->Jinan

RMSE MAPE R2

10 Records Per Residence 4,400 0.202 0.188 0.546
20 Records Per Residence 8,800 0.198 0.173 0.612
30 Records Per Residence 13,200 0.181 0.144 0.773

Fully Supervised
(No Transfer)

47,124 0.189 0.147 0.744

Table 6.6: Performance Scores for Shanghai to Jinan

In table 6.5 and table 6.6, the experimental results for performance indi-

cator of RMSE, MAPE and R2 for transfer from Beijing and Shanghai (Tier1

Cities) to Jinan (Tier2 city) are presented. Using 30 recods per residence, all

three performance indicator are better compared with a fully supervised (No

Transfer) result. This suggest that 30 record per residence will be enough
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support for transfer from both Beijing and Shanghai to Jinan.

Semi-Supervised Training Size
Beijing ->Qingdao

RMSE MAPE R2

10 Records Per Residence 5,790 0.302 0.204 0.624
20 Records Per Residence 11,580 0.250 0.186 0.756
30 Records Per Residence 17,370 0.203 0.155 0.836

Fully Supervised
(No Transfer)

67,611 0.204 0.159 0.828

Table 6.7: Performance Scores for Beijing to Qingdao

Semi-Supervised Training Size
Shanghai ->Qingdao
RMSE MAPE R2

10 Records Per Residence 5,790 0.296 0.218 0.636
20 Records Per Residence 11,580 0.243 0.187 0.755
30 Records Per Residence 17,370 0.201 0.153 0.838

Fully Supervised
(No Transfer)

67,611 0.204 0.159 0.828

Table 6.8: Performance Scores for Shanghai to Qingdao

In Table 6.7 and Table 6.8, the result of transfer from Beijing and

Shanghai to Qingdao, which shows similar performance results as the “transfer

to Jinan”. This means that transfer performance method will be better than

the performance of a fully supervised ANN when 30 records per residence have

been feed used. These also suggests that transfer from Tier 1 cities to Tier 2

cities, will also provide better performance models with less data required.

Semi-Supervised Training Size
Qingdao ->Jinan

RMSE MAPE R2

10 Records Per Residence 4,400 0.290 0.212 0.495
20 Records Per Residence 8,800 0.266 0.197 0.561
30 Records Per Residence 13,200 0.241 0.175 0.614

Fully Supervised
(No Transfer)

47,124 0.189 0.147 0.744

Table 6.9: Performance Scores for Qingdao to Jinan
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Semi-Supervised Training Size
Jinan ->Qingdao

RMSE MAPE R2

10 Records Per Residence 5,790 0.307 0.221 0.608
20 Records Per Residence 11,580 0.281 0.217 0.659
30 Records Per Residence 17,370 0.266 0.201 0.732

Fully Supervised
(No Transfer)

67,611 0.204 0.159 0.828

Table 6.10: Performance Scores for Jinan to Qingdao

Table 6.9 and Table 6.10 shows that for internal transfer between Teir

2 cities, from the result, adding even 30 records does not increase the perfor-

mance of transfer. which means inter transfer for teir2 cities will not produce

a better performance model. This could because the lack of additional data

voulume between Tier 2 cities. Therefore this study did not include evaluation

for Tier 3 cities internal transfer, because of the consideration of data volume

in Tier 3 cities is even lower than for Tier 2 cities.

6.5.3 Transfer to Tier 3 Cities

As the Tier 3 cities have a limited amount of training data and the supervised

Tier 3 cities models have relatively poor performance (very low R2 scores),

also accoding to the reslut for internal transfer of Tier 2 city. The researcher

did not test the Tier 3 to Tier 3 cities transfer evaluation. The focus was on

evaluating the proposed network on Tier 1 or Tier 2 cities transfer to Tier 3.

(shows in table 6.11, 6.12 , 6.13, 6.14, 6.15, 6.16, 6.17, 6.18,)

Similar performance was also achieved when transfer from Tier 1 Cities

(Beijing, Shanghai) and Tier 2 Cities (Qingdao, Jinan) to target city Baotou

(Tier 3) was compared. The result for this test are shown in Table 6.15, 6.16,

6.17 and 6.18.
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Semi-Supervised Training Size
Beijing ->Hohhot

RMSE MAPE R2

5 Records Per Residence 420 0.188 0.148 0.459
10 Records Per Residence 840 0.172 0.139 0.486
15 Records Per Residence 126,0 0.163 0.124 0.547

Fully Supervised
(No Transfer)

5,048 0.170 0.129 0.523

Table 6.11: Performance Scores for Beijing to Hohhot

Semi-Supervised Training Size
Shanghai ->Hohhot

RMSE MAPE R2

5 Records Per Residence 420 0.178 0.138 0.446
10 Records Per Residence 840 0.166 0.133 0.512
15 Records Per Residence 1260 0.161 0.126 0.588

Fully Supervised
(No Transfer)

5048 0.170 0.129 0.523

Table 6.12: Performance Scores for Shanghai to Hohhot

Table 6.11 and Table 6.12, showed with 15 records of the data for the

transfer from Tier 1 cities to Tier 3, Hohhot, results in a better performance

model compared with fully supervised model on Hohhot.
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Semi-Supervised Training Size
Jinan->Hohhot

RMSE MAPE R2

5 Records Per Residence 420 0.188 0.144 0.509
10 Records Per Residence 840 0.177 0.138 0.521
15 Records Per Residence 1260 0.164 0.126 0.548

Fully Supervised
(No Transfer)

5048 0.170 0.129 0.523

Table 6.13: Performance Scores for Jinan to Hohhot

Semi-Supervised Training Size
Qingdao->Hohhot

RMSE MAPE R2

5 Records Per Residence 420 0.185 0.142 0.482
10 Records Per Residence 840 0.174 0.132 0.555
15 Records Per Residence 1260 0.155 0.123 0.585

Fully Supervised
(No Transfer)

5048 0.170 0.129 0.523

Table 6.14: Performance Scores for Qingdao to Hohhot

As shown in Table 6.13 and Table 6.14 similar evaluation result occur

Tier 2 cities on the transfer to Hohhot. This shows that Tier 2 city transfer

to Tier 3 cities also delivers a better performing model. (Shown in Figure 6.13

and 6.14)

Similar performance is also achieved when transfer from Tier 1 Cities

(Beijing, Shanghai) and Tier 2 Cities (Qingdao, Jinan) to target city Baotou

(Tier 3). The result for this experiment are shown in Table 6.15, 6.16, 6.17

and 6.18
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Semi-Supervised Training Size
Beijing->Baotou

RMSE MAPE R2

5 Records Per Residence 550 0.140 0.105 0.424
10 Records Per Residence 1100 0.135 0.099 0.456
15 Records Per Residence 1650 0.121 0.090 0.513

Fully Supervised
(No Transfer)

8652 0.135 0.102 0.473

Table 6.15: Performance Scores for Beijing to Baotou

Semi-Supervised Training Size
Shanghai->Baotou

RMSE MAPE R2

5 Records Per Residence 550 0.141 0.105 0.436
10 Records Per Residence 1100 0.133 0.100 0.455
15 Records Per Residence 1650 0.127 0.099 0.520

Fully Supervised
(No Transfer)

8652 0.135 0.102 0.473

Table 6.16: Performance Scores for Shanghai to Baotou

Semi-Supervised Training Size
Jinan->Baotou

RMSE MAPE R2

5 Records Per Residence 550 0.142 0.107 0.347
10 Records Per Residence 1100 0.137 0.100 0.448
15 Records Per Residence 1650 0.127 0.096 0.516

Fully Supervised
(No Transfer)

8652 0.135 0.102 0.473

Table 6.17: Performance Scores for Jinan to Baotou

Semi-Supervised Training Size
Qingdao->Baotou

RMSE MAPE R2

5 Records Per Residence 550 0.141 0.108 0.422
10 Records Per Residence 1100 0.136 0.099 0.451
15 Records Per Residence 1650 0.125 0.093 0.521

Fully Supervised
(No Transfer)

8652 0.135 0.102 0.473

Table 6.18: Performance Scores for Qingdao to Baotou
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Table 6.11, 6.12, 6.15 and 6.16 demonstrate the model transfer from

Tier 1 cities (Beijing, Shanghai) to Tier 3 cities (Hohhot, Baotou). Table

6.13, 6.14, 6.17 and 6.18 demonstrate the model transfer from Tier 2 cities

(Jinan, Qingdao) to Tier 3 cities (Hohhot, Baotou). Using only 15 records

from each residential community, the proposed model already outperforms the

fully supervised model. In other words, the performance of the proposed model

yield significant improvement after transferring either Tier 1 to Tier 3 or Tier

2 to Tier 3 cities. This shows that by transferring the homogeneous property

features learning network trained from a more substantial training data (Tier

1 or 2 cities) can help to boost the performance of low data volume Tier 3

cities.

86



Chapter 7

Discussion and Conclusion

7.1 Introduction

This chapter provides a summary of the findings from the results of our ex-

perimentation and analysis. Specifically, we discuss the results in relation to

the objectives that were outlined in Chapter 1. Each of the following sub-

sections detail the contribution from this research and they seek to address

every one of those objectives identified. Following this discussion, this study

proceeds to discuss about the managerial and policy implications from the

findings. The former is largely focused more on the issues uncovered that will

aid system implementers to looking to implement and utilise an AVM. The

latter discusses the issues for the implementation in China and the broader

national implications for such system to be used in a more intensive manner.

Lastly, all research projects have their limits, and this study is not unique to

further improvement. Hence, this study provides some suggestions for future

researchers to pursue in this interested topic.
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7.2 Discovery 1: The proposed cross-city AVM

in reducing cognitive effort of human ap-

praisers in the context of high-volume ap-

praisal activities

There is certainly no comparison here between human appraisal effort and

one that is supported by AVMs. In this study, AVMs that are powered by

ANN could process thousands of appraisals within an hour, while human ef-

fort in practice requires 1 to 3 days to value a property. Where there is no

recent transaction that accounts for the present value, human appraisers draw

on similar properties from another city but make adjustments for economic-

traits within the city to arrive at a final valuation price. The proposed ANN

could achieve the same thing with a more rigorous, systematic and repeatable

scientific approach on a large-scale basis. This certainly helps for in large-

scale underwriting and refinancing purposes, where the proposed method can

provide quick verification of property values, leading to significant savings in

human resources. It allows investors and lenders to continuously update their

risk profile as the debt service coverage ratio and loan-to-value information

can be constantly updated with less effort.

The approach adopted can also provide different entities ranging from

insurance companies to institutional investors with almost instant revaluation

of their balance sheets, helping bypass the quarterly or annual activity that

is tedious and time-consuming. This is even more useful when the market is

highly volatile and requires almost instant reevaluation.

Since mass appraisals can be automated using an ANN network on
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a large-scale basis, it allows for ease of integration into the development of

financial trading strategies on a real-time basis. This will open the scope for

new innovations in the underwriting process, such as valuing an real-estate

asset as a new investment model. It also paves a way for possible future

arbitrage trading backed by real estate investment trusts who can avoid a

costly underwriting evaluation process.

7.3 Discovery 2: The proposed cross-city AVMs

ability to consider unique and heteroge-

nous traits

This study contributed to one of the pressing issues in mass appraisal models,

that is, the lack of flexibility to account for cross-location in the evaluation

exercise. Since data across different cities are composed of completely differ-

ent location traits, traditional property appraisal models need to be adjusted

from the beginning without assuming any prior information for each city. With

large datasets this could have been a monumental task if not for the proposed

novel semi-supervised homogeneous features transfer and heterogeneous loca-

tion fine-tuning network that was devised in this study.

This studys proposed model has the ability to transfer the homoge-

neous feature learning component from a source city and fine-tune by a small

amount for the target citys location features. This semi-supervised model can

achieve a similar or even superior performance compared to that of a fully

supervised model, with significantly less effort. A fully supervised model is

akin has unconscious bias, consistency, clarity and repeatability benefits com-
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pared to the best human effort because it is automated. However, this studys

semi-supervised approach developed demonstrated that only one fifth of train-

ing data is required compared to a fully supervised ANN model for similar

performance.

Hence, the developed method demonstrates that when real estate ap-

praisal models are trained on data-rich cities, theinferred relationships (tacit

knowledge) can be transferred to cities with insufficient real estate data with-

out sacrificing accuracy. This approach reduces the period of data collection

such that it lowers the models training cost and provide a better benchmarking

and national and regional consistency when evaluating property values.

7.4 Discovery 3: The role of proposed cross-

city AVM to reduce human bias in the

smoothing of the appraised properties

The methods can implement the reduction in subsequent human bias (there

may be bias in the original datasets uesd) and demonstrate the simplicity of us-

ing ANNs to execute reasonably good results with little effort when processing

data. Bias can occur when a human valuer needs to classify an property into a

collection of specific features or traits while judging across the many trade-offs

required to arrive a linearising function for their decisions. This study avoids

linear appraisal methods that produce significant errors and thus in mispricing.

Specifically, this methods avoids the inability to capture appropriate value due

to the nonlinearities of the characteristics impacting value as faced by hedonic

valuation models. The designed cross-city model addressed the non-linearity
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issue by demonstrating that it sidesteps the non-linear least squares approach

in statistical models where there are not much guidance received from the

functional form. In addition, the approach designed can reduce human bias

as it does not rely on human intervention in addressing the property charac-

teristics which uses simple counts for the number of baths or stories (floors)

or location code. In such cases, mostly statistical models are applied, and this

causes the matrix of explanatory variables to be filled with a lot of dummy

variables, resulting in an inability to decide between the importance of those

variables. This produces bad estimates for the pricing models coefficients. As

such, this studys approach removes redundant information across the nodes

and because there is no unnecessary information matrix to invert, there is no

need for specification searches. Hence, this study’s approach reduces equiv-

ocality, which often arise from the conflicting interests of stakeholders in the

property valuation. This allows for an impartial and rational process at the

core of a mass appraisal exercise.

7.5 Discovery 4: The proposed cross-city AVMs

role in reduce uncertainties in present value

estimate

This proposed approach helps in bridging the uncertainty involved in tax base

valuation,where standardizing real estate tax valuatons and behavior will be

able to enhance the tax calculation exercise. Since an automatic valuation

model supported by technology is integral for proper mass appraisals, it can

significantly help in the reform of fiscal and taxation systems and adapt quickly
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to new policies. This is particularly important in the rapid and fast-paced

development happening in the Chinese real estate market.

The challenge in reducing uncertainty also need to support the commu-

nication of results to let the public know clearly how the price valuation was

reached. This is important for a widespread use of the ANN devised models as

the accuracy and robustness of the appraisals need to meet the stakeholders

confidence requirement. The reduction of uncertainties in the present value es-

timate will increase confidence from the international valuer’s network and will

allow investors to be more accepting of such techniques, based on a large-scale

automated model.

7.6 Managerial Implications

The author anticipates that there will still be some resistance to adoption

of AVMs within organisation active in the current system. This is because

valuer’s feel that their role will be undermined and their position within the

industry weakened. However, AVMs powered by ANNs are not meant to re-

duce the significance of the valuer’s but meant to assist them to arrive at a

better decision and address more properties. Inevitably manual appraisal for

standard properties will eventually be a thing of the past due to its potential

for bias, corruption and time delays. Nonetheless, non standard and high value

properties may still need significant human intervention but they can always

be complemented using ANN methodology. The real-estate appraisal industry

will have to take a significant role in educating government and institutional

investors of the significance of AVMs role in aiding lenders and investors in

managing their asset profile. However once government is aware of the con-
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stancy and repeatability benefit resulting in improved trust, they may legislate

for the use of AVM based methods. This does create an opportunity for gov-

ernments to tweak the algorithms applied to better align property value with

policy objectives.

7.7 Policy Implications

The concern of governments to accept automated large scale mass appraisals is

in the fairness and reliability of the results. The concern is always on the black

box nature of such methods, and it is difficult to communicate to government

officials or the public that the appraisal values are self-learnt even though the

prices may be closer to the true transaction value. In China, this is slightly

easier to achieve because of the growing demand and high volume of property

transactions. A large scale automated system is more likely to be adopted

faster in such an enviroment. In fast moving economic circumstances the time

than to wait for human appraisers to value the property can cause problem in

itself. This is important taking into consideration the amount of investments

and new property development that has been taking place in China in the last

decade. New townships are formed and lenders are increasingly concerned that

their risk portfolio may not be current. In addition, there is also imbalances in

developments across regions in China. This imbalances create an opportunity

for transferring knowledge of property valuations from one city to another.

Using the proposed method developed, allows knowledge to be transferred

from more developed regions to less developed regions. This means that less

developed regions will attain significant insights into their new developments

and lenders can use it as a form of predictive tool for their future planning.
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7.8 Limitations and Suggestions for Future Re-

search

The field of real estate appraisal is a promising avenue for the implementation

of decision support system for appraisal assessment. Therefore, it is not only

an important discipline for academia but it is also highly relevant for prac-

titioners, commercial organisations and government bodies. There are still

further challenges that need to be met from this research. Research could

investigate the ethical issues in automated property price valuation. When a

large central body with higher IT capability influence property prices, what

are the measures that are in place that could protect institutional investors

can is an area of research. The issues are similar to the research in ethics for AI

are currently under much discussion. The work discussed could be extended

by having applying an optimisation routing or the analogous to a regression

method for feature extraction so that the value relationship each features con-

tribute to the proportion of the valuation price can be determined.

The potential of the automated mass appraisal system as the tool of

business innovation could be a destroyer to the current mass appraisal market,

due the uniqueness of the method. This potentially could enable smaller firms

to achieve similar or even better result as compared to existing large players

in the appraisal market.

The present method may still be further explored especially on the the

trial and error nature of the underlying ANN model that can create slightly

different results each time the model is run. This is a may be an issue for pre-

dictive accuracy and consistency. Although this is not a problem statement for

this study, it is worth appreciating that ANNs requires appropriate selection

94



of a number of variables. Future research may need to test their observations

made here, with a number of variables with a diverse optimal parameters and

verify how far the result deviates from the ones derived by the authors. There

is no actual recommended settings for real-estate research but it was widely

known that ANNs accuracy for classification problems is sensitive to what the

analyst set for the parameters set by an analyst. These needs to be ascertained

and tested by future research in mass-appraisal research with machine learn-

ing. Studies that wish to extend this research may also go into the domain of

fuzzy features in the real-estate forefront. This would provide better assess-

ment of the property value as fuzzy logic can better represent the uncertainty

in the judging the many options and property features. This may also create

scope for existing valuers in the future industry, as if they see no role, they will

resist and perhaps even sabotage implementation of mass appraisal systems.

The application of fuzzy logic should be evaluated with respect to the sample

size, variable selection and the AI technique used in the AVM.

In conclusion, this research has investigated the previous and current

approaches to this problem via an extensive literature review. Lack of data is

a major problem with traditional approaches that cannot be readily applied

for fast growing economies or economies where the data has not been digitized

and connected. AVM of mass appraisal system using ANN with cross-city

capability as devised and tested in this research helps address these issues and

enables another step towards a mass appraisal system that is fit for a fast

changing world, such as the one in China.
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