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Abstract—In this paper we study the Martin integral representation for nonharmonic func-
tions in discrete settings of infinite homogeneous trees. Recall that the Martin integral repre-
sentation for trees is analogues to mean value property in Euclidean spaces. In the Euclidean
case the mean value property for nonharmonic functions is provided by the Pizzetti (and
co-Pizzetti) series. We extend the co-Pizzetti series to the discrete case. This provides us an
explicit expression for the discrete mean value property for nonharmonic functions in discrete
settings of infinite homogeneous trees.
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1. INTRODUCTION {intro}
In this article we extend the Martin integral representation (the mean value property) for har-

monic functions to the case of nonharmonic functions on infinite homogeneous trees (see Theorem 1
below).

The study of mean value property for nonharmonic functions in Euclidean spaces was originated
by P. Pizzetti [10] in 1909. In his paper P. Pizzetti introduced the first formula for the mean value
property. Another elegant proof of the Pizzetti formula is given by J.H. Sampson in [11]. For
the relation of the Pizzetti formula to mean and extreme values properties we refer to [9]. The
convergence of the Pizzetti series in potential theory was studied by D.H. Armitage and Ü. Kuran
in [1]. Pizzetti formula for Stiefel manifolds is described by K. Coulembier, M. Kieburg in [4].

Further we briefly recall the mean value property for harmonic functions, discuss the Pizzetti
series for Euclidean spaces, and finally introduce the generalized formula for infinite homogeneous
trees.

Mean value property for harmonic functions. Denote by Sd−1(r) the (d−1)-dimensional
sphere in Euclidean space Rd with radius r and center at the origin. Let Vol(Sd−1(r)) be its
volume and let dµ be the standard surface volume measure on each of the spheres.

Recall the classical mean value property for a harmonic function f :

f(0) =
1

Vol(Sd−1(r))

∫
Sd−1(r)

fdµ. (1.1) {eq0}

See [8] as a general reference to potential theory.

Mean value property for nonharmonic functions in Euclidean space Rd. It is clear that for
an arbitrary nonharmonic function Identity (1.1) does not hold. One has two distinct expressions:
one on the right hand side of the identity and one on the left hand side respectively. So there are
two ways to generalize Identity (1.1):
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2 T. BOIKO, O. KARPENKOV

(Q1): To find an expression for f(0) (the left hand side of Identity (1.1)), adding some correction
terms to the integral of the right hand side;

(Q2): To find an expression for the integral of f over a sphere (the right hand side of Identity (1.1))
adding some correction terms to the left hand side of Identity (1.1).

The answers to (Q1) in the Euclidean case are written in terms of powers of the Laplace operator
△. Set

△0f = f, △1f = △f =

d∑
i=1

∂2f

∂x2
i

and △j+1f = △(△jf), for j = 1, 2, . . .

where (x1, . . . , xd) are standard Cartesian coordinates in Rd.
A classical theory of Pizzetti series delivers the answer to (Q2): for a suitable f (see, e.g., in [1])

1

Vol(Sd−1(r))

∫
Sd−1(r)

fdµ =

∞∑
j=0

△jf(0)r2j

2jj! d(d+ 2) · · · (d+ 2j − 2)
, (1.2) {eq000}

here the first summand corresponding to j = 0 is f(0). The expression from the right hand side of
Equation (1.2) was introduced by P. Pizzetti in 1909. Now it is known as the Pizzetti series for f .
Convergence of the Pizzetti series is not a straightforward subject. First conditions of convergency
were introduced in 1992 by D.H. Armitage and Ü. Kuran (for further details, see [1]).

Let us announce the answer to (Q1). We have the following:

f(0) =
1

Vol(Sd−1(r))

∫
Sd−1(r)

∞∑
k=0

αk,dr
2k△kfdµ. (1.3) {eq00}

The coefficients αk,d are generated as follows

∞∑
k=0

αk,dx
2k =

(x/2)
d−2
2

Γ
(
d
2

)
I d−2

2
(x)

,

where Iq denotes the modified Bessel function of the first kind.
We call the expression from the right hand side of Identity (1.3) the co-Pizzetti series for f . The

detailed proof of Expression 1.3 can be found in [2].

Let us mention that in both cases (Q1) and (Q2) any harmonic functions f satisfies △kf = 0
(for k ≥ 1) and hence we get a classical mean value property.

Mean value property for nonharmonic function for homogeneous trees. In this paper
we provide the answer to (Q1) for infinite homogeneous graphs (Theorem 1 and Corollary 1),
while (Q2) seems to be non-relevant for graphs.

The study of harmonic function on trees (under a different terms) goes back to the middle
of 19-th century when G. Kirchhoff formulated the Kirchhoff’s circuit laws in electric networks.
The term “harmonic functions” on trees for the first time was used in 1972 by P. Cartier in [3].
The mean value property for infinite trees is referred as Martin integral representation for harmonic
functions. In this paper we introduce the discrete co-Pizzetti series to generalize the Martin integral
representation to the case of nonharmonic functions. (For a general theory of harmonic functions
on graphs and, in particular, trees we refer to [5, 6, 12].)

This paper is organized as follows.We start in Section 2 with necessary notions and definitions.
Further in Section 3 we formulate the Martin integral representation theorem for nonharmonic
functions on homogeneous trees (Theorem 1 and Corollary 1). In Section 4 we study some necessary
tools that are further used in the proofs of the main result. We conclude the proof of Theorem 1
in Section 5.
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MARTIN INTEGRAL REPRESENTATION FOR NONHARMONIC FUNCTIONS 3

2. NOTIONS AND DEFINITIONS {2n&d}
Consider a homogeneous tree of degree q + 1 which we denote by Tq (i.e., every vertex of such

tree has q + 1 neighbors). We use the standard distance between any pair of vertices v, w ∈ Tq,
which is the minimal number of edges for all possible connected edge paths joining v and w. If v
and w are connected by an edge we write v ∼ w.

2.1. Laplace operator

In this paper we consider the standard Laplace operator on the space of all real-valued functions
on the set of vertices of Tq, which is defined as

△f(v) =

∑
w∼v

f(w)

q + 1
− f(v).

The compositions △k are defined inductively in k (as it is done in the Euclidean case). Set △0 the
identity operator. For simplicity reasons, below we always write △kf(∗) instead of (△kf)(∗).

Remark. The statements of this article have a straightforward generalization to arbitrary locally
finite graphs. For simplicity we restrict ourselves entirely to homogeneous trees.

2.2. Maximal cones and MP-arcs

We start with the definition of maximal proper cones.
{d2}

Definition 1. Consider two vertices v, w ∈ Tq connected by an edge e. The maximal connected
component of Tq \ e containing v is called the maximal proper cone with vertex at v (with respect
to w). We denote it by Cv−w.

The distance between two vertices v, w ∈ Tq is the minimal number of edges needed to reach
the vertex w starting from the vertex v. For an arbitrary nonnegative integer r and an arbitrary
vertex v we denote by Sr(v) the set of all vertices at distance r to v, we call such set the circle of
radius r with center v. Note that Sr(v) contains exactly (q + 1)qr−1 points.

{d3}
Definition 2. Let Cv−w be a maximal proper cone of Tq and let r be a nonnegative integer. The
set

Cv−w
r = Cv−w ∩ Sr(v)

is called the maximal proper arc of radius r with center at v with respect to w (or, the MP-arc, for
short).

2.3. Integral series

For an arbitrary real-valued function on the vertices f : Tq → R we write

f(Cv−w
r ) =

1

qr

∑
u∈Cv−w

r

f(u).

Let us mention that discrete Laplace operator is defined entirely on the vertices of the graph
but not on its boundary (or part of a boundary). Therefore, we should reconsider the definition of
integration over the boundary, since we will be addressed to some kind of improper integration of
discrete Laplace series. In order to do this we suggest a new definition of the integral as a limit of
certain Riemann sums.
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{d1}
Definition 3. For a real-valued function f on vertices of the tree Tq, a maximal proper cone Cv−w,
and a countable collection of sequences λ0, λ1, λ2, . . . : Z+ → R such that the following limit exists,
we define the maximal proper cone integral (or, MPC-integrals, for short) as

PV

∫
∂Cv−w

[ ∞∑
k=0

lim
r→∞

λk(r) · △kf(t)

]
dt = lim

r→∞

(
r∑

k=0

λk(r)△kf(Cv−w
r )

)
,

Respectively we write

PV

∫
∂Tq

[ ∞∑
k=0

lim
r→∞

λk(r) · △kf(t)

]
v

dt = lim
r→∞

 r∑
k=0

λk(r)
∑

u∈Sr(v)

△kf(u)

qr

 .

Here we specify by an index v that the series are taken with respect to the vertex v, since in such
settings v is defined by the integration domain.

In case when λ0(r) = 1 and λk(r) = 0 for all positive integers k and r, the MPC-integral is
denoted by PV

∫
[f(t)]dt for brevity.

Remark. As far as we are aware of Definitions 3–5 and the corresponding notation are new.

Example. In case if λ0(r) = qr(r+1) and λk(r) = 0 for all positive integers k and r we then have

PV

∫
∂Cv−w

[ lim
r→∞

(qr(r + 1)) · f(t)]dt = lim
r→∞

(
qr(r + 1)f(Cv−w

r+1 )
)

= lim
r→∞

(
(r + 1)

∑
u∈Cv−w

r

f(u)
)
.

Remark. Notice that the expressions in the right hand sides of the formulae in Definition 3 exist
for every harmonic function even if the integral at boundary diverges (see Theorem 2). So the notion
of integral series extends the notion of integration of functions at boundary. Here the coefficients
λk(r) play a role of partitions in Riemann sums for the functions △kf(t).

Remark. In this paper we do not work with the boundary of a tree, but rather with certain
limits (in particular the boundary is not used in the formulations and proofs of all statements of
the paper). However we would like illustrate a link to the integration over the boundary by the
following example. For that reason we give an informal definition of the boundary for Tq, here we
do not pretend to be strict due to space restrictions.

First of all let us give an intuitive construction of the boundary of Tq in a complex disc (there
are two alternative constructions in hyperbolic plane and with q-adic numbers, which we do not
touch here). Consider a tree Tq. Let us embed it to the unit disc x2 + y2 ≤ 1.

Step 1: Choose a vertex of Tq and denote it by 0. Let us associate the origin to O. In addition
we call the origin as V0,0.

Step 2: Associate the vertices at distance k to O with points

Vr,k =
r

r + 1
exp(2πk/qr−1(q + 1)), where k = 0, . . . , qr−1(q + 1)− 1.

Step 3: Connect Vr,k to Vr+1,kq, . . . , Vr+1,kq+q−2, Vr+1,kq+q−1 by straight segments respectively.
These segments represent the edges of Tq.

Step 4: One can set of the boundary for Tq as the unit circle S1 with the angular parameter φ.
This circle is equipped with a standard Lebesgue measure dφ.

MATHEMATICAL NOTES Vol. 0 No. 0 1966



MARTIN INTEGRAL REPRESENTATION FOR NONHARMONIC FUNCTIONS 5

As a result of Steps 1–4 we have an embedding of a graph to the disk. A standard topology on
the unit disk together with the above embedding provide us with continuous extensions of functions
on Tq to the boundary S1. Given a function f on the vertices of Tq, it can be lifted to the function

f̂ on the vertices Vr,k and then expanded to the boundary unit circle by continuity if possible. So
we end up with a function (in case of convergency) on the boundary unit circle, which we denote

by f̂ .

Example. Set λ0(r) = 1 and λk(r) = 0 for all positive integers k and r. Then we have the standard
integration over the boundary, i.e.,

PV

∫
∂Tq

[ ∞∑
k=0

lim
r→∞

(λk(r)) · △kf(t)

]
v

dt = PV

∫
∂Tq

[f(t)]v dt =

∫
S1

f̂(φ)dφ.

In some sense extended integration is analogous to improper integration on the circle.

3. MAXIMAL PROPER CONE INTEGRAL FORMULA {2main}
In this section we introduce the co-Pizzetti series and formulate the mean value property for

certain nonharmonic functions.

3.1. MPC-integrals for Cv−w-summable functions

We start with the following definition.
{C-sum}

Definition 4. We say that a real-valued functions f on the vertices of Tq is Cv−w-summable if

lim
r→∞

(
qrf(Cv−w

2r )
)
= lim

r→∞

( ∑
u∈Cv−w

2r

f(u)

qr

)
= 0.

Let us now introduce a discrete analog of co-Pizzetti series.
{d6}

Definition 5. Let f be an arbitrary real-valued function on the vertices of the tree Tq and let
v, w ∈ Tq be two vertices connected by an edge. The partial co-Pizzetti series for a function f on
Tq for the maximal proper cone Cv−w is the following expression

coP(f, v − w) = PV

∫
∂Cv−w

[ ∞∑
k=0

(
lim
r→∞

(
(q + 1)k

(
γq,k(r) + qrγq,k(−r)

))
· △kf(t)

)]
dt,

where
γq,k(r) = cq,k,kr

k + . . .+ cq,k,1r + cq,k,0, (3.1) {eq1}
whose collection of coefficients cq,k,j (for a fixed k) is the solution of the following linear system

Aq,k


cq,k,k
...

cq,k,1
cq,k,0

 =


0
...
0
1

 (3.2) {systemA}

where Aq,k is the following matrix

0 . . . 0 1
1k(1 + (−1)kq1) . . . 11(1 + (−1)1q1) 10(1 + (−1)0q1)
2k(1 + (−1)kq2) . . . 21(1 + (−1)1q2) 20(1 + (−1)0q2)

...
. . .

...
...

(k−1)k(1 + (−1)kqk−1) . . . (k−1)1(1 + (−1)1qk−1) (k−1)0(1 + (−1)0qi−1)
kk(1 + (−1)kqk) . . . k1(1 + (−1)1qk) k0(1 + (−1)0qk)


.
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Remark. Note that the last element in the first line of Aq,k is 1 and not 2, as one can expect.
This affects coefficients ci,j only in a special case k = 0. We show that matrices Aq,k is invertible
in Proposition 7.

The Martin integral representation for nonharmonic functions on homogeneous trees can now
be formulated in the following theorem and its corollary.

{TheoremB}
Theorem 1. (on Martin integral representation for nonharmonic functions.) Consider
two vertices v, w ∈ Tq connected by an edge. If f is Cv−w-summable, then

f(v) = coP(f, v − w).

In addition, the convergence of the partial co-Pizzetti series coP(f, v − w) is equivalent to the
condition that f is Cv−w-summable.

We prove this theorem later in Section 5.
Let us write a weaker version of Theorem 1 for the integration over the whole boundary.

{main-tree-cor}
Corollary 1. Consider a vertex v ∈ Tq, and let f be a Cv−w-summable function for all vertices
w adjacent to v. Then

f(v) =
q

q + 1
PV

∫
∂Tq

[ ∞∑
k=0

(
lim
r→∞

(
(q + 1)k

(
γq,k(r) + qrγq,k(−r)

))
△kf(t)

)]
v

dt.

The proof of Corollary 1 is given modulo Theorem 1.

Proof. Let us sum up the partial co-Pizzetti series for all maximal proper cones with vertex at v.
From one hand there are exactly q+1 such cones so the sum equals to (q+1)f(v). From the other
hand each vertex of the discrete sphere Sr(v) contributed to maximal proper integrals of q distinct
maximal proper cones Cv−w

r with vertex at v. Therefore, we get the constant q
q+1 in the statement

of the corollary. �

Remark. Note that it is possible to write the partial co-Pizzetti series for arbitrary locally-finite
trees, although the formulas for the coefficients would be more complicated.

3.2. MPC-integral formula for harmonic functions

Let us prove the following more general statement for harmonic functions.
{holom}

Corollary 2. Consider an arbitrary harmonic Cv−w-summable function h on a homogeneous tree
Tq. Let v be a vertex of Tq and Cv−w be one of its proper maximal cones. Let also f be another
holomorphic function on Tq defined as:

f(t) = h(t)− PV

∫
∂Cv−w

[h(u)]du.

Then the following holds:

h(v) = PV

∫
∂Cv−w

[h(t)]dt+ PV

∫
∂Cv−w

[
lim
r→∞

(
qrf(t)

)]
dt.

Proof. Denote h(Cv−w
r ) by Hr (for r ≥ 0). Then the sequence Hr satisfies the recurrence relation:

qrHr =
q · qr−1Hr−1 + qr+1Hr+1

q + 1
(for r ≥ 1),
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here we sum up the harmonic conditions at all the vertices of Cv−w
r . The last is equivalent to

qHr+1 − (q + 1)Hr +Hr−1 = 0

The characteristic polynomial of this constant-recursion condition has roots 1 and q. Therefore,

Hr = C1 +
C2

qr
for some C1, C2 ∈ R.

Now let us compute all the entries in the expression of Corollary 2:

h(v) = H0 = C1 + C2q
0 = C1 + C2;

PV
∫

∂Cv−w

[h(t)]dt = lim
r→∞

Hr = lim
r→∞

(C1 + C2q
−r) = C1;

PV
∫

∂Cv−w

[
lim
r→∞

(
qrf(t)

)]
dt = PV

∫
∂Cv−w

[
lim
r→∞

(
qr
(
h(t)− PV

∫
∂Cv−w [h(u)]du

))]
dt

= lim
r→∞

qr
(
(C1 + C2q

−r)− C1

)
= C2.

So we have the convergence of integrals and the consistency of the expression in Corollary 2. �
Remark. Suppose that h is a harmonic function that is integrable on ∂Cv−w with respect to the
standard probability measure dµ on the boundary. Then∫

∂Cv−w

hdµ = PV

∫
∂Cv−w

[h(t)]dt.

In case if h is not integrable with respect to probability measure, the MPC-integral nevertheless
exists. In some sense MPC-integrability is an improper integrability with respect to integration
over probability measure. MPC-integral exists for every harmonic function h and for every cone
Cv−w.

4. RELATIONS ON SPECIAL LAURENT POLYNOMIAL {2relations}
In this section we are dealing with two special families of linearly independent Laurent poly-

nomials that span the same subspaces in the space of all Laurent polynomials. It turns out that
the transition matrix between such families “almost coincides” with the matrix Aq,k mentioned
above. Here we study the properties of these families in order to conclude the proof of Theorem 1
in Section 5.

4.1. Auxiliary statements

For every nonnegative integer r and integer q ≥ 2 we set

Sq,r(x) =
(x− 1)r(x− q)r

(q + 1)rxr
.

For a nonnegative k ≤ r we also set

Ŝq,k,r =
k∑

i=−k

dq,−i,kf(C
v−w
r+i )

where the coefficients dq,i,k are generated by

Sq,k(x) =
k∑

i=−k

dq,i,kx
i.

(Note that we have a reversed order for the powers of generating functions.)
In the following proposition we see that the quantities Ŝq,k,r and △k(Cv−w

r ) are in fact coincide.
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8 T. BOIKO, O. KARPENKOV

{extra1}
Proposition 1. Let f be a real-valued function on the vertices of Tq and v, w be two vertices of
Tq connected by an edge. Then for every positive integers 0 < k < r it holds

△k(Cv−w
r ) = Ŝq,k,r.

Proof. Let us prove the existence of expression by induction over k for k ≥ 0.

Base of induction: The case k = 0 is straightforward. Indeed,

△0(Cv−w
r ) = f(Cv−w

r ) = Ŝq,0,r.

The second equality holds, since Sq,0(x) = 1.

Step of induction: Suppose now the statement holds for k, i.e.,

△k(Cv−w
r ) = Ŝq,k,r.

Let us prove it for k + 1. We have

△k+1(Cv−w
r ) = △(△k(Cv−w

r )) = △
( k∑

i=−k

dq,−i,kf(C
v−w
r+i )

)
=

k∑
i=−k

(
△(dq,−i,kf(C

v−w
r+i )

)
=

k∑
i=−k

(
dq,−i,k

(f(Cv−w
r+i−1) + qf(Cv−w

r+i+1)

q + 1
− f(Cv−w

r+i )
))

=
k∑

i=−k

(
dq,−i,k

(f(Cv−w
r+i−1)− (q + 1)f(Cv−w

r+i ) + qf(Cv−w
r+i+1)

q + 1

))

The fourth equality follows from the definitions of △ and Cv−w
∗ . From the last formula we con-

clude that the generating functions for △k+1(Cv−w
r ) is obtained from the generating function for

△k(Cv−w
r ) (with reverse order of powers) by multiplying by

(x− (q + 1) + x−1)

q + 1
=

(x− 1)(x− q)

(q + 1)x
.

Therefore,

△k(Cv−w
r ) = Ŝq,k,r.

This concludes the proof of the induction step. �

Now let us study the Laurent polynomials Sq,r in more details. First of all for every integer r
and integer q ≥ 2 we denote

Dq,r(x) = xr +
qr

xr
.

Note that Dq,0(x) = x0 + q0

x0 = 2.

We have the following recurrent relation for the defined above Laurent polynomials.
{recursion}

Proposition 2. For every integer r and integer d ≥ 2 we have

Sq,1Dq,r =
Dq,r+1 − (q + 1)Dq,r + qDq,r−1

q + 1
.
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Proof. For every integer r and integer d ≥ 2 (including r = −1, 0, 1) it holds

Sq,1Dq,r =
( (x− 1)(x− q)

(q + 1)x

)(
xr +

qr

xr

)
=

xr+1

q + 1
− xr +

q

q + 1
xr−1 +

qr

(q + 1)xr−1
− qr

xr
+

qr+1

(q + 1)xr+1

=
1

q + 1

(
xr+1 +

qr+1

xr+1

)
−
(
xr +

qr

xr

)
+

q

q + 1

(
xr−1 +

qr−1

xr−1

)
=

Dq,r+1 − (q + 1)Dq,r + qDq,r−1

q + 1
. �

{uniqueness_SD}
Proposition 3. For every integer r and integer q ≥ 2 there exists a unique decomposition

Dq,r =

|r|∑
k=0

aq,r,kSq,k, (4.1) {D-S}

where aq,r,k are real numbers.

Proof. Let us prove the existence of expression by induction over r for r ≥ 0 (for negative r the
proof is analogous).
Base of induction: Dq,0 = 2Sq,0, and Dq,1 = (q + 1)Sq,1 + (q + 1)Sq,0.
Step of induction: Assume that Dq,r and Dq,r−1 are linear combinations of Sq,0, . . . , Sq,r. Therefore
Sq,1Dq,r is a linear combination of Sq,0, . . . , Sq,r+1, since Sq,1Sq,j = Sq,j+1 for j = 0, 1, . . . , r. Now
the induction step follows directly from Proposition 2.

Uniqueness follows from the fact that all the rational functions Sq,k (for fixed q) have distinct
degrees, and therefore they are linear independent. �

{series-for-a}
Definition 6. Let r be any integer and let an integer q satisfy q ≥ 2. For 0 ≤ k ≤ |r| we define
aq,r,k from Equation (4.1). For k > |r| we set aq,r,k = 0. Now we can write Dq,r as infinite series:

Dq,r =
+∞∑
k=0

aq,r,kSq,k.

Now let us study the coefficients aq,r,k. The next statement follows directly from Proposition 2.
{cor_rec}

Corollary 3. For every positive integer k, integer r, and integer q ≥ 2 it holds

aq,r,k−1 =
aq,r+1,k − (q + 1)aq,r,k + qaq,r−1,k

q + 1
.

Additionally, for the case k = 0 we have

0 = aq,r+1,0 − (q + 1)aq,r,0 + qaq,r−1,0.

Proof. By the definition we have
Sq,1Sq,r = Sq,r+1,

for all integer r. Propositions 2 and 3 imply

+∞∑
k=1

aq,r,k−1Sq,k = Sq,1Dq,r =
Dq,r+1 − (q + 1)Dq,r + qDq,r−1

q + 1

=
1

q + 1

( +∞∑
k=0

aq,r+1,kSq,k − (q + 1)

+∞∑
k=0

aq,r,kSq,k + q

+∞∑
k=0

aq,r−1,kSq,k

)
.

Collecting the coefficients at Sq,k we get the recurrence relations of the corollary. �
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In fact, the coefficients aq,r,k for fixed q and r satisfy a remarkable linear recurrence relation,
which is a consequence of the next proposition. Let us first give the following definition.

Definition 7. For a positive integer n we define the linear form Lq,n in 2n+1 variables as follows

Lq,n(y1, . . . , y2n+1) =
n∑

i=−n

dq,−i,nyn+i+1,

where dq,i,n are defined as the coefficients of Sq,n, i.e., from the expression

Sq,n(x) =
(x− 1)n(x− q)n

(q + 1)nxn
=

n∑
i=−n

dq,i,nx
i.

{LinearRecurrences}
Proposition 4. For every non-negative integer k, integer r, and integer q ≥ 2 we have

Lq,k+1(aq,r−k−1,k, aq,r−k+1,k, . . . , aq,r+k+1,k) = 0.

Proof. We prove the proposition by induction over k.

Base of induction. For the case k = 0 the statement holds by Corollary 3.

Step of induction. Suppose that the statement holds for k − 1. Let us prove it for k. We have

Lq,k(aq,r−k,k−1, . . . , aq,r+i,k−1) = 0.

By Corollary 3 and linearity of Lq,k+1 we have

Lq,k(aq,r−k,k−1, . . . , aq,r+k,k−1)

= Lq,k

(aq,r−k+1,k−(q+1)aq,r−k,k+qaq,r−k−1,k

q+1 , . . . ,
aq,r+k+1,k−(q+1)aq,r−k,k+qaq,r−k−1,k

q+1

)
=

1

q + 1

(
Lq,k(aq,r−k+1,k, . . . , aq,r+k+1,k)− (q + 1)Lq,k(aq,r−k,k, . . . , aq,r+k,k)

+ qLq,k(aq,r−k−1,i, . . . , aq,r+k−1,k)
)

= Lq,k+1(ar−k−1,k, aq,r−k,k, . . . , aq,r+k,k, aq,r+k+1,k).

The last equality holds, since

1

q + 1

(
xSq,k − (q + 1)Sq,k + q

Sq,k

x

)
=

(x− 1)(x− q)

(q + 1)x
· Sq,k = Sq,k+1.

Therefore, by inductive hypothesis we have

Lq,k+1(aq,r−k−1,k, aq,r−k,k, . . . , aq,r+k,k, aq,r+k+1,k) = Lq,k(aq,r−k,k−1, . . . , aq,r+k,k−1)

= 0.

This concludes the proof of the induction step. �

4.2. Expression for aq,r,k

First of all we observe a general expression for aq,r,k. Secondly, we write aq,r,k in terms of
solutions to System (3.2).

{p=q}
Proposition 5. For every nonnegative integer k and integer r we have

aq,r,k = Pq,k(r) + qrPq,k(−r),

where Pq,k is a polynomial of degree at most k.
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Proof. By Proposition 4 the sequence aq,r,k (for every fixed q and k) satisfies a linear recursive
relation defined by Lq,k+1, whose characteristic polynomial has only two roots: 1 and q, both of
multiplicity k + 1.

Therefore, aq,r,k can be written as

aq,r,k = Pq,k(r) + qrP̂q,k(r),

where Pq,k and P̂q,k are polynomials of degree at most k (e.g., see in Section 2.1.1 of [7]).
For every integer r we have

Dq,−r(x) = x−r +
q−r

x−r
=

1

qr

( qr
xr

+ xr
)
=

Dq,r(x)

qr
.

By Proposition 3 the coefficients aq,r,k and aq,−r,k are uniquely defined, therefore,

aq,r,k = qraq,−r,k.

Let us rewrite this equality in terms of polynomials Pq,k and P̂q,k:

Pq,k(r) + qrP̂q,k(r) = qr(Pq,k(−r) + q−rP̂q,k(−r)),

and hence
Pq,k(r) + qrP̂q,k(r) = P̂q,k(−r) + qrPq,k(−r).

Since this equality is fulfilled for every r we have P̂q,k(−r) = Pq,k(r). This concludes the proof.
�
Example. Direct calculations show that in case q = 2 we have

a2,r,0 = 1 + 2r,

a2,r,1 = 31

1! (−r + 2rr),

a2,r,2 = 32

2!

(
r2 + 3r + 2r(r2 − 3r)

)
,

a2,r,3 = 33

3!

(
− r3 − 9r2 − 26r + 2r(r3 − 9r2 + 26r)

)
,

. . .

Observe the following general properties of aq,r,k.
{2prop2}

Proposition 6. For every integer q ≥ 2 and integers r, k as above we have

(a) k > |r| ≥ 0: aq,r,k = 0;
(b) k = 0, r ∈ Z: aq,r,0 = 1 + qr;
(c) k = r > 0: aq,k,k = (q + 1)k.

Proof. Item (a) is actually a convention of Definition 6.

Item (b) From Proposition 5 we have that

aq,r,0 = α+ qrα

for some real α. Since Dq,0 = 2Sq,0, we have aq,0,0 = 2. Therefore, α = 1. This concludes the proof
of Item (b).

Finally we prove Item (c) of the proposition by induction over k.

Base of induction. For the case k = 1 we have Dq,1 = (q + 1)Sq,0 + (q + 1)Sq,1, therefore

aq,1,1 = q + 1.
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Step of induction. Let aq,k,k = (q + 1)k. Then

(q + 1)k = aq,k,k =
aq,k+1,k+1 − (q + 1)aq,k,k+1 + qaq,k−1,k+1

q + 1
=

aq,k+1,k+1

q + 1
.

The second equality follows from the recursive formula of Corollary 3. Hence

aq,k+1,k+1 = (q + 1)k+1.

This concludes the step of induction. �

Before to proceed we prove invertibility of matrix Aq,k.
{MatrixA}

Proposition 7. The determinant of the matrix Aq,k in System (3.2) is nonzero (for q = 2, 3, . . .).

Proof. Suppose that w = (w1, . . . , wk+1) satisfies Aq,k(w) = 0. Let us prove that w = (0, . . . , 0).
Set

φ(x) = w1x
k + . . .+ wkx+ wk+1, and Φ(x) = φ(x) + φ(−x)qx.

Since w satisfies equation Aq,kw = 0 we have

Φ(0) = Φ(1) = . . . = Φ(k) = 0.

Assume that Φ(k + 1) = a for some real number a.
From a general observation

Φ(−r) = φ(−r) + φ(r)q−r =
φ(r) + φ(−r)qr

qr
=

Φ(r)

qr

we get

Φ(−1) = . . . = Φ(−k) = 0 and Φ(−k − 1) =
a

qk+1
.

Now recall a general fact that the sequence Φ(r) satisfies the constant-recursion condition with
characteristic polynomial: (x−1)k+1(x−q)k+1 (e.g., see in Section 2.1.1 of [7]). Hence substituting
the values Φ(−k − 1), . . . ,Φ(k + 1) to the constant-recursive condition we have

a+ 0 + . . .+ 0 + a = 0,

and therefore a = 0.
Therefore, Φ(r) has 2k + 3 consequent zeroes, which implies that Φ(r) = 0 for all integer r (as

the characteristic polynomial is of degree 2k + 2).

Finally, note that φ(x) + φ(−x)qx has an exponential growth at +∞ if φ(x) is not identically
zero, which contradict to the fact that Φ(n) = 0 for all integer n. Thus φ(x) is identically zero,
and hence all wi are zeroes. Therefore, the kernel of Aq,k is empty. �

Let us prove a general theorem on numbers aq,r,k.
{polynomials}

Theorem 2. For a non-negative integer r, a non-negative integer k, and q ≥ 2 it holds

aq,r,k = (q + 1)k
(
γq,k(r) + qrγq,k(−r)

)
,

where γq,k are polynomials as above (see Equation (3.1)) whose coefficients are the solutions of
System (3.2).
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Proof. First, let us study the tautological case k = 0. From Proposition 6(b) we have:

aq,r,0 = 1 + 1 · qr.

Therefore, Pq,0(r) = 1 · r0 = 1. Since Aq,0 = (1) we have:

Aq,0(cq,0,0) = 1,

and hence the coefficient cq,0,0 = 1. Therefore, Pq,0 = γq,0. This concludes the proof for the case
k = 0.

Let now k ≥ 1. From Proposition 5 we have:

aq,r,k = Pq,k(r) + qrPq,k(−r),

where Pq,k is a polynomial of degree at most k.
Since the degree of Pq,k is at most k, the coefficients of the polynomial Pq,k are uniquely defined

by values at j = 0, . . . , k:

Pq,k(j) + qjPq,k(−j) = aq,j,k =

{
0, for j = 0, . . . , k − 1,
(q + 1)k, for j = k,

where the expressions hold by Proposition 6(a) and 6(c). These conditions form a linear system

on the coefficients of the polynomial
Pq,k

(q+1)k
, which coincides with equations of System (3.2) with

the only exception. The first equation (for j = 0, k ̸= 0) is 2Pq,k(0) = 0, while the corresponding
equation of System (3.2) corresponds to the multiple one: Pq,k(0) = 0.

So both the coefficients of
Pq,k

(q+1)k
and the coefficients of γq,k are solutions of System (3.2). Since

System (3.2) has a unique solution, the polynomials Pq,k and (q + 1)kγq,k coincide. Therefore, by
Proposition 5 it holds

aq,r,k = Pq,k(r) + qrPq,k(−r) = (q + 1)k
(
γq,k(r) + qrγq,k(−r)

)
.

This concludes the proof of Theorem 2. �

5. PROOF OF THEOREM 1 {2conclude}
Finally we have all necessary tools to prove of Theorem 1. We start with the following lemma.

{expression}
Lemma 1. Let f be a real-valued function on the vertices of Tq and v, w be two vertices of Tq

connected by an edge. Then for every positive integer r it holds

f(v) + qrf(Cv−w
2r ) =

r∑
k=0

(
(q + 1)k

(
γq,k(r) + qrγq,k(−r)

)
△kf(Cv−w

r )
)
,

where γq,k are polynomials given by Equation (3.1) whose coefficients are the solutions of Sys-
tem (3.2).

Proof. For 0 < k ≤ r set
D̂q,r = f(Cv−w

0 ) + qrf(Cv−w
2r ),

Ŝq,k,r =
k∑

i=−k

dq,−i,kf(C
v−w
r+i ),

where the coefficients dq,i,k are generated by

Sq,k =

(
(x− 1)(x− q)

)k
(q + 1)kxk

=
k∑

i=−k

dq,i,kx
i.
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Notice that D̂q,r and Ŝq,k,r are obtained from Dq,r and Sq,k by replacing powers xi by the values
f(Cv−w

r+i ) for all i = −k, . . . , k. Therefore, the expression

Dq,r =
+∞∑
k=0

aq,r,kSq,k =
r∑

k=0

aq,r,kSq,k.

of Definition 6 implies the expression for D̂q,r and Ŝq,k,r:

D̂q,r =
r∑

k=0

aq,r,kŜq,k,r.

Therefore, we have

f(v) + qrf(Cv−w
2r ) = D̂q,r =

r∑
k=0

aq,r,kŜq,k,r, (5.1) {interm}

First, note that by Proposition 1 we get

Ŝq,k,r = △k(Cv−w
r ).

Secondly by Theorem 2 we have

aq,r,k = (q + 1)k
(
γq,k(r) + qrγq,k(−r)

)
,

where γq,k are polynomials of Equation (3.1) whose coefficients are the solutions of System (3.2).

Substituting the last two expression to Equation (5.1) we obtain

f(v) + qrf(Cv−w
2r ) =

r∑
k=0

(
(q + 1)k

(
γq,k(r) + qrγq,k(−r)

)
△kf(Cv−w

r )
)
.

This concludes the proof. �

Proof of Theorem 1. From Lemma 1 we have

f(v) + qrf(Cv−w
2n ) =

r∑
i=0

(
(q + 1)k

(
γq,k(r) + qrγq,k(−r)

)
△kf(Cv−w

r )
)
.

Hence,

PV

∫
∂Cv−w

[ ∞∑
k=0

(
lim
r→∞

(
(q + 1)k

(
γq,k(r) + qrγq,k(−r)

))
· △kf(t)

)]
dt

= lim
r→∞

r∑
k=0

((
(q + 1)k

(
γq,k(r) + qrγq,k(−r)

))
△kf(Cv−w

r )

)
= lim

r→∞

(
f(v) + qrf(Cv−w

2r )
)
= f(v) + lim

r→∞

(
qrf(Cv−w

2r )
)
.

In case if f is Cv−w-summable (see Definition 4), we have

lim
r→∞

(
qrf(Cv−w

2r )
)
= 0

and hence the above MPC-integral converges to f(v). This concludes the proof of Theorem 1. �
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Example. Let us check Theorem 1 for the function χv that is zero everywhere except for the point
v and χv(v) = 1. We have

△kχv(C
v−w
r ) =

1

qr

∑
u∈Cv−w

r

χv(u) =

{
0, if k < r;

1
(q+1)r , if k = r.

(notice that Cv−w
r contains exactly qr vertices). Therefore, the partial co-Pizzetti series coP(χv, v−

w) are

coP(χv, v − w) = PV

∫
∂Cv−w

[ ∞∑
k=0

(
lim
n→∞

(
(q + 1)k

(
γq,k(r) + qrγq,k(−r)

))
· △kχv(t)

)]
dt

= lim
r→∞

(
r∑

k=0

(q + 1)k
(
γq,k(r) + qrγq,k(−r)

)
△kχv(C

v−w
r )

)
= lim

r→∞

(
(q + 1)r

(
γq,r(r) + qrγq,r(−r)

)
△rχf (C

v−w
r )

)
.

By Theorem 2 the expression

(q + 1)r
(
γq,r(r) + qrγq,r(−r)

)
is equal to aq,r,r from Definition 6, which by Proposition 6(c) below is equal to (q+1)r. Therefore,
we conclude

lim
r→∞

(
(q + 1)r

(
γq,r(r) + qrγq,r(−r)

)
△rχv(C

v−w
r )

)
= lim

r→∞
(q + 1)r

1

(q + 1)r
= 1 = χv(v).

It is clear from this example that it is not always possible to exchange the sum operator and
the limit operator. For the function χv we have

∞∑
k=0

lim
r→∞

(
(q + 1)k

(
γq,k(r) + qrγq,k(−r)

)
△kχv(C

v−w
r )

)
=

∞∑
k=0

0 = 0 ̸= 1 = χv(v).
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