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Abstract

In this thesis I shall attempt to show when it is, and when it is not,
Jjustifiable to ascribe mental states, of the type that we associate with the
complex cognitive behaviour of human beings, to non-human systems. To
do this I will first attempt to give a fundamental explication of some of the
problems that underlie our ascription of mental states to other human
beings, non-human animals and machines, after which I will tackle the
problem of whether or not any ascription of mentality can ever be
completely vindicated. '

Then I will look at the issues of complexity and the distinctions that hold
between the capabilities of various systems, both natural and artificial. The
result of this will be a more comprehensive understanding of what
characteristics are necessary for the possession of such capabilities. I will
80 on to argue that a positive relation exists between a system's architecture
and its capability to behave or act in ways that can be classed as one of a
number of mental states such as 'knowing', 'understanding’ or ‘believing'.

I shall look at the ways in which machine states and mental states have been
examined using hierarchical stratifications for these can offer us some
indication of the correlation that exists between simple systems and the low
level actions of which they are capable, and the more sophisticated actions
of which only progressively more complex systems are capable. However,
I shall put forward arguments to demonstrate that this is a feasible strategy
when dealing with the innards of a machine but not for dealing with the
innards of the mind.

Throughoui the thesis I siuall try to clarify the inexplicit or clouded notions
of subjectivity and intentionality, for one of my aims is to demonstrate that
the notions of subjectivity and awareness are more important than
_ intentionality in the distinction between human and non-human systems.
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Preface

I will say here a few words in defence of my idiosyncratic use of certain
words that will appear frequently in the following thesis.

To begin, I use 'organic' and 'inorganic' to distinguish between living or
natural entities and those that are made artificially. My decision to do this is
largely based on the amount of unnecessary trouble that I have seen other
writers create for themselves when using ‘machine’ to cover all types of
system. I think that even when 'machine’ is used to describe biological
systems, as Searle uses it, there is still the underlying connotation of
something mechanical which is at best unhelpful if we are to maintain any
distinction. '

The second defence I will make concerns my use of the term 'system'. I use
'system’ to describe any process that is not necessarily a living and
breathing entity but which can exhibit similar behaviour; that is, to cover
both organic and inorganic entities. For instance, in the work that follows I
will be arguing that there are some machines, such as thermostats, that can
react to changes in their environment, yet there are some lower order
animals, such as sea-cucumbers, that behave in a similar manner; I will use
the generic word 'system' to describe both types of entity. ‘



A lexicon

Analogue - A term adopted by Dretske to describe any and all informational input
before any selection has been made and processing carried out.

Analytic - By "analytic' is meant that the concept of the predicate is contained in
the concept of the subject as analysis of the terms would disclose.

Asymptote - A line that continually approaches a curve but never actually meets
it. Asymptotic is the adjectival form. |

Command-line - An instruction typed in by the user, usually in a formal
language, to direct the computer.

Conceptualisation - Dretske's term for the analysis of incoming information to
form a concept from which knowledge is attained and beliefs formed about the

world.

Contingent - Something that is ‘contingent’ may exist and also not exist, which
is to say that for its existence it is empirically dependent upon the world being in a
particular state at a particular time.

Database- A corpus of information stored in a computer which can be processed
by the computer and information retrieved when required.

Digital - Another of Dretske's terms, this time referring to the focusing in on one
specific object or event in the visual field from which the semantic content is then
reached and extracted by the process of 'digitalisation’.

Nomic - A term adopted by Dretske to mean that which is dependent upon
empirical laws that hold in the world.

~ Transition Graph - Most closely resembling a flowchart, consisting of labelled
circles that represent 'states’ and a series of arrowed lines that either loop or go on
to another 'state’ or circle. The input state is indicated by an input arrow and the
final state by two concentric rings.



1. Setting the scene

1.1 An introduction

In setting the scene I will attempt to justify my work in three of the most pertinent
areas: philosophy of mind, psychology/cognitive science and artificial intelligence. The
issues that I shall be dealing with are not just contemporary ones, but matters about
which thére has been a great deal of controversy and debate for many decades.

In the philosophical areas of epistemology and the philosophy of mind scholars
have been absorbed for centuries in disputation about the mind/body problem. A
distinction between mind and body has been posited, disputed, withdrawn but never
finally settled. It is a distinction that has found its way into Artificial Intelligence (AI) in
the form of how physical systems can be described using mentalistic terms.

Specifically my concern is with the nature of the internal states of the system. Both
the 'carbonists’ and the 'silicohists' agree that mental properties exist and that they are
the properties of physical systems. The distinction between carbonism and siliconism is
simply that the former believe that only organic systems can possess mental properties,
whilst the latter believe that these types of properties can be instantiated in mechanical
systems. For the carbonist it is the fact that the organic system is composed of carbon
molecules that is sufficient to set it apart from inorganic or mechanical systems. On the
other hand, siliconism, or functionalism, states that anything that exhibits the
appropriate ;understanding' behaviour can be said to 'know' what is happening, and in
this way there can be no real distinguishing features between organic and inorganic
systems.

One of the main reasons for embarking on this work is that in Al there have been -
many attempts to simulate or reproduce mental states, whether in the von Neumann
machines or the neural networks of connectionism; the positions have been staked out,

weapons raised in anger, but the war has only just begun. Whatever position we decide



to adopt, any simulation of mental states will be sadly lacking if we have only an
incoherent or ‘'half-baked' idea of what 'mental life’ is all about.

Because our picture of the brain or mind is incomplete it follows that our models
will be lacking in some element, or elements, that are essential. It is this area, this
essential element, that marks the difference between the simulation and the duplication
of a mental state, which will be the subject of my work. What follows is intended to

reduce the fuzziness that is notoriously associated with this area.

1.2. Mental life, mental states and intentional beha&iour

In this section I shall offer a briéf explanation of the central idcas that underlic the
main body of the thesis. I will also set out the method that I intend to follow and what
detailed work will be entailed in the attempt to reach my final proposed end.

One of the main objectives that first needs to be resolved is to create some sort of
holistic view of what 'mental life' is considered to be. This is of the utmost importance
since it is 'mental life' and in particular the mental action of or-ganic systems that will
count for at least half of the subject matter of the thesis.

One of the main problems with mental life is figuring out just what sorts of things
go to make up the mental aspect of the system that is to be examined. Many things can
be subsumed under the vague title of mental life; and most commonly we think of the
ability to recall past events, having perceptual skills, solving problems, having ideas
and being able to entertain abstract notions. For our purposes now we will be

‘concentrating on particular mental occurrences within each of these vast areas. These
occurrences have, perhaps somewhat unhelpfully, been described as ‘'mental states'. I
say 'unhelpf_ully' because when the word 'state’ is used there is a tendency to think of
some sort of mode of existence, and, as I shall now explain the ‘existence’ that mental
states manifest is a most unusual one.

To define the characteristics of a mental state is probably easier if I first say what it
is not. Foremost, mental states are not 6bjects or ostensible states of affairs; however,

for their manifestation they do require a world of objects and events.



There are two definitions that I will look at in detail. The first is of mental states in
terms of 'experience’. I am looking for a less interactive term than mental attitudes
because the word ‘attitudes’ suggests that the system has processed its information to
the extent of having formed an opinion about the world and itself in relation to that
world and to have a mental attitude is to have a more active interaction with the world
than I wish to demonstrate here.

What I want to claim is that it is possible to have mental experience without
necessarily having any self-reference' in that experience. For example, the experience
had by X when it stands in a relation Y to events Z. So to have a mental experience of
something simply requires that the system is in a set of circumstances, for example,
where the weather is changeable and John has to venture outside then he might without
much thought pick up an umbrella before he leaves his house. Quite simply his
experience of looking out the window and observing inclement conditions urges him to
carry protection against the elements. It was not necessary for him to go through all the
mental states connected with that particular state of affairs. This kind of notionally
interactive experience might be equated to running on 'auto pilot'.

The second definition I will turn to is one offered by Myles Brand in ‘Intending and
Acting’ that states that all mental states or 'events' are characterised by mental attitudes
for which there is some object. As he states "I take a mental attitude to be a mental event
that has an object.....The objects of mental attitudes, I will argue, are properties....That
is, all attitudes....can be analyzed in terms of attitudes that take properties as their
objects."! All mental attitudes are reflexive, that is, all propositional attitudes, like
"intendings are self-referential" 2 |

I will be arguing in a similar vein that a mental state becomes a mental state when a
mentally active system, that is, one that is assumed to possess mental life, perceives
itself to be in relation to events that are external to it In the language adopted by Brand
a person attributes a property to something else when he attributes to himself the

complex property of standing in a unique relation to that person or thing which has that

property.



If mental states are the reflexive relation between the system and its environment,
and the environment is continually changing, ther; the mental states possessed by the
system must respond at a similar rate if it is to deal with the change successfully, This
notion of changing mental states can be helped by further defining 'state’ as that which
is 'affected’. Being in a relation to changing events in the external world will gffect the
internal mental states and cause them to change. But it must be borne in mind that this is
only one possible definition of mental state that uses reflexiveness as a property.

The agent or perceiver is the system with the mental state and the mental state can be
of the form ‘believes that', 'hopes that', 'longs for' or any similar phrase that describes
a mental state. Terms such as these are classed as 'intentional’ which means that they
describe the intentional relation of an agent to some particular state of affairs. In
Chapter 2, which is a critical review of some of the most pertihent literature, I will be
examining intentionality m relation to a number of influential writers.

Intentionality is certainly one of the most significant mental properties that indicates
a link between the system and its environment. With the action that is consequent on
intentional thought it can be assumed that the system has interpreted the information that
it has coming in. This interpretation is called 'processing'. Processing of information
and the occasion of action suggests that the system has had to do something more than
just pfocess the information. It has moved through a perceptual phase, an information

processing stage, and on to some selected course of action.

1.2.1. Understanding and knowing - epistemic states

The selection of an action requires that the system be capable of manifesﬁng some
state that might be called 'epistemic’. It is a state that has been reached by having |
processed the information, ‘'understood’ it to some degree and, on the basis of this
'knowledge', either acted or formed a belief and used that new belief to reform its
framework of interpretation for future use.

This is a complex procedure and the problems being addressed are difficult ones

that would each by itself merit extensive discussion. This will be carried out, first in



brief, in sections of the literature review as an overall look at what other theorists have
concluded count as mental states, and then in more detail throughout the third chapter
with an examination of the notion of the ascription of mental states, and specifically
‘intentionality’, to other human beings and other non-human systems.

The opening sections of chapter two examine mental states, mental acts and
intentionality. This is followed by an examination of understanding as an instance of
intentionality in relation to the works of Searle, and in particular with reference to the
Chinese Room argument, after which I will take a more general look at what behaviour
has to do with the possession of certain types of mental properties by a system.

Quite simply what Searle says is that it is not possible to understand symbols by
virtue of their being symbols. In his Chinese Room Searle receives Chinese symbols
but because he has no knowledge of Chinese he is unable to understand the symbols.
He has, howéver, the capacity to match symbols to other symbols in the book and hand
the matched symbols out of the room. Searle argues that this is not understanding even
though there is still all the associated understanding behaviour: the symbols are matched
correctly with other symbols and the appropriate response is elicited from the room. "A
program merely manipulates symbols, whereas a brain attaches meaning to them."3

I agree with Searle, and I would also wish to argue that the exhibition of
intentionality, in the form of understanding behaviour, is not a clear indication that the
system 'knows' what is happening in its environment. I shall set out arguments to
demonstrate this. Briefly, then, what I am saying is that it is not possible to say what
properties of the class of intentional behaviour are made known to us by that behaviour
alone. |

A closer examination of the possession of mental properties in relation to the
exhibition of certain kinds of action might reveal that because it is not possible for us to
look directly at mental states or mental attitudes we are left with the fact that the
behaviour of a system is the only real indication of what properties a system might
possess. As we shall see from the discussion of the recent work of Stanley

Rosenschein that although the type of 'knowing' he refers to is very basic it is still
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suggestive of the inorganic system, being in possession of 'primitive epistemic states'.
I shall assess the validity of this claim in relation to other similar claim.

As mentioned above the functionalist response to my claim is that the right sort of
'understanding' behaviour is all that is necessary for the machine to be said to
understand. Using this tactic the ascription of epistemic states to inorganic systems
ceases to be a problem and the success or failure of this strategy will be assessed
critically. Involved in this will be an examination of the proposal that these terms have a
metaphorical use in Al due to an ovef-extended use from organic to mechanical
systems. If this is the case they have no place in the literature of Al that deals with

inorganic systems.

1.2.2. Selectivity

Moving on from this another significant topic is the role that 'selection’ plays in
what a system is capable of doing. For instance, systems vary quite substantially from
those that have no selec@ve capabilities and which inhabit a fixed environment to those
that can select the events in their environment that they will attend to and those that they
will choose to ignore. To have selective capabilities of this sort the system has to be
aware that it is part of a continually changing environment.

To be able to select these events the system must be able to see itself in relation to
those events and the possible advantages or disadvantages they will have for it. There
must be some way in which the system can assign priorities to the information it
receives and respond to it in the most appropriate manner that will maximise its own

chances of survival.

1.2.3. Subjectivity

Another significant aspect of mental life is subjectivity, and two things come to
mind that are important when first considering it. Firstly the subjective nature of the
interpretation of incoming information; and secondly the subjective aspect that
necessarily accompanies the action of the system. Once the role of subjectivity has been

further clarified in relation to mental life it ought to be possible to evaluate to what



extent it is necessary for the adoption of an intentional stance towards objects in the
environment. It should also be possible to assess whether subjectivity is a necessary
criterion for the possession of mental states, or whether it is a matter of the complexity
of a particular type of mental state. For example, "knowing" might be a simpler mental
state than "believing"”, and it might be that it is only when encountering the issue of
belief, that the ability to interpret information subjectively becomes necessary before it
is possible to move from "knowing that 'x" to "believing that 'x™.

A problem that arises directly from this is whether or not the action of a system is a
reliable source for the ascription of a particular mental state. There seems to be a leap of
some kind between the action that takes place and the ascription of the 'state of mind’
the system was in when the action took place. It is hard to assess what this missing link
could be except perhaps some sort of interpretive process.

When addressing this question there are several other things that will have to be
taken into account, such as whether or not the system is complex enough to occupy
such a state or to be capable of deception, that is, that it might behave one way whilst
concealing that it is occupying an inconsistent mental state. The behaviour is
inconsistent with the mental state or intention that the system has - unless, of course,
the systems intention was solely to deceive.

The issue of what behaviour is most advantageous to the system, and that some
complex systems are capable of selecting the course of action that is most suitable to
them, is an issue for both subjectivity and self-reference. In one sense we could be said
| to have come full circle to an indication of the advantages that subjectivity can offer a
system.

I shall be arguing that subjectivity must exist for some reason and I shall examine
the advantages that it offers the organic system over the mechanical one. These
advanmges can be both ecological and evolutionary. The emphasis at this stage will be
on what in particular the complex system is offered by being in possession of a high-

level of awareness that I will equate with self-consciousness.



There has been a great deal of discussion about self-consciousness bx;t very little
concise and quotable work has yet been produced. In my thesis I prefer to think of
éonsciousness, and self-consciousness in particular, not as an 'on/off’ switch, that is
applied to organic entities such as frogs, cats and human beings but not to televisions,
plants and tea-cups, and more like something that can be applied to any system that
occupies a higher level awareness. This requires that I clarify the notion of awareness,
which will then permit me to relate different degrees of awareness to a range of
functions that can be carried out by a .system.

If we accept a notion of intentionality as being attributable to a variety of systems,
and we realise the importance of subjgcﬁvity in the actions and potential actions of the
system, then the most natural assumption to make is that the distinction between
organic and inorganic systems resides in the fact that some organic systems are capable
of possessing a high-level of intentionality, a high-level of awareness, that is self-
consciousness, and a subjectivity with which it has the flexibility to respond to changes
in its environment.

I will be arguing that subjectivity, in a way similar to self-consciousness, is a high
level capability that requires not only that the system can be self-referencing, but also
that it is self-aware, which when examined more closely may turn out to be a more
complex notion than just being capable of reflexiveness. A related ability of which I
will maintain a subjective system needs to be capable is the creation of symbols, the
arbitrary usi;ment of meaning to those symbols and the use of those symbols in

shared communication.

1.2.4. Intrinsic meaning

The arbitrary assignment of meaning to symbols is a much more complicated area
that I will begin to look at by analysing what is entailed in the notion of ‘intrinsicality"'
of meaning. The latter deals with the construction of symbols and whether their
meaning is attributed by the designer of the system or simply intrinsic to them. In a

more detailed argument I will argue against Harnad's claim that meaning can be



grounded in the sense data or sensory information of the symbol; and as a starting point
my first argument will be that common sense alone suggests that the meaning of a
symbol is something that is attributed to the symbol system since it will be constructed
by a reflexive organism that uses symbols.4 In brief my second argument against
intrinsic meaning is that symbols are constructs and the semantics of a construct cannot
be 'made’ intrinsic; something is either intrinsic or it is not. If it is not intrinsic it is, per
se, attributed. I shall also refer quite closely to Rosenschein's work on ‘interpreted
symbolic systems'. His work states that the interpretation of a program is dependent
upon the designer attributing it; so that without the programmer the program would

have no meaning.

1.3._ An interim summary - "The central ideas"

To recapitulate, I have explained the need for more work in the area of possible
mental properties of inorganic systems, and I have opened up the debate so that we can
now look forward to the notions of philosophy, cognitive psy;chology and the recent
work in Al being placed in an academic setting.

The next step is to ask what information is necessary for a more complete picture of
mental life, since it is 'mental life' that Al, in particular, is interested in. The first
prerequisite was that I take a careful look at what constitutes mental life. The conclusion
was 'mental .states' and the enquiry was then developed to an examination of the
properties of those states. The most obvious next step was to define such states and
then to relate them to the observable behaviour of the system.

-In an attempt to do this successfully it is necessary to consider the organic system in
totality, that is, to look at the importance of subjectivity in relation to two things; the
first was how it sees itself in the environment it occupies with which it interacts, and
the second was how being subjective allows the system to create and assign a meaning
to the symbols it is to use. The aim is to show that it is a definite advantage for a system
to be subjective, and that for complex cognition, that is, the sort of cognition we

associate with the human system, a system also needs to be self-conscious, flexible



enough to select appropriate information, and creaté and assign a rﬁeaning to symbols,
and then use those symbols to communicate in the form of a shared language. This last
requirement is arguably the most important for it is only through the possession of if
that any system would be at all capable of expressing its self-conscious capabilities and |

the subjectivity of its judgements.

1.4. Outline of the thesis

In this section I will set out briefly the proceduré that I will follow chapter by
chapter. Ey this stage I hope that I have made clear the nature of the work that will
follow and the conclusions at which I will be aiming to arrive.

The second chapter will be a review of the literature that is covered in this thesis and
‘related texts that have been useful, if in some cases, only indirectly. As menﬁoned
above the main concern of the review will be the nature of intentionality, the problems
that surround it and its relation to the work that has been done with regard to other
mental attitudes and properties._

In chapter three of the thesis I put forward the claim that the ascription of mental
states to other systems is done by analogy with our own mental states. The only mental
states of which we have any truly direct experience are our own and such experience is
always subjective. No one but me can experience my mental states and I cannot directly
experience those of anyone else except vicariously through their descriptions of them.
Thus it is that the only states which any system experiences directly are its own states.

It is possible to ascribe mental states to other systems either linguistically or
behaviourally. By linguistic ascripuon I mean using propositonal attitude statements to
describe X's behaviour, for example, that X believes Y' or that 'X fears Y'. When
ascribing mental states to another human being the person to whom the states are
ascribed can offer corroboration or denial of the ascription by themselves using
propositional attitude statements. The behavioural ascription of mental states takes
place, often without the awareness of the ascrihing system, when that system perceives

that ‘X' possessés a set of internal characteristics. It is a sort of ‘poking and fiddling'
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approach, a brute physical enquiry by which we become aware of the internal state of
the system. |

One example that highlights differences in behavioural ascription is my different
attitudes to a thermostat and a video recorder. By poking at a thermostat and looking
inside it I will realise from its simple design that it has only a limited number of |
functions, but I will ascribe a much more comblex set of behaviours to a video
recorder, with all its buttons and its complex array of internal wiring, than I would a
simple thermostat. An example that concerns organic, but non-linguistic systems,
would be that I might see a snarling dog at the end of a street that I wish to walk along
and my apprehensive behaviour would act as a tacit ascription of anger to the dog and
fear on my behalf. In both examples nothing has been expressed using language, and
our behaviour is only based on what we perceive the state of the other system to be.

We usually ascribe mental states on the basis of consistent human-like behaviour,
which is to say behaviour that is consistent with how we imagine that we would react
were we in the context of the behaving system. (Because my states are the only ones to
which I have access and they are examples of human mental states then the behaviour
has to conform to my human behaviour.) Thus any system that behaves 'as-though' it
possesses human mental states is often considered to have such states.

Why do we ascribe mental states to systems other than ourselves in the first place?
Well we spend a great deal of time interacting with inorganic systems that can perform
mental-like tasks, and ascribing mental states to them is a useful predictive tool that
facilitates interaction and communication between them and us; that is, between human
beings and what are perceived to be 'intelligent’ systems. So that cven if the system,
whilst exhibiting signs of mentality, is still known to be inorganic, it is probably best,
or at the very least useful, to behave towards it as one would towards a human being

that is known to have a brain and a complex mental life.
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1.4.1. How does the issue of complexity relate to this?

In chapter four I relate complexity to the problem of ascription in three different
ways; the first is that a system has to be of a fairly high degree of complexity for it to be
capable of acting in a way that could 'persuade’ us that it is sufficiently "human-like' to
be ascribed mental states; secondly, the process of ascription itself is complex one,
whether it is being done linguistically or behaviourally; and thirdly, behaviour is a
complex relation of architecture and environment, so that the internal design of the
system and its environment afford the system a variety of capabilities, some of which
are complex and others not so complex.

A subsidiary element of the first aspect of complexity is that if the ascription is
made linguistically it must be made by systems that are capable of using language to
form and express propositional attitude statements. Systems such as this must be
'symbolic’ in the sense that they are capable of creating abstract symbols and
subsequently assigning meaning to those symbols. I propose that tﬁe semantic
interpretation of a symbol system cannot be made intrinsic to that system, and it follows
from this that the meanings that the symbols possess depend entirely upon the choices

made by the designer or programmer who is assigning their meaning.

1.4.2. The relationship between a system's architecture and its
capabilities

In chapter five using two already established examples I shall put forward evidence
to show that a relationship holds between the capabilities that a system has [which are a
function of its mental states] and its internal design or architecture. The first is a
hierarchy that Chomsky constructed in 1959 to compare the variation in structure of
four different machines with their related capabilities. One of the limitations of this
work is that it only deals with machine states. In a more recent work Dretske (1981)
does the same sort of thing, but this time with mental states. Both hierarchies are
limited in their own ways; Chomsky's because it does not show that the same hierarchy
can hold in the case of organic entities with mental states, and Dretske because he does

not complete his hierarchy by suggesting systems that have capabilities that are
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comparable to his second level of intentionality. These limitations offer me the chance
to produce a fuller description that relates both to organic and inorganic systems and
also to mental and machine states.

Towards the end of the chapter I offer an explanation for why hierarchies such as
Dretske's are bound to fail. For example, I argue that because we are dealing with |
fuzzy concepts, and I include all mental states in this category, it is mistaken to try to
delineate them into discontinuous, discrete categories of one state or another.
Chomsky's hierarchy is not in jeopardy in the same way because he is dealing with a
straightforward set of machine states and tasks that can be described and set outin a

finite number of discrete steps.

1.4.3. Advantages of cluster diagrams when examining mental states

Having argued in chapter five that hierarchies are not the most useful way of
envisaging a relationship between a continuous set of mental states, I begin chapter six
by proposing some alternative ways of exemplifying just such a set. On offer are an
assortment of cluster diagrams which might be used to express the overlapping nature
of mental states and in which systems such states exist in some form or other.
Diagrams of this sort are often used as taxonomic devices for decided the category of
one species or another. Qne of the main points in this section is that no perfect set of
axes exists within which we can define the nature of fuzzy or vague concepts; thus
every graphical intcrprétation depends upon what is to be plotted and what it is to be
measured against that appears on each axis.

Towards the end of the chapter I examine Sloman's most recent work which
co;lcentrates on design and the ‘design space’ in which different architectures occupy
different points. Sloman argues that for a system to be capable of different activities it
Would need to occupy different points in the design space. Thus for a system to be
capable of more complex things it needs a more complex design space. For Sloman the
human being has a very rich and complex design space and from this it can be inferred

that it has also a rich and complex repertoire of possible hehaviours. But being rich and

13



complex is not sufficient for complex behaviour for in the design space we need also to
look at what the system needs to sustain its existence in the environment it occupies. So

how something is capable of doing what it does matters and not just that it can do it.

1.5. Conclusion

Bearing all of this in mind the thesis is concluded in chapter seven with a look at the
advaﬁtages that the human system has over all other non-human systems. These
advantages range over a great many things and I shall describe only the most significant
in this present document. One advantage is that the human system is the only one that
can create and arbitrarily assign meaning to a set of symbols. A second is that from the
wealth of incoming perceptual information the human system has the flexibility to select
the piece that is most appropriate to it whilst ignoring or storing other pieces for future
use. | '

A third and very important advantage that the human system possesses is to be
capable of the subjective interpretation of its incoming inform-ation. This subjectivity is
personal and infinite in nature, whether that infinity fs of the human being's potential
environment or of its forms of communication that can either be linguistic, as we have
seen in the creation and use of formal symbol systems, or non-linguistic in the form of
body language. That human beings are subjective in their judgements is more
significant than their having intentionality for even plants, thermostats and moles can
behave intentionally in their own ways. The plant, for instance, is heliotropic, geotropic
and hydrotropic, and its process of homeostasis is like a control centre that directs the
plant to its sources of nourishment.

This chapter is brought to a close with an examination of what sort of architectural
requirements are necessary for such a highly developed and complex cognitive system
to exist and behave in the ways that it does, and how it would be best to show that a |
system's capabilities are related to its architectural complexity and the extent of its
perceptual domain. In its graphical form it is finally possible to show that the human

syétem is the only system that can possess a state of ‘full blown' self-conscious
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awareness, and that although lots of other systems can occupy states of varying levels
of complexity, none, but the human, language using, system is capable of the full

gamut of known mental states.

Endnotes:

! Brand, M (1984) Intending and Acting, MIT Press, p.85

2 Ibid. p.92

3 Searle, J. (January 1990) Scientific American, Vol 262, No.1, p. 20

4 Here 'reflexive’ is intended to mean the sort of system that can be self-referring.
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2. Literature review

2.1. Introduction

This chapter consists of a review of some of the literature, from a huge library of
work, in the area of intentionality, mentality and mental states. My overall aim will be
to adéiress the problem of what counts as mental life and I will begin by examining
what we consider mental states, in their variety, to be. This will bring me to an
investigation of the difference between mental and physical acts, and how mental
actions, such as intentionality, can be expressed using propositional attitudes. From
here I will introduce intentionality by examining the philosophical work of Brentano,
which, although written in the last century, is still the subject of much inquiry today. A
great many of his points, notably, the directedness toward the objects of inteﬁtional
behaviour and the ‘immanent objectivity' of the objects, the mind as a faculty of
awareness and the human mind's capacity for reflexive awaréness. have not been
adequately resolved and these will be issues that arise throughout this chépter.

The quesﬁoné that surround the notion of intentionality are of perennial importance
for as Brentano, and later Putnam!, have said it is a problem that will not be reduced to
talk of functional states, nor will it just go away if it is confined to the realms of folk
psychology. Those philosophers who side with eliminative materialism dismiss folk
psychology as being unworthy to describe the natural world. With the advent of
computers there was the hope that, through analogy with the fﬁnctional states of a
computer, the mental states of the mind, that is its intentionality, would be e'xplained.
However, the problem has remained with us.

There are two new hypotheses that arise in more contemporary work, one
physicalist, that of Jerry Fodor's Language of Thought, and the other, the reductionist
view of Daniel Dennett's Intentional Stance. Both of these are considered at length
because they lead a way into the discussion of what criteria we generally expect for the

ascription of intentional states to systems other than ourselves.
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I will also look at Husserl's work because of the importance he gives to both the
context and experience of the system in its attitude or stance to the world. The relation
of experience to understanding will then be extended to the question of how we see
ourselves in our world as individual human systems; and from this I will proceed by
looking. at Searle’s notion that the perception of the self in relation to a particular aspect
of the world is of the utmost importance for any kind of understanding. Accompanying
this is the notion that it is because We can see ourselves in the world, and in so doing
are reflective, that makes the human system distinct from non-human systems.

I will go on to confront one of the central issues in this area: that of identifying the
conditions under which we are likely to attribute mental states to other systems. I shall
examine whether or not there is a way of grading mental states so that we might say that
being capable of processing information requires a lower order mental state than
actually knowing what information is being processed. I will then look at the
circumstance under which some people have been willing to attribute mental states to
machines, and following that [ will examine a hierarchical stratification that Dretske has
drawn up for differentiating between the intentional states of information processing,
knowing and believing. Only in the third case, of believing, does Dretske admit that the
system is capable of true understanding. At this stage with the concepts of mentality,
intentionality and uﬁderst:mding under our belt I will move on to look at the Chinese
Room argument and some of the responses that have been made to it; most notably by
Paul and Patricia Churchland, by Steven Hamad and by Margaret Boden.

Throughout this chapter the notion that intentionality and mental state theorising is a
fairly tangled web will not fail 10 come across; thus the next feasible step will be to look
at intentionality in relation to Aaron Sloman'’s work on the complexity of the internal
architecture of the system to which we are making a particular attribution. In this vein [
will conclude the chapter with a look at the implications that the structure of a system's

architecture has on its capability to exhibit a variety of actions.
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2.2. Mental states - an introduction

In the introductory chapter I was able to narrow the problem of mentality down to
what have been variably described as ‘mental states'. Of these states we know there to
be a great number; some of which are significant only to the individual, some when
considered in relation to other systems, whether organic or inorganic, and some only
when intemcting with another mental system. I will briefly analyse mental states as
having two parts, one as experience and the other as reflexiveness. Or, more simply,
the qualitative or experiential and the cognitive, such as having beliefs, knowing a fact
and so on.

I shall consider here these two most prominent aspects of mental life and the
question of which mental states are relevant to the abilities of the systems that have
them. My overall proposal will be that the system that has the most obvious mental
states, that is, that we assume to possess an active mental life, will also have the
greatest capacity to act or behave. Thus the systems that I am -mainly concerned with
- will be those that occupy the higher levels of the phylogenetic scale, and in particular
those that exhibit what is usually described as 'intelligent’ behaviour.

Descartes was writing in the seventeenth century about this problem and I will open
up this discussion by looking at one of his most significant passages?; a passage that
might even be read as 'a proto-refutation of the Turing test!'3

Descartes was certainly keen to contrast the essential human traits with those he
considered 'merely mechanical’; indeed he did wonder "if there were machines which
had a likeness to our bodies and imitated our actions, inasmuch as this were morally
possible"4 would we be capable of telling them apart from 'real men'. He argues that
 for two reasons it would be impossible. The first is that "they could never use words or
bmer signs, composing them as we do to declare our thoughts to others"S and
secondly, "although they (machines) might do many things as well as, or perhaps better

than, any of us, they would fail, without doubt, in others, whereby one would discover
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that they did not act through knowledge, but simply through the disposition of their
organs".6 It is certainly an interesting, and perhaps even prophetic, passage.

It is possible to infer from this excerpt that the difference between the merely
mechanical and human beings is that the former is not in possession of mental states. 1.
shall now look more carefully at what definition is attributed to mental states; what they
are; how they are manifest and in what way they can be attributed to other systems.
This will require an examination of how propositional attitudes are used to express the
way in which a linguistic entity sees itsclf in relation to its world and an analysis and
assessment of some of the recent work in Al/philosophy that deals with epistemic
states, the manipulation of symbols and the creation and attribution of semantic content
to symbols.

At this stage it is useful to point out that in this section the use of the terms ‘'mental
life' and 'mental action' will be reserved for use solely in relation to organic systems. It
is only later in the major body of the thesis that I will look at whether or not it might be
justifiable to extend such notions to inorganic systems.

There are a great many reasons why mental states might strike the inquirer as
unusual; for a start, although there has been a great deal written about them very litte of
this writing tends to be in any sort of agreement. Then there is the difficulty
surrounding the nature of a 'state’ that has a content which cannot be isolated and
specified. An:i finally, there is the problem with whether or not the content of the
mental state is a concrete entity or something completely abstract. In this chapter I shall
endeavour to straighten out some of these problems.

The first of these reasons can be easily dealt with by looking at the variety of
writing that there has been and comparing them to identify instances of overlap and the
areas over which there is most conflict. To begin with I will briefly look at mental states
and how.-they relate to what are commonly describe as ‘'mental acts'. Then I will
examine what P.T. Geach says about mental acts and their relation to propositional
attitudes and intentionality. In this explication I shall take for granted that the behaviour
of the organism is both mental and physical, and I will adopt the Bishop/Dennett line
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that states that'behaviour ‘counts as action only if it is explicable in a special kind of
way, namely, in terms of the agent's reasons for performing the behavior
explained'(Bishop)7 or that we have what are described as intentional explanations
(Dennett).8

" Intentional explanations of behaviour offer the reasons behind a particular
behaviour, that is, 'showing the point or meaning of what happens® rather than giving
a scientific explanation in terms of natural laws and probability. An intentional
explanation is what is r_equired‘from the agent's point of view when we inquire about
the reasons behind the actions of an individual. A scientific explanation is what we get

when we look into the neurophysiology or brain states of the individual.

2.3. Mental and physical acts

By using examples it is possible to make a naive distinction between mental and
physical acts. For instance, what counts as a physical action will be something like
. raising your arm, running a hundred metres or going to the o;;era, whilst a mental
action can be described as a thought, such as hoping; fearing or deciding. So then, just
as raising my arm is the precedent to lifting something off a shelf that is above head
height, so then the mental action of deciding to make a pot of tea for my guests is the
antecedent to raising my arm so that I can lift the tea-pot down from its shelf.

- A mental action can also elicit another mental action. For example, if Amy has the
feeling of being embarrassed on encountering someone with a moody temperament and
bad behaviour, she may consequently hope that their paths do not cross very often. In
this latter case her former feelings, of cmbarrassment, inform her subsequent mental
action, that is, to hope that she is fortunate enough not to see the person frequently. Her
former mental action may also suggest a coincident physical course of action like going
out of her way to avoid that person in future. |

Bishop argues that we have a "coapplication of intentional and natural
explanations”!0, which means that events can be both agent and event caused. Our

actions, both physical and mental, are problematic because from a naturalistic point of
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view we want to be able to understand our actions as determined by the agent. The
action needs to be described as "agent-caused: as determined by an agent through an
exercise of that agent's control".!! From a scientific point of view our enquiries will
yield reasons that explain something in terms of being ‘event-caused.

The sorts of explanations that we are primarily interested in here are intentional or
agent-caused; and what Bishop means when he presents something as being
‘coapplied’ is that the action can have both an event and an agent caused explanation.
So that some natural events can be brought about by the determinism of the agent whilst
also having a coexistent naturalistic or scientific explanation. Bishop explains that
holding this opinion affords some difficulty because the naturalistic explanation sees all
events as happenings but from our intentional position we want to see some events as
doings. These 'doings' are actions that have an agent, and the agent has chosen or
decided to do them. So what we have are actions, of one sort or another, that are
related to the mental states of the organism in a number of ways. They can be related in
an entirely physical manner, as our scientific explanation would maintain; or through an
ethical relation of sorts that holds the agent to be morally responsible for his or her
actions.

It may seem merely tautologous to say that logically our mental states exist prior to
our mental acts but in fact this also gives us some new information, namely that there
must be something contained in the mental states that makes it possible for them to
inform the rhental acts. We might conclude from this that there are different sorts of
mental action which are dependent upon the system manifesting a certain sort of mental
state and from this we can infer that mental states are the precursors of mental acts and
mental acts precede, perhaps even, herald mental or physical actions. It is to mental acts

that I shall now look for further explication of these intricate notions.

2.3.1. Mental acts
Perhaps the clearest exposition of these issues is to be found in Geach's Mental

Acts. In his first chapter, 'Act, Content, and Object' he deals briefly and succinctly
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with our two problematic areas. He describes 'content’ as the "psychological
character...of mental acts". And goes on to explain that such 'content’ is "expressed by
the use of psychological verbs, such as 'see’, ‘hear’, 'hope’, 'think™. To make 7
grammatical sense each of these verbs requires a noun, or "grammatical objéct", and so
he describes them as "object-expressions”. However, in anticipation of possible future
problems with the word "object” Geach drops its usage and talks solely in terms of
"object-expressions”. He says that "such-and-such o‘bject-expressions are used in
describing these mental acts; what is.the logical role of these expressions?”. The
'logical role’ that such expressions play is to avoid making spurious references to
objects or events that are believed to be actual or physical, when they in fact belong to
that category of events we describe as being 'mental’ or 'abstract’ and which have no
necessary existence in the sense of being physically ‘out there'.

Although Geach is talking specifically of 'mental acts' and not, as I am doing,
'mental states' his definitions are nonetheless helpful, for a mental act will require that
the organism has some particﬁlar mental states and these states must have both a content
and an object of sorts. If we reverse the terms 'act’ and 'statc’ the statement will still
remain true, for being in possession of a mental state will require that the organism is
acting mentally toward some 'object', whether the 'object’ is 'in the mind' or 'in the
world'.

The mental action being referred to is the intention to commit some action, and it is
important to point out that this action can also be to ignore or store for later that
incoming information which is not immediately pertinent. ‘Intention’ in this sense
relates to the system's will to act, although the action that succeeds the intention may be
a mental action and nolt an actual physical action. The area is now open to a discussion
of 'intentionality’ and how a system sees itself in relation to its world. In turn this
discussion leads to an examination of the selective capability exhibited by a system
when it chooses those pieces of information in its environment to which it ought to

respond.
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2.4. Intentionality and propositional attitudes - how they are related

So that this section can be begun with a broad idea about what is to be discussed
will refer to the four most frequently stated examples of what counts as intentionality:
"(1) the fact that words, sentences, and other "representations” have meaning, for
example, our words have meaning because we ascribe meaning to them and we then go
on to-use those words in consistently meaningful ways within a linguistic community
that shares our understanding; (2) the fact that representations may refer to (be true of)
some actually existing thing or each of a number of actually existing things, for
example that I want someone to answer a ringing telephone; (3) the fact that
representations may be about something which does not exist, for example dreaming
about winning the Derby on the back of a unicorn; and (4) the fact that a state of mind
may have a "state of affairs" as its object". Examples of the fourth type of intentionality
would be "Ann believes that her friend is unhappy in her job" or "Arthur hopes that one
day he will get a mortgage". 12 ' .

Intentional states are described using propositional attitude statements, which
contain what Geach describes as "psychological verbs”.!13 Through statements of this
type the individual shows itself to be in an expressible relation to the world. (It is
arguable whether all relations between a subject with linguistic capabilities and an object
are expressible in language, but this is not a question that I wish to enter into at
present.)

Any judgement or desire we form will have to be expressed in a proposition with a
predicate and what Geach calls an ‘affair complex' which is representative of the
relation between the subject and the object. An example would be "I believe that 'x™,
where the affair-complex is my holding the belief that 'x'. It is this 'affair complex’,
this 'relation’ or 'propositional attitude' with which I am primarily concerned here. That
a system is capable of being reflexive is taken as a provisional requirement or

fundamental premise of its being able to have propositional attitudes.
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This idea of the affair relation between the subject and the object is by no means
new, Brentano, and many others both before and after him, have talked of the
importance of the relation in intentional action.! I shall briefly outline and address the
main themes in Brentano's work and this will open up the arena for a comprehensive

discussion in relation to the points identified his work.

2.4.1. Brentano's intentionality

In Psychologie vom empirischen Standpunkt (1874) Brentano claims that there are
two sorts of phenomena, 'physical' and 'psychical’. A distinguishing feature of
psychical phenomena is that they are always directed towards something. This
'directedness’ is another way of describing the action of intentionality. Such acts are
recognised, with reference to the affair complex above, by removal of the object-
expression which renders the verb nonsensical. For instance, a wish is nothing without
there being something to wish for, nor can I have just a hope with nothing as the goal
of that hope. .

However, an important point to note is that it is the relational activity which is a
mental or psychical phenomena that is important and not the actual relaton between the
mind and an object, since that would entail the necessary existence of the object.
Having mental directedness does not mean that the object of thought has physical
existence. I can, for example, wish upon a star or wish a friend a successful and happy
life.

So the focus is on the mental experience of the intentional object and such objects
have what Brentano describes as 'immanent ohjectivity' or 'intehtional inexistence’.
The upshot of this is that when I wish for something there is an object whether physical
or psychical that is in effect 'out there' that corresponds to my wish. Such objects have
a special ontological status all of their own; that is, only they can be directed towards a
goal or end that may or may not exist. Naturally the same can be said about the
ontology of every object of propositional attitude statements since they express

intentional relations.
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Mental acts always refer to something and the mind, as a faculty of awareness, has
the capacity to make judgements and have hopes, beliefs, fears and so on about these
things. Thus it is a necessary feature of awareness that it always be about something.
This 'aboutness’ or 'immanent objectivity' can be thought of as the presence of an
object to an aware subject, where the subject and the object are in an intentional
relation.

Brentano distinguishes three types of these intentional relations. The first is when
'x' is present in my conscious_ness, that is, when I am only thinking about it. This he
calls Vorstellungen (ideas, thoughts or mental presentations). The second relation is
that of judgements about 'x’', an example of which would be T helieve that all humans
are bipedal’. And the ﬂxird relation is that of choosing to pursue or avoid 'x'. In this last
relation an element of selectivity is present.

I find it difficult to accept these three relations as being entirely distinct. To begin
with I believe that the second and third naturally rely on the first since it is not possible
to choose to attend to something unless it is first present to mind. So the first relation is
assumed by the other two. I also maintain that the third distinction collapses into the
second because when choosing to respond in a certain way to an intentional object one
is also, by definition, making a judgement about it. If I judge that a particular action is
morally correct and I want to live a good life then I will most likely try to pursue that
course of action. So the judgement seems to be all inclusive.

The difficulties that I have outlined against his three distinct types of intentional
relation do not detract in any great way. from the essential points that are being made.
Firstly, Brentano has brought to mind the problems about the ontology of intentional
objects, and he has emphasised the importance of the intentional relation between the
subject and the intended object. Secondly, and following the philosophy of Kant, is
that the mind is a faculty of awareness. And, by making the distinctions that Brentano
does an important point is brought to light concerning the capability of a system with a
faculty of awareness to exercise its own volition and select the objects it wishes to

pursue or avoid.
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So 'physical’ and 'psychical’ phenomena and the objects of 'psychical’ phenomena
have a s;pecial ontology. Thirdly there exists relational activity between the subject and
its intentional object(s). Fourthly there is a directedness toward the objects of
intentional behaviour which gives the objects an ‘aboutness’ or 'immanent objectivity';
this point could very well constitute part of the second point. Brentano's view of
intentionality is an "in-the-head" relational view. For it is only through the faculty of
understanding, that is itself only possible through consciousness, that an 'immanent
object’ is formed. As a result these oﬁjects being "in-the-head" only have an intentional
existence; therefore, they are in esse.

The fifth point is that the mind is a faculty of awareness and I would like to extend
this to say that the human mind is capable of a reflexive awareness which is unlike that
which is possessed in any other system, organic or otherwise. This is going to be the
line that I shall argue in my thesis. .

I will now use these issues as sub-headings under which I will introduce more
contemporary work that is related to the problems of intentionality, mental states,

rationality, subjectivity and context dependency.

2.4.2. Brand's intentionality: The relation of the mind to its objects

In his Mental Action Theory Myles Brand holds a view similar to that of
Brentano.!5 It is a theory concerning the relational activity of the mind to its objects and
in it he states that the mental antecedent of action includes a number of mental states,
'believing' and 'wanting’ to name just two. The one he says that approximates most
closely to the cause of the action is 'intending'. Having the intention to act is much
more determined than just wishing or hoping for the intention fo act. It means that the
system is now disposed to act, and it is that disposition that makes it possible to get
over the hurdle that separates action from inaction.

Propositional attitudes can be thought of as the mental attitudes that are associated
with the system having particular mental states. The ontology of the objects of such

attitudes is ambiguous by nature as we have already seen in Brentano, but Brand
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overcomes this difficulty by describing the objects of such attitudes as 'properties’.
This is slightly different from the conventional sense of ‘object’ and 'property’ when a
property is something that is ascribed or belongs to a physical object. In Brand's sense
it is possible to analyse any of my attitudes in terms of the propositional attitudes that .
take 'properties’ as objects.

This is a fairly robust notion, capable of incorporating the complex relations
between propositional attitudes, mental attitudes, their objects and properties; it also
allows different types of attitude to bé directed towards the same object, and for the
same attitude to be adopted towards many different objects. These relations are very
complex but 1t is possible to see that Brand means that one only attributes a property to
something when one can first attribute to oneself the position of being in a unique

relation to the state of affairs which has that property.16

24.3. Fodor's intentionality: Language of thought

The relational aspect of the affair complex is also of irnpo.nance to Jerry Fodor. In
chapter seven of Repfesentations he argues for propositional attitudes "as relations
between organisms and internal representations”. He claims that his view is "probably
true” because it is both "plausible a priori" and "what's demanded ex post facto". But
I believe he would also argue that his view is a common-sense one for it is capable of
explaining a great deal more than any of the other theories that exist to date.

His view is a physicalist oﬁe which correlatés the mind with the brain so that any
description of intentionality can be examined by an investigatioﬁ of the human cognitive
faculty. The brain has a 'language of thought' in which the intentional state is encoded,
which means that the cognitive function of the intentional state is literally an encoded
propositional attitude statement. The brain is a 'semantic engine driven by intentional
states’, so that our beliefs, desires, suppositions and so on can be said to be real
features of our brains.

In the head there is what counts as first order intentionality since it is the encoded

propositional attitude, a feature of the brain. Using language to create and utter
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propositional attitude statements is to have second order intentionality and such second
order intentionality reflects or represents the actual brain states that we have. In this
way I can think of events that might occur by having representations in my head of
actual intentional states. All of this is possible, according to Fodor, because of our

| language of thought or 'mentalese’ within which the propositional attitudes have their
first representation. Any single propositional attitude can be applied to a variety of
situations. For instance, I can say 'I believe that it is cold outside’ on many different
occasions, and my meaning may vary a little, but the intentional states I have are
essentially the same. It is only with processing that the propositional attitude becomes
shaped for a specific circumstance and no other.

It is our brain states that represent and it is these internal representations that are of
greatest concern in any psychological explanation of human behaviour. The
representations talked of are those of intentionality or propositional attitudes, and it
follows that intentionality must be a feature of our brains that has its existence in mental
states. Fodor has no time for the phenomenology of Brentano that proposed ‘immanent
objectivity’ for the objects of propositional attitudes and what he offers instead is a
computational or representational theory of mind with ‘mentalese’ as a descriptive
language. It states that any propositional attitude is a computational relation between the
system and its internal representational system. The information being represented is
the object to which the propositional attitude refers. It is the information or collection of
mental states that is the ‘mentalese’.

It is important to note that in his theory Fodor explains that mental statesare related
causally because of the system's capability both to represent and to proces§
information. However, he also states that the brain is capable of operating on both a
causal and an intentional level; but to explain this I shall have to say a little about his

conceptual and perceptual leaming hypotheses.
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Conceptual hypothesis

To understand and extrapolate from one concept to another, that is, the formation
and confirmation of new concepts, the system needs to be capable of extracting the
essential features of the concept and re-apply them to further instances of the concept. A
significant part of this theory is that we use language to talk about our concepts. This is
an idea very similar to the ‘family resemblances’ talked about by Wittgenstein in the
Ph_ilosophicaf Investigations, éxcept that Wittgenstein does not talk of essential
features, but rather, shared commonﬁﬁes.

Wittgenstein says that the only way that we can recognise something as an instance
of one thing and not of another is if we can recognise the features they have in
common, that is, the ways in which they are similar. This idea prompted him to think
of a family group and the way that members of the family resehlble one another in
physical features and idiosyncratic behaviours. It is certainly the case that people say of
a baby that she has her mother's eyes, or his grandfather's srr;ile and so on; and it is in

just such a way that we learn the concept 'book’ or 'cat’ or any number of things.

Perceptual hypothesis _

Fodor says that we learn about distal objects through an interpretation that is based
on a complex of proximal stimulations that we receive through our sense organs and
that we build up our perceptual data through such continuing experience. It is different
in a significant way from conceptual data because it is not linguistic. It might be said to
be conscious, or experiential, but not self-conscious or cognitive, in the two senses of
mental states that [ have defined earlier.

The capacity to learn perceptually, being non-linguistic, can be shared by both
human and non-human animals. But, concept learning is linguistic and for that reason it
is something for which only humans have the capacity; at least according to both Fodor
and Kant. The shared nature of perceptual learning, through the common feature that
the human and non-human animals share of being representational systems, ought to

emphasise that the language of thought is not simply an internal natural language. In
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general the brain is perceptual and the difference between human and non-human
systems is that non-human systems are only capable of perceptual learning, whilst
human systems are capable of perceptual learning and also of the language of thought.
According to Fodor such languages have to be, in some sense, innate for "One
cannot learn a language unless one has a language". Here Fodor is following in the
rationalist tradition often associated with Chomsky for Chomsky claims that different
languages use the same formal operations, 'universal grammar', for the generation of
'well-formed' sentences. To make this possible he states that all children have to be
‘endowed with an innate capacity' to use the universal grammar that makes it possible
for them to learn the language of their environment. Fodor says essentially the same
thing when he says that to learn a language requires that we have a prior capacity to
grasp the formal operations needed in order to use a natural language. The difference
between his view and Chomsky's is that Fodor stipulates that we have at least two
languages already 'wired in": namely the language of thought and the perceptual

language that allows us to interpret raw sensory information.

Fodor makes use of a computer analogy

The machine's internal language is a private language, but a programming language
is a public language for it is the language with which the programmer communicates
with the computer. For the 'innate’ component Fodor offers the machine language
compiler which gives the computer the capability to interpret the rules and functions of
the programming language. Fodor then goes on to equate the compiler with the human
representatonal system that is present in each potential language user. But this |
argument seems all too easy and I find myself puzzled about such an analogy that freely
compares the human cognitive capacity, that we know all too little about, with the
computer's capahility to follow rules that it has been given and which cannot after all be
‘innate’. Something fundamental seems to be missing and, I would argue, it is the
element of understanding that is talked of everywhere from Frege to Searle. Human

systems are capable of understanding the reasons for their actions and when acting
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consciously they are capable of 'grasping' meanings and applying them abstractly,
something I think Fodor's computer would find impossible to do.

That Fodor's attitudes have been equated with the theories behind 'folk
psychology' is due to his maintenance that the actions of the individual can be explained
by reference to his or her beliefs. From this claim it is reasonable to expect that Fodor
would also believe that all behaviour can be explained in terms of the totality of the
individual's propositional attitudes. But once lagajn, there is something missing for |
nowhére does Fodor talk of the consciousness of the organic system. Perhaps then
Fodor would wish to conclude that the totality of propositional attitudes would be
enough to explain our conscious behaviour, and if this is so would Fodor also wish to
accept that the totality of propositional attitudes can also explain our self-conscious
behaviour? I suggest that he would not for this is a very tall order and not one that he
can hope to fulfil by simply examining the individual's 'language of thought'. Indeed
he would encounter a new set of difficulties when he would come to explain the sort of
animal consciousness that gives all the indications of being reflexive, for which there

can be no recourse to a 'language of thought'.

2.4.4. Dennett's intentionality: The intentional stance

In this same area, but in contrast with the work of Fodor and Chomsky, Dennett
has proposed the adoption of the Intentional Stance. This is certainly one of the most
interesting th\eories to be proposed in recent years. Very broadly the claim he is making
is similar to Brentano's in the sense that intentional states are relational but they are not
'in-the-head’ relational in the way that Fodor would argue.

Dennett takes this view a step further and adds that by adopting an instrumentalist
approach to intentionality, which claims that the behaviour of a system can be
explained, predicted and controlled solely by the ascription to it of beliefs, goals and
rationality, one can also ascribe intentionality to systems that are not organic. When
taken to its logical conclusion this stance permits us to describe some already existing

computer programs as intentional systems; for anything that can have its behaviour
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predicted by attributing to it both propositional attitudes and rationality, is, per se, an
'intentional system'. |

When manifesting a mental étate, that can be described using a specific
propositional attitude, the sentence or statement of the propositional attitude is not
somewhere embedded or represented in processes that are in our heads. Beliefs are
mental attributions that we apply to the propositional attitudes that we use as
descriptions of states of affairs that we encounter in our interaction with our worlds.
They are, very simply, abstract notions that we use for predicting the behaviour of
other organisms and systems that surround us. Dennett's view is a non-reductionist
account that does not require that propositional attitude notions be reducible to anything
that can be stated in physicalist or functionalist language. Because of this he fails to
look at the nature, ontology and causal powers of propositional attitudes. Nevertheless
it is still a valuable basis from which to begin an examination of propositional attitudes

and intentionality.

Like Fodor, Dennett makes use of a computer analogy

In Brainstorms Dennett offers a view of extreme functionalism where he states that
the mind is to the brain as the software of the computer is to its hardware; and so that
we are in no doubt about his position in this 'battle’ he says on page one of chapter
one, The Intentional Stance, "the brain (which, after all, is the mind)". But- the
computer analogy is not one that Dennett welcomes with open arms for he goes on to
argue that it is really most unlikely that every human being will share an identical
"evolutionally-produced program". Clearly, Dennett believes that an objective account
of both intentionality and consciousness is possible for he asserts a desire for a
demystification of such notions. This is a view that directly opposes that of Thomas
Nagel, who states that 'the particular point of view, or type of point of view' is an
absolute necessity if we are seeking a full account of reality.

It is certainly practical to admit the internal functional states of humans but it is not

in our best interests, at least according to Dennett, to imagine that a one-to-one
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correspondence exists between the described state and the mental process or brain state.
By implication it is easy to link the actions of the individual with his or her brain states,
but it is not yet possible for us to have any direct empirical evidence of the actual brain
state at the moment of being in a mental state of having for cxample, a belief, hope or

desire.

The convenience of propositional attitude attribution

The sort of func_ti.onalism proposed by Dennett allows for the attribution of the same
belief state to more than one person because the attribution is not done on a
neurophysiological basis, but rather on a basis of the observation of behaviour in
relation to a set of events in the world. So from the observation of perceptual input and
behavioural output it is possible to describe a person as being in a certain state or states
of mind. In this way it is merely a descriptive convenience for us to attribute mental
functions like propositional attitudes.

Viewing objects external to us, both organic and inorganic, as having propositional
attitudes is convenient since it is just an extc;msion of how we deal with our own
mteraction Qith the world. When I examine my own relation with my world it is
through my mental model of my environment and my interaction therein; I build plans
for the future by relating this model to my beliefs, hopes and desires and combining
this view with a rational approach to what is realistically possible.

The attribution of propositional attitudes is done by observing the perceptual input
of 'tﬁe system in a particular environment and combining this with the mental states we
. believe it to have. By then associating this with the assumed rationality of the system it
should be possible to predict its behaviour. Such a stance can be adopted towards non-
human animals, and even towards inorganic systems, and still be seen to work. For
instance, it is possible to anticipate the future behaviour of an animal by watching it
interact with its environment and relaring this to its previous action in similar

circumstances.
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A disposition to rational behaviour

Thisis a t.heory that Dennett describes as "holistic logical behaviourism".17 All the
intentional language we use is replete with information about the system, its perceived
relation to the world and the predicted behaviogr of that system. It is true to say that
when an identical piece of information is received by different people it is received and
processed in many distinct ways so that each interpretation is going to be unique. The
commonality between each pei'son with that belief is that they will exhibit predictable '
and rational behavioural dispositioﬁs. So what we are, in effect, doing is classifying
systems in accordance with their exhibited disposition for rational behaviour. This, in
turn, allows us to conform to objective regularities that can be described using
extensional language whilst avoiding the snags and pitfalls of an intentional language.

In Brainstorms 18 Dennett tells us that by adopting the intentional stance towards
the objects in our world we are taking, at the very least, the "pragmatic” option. For, as
he so often reminds us, it is only through such a stance that we can continue to make
reliable judgements about the prospective action of the things with which we interact.
The justification for this theory seems simply to be that it happens to work. If we
choose not to adopt the stance we will be in a continual state of flux because so much of
our action depends upon the action we think others will take.'We would no longer be
able to plan our actions in accordance with that of other organisms. In the words of
Thomas Hobbes our lives would be "solitary, poore, nasty, brutish and short"!19

To adopt the 'intentional stance’, then, is to accept a strategy for attributing
propositional attitudes to a system and predicting that system's behaviour depending on
what it would be rational for that agent to do given his or her propositional attitudes.
The system can be organic or inorganic, and as long as its future performance can be

predicted, and thus exi)lained, it counts as an intentional system.

The influence of folk psychology and folk physics
There are two areas to which we look for an account of our world, namely: folk

psychology and folk physics. Although Dennett would want to argue that our mental
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states do not have a determinate content, (contrary to both Searle and Dretske), that is
that we do not possess "intrinsic intentionality"20 or a determinate thought-content, he
acquiesces in the view that elements of both accounts may be innate. However, he still
maintains that for the most part they will be lcarned through experience. Having found_
that there are areas of folk physics that are counter-intuitive it can hardly be beyond our
comprehension that some areas of folk psychology might be vulnerable to further
empirical research.

The attribution of belief can be objective or subjective. The latter, an
interpretationist account, is open to cultural influence and therefore more problematic
than the former, realist account. In Fodor we can see an example of the realist point of
view for he states that beliefs are objective things in the head and in principle such
states can be identified by physiological psychology. The interpretationist account
views the attribution of belief states as being controversial in the same way that one
would think it contentious to assert that some individual was deceitful.

Dennett attempts to meld both positions by claiming that although belief is an
objective phenomenon it can be better understood by adopting the interpretationist's
predictive strategy, the intentional stance. Anything that can be said to have beliefs, and
be described as a true believer, is, in Dennett's opinion, an intentional system. To adopt
the intentional stance one must first treat the system whose behaviour is to be predicted
as a rational agent. Given that the system is in the world and that it will want to further
its goals, by adding the attribute of rationality it should be possible to predict its
actions. If we simply work from a folk psychologist premise it is possible to extend the
notion of rationality to other systems if we observe enough of their input and output
states and compare their interactions in the world with our own rational behaviour in
similar circumstances. By adopting the intentional stance it is possible to attribute

propositional attitudes to systems other than ourselves on the very same basis.
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Propositional attitude psychology is troublesome

Because Dennett attempts to draw objective and subjective attribution together we
can conclude two things: 1) there is no unified, reliable view of propositions and
propositional attitudes, and 2) language-of-thought psychology yields no worthwhile
results. I would like now to say a little more about both these in the light of Dennett's_ :
proposed notional attitude psychology. |

In chapter 5 of The Intentional Stance, 'Beyond Belief', Dennett tries to do away
with the whole troublesome area of bropositional attitude psychology. Propositional
attitudes can be analysed into three variable components; "X [subject] believes [attitude]
that p [proposition]”. When enquiring into the nature of the proposition we find that
three quite distinct views are held. The first says that propositions are like sentences,
that is, symbols that are held together in a syntactical form. The second view claims that
propositions are just sets of possible worlds and the third states that propositions are
ordered sets of objects aﬁd properties in the world.

That three views exist is a mark of the number and complexity of conditions that
they are required to meet. Propositions have to be bearers of truth-value, so that we can
say of something that it is a true or false statement. Next they have to fit the
reqlﬁremcnﬁs of an intensional language, that is, that they have to be able to cope with
referential opacity;2! and finally they have to have a 'graspable’ meaning.

Dennett argues that in the light of the work of people such as Kaplan..Perry,
Putnam and Stich, it is not possible to fulfil all three of these conditions at any one
time. In the face of such opposition the only retreat would seem to be into sentential
attitude psychology, which is a language-of-thought hypothesis. Dennett describes four
approaches that lead to just such an hypothesis.

The first is that sentences 'in the head' are in some sense physically "grasped"”
when we think of an abstract proposition. Secondly, sentences about objects must be
composed of symbols that represent these objects since they cannot be composed of the

objects themselves. The third approach is that whatever the sentences are in our heads
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they must be able to account for the problems posed by referential opacity. Lastly, of
sentences having content and syntax, sentences in the head are supposed to have
syntax,

By following these four approaches the hope is that more can be learnt about
whatever propositional attitudes are held by the system. However, the theory runs into
a number of problems. To begin with, and as mentioned above, it is more than doubtful
that any two people could ever have the same language-of-thought?2, and it is therefore
very unlikely that any two people could have precisely the same beliefs. With this in
mind it is clear that sentential attitude psychology is trying to distinguish too precisely
between different psychological states. The next problem is that it is already
presupposing that it is possible to access the syntax of propositional attitudes before
being able to know their 'semantic’ properties. A final criticism is that it assumes that it
is possible to put semantics into a verbal form and this may turn out not to be the case

even when we have more information available.

Between the 'language of thought' and the environment

Dennett puts forward a ‘coping' strategy that is intermediate between the language-
of-thought and the external environment of the organism. It is called notional attitude
psychology and it is not constrained by any hypothesis about internal representations or
where such representations (if théy were to exist) would be located. Notional attitudes
are the constituents of the system's "notional world"; and the notional world is the
world at that time and that place that the organism is best equipped to deal with. This
theory offers one noticeable advantage; namely, were I substituted for a person identical
to me in a world identical to my present one, then I would possess all the relevant belief
states without having had any interaction in the "Twin Earth". This eases a small
proportion of the problems associated with possible worlds. The other advantage this ~
theory has is that it does bring to light the difficulties associated with adopting the

reductionist language-of-thought hypothesis.
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A similar notion can be seen in the "bracketing off" feature of Husserl's work in
phenomenology and the phenomenologic.al reduction (1931) - see next section, 2.4.5.,
also in Quine's theory of the indeterminacy of radical translation (1960) and in more

recent work by Searle on "Aspectual Shape"” (1990).

2.4.5. Husserl's intentionality: Our experience is what matters

Initially, Husserl would say that we are aware that the world is 'spread out in
space, endlessly becoming and having endlessly become in time'.23 Simply said, the
world and everything we perceive is out there whether we choose to attend to it or not.
We have, what Husserl describes as, a "natral attitude” which enables us to observe
our world, have feelings with regard to our world, to make judgements about our
world and to resolve to act in relation to our world. "Moreover, this world is there for
me not only as a world of mere things, but also with the same immediacy as a world of
objects with values, a world of goods, a practical world" .2

Spatially most of my world remains within an area of indéterminacy, a bit like my
peripheral vision; "my indeterminate surroundings are infinite, the misty and never fully
determinable horizon is necessarily there”. So too with my temporal perception; "this
world, has its two-sidedly infinite temporal horizon, its known and unknown,
immediately living and lifeless past and future".> My natural attitude in the world
permits me to "change my standpoint in space and time, turn my regard in this or that
direction, forwards or backwards in time; I can always obtain new perceptions and
presentiations, more or less clear and more or less rich in content, or else more or less
clear images in which I illustrate to myself intuitionally what is possible or likely within
the fixed forms of a spatial and temporal world".26

This section alone portrays the whole richness of the human mental ability, for in it
we can recognise many of our higher cognitive abilities. The individual has a
continuous array of perceptual inputs that are its source of new information, from

which it can select the most important things for immediate attention, and with
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consideration of past events through a richness of mental representations, decide what
future action would be to its advantage.

The world is continually present for me, even when I focus on some abstract
concept like mathematics or logic. My standpoint to the world is then a logical or
mathematical one and the background to my consciousness of mathematics is my
natural attitude to the world. I am said to be in an 'arithmetical’ or 'logical’ attitude.
Beiﬁg capable of a phenomenological reduction means that a complex system can
bracket off sections of its world in favour of emphasising other more abstract
interpretational stances.

I think a word or two ought to be said here about 'bracketing’ for it is a complex
term used by Husserl in the philosophical context of the '‘phenomenological réduction'
and not one that is immediately clear. The best analogy I can think of is with
parentheses. If I read a sentence from a paragraph and within that sentence there is a set
of parentheses, I will first read the sentence for its meaning by ignoring the information
that is in the parentheses. When I feel that I have a complete understanding of the
sentence I will go back and read the sentence again this time incorporating thc
information that is inside the brackets. On the first reading I will have 'bracketed off
information that is not immediately necessary for an understanding of the sentence. By
the time I have made a second reading I will have understood the information contained
in the first sentence and also the non-essential information that was enclosed in the
brackets.

This example corresponds well to Husserl's meaning of 'bracketing', for what we
have done in our sentence.is select the information that is of immediate interest to us
and ignore the non-essential or superfluous information stored in the brackets; and what
Husserl suggests we do in our perceptual environment is select the information that is
immediately relevant to our situation, attend to it, and 'bracket off’ or ignore the
information from our environment that is unnecessary to us at that moment. So when
working with logic or mathematics my experience is structured with the abstract world |

coming to the fore and the natural world receding into the background. Both worlds are
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related to the ego or consciousness whilst still somehow being distinct entities. There is
an element of choice now evident in choosing what I will or will not attend to from my
percéptual information.

This type of experiential structure is essentially the same for everyone. But the
element that will change is the content of our experience that will vary from person to
person. The one bit that is common to everyone is the objective spatio-temporal world
to which we belong, that is, our ‘natural standpoint’ of phenomena or physical things.
The area of personal experience is the individual's private perceptions.

By bracketing off the belief we have in the totality of objects and events and instead
concentrating on the private, inner or 'noumenal’ experience we have of them we are
performing what Husserl describes as the ‘phenomenological reduction’. We literally
reduce our world of phenomena until we reach our subjective experience of particular
phenomena. Things in the world still exist but we consciously refrain from making
judgements about them. In the sense explained above, we 'parenthesize’' phenomena in
the world and look instead at our experience of the relation between us and the world.

The next step.is to try and describe this process of experiencing and look at what
sorts of structures are left outside the ‘brackets’. Structures of this sort, our
experiences, are called the 'forms of consciousness' and it is only through them that
mental experiences are possible. A moét important point is that these experiences are
not just of other objects and states of affairs, but also of the personal 'transcendent
ego'; the so-called ‘Archimedean point’. Such pure consciousness is arrived at after

bracketing when the phenomenological reduction is complete.

Intentionality as a principal theme of phenomenology
Intentionality is the general theme of 'objectively ', or object-oriented
phenomenology. It is ghared by all systems with mentality since intentionality is a
characteristic of consciousness. 'Intentionality’, then, is the term that Husserl favours
for describing the experiential or ‘phenomenological’ structures that are left after we

have successfully bracketed off the way we naturally view our world in space and time.



However, Husserl admits that the manifestation of intentionality will alter with regard .
to the differences in mental structure of different types of system; 'we cannot say of
each mental process that it has intentionality in the same sense’. So that the mental
structure of a dog or cat will influence the character of the intentionality they possess, if
indeed they possess any at all. In intentional behaviour we are ‘conscious of
something' and regardless of the existence or non-existence of the ‘object’ there will be

some correlation between it and our intentional behaviour towards it.

The importance of contéxt in phenomenology

Our intentional attitude to something, i.e. our hoping that x or believing that y,
lacks objectivity since it is in our experiencing and not the experience of the physical
thing. It can only constitute ‘intuitive appearances of objects' and not the objects
themselves. It is our attitude thﬁt is important because it dictates the context wnhm _
which our expeﬁence takes place and is examined; therefore it is our attitude which is
intentional. |

I would like to place emphasis on a couple of things of importance in Husserl's
work. The first is the stréss that he places on his work being conceptual, or as he
describes it himself, "eidetic”. Husserl's concern is with the notions or acts of
believing, hoping and perceiving when all else is removed and not with the intentional
objects thﬁt we each associate privately with the notions.

A second aspect which is of significance is that of the ‘conceptual attitude' that I
have towards something, sd for instance, when I am conscious of some logical thing I
will adopt a logical stance for my understanding. Just as with Dennett's theory when I
am trying to describe and predict the behaviour of another person I adopt the
‘intentional stance', so for example, for Husserl when I am thinking of some ethical
matter I adopt an ‘ethical stance'. I bracket off my natural standpoint and think in
‘ethical’ terms about the problem, thus enabling me to give the matter my whole
concentration. What becomes of importance is the context in which I examine my

experience. It has been proposed that 'languages-of-thought' other than the two already
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discussed by Fodor??, might exist, and so too there might be an infinite number of
'experiential stances' open to a complex system; but to have an understanding of any of

them we need to look carefully at the experiential context.

2.5. Searle's intentionality: Experiential context

In this section I will look at the importance of contextual aspect in a paper by Searle
in which he examines the notion of ‘aspectual shape'. Just as Husserl talks about the
bracketing off of the natural stance and the adoption of a specific conceptual standpoint
in dealing with a particular area of enquiry, so too Searle talks of the importance of our
perceptual, or even personal context in the way we look at the world. Very simply, 'the
idea behind ‘aspectual shape’ is that our perception or thinking is always from one
particular point of view or aspect whether spatial or contextual. As Searle says
"Whenever we perceive anything or think about anything, it is always under some
aspects and not others that we perceive or think about anything."28

Aspectual features are those that are perceived under a pzu;ticular aspect, and it is
they that make an intentional state into a mental state.. The aspectual feature can be seen
as a relation of some type between my experience and the neurophysiology that makes
up my brain states. Under aspectual shape my experience of a butterfly is a conscious
experience that I have under a specific point of view. My experience of the butterfly has
some features which are essential to it and to it alone. "Every belief and every desire,
and indeed every intentional phenomenon, has an aspectual shape."2? So what we have
with aspectual shape is the conscious experience of a thought, an object or a state of
affairs.

In Husserl's phenomenology the two important features are, first, that there is a
relational aspect through which we examine our experience of our belief or some other
form of intentionality; and second, the conceptual attitude under which we interpret our
incoming information. 'Aspectual shape’' encompasses both of these for Searle. Under
it we have experience of the world and the experience is had from our own particular

point of view. For instance, my experience is had under an aspect that is specific to me.
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Aspectual shape is, according to Searle, an essential feature of all our intentional
states; in such a way that intentional states only become conscious mental states because
they possess these aspectual features. The aspectual shape is important because "it
constitutes the way the agent thinks about or experiences a subject matter".3% So
aspectual shape is the thinking or experiencing of the object of our intentions.

To overcome any spurious ascription of intentionality Searle proposes a bipartite
distinction between intrinsic and 'as-if intentionality. The former, he claims, is that
which is épplied to those things which we know possess mental states, whilst the latter
is a form of metaphor attribution applied to those things which have no mentality. An
example of as-if intentionality is "ﬁe thermonstat on the wall perceives changes in the
temperature”.3! The thermostat does not actually perceive but its action makes it look to
us ‘'as-if’ it perceives.

Searle sees Dennett's intentional stance as a denial of ‘'as-if’ intentionality because
Dennett proposes that we adopt the intentional stance with objects that do not possess
mental states. According to Searle if we accept Dennett's thesis then we must also
accept that everything in the universe is mental. Under this reading of Dennett the
adoption of the intentional stance entails that we also accept a position of true
panpsychism!

Of 'deep unconscious mental intentional phenomena"

A problem arises for Searle, and it is this: unconscious intentional states exist only
as a matter for "third person, objective, neurophysiological phenomena" even though
all our intentional states are supposed to have aspectual shape and aspectual shape is not
meant to exist at the level of neurons and synapses. Searle frees himself from this
quandary by proposing that all unconscious intentional states are "potentially
conscious”, " they are possible contents of consciousness”.32 "When we describe
something as an unconscious intentional state we are characterizing an objective

ontology in virtue of its causal capacity to produce consciousness."33 What we are left

43



with is the fact that "any unconscious intentional state is the sort of thing that is in
principle accessible to consciousness".34

Searle argues that there are no unconscious intentional phenomena that are not, at
least potentially, conscious. All intentional states have to possess aspectual shape if
they are to be mental states at all. So where there is no aspectual shape there can be no
intentional phenomena; "but where there is no fact of the matter about aspectual shape
there is no aspectual shape, and where there is no aspectual shape there is no
intentionality".35 The conclusion then is that unconscious states, such as Chomsky's
'innate grammar', which are not '1n principle accessible to consciousness and are what
Searle describes as "deep unconscious mental intentional phenomena"36, do not exist.

What are we left with as notions of unconscious mental states? Firstly we have the
"as-if metaphorical attributions of intentionality to the brain which are not to be taken
literally"; then we have "shallow unconscious desires, beliefs, and so forth", like
"repressed consciousness"; and thirdly there are "shallow unconscious mental
phenomena which just do not happen to form the content of my consciousness at any
given point in time" 37 All of these sarts of unconscious phenomena are, at least,

potential states of consciousness.

What evidence is there for intentional states?

For Searle behaviour of a system is not sufficient to demonstrate the relation
between its neurophysioiogy and its intentional states. "Behavioral evidence concerning
the existence of mental states, including even evidence concerning the causation of a
persdn's behavior, no matter how complete, always leaves the aspeciual character of
intentional states underdetermined."38 It is always possible to infer from epistemic
grounds, in this case neuronal firing, that someihing is present and from that presence
infer the concomitant existence of something. But, such inference alone does not
suggest a strong justification for the ontology of a particular mental state. The
behaviour without reference to the relational aspect of consciousness is not enough. It

is'not possible to determine that what someone else means by "water" is the same as



what I mean by "water". They may mean a particular chemical compound of hydrogen
dioxide and I might mean the liquid I drink to quench my thirst.3?

There can be no "lawlike connection that would enable us to infer from our
observations” of the person and their language that what we are both referring to is the
same thing. Nor is their any "lawlike connection that would enable us to infer from our
observations of the neural architecture and neuron firings that they were"40 the
conscious realizations of a particular desire for somet}ﬁng or a certain wish that
something else.

Thus Searle concludes that; (i) all intentional states must have aspectual shape,

(ii) that all unconscious mental states are in principle accessible to consciousness, and
(iii) that it is not possible to infer from the knowledge of one thing, in this case
neurophysiological states, the ontology of another thing, and again in this case that a

particular mental state exists.

2.6. The ability to understand and how we see our:r»elves in the world

To summarise our findings sd far; according to Husserl we adopt an interpretational
stance that depends upon our immediate surroundings and our ability to withhold the
natural standpoint with which we interpret our interactions with our everyday physical
world. The world within which we adopt a particular interpretation is that world within
which we have exercised the phenomenological reduction and extracted our sense data
in favour of a 'return to the facts' of simple experiencing.

In Searle we have the notion of ‘aspectual shape' which is necessary for every
intentional state to become a mental state. It is under this aspectual shape that we have
thoughts or perceptions under a specific aspect or interpretation. This is juslt another
way of saying that our perceptual relation to a particular state of affairs is the one that is
important for our understanding of our context in toto.

In Husser] we have a contextual standpoint when our natural world is ‘bracketed-
off' and Dennett argues that the system's external state of affairs is important because

the intentional stance relation is not 'in-the-head', but, is instead, related to what we
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interact with in our environment. Searle considers context to be important for our
mental representations to be able to represent; and anything with intrinsic intentionality
can understand its context in a way specific to it.

For Wittgenstein, too, context is most important for understanding language. By its
very nature our language has a public sense since it is used in a public forum. My own
language can have a private reference but it is of no use for conversing with other
human beings unless we share a commonality of senses for our words. Words like
'pain’ and 'sadness' have a private rgference, for only I can know what it feels like
when I feel sad or I have a toothache; however, such words have a shared public sense
from which we can understand the life of another human being.

The context is all important for an understanding of this type of 'private reference’
word. For example, if a little girl falls, grazes her knee and begins to cry saying, at the
same time, that she is hurting, then all the circumstantial evidence would suggest to the
observer, who cannot share in her pain, that she is indeed in pain and that her pain
behaviour is understandable from her fall. However, of the little girl who says that she
is too sick to go 1o school, and we know that she has a spelling test that day, the
evidence, or context, would suggest that her behaviour is in fact a ruse to avoid the
unpleasant test.

Colour words are also subjective, or 'private’, but again we share their meanings in
a common context. For if I use the word 'red’ to describe a London bus, you can say
that you know what I mean by 'red". If I start talking of my favourite shades of colour
then you might have difficulty understanding exactly what it is I mean. But from both
examples it can be seen that it is possible to talk of, and understand, anothér persons
intentional language by observing their behaviour and in so doing sharing in the context
within which they are using their language.

Hubert Dreyfus also considers context to be of great importance. In fact he argues
that context is essential for cognition to occur at all and that contextual considerations,
along with the appropriate social behaviour, are required for a complete understanding

of the cognition of the organism. It is, for Dreyfus, more a matter of knowing what to
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do in a particular social context than knowing what proposition is the most appropriate
given the situation. Our skills, as mental systems, are acquired and learnt through
repetition within a specific social context and it would, for Dreyfus, seem incredible
that a non-mental sysicm could acquire the appropriate social skills in just the same
way. In much the same way as Searle's aspectual shape is seen to exist as an important
part of our experience Dreyfus claims that in our personal cognition of our world an
essential role is played by our embodiment of our perception in our interaction with the
world. What we can see emphasised here is the importance of the experience being
‘ours’, i.e. that we can see ourselves in relation to our experience of our world.

So, just as Wittgenstein and Husserl did before them, Dreyfus and Searle argue that
social and cultural surroundings are of the utmost importance to our understanding of
the world; "all intelligent behaviour must be traced back to our sense of what we are,"
and we are social animals that have linguistic and non-linguistic interrelations with other
social animals in our world. What is now of importance is how we move from this state

of understanding to intentional states, like knowledge and belief.

2.7. The attribution of intentional states

| '‘Understanding' and 'knowing' are important aspects of mentality that will recur
throughout this thesis and I would like, for the moment, to examine the relation that
Wittgenstein sets up between them. For Wittgenstein having, or claiming to have, an
understanding of a state of affairs is very closely related to saying 'Tcan'. "The
characteristic of words like "understand” and "can" is that they are used alternately for
(a) something occurring in the mind as a conscious event, (b) a disposition, and (¢) a
translation."4! Of most interest to us now is (b) for it is the use in this sense that
"overlaps with 'is able t0""42, for this is the sense in which understanding is linked to a
disposition to perform a particular act or set of actions. An accurate interpretation of
information is "illustrated by one's being able to do a certain thing when one

understands".43
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For instance, in the Philosophical Investigations Wittgenstein explains that knowing
something is not the same as having certain epistemic states but rather it is a
demonstration of an ability to 'go on'. We use "Now I know!", "Now I understand!"
and "Now I can do it!" interchangeably to mean "Now I can go on!".44 Again in
paragraph 151 in the example of the sequence 'l, 5, 11, 19, 29' that A w.as writing, if
B knows how to go on he will respond with a statement like "Now I know how to go
on". What B has admitted is that if required he believes he is capable of giving
behavioural evidence for his understanding of the sequence.

So understanding in this sense is actually that you know the answer and would be
able 1o offer an objective account based on previous leaming from other like
experiences. It is only through an exhibition of the correct understanding behaviour,
that is, that B answers '41', that we can say of him that he has understood in this
context. When he does respond in the correct way we can say of him that he does
'know'". It is not possible to say of someone that they know that something is the case
when they have claimed to understand but failed to show that they know by actually
'going on' and offering proof. So the criteria for attribution of epistemic states is not
just that the system offers behavioural evidence but that the behavioural evidence it
offers is correct. For instance, if B says that he has understood the sequence but then
he proceeds in the sequence by saying '42' then he quite obviously has not understood
and it would be wrong to attribute a knowledge state to him.

If we look closely at these criteria they seem to be the same as the ones we use for
the attribution of mental states, whether rightly or wrongly, to other non-human beings.
The distinction Searle makes between intrinsic inténtionality and 'as-if intentionality
bears this out, for we say of the lawn that it is 'thirsty’ or of the thermostat thatl it
'perceives’, it is simply the attribution of intentional states based on what seems to be
appropriate and correct behaviour in the system's context.

The attribution of 'as-if’ intentionality is the result of our treating other non-human
systems as though they had a mental life similar to that possessed by human-beings. It

is a sort of silicon or mechanical anthropomorphism that allows me, without too many
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raised eyebrows, to say of a non-mental object like my computer that it ‘runs quickly’
or ‘plays up’ when it knows I am in a hurry. Itis an over-extension of metaphors or
use of simile that we understand, from Searle, to be used in connection with non-
mental systems. He would argue that once we go beyond realising this specific use aqd
exaggerating the cépabilities of these systems, in other words attributing to them a
mental life that they do not possess, our use is erroneous and we are misleading

ourselves.
2.7.1. Intentional states attributed to machines

McCarthy's views

McCarthy gets into deep water in just such a way; for instance, he says "To ascribe
certain 'beliefs', 'knowledge', 'free will', 'intentions’, 'consciousness’, 'abilities’ or
'wants' to a machine or computer program is legitimate when such an ascription
expresses the same information about the machine that it expresses about a person”.4
So it seems that he is satisfied, indeed even blasé, about the ascription of mental
qualities to non-mental systems.

McCarthy argues that it is "useful” to ascribe intentional states to machines because
the ascription may be able to help us "understand the structure of the machine, its past
or future behaviour, or how to repair or improve it".46 The same ascription may also
give us information about the "limitations on our own ability to acquire knowledge".47
With this in mind we should have the accumulated advantage of being able to predict
the future states of the machine on the basis of Qhat we know about its previous states
and present structure.

This is an argument that shares many similarities with Dennett's reasons for
adopting an intentional stance towards objects, both mental and non-mental, in our
world. Indeed, McCarthy does say that he "emphasizes criteria for ascribing particular
mental qualities to particular machines rather than the general proposition that mental

qualities may be ascribed",4® which is what Dennett is doing in The Intentional Stance.
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McCarthy also wants to argue that it is easiest to attribute these mental qualities to
simple machines of which we know the structure; as he says, "machines as simple as
thermostats can be said to have beliefs, and having beliefs seems to be characteristic of
most machines capable of problem solving performance”.4® What this suggests is that,
if we observe a system in one state and it then performs an action that places it in |
another state, then we should attribute to it all the analogous intentional states that we
associate with the system that has a full and active mental life.

But I think McCarthy goes too far, for it is as though he really does consider
machines to possess mental lives, however limited those lives may be. Examples of
such thinking are prevalent, an obvious example is when he says that "present
machines have rather varied little minds"5? and he then ventures to state that our human
capacities to love and hate are programmable, and although slightly more difficult
"mental qualities like humour and appreciation of beauty" are not beyond being

modelled.

Rosenschein's views: The machine innards considered
Rosenschein takes up a similar position to McCarthy's except that Rosenschein
looks at the physical construction of the machine, and is concerned particularly with the
ascription of knowledge states. One further difference is that Rosenschein first admits
that the concept of knowledge as talked about in Al rests "on a very limited conception
of what it means for a machine to know a proposition".5! For him life is certainly more
straightforwz;rd for he only accepts that a machine knows something if the state can be
encoded in the form of a formal language sentence, or that the sentence can be derived
using the “rules of an appropriate logical system".52
The human approach
In a technical note of 1985 Rosenschein contrasts the ‘interpreted-symbolic-
structure' (ISS) approach with that of the 'situated-automata’ (SA). In the first case the
state of the machine is that of an encoder of symbolic items of data encoded by the

interpreter. The symbols are so called because they map pieces of the internal state of
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the machine onto pieces of world state. Using this approach it is possible to ask "What
information about the world is encoded in the state of the machine?"; or in the language
of intentionality "What does the machine know?".

For the ascription of knowledge this approach requires "viewing the machine's state
as structured in a certain way; knowledge is not an objective prbperty of the way the |
machine is embedded in the world".53 In the ISS approach knowledge ascription
depends very much on the wishes of the designer. In fact so much so that if she wishes
to assign a different interpretation to-the same symb615, (its overall structure), the
machine will be said to be in possession of different knowledge. Nothing else in the

machine or in the world needs to change for this to be the case.

The mechanical approach

However, Rosenschein is not satisfied with the ISS approach because he believes
that the environment and the machine's location in the environment is very important
and the ISS approach does not take this into account. If the machine is to have
epistemic properties assigned then it must be able to have an internal representation of
an external event. So the SA approach is devised in order that knowledge can be
analysed in terms of relations between the machine state and the state of its
environment This suggests that the notion of knowledge is grounded in an objective
correlation(s) between machine states and world states.

There is an initial assumption that the machine is part of an environment that can be
in any one of a large number of variable states The environment generates the inputs for
the machine and responds to its outputs. However, the machine can only know of the
environment through its direct inputs and it is feasible that some information will not
reach it because is not capable of detecting it or it is unable to discriminate cases when p
holds from cases when it does not.

In the traditional Al approach the machine manipulates the data structures that
encode language in a series of logical assertions. In the SA approach "logical assertions

are not part of the machinc's knowledge base, nor are they formally manipulated by the
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machine in any way".5¢ The assertions "are framed in the metalanguage of the
designer",55 and they are used to express the underlying assumptions made by the
designer or programmer and offer characterisations of information content of the
machinc states being designed. The programmer has to be able to "comprehend the
emerging design and verify that the machine will behave as desired".56

Many computer applications involve the system in a continually changing physical
environment and the primary task of the computer is to monitor and respond to the
alterations in these environmental conditions. For the computer to do this successfully it
has to be able to recognise the appropriate stimuli in its environment and from this make
an estimate of the responses that would be most probable. In this case, if the machine is
to be said to know that such and such is the case, then the state of the machine must be
capable of mapping the state in the environment and using the information
appropriately.

Thus in his proposal of a "correlational definition of knowledge" Rosenschein goes
deep into the innards of the machine so that when they, the innards, are in a particular
state, say state A, it will be occupying a specific epistemic Smte, but if we then adjust
the connections between the machine's wires, nodes and so on. it will occupy a
different epistemic state, this time state A", So there is a direct relation between the
internal mechanism of the computer and the state the computer can be said to be in; and
Rosenschein would like to call the properties of these states, that is, the internal
structural organisation, ;epistemic'.57 It follows that the machine can be said to know
something in, at least, a primitive sense, if it reflects a real world state. For a barometer
to indicate a change in pressure it can be said to know of the change if and only if the
true state in the world is one of pressure change. If it indicates a change of pressure
when there has not been one then it cannot be said to know anything about the world.
Similarly in Wittgenstein's example of being able to 'go on', if the person 'goes on'
with the wrong answer they cannot be said 'to know' after all. |

So in a somewhat different sense Rosenschein has admitted the importance of

context for the attribution of intentional states, and like McCarthy, he ascribes mental
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states to non-mental systems, and like Dennett and McCarthy he emphasises the
predictive capability that the designer has when she knows the information content of |
the machine state, that is, what the machine can be said in a primitive sense to know.
All three of them argue that once we can recognise analogous states betweén mental and
non-mental systems, and we attribute the same intentional states to them both, it will bé

easier to predict the forthcoming actions of that system.

2.8. A new, computational, theory of intentionality: Dretske

Dretske adopts a novel approach to the problem of ascribing intentional states in
what is described as an 'information-theoretic’ account that combines aspects of the
McCarthy and Rosenschein theories. In the account he ascribes mental states 'to a
variety of systems that range from the non-mental to the mental. Dretske starts by using
the concept of "belief to distinguish genuine cognitive systems from mere processors of
information".58 He gives the example of an information processor as something like a
tape recorder which cannot have the knowledge we obtain from using it. “The reason
the tape recorder does not know is that the information it receives neither generates nor
sustains an appropriate belief."9 It can be inferred from this that it is the capacity to
form beliefs that "distinguishes genuine cognitive systems from such conduits of
information as thermostats, voltmeters, and tape-recorders".50

As a preliminary part of the investigation, into whichsystems "qualify for cognitive
attributes" 5! Dretske offers a division of intentionality into three levels. The first order
of intentionality is described as contingent, being entirely dependent upon the
interaction the system has with its immediate environment. The second order is nomic
or natural, with the suggestion that the knowledge of this order is dependent upon the
natural laws that hold empirically in the world. And the third order is analytic, for it is
possible to have knowledge of X in the second order sense to form a belief about X,
but not to know all the beliefs that are also synonymous with X.

A cbmplete understanding of third order intentionality is only possible if we

understand the term ‘'analytic'. An analytic sentence is tautologous, which is to say, it
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contains no new information. It is of the form 'A is B', when { A, B} are semantically
equivalent. For instance, the statement ‘all bachelors are unmarried men' is analytic |
because the term 'bachelor’ adds nothing to the meaning of the term 'unmarried man’.
So both terms are interchangeable without any enhancement t the meaning of either
term or any loss of truth-value in the overall statement.

Both knowledge and belief have, for Dretske, a very high order of intentionality.
The beliefs we hold about X and the beliefs themselves are distinct even when their
content remains interdependent. The simplest way of explaining this is that it is my
having the belief about X, and therefore also an understanding of its semantic content,
that makes it distinct from the heliefs about X per se. What has happened in my coming
to hold a particular belief is that I have stripped awéy the superfluous information from
my perceptual input and selected a specific piece of information, or concept, on which
to concentrate. The information contained in the concept is then formed into |

conceptualised information from which the system is able to occupy a belief state.

2.8.1. Information content

Anything that has an information content is capable of exhibiting first order
intentionality. A good example of this would be the visual ﬁelci which carries
information about the environment to the system. At this stage the system has a lot of
information available to it and nothing in its perceptual field has been selected for
attention. The information in this limited case is said, by Dretske, to be "analogue”,
which simply means that it is a continuous mass of information and not divided up for

special attention.

2.8.2. Knowing

A more specific kind of analogue information is associated, by Dretske, with
second order intentionality. If we use the visual field example again this is the system's
narrowing of focus to the signals that it receives from a particular state of affairs in the
environment. It is still analogue information because no one specific informational point

has, as yet, been selected for attention by the system. In this sense epistemic states can,
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according to Dretske, be attributed to the system that is capable of narrowing down its

information content to this extent.

2.8.3. Believing

The third order of intentionality is related to what Dretske describes as "digital”
information. This can be most usefully thought of as focusing on one specific object or
event in the visual field. A specific signal in the visual field is selected and the
information is digitalised, which means that the semantic content is reached and
extracted. An important point to note is that it is not just the idea of focusing in on an
object or state of affairs, but also the fact that one part of the signal is selected at the
expense of the other signals or parts of a signal and also at the expense of the
messe;lger carrying the signal.

Another useful way of thinking about this notion is to think of two sorts of watch.
At a first glance an analogue watch gives a lot of very general information about the
time, the face of the watch, its dial and so on, but if we look at the analogue watch
using a microscope, (what Dretske would describe as se;cond order intentionality), we
will get much less information, the details of which will be more specific. When
looking at a digital watch we get a very accurate account of the time, right down to the
seconds; but it can offer no more than that. It gives only a very specific representation
of the time and this Dretske would equate with third level intentionality.

Third order intentionality is equated with semantic content so that any system that is
capable of this level of intentionality is also capable of understanding the nature of the
object or event that it has focussed in on. Neither of the other two analogue levels are
specific enough to offer an understanding of objects or events in their visual field. For
Dretske the digital system would be capable of offering a representation of the specific
object or event, whereas "in general analogue systems react to but do not represent"62

the objects and states of affairs in their environments.
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2.8.4. An example of fo'lcusing | and selectivity

If we look for example, at the configuration of newsprint, we can see that both it
and the visual experience of seeing it carry information. The visual experience cannot
be classed as the semantic content since it is in analogue form and only that piece of
information that is specially selected and 'digitalised is the semantic content. The
information carried by the visual experience is not digiial; it needs a lot more cognitive
processing before it can be raised to the level 6f a belief state.

If we 'consider é diagram of three concentric rings,which represents a newspaper, -
the newsprint and the information carried in the neWsprint. The 'S’ in the centre
indicates that the whole diagram s a signal of incoming information from which

information can be extracted. If you are looking unselectively you will see all the

" newspaper but no specific piece of information. A more selective look will still 6nly

focus on the newsprint but this time it will be on a particular piece of it. Finally, on
close inspection an article or paragraph in the newspaper will be singled out and its
semantic content Sought. In the diagram below the semantic content is carried in the

largest informational shell; the one in which all other information is embedded,

A - innermost informational shell
Analogue - newspaper

‘ B - middle informational shell

Analogue - newsprint

C - outermost informational shell
Digital - Semantic Structure

Figure 1

A system that is unable to read can still perceive the newsprint, so it is still able to |
receive the information even though it will not know what it means. However, the
pattern of the newsprint alone will have no understanding of it and with a simple

system there will be a coding deficiency happening where it is unable to move from the
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perceptual form of the information to its cognitive form, i.e. there is an inability to
completely digitalise the information that occurs in the senses in analogue form.

Dretske maintains that this 'inability’ is why ‘simple mechanical instruments’ do not
have access to the semantic structure of the information they receive. The instrument
reads the information without forming any understanding of it. A voltmeter cannot
completely digitalise the information because it is nested in other structures which the
instrument is only 'seeing', and what it 'sees’ is in analogue form.

In another diagram, Figure 2, it is possible to see more clearly the procedure that is
involved in extracting the semantic content from the incoming information; a procedure
we now recognise as 'digitalisation’. Again 'S’ is the incoming signal, but the
concentric rings now demonstrate the stripping away of irrelevant information to form a -
concept. The material that is relevant will depend upon the perceptions and mental

attitude or disposition of the perceiver.

INTERNAL REPRESENTATIONS

SUBJECT 1

Figure 2

On the left hand side of the diagram the two sets of circles represent two different
subjects each of whom has stripped incoming information away to reach one particular
piece; a piece of information that is most important or particular to them. 'Subject 1'
might be said to represent the typesetter of the newspaper; whereas 'Subject 2" might be

the person reading the newspaper. The particular circles that represent specific ‘chunks'
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of information on the right have been matched with an internal representation of that
same information. From the piece of information that they have chosen they can then
infer what other circumstances will hold or be of interest and with this conceptualised
information the system or subject is now able to occupy a belief state. (The circles witl_x
dashed lines represent pieces of irrelevant information.)

An instrument that is incapable of complete digitalisation is incapable of occupying
higher-level intentional states. If a system can form a belief about its incoming
information it can also intentionally alter its behaviour to suit the new beliefs that it has
formed. However, only if the system is behaving in a rational manner will it take these
new beliefs into consideration and this is what Dennett means when he talks of 'rational
and predictable behaviour' that is exercised in relation to a system's assumed set of
propositional attitudes.

In the instance of someone's holding a belief about some particular state of affairs
we are not told the cause of their coming to hold that belief; all that is important, in
Dretske's model, is that the individual's belief corresponds to the‘particular outermost
informational shell and the semantic content of the overall structure. The belief carries
only the information and says nothiné about how it came to be there.

Dretske talks of a system having a 'plasticity’ for extracting information. In essence
what he means is the capacity for a system to ignore the message carrier so that it can
concentrate on the information contained in the message. Perhaps a better word might
be ‘flexibility' because in everyday parlance we talk of being flexible in our decisions
meaning that we are free to choose what we want to do. Few, if any, information-
processing systems are capable of generating internal states from a remote source and
ultimately being left with an information content which is also its semantic content.
Indeed, for Dretske the flexibility to achieve this is only possible for those systems that
can reach third level intentionality, being able to form beliefs from an analysis and
synthesis of their incoming information.

The voltmeter can only carry information about the source by carrying information

about the way in which the message is carried, i.e. the messenger; because of this the
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pointer does not have as its semantic content the fact that the voltage is such and such.
The information ¢annot be completely ‘digitalised’, therefore it cannot be a belief. And

voltmeters and other ‘simple mechanical instruments' can never occupy belief states.

2.8;5. Dretske - in conclusion

In conclusion it can be briefly said that Dretske's first and second orders of
intentionality do not have any flexibility to extract information from incoming signals,
and that his third order intentionality has the plasticity to extract information and
produce the semantic content. So acéording to Dretske, the third level of intentionality
is also to be thought of as the semantic content, and any system that is capable of this
level of intentionality is also capable of understanding the nature of the object or event it
has focussed oh. Neither of the other two analogue levels are specific enough to have
an understanding of the objects or events in their informational field.

The sorts of systems that Dretske equates these levels with is not very clear.
Although, he gives us three distinct orders of intentionality bdsed on the amount and
extent to which information is processed, he only offers two categories of systems, the
"simple information-processing mechanisms" and thc_e "genuine cognitive systems".63
In the first category he places 'dictaphones’, 'television sets’ and 'voltmeters’, which,
it should be noted, are all non-mental systems; and in the second category there are a
mixture of mental and non-mental systems, for instance, "frogs, humans and perhaps
some computers"” .64

So it seems that he, like McCarthy, Dennett, and Rosenschein is not above
assigning mentalistic terms to systems that are more commonly described as non-
mentalistic. His reasons for doing so are slightly different because they are set out in
information-theoretic terms, but nevertheless they are there. He says, "If a system is to
display genuine cognitive properties, it must assign a sameness of output to differences
of input. In this respect, a genuine cognitive system must represent a loss of
information between its input and its output."65 With digitalisation information is lost,

and this is why the television is not a genuine cognitive system for “it is incapable of
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digitalizing the information passing through it".66 A genuine cognitive system needs to
be able to form beliefs and for this it needs the flexibility to extract or select information
from a source which offers a variety of different messages. Such a system would also
have to act in accordance with its newly formed beliefs or else we would have no sign
that it actually had them.

If we now look at Searle's Chinese Room argument it will be possible to put the

ascription of intentional states by these last three thinkers into a new perspective.

2.9. The Chinese Room: Intentionality, intrinsicality and semantics

In Minds, brains and programsS? Searle sets out a distinction between weak and
strong Al The former is the view that Al programs are useful and powerful tools but
nothing more; and the latter is the view that there are all kinds of possibilities for AI for
instance "that the programrﬁed computer understands the stories and that the program in
some sense explains human understanding".68 Searle has no real disagreement with
weak Al, but he puts forward The Chinese Room' argument asa challenge to the
strong Al proposal that machines are capable of actuzﬁly thinking.

The argument is probably already very well understood but, in case it is not, I will
give an account of it again here. The argument is set up as a thought experiment and the
idea is that you imagine yourself in a room which contains some baskets of Chinese
symbols and a rule book for manipulating the symbols. On top of this you have to
imagine that there are signs - which are questions - being passed into the room and you
have to match them with other signs - answers to those questions - using a rule book.
Having done this you pass the symbols hack out of the room. The whole operation is
done in a purely syntactic way without any understanding of the semantic content of the
symbols. Having got proficient at the task of matching the symbols the people outside
the room to whom you are passing them might well come to believe that you actually do
understand Chinese because "your answers are indistinguishable from those of a native

Chinese speaker".69
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What Searle argues is that there is no way that you can learn or be said to know
Chinese from the mere syntactic manipulation of Chinese symbols, thus the people
outside the room would be mistaken in their view. You have no more understanding of
Chinesc when you leave the room than you did when you entered it. The point, he
claims, is simple: "by virtue of implementing a formal computer program from the point
of view of an outside observer, you behave exactly as if you understood Chinese, but
all the same you don't understand a word of Chmese ..... All that the computer has, as
you have, is a formal program for manipulating uninterpreted Chinese symbols".70
Neither you nor the computer can know what the symbols mean by just matching one
pattern with another and passing the newly matched symbol out.

He argues further that "symbols and programs are purely abstract notions: they
have no essential physical properties to define them and can be implemented in any
physical medium whatever". 7! From this he concludes that because symbols have no
physical properties that are theirs by dint of being a particular symbol, they can have no »
physical, causal properties. In a similar vein to Rosenschein's ISS approach, Searle
says that the symbols in the program depend for their meaning on the programmer or
designer. "Syntax by itself is neither constitutive of nor sufficient for semantics."72
What is required for semantics is an understanding of the symbol's meaning. This
might suggest that the symbols have their meaning intrinsic to them. This is not the
case. For symbols to act as symbols they have to be about some thing, or things, in the
world and the meaning has to be attributed to them from an external source. "The point
is that there is a distinction between formal elements, which have no intrinsic meaning
or content, and those phenomena that have intrinsic content."” The human mind is the
only thing that can attribute meaning in this way so, Searle would argue, it must have
some intrinsic mental contents (semantics).

Searlg does not agree with the ascription of understanding to a computer. In fact he
calls strong Al a "tin can and sealing wax theory"! For him the essence of having
cognitive states, and in particular intentional states, is that they have an intrinsic or self-

attributed semantic content. For example, our symbol manipulation in chess is what we
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mean when we engage in a game of chess. This self-ascription is what Searle claims is
missing in computational simulations. For in the normal running of a program the
programmer need only know the syntactical set-up of the program.The program will

work whether or not it knows its semantical content,

2.9.1. Does Searle weaken his foothold?

By answering the question, "Could a machine ever think?", with the answer "My
own view is that only a machine could think, and indeed only very special kinds of
machine, namely brains and machinés that had the same causal powers as brains"74,
Searle does weaken his argument. On one hand he is adamant that machines cannot
think and that they are just organised heaps of mechanical bits, whilst on the other hand
he admits that human beings are machines as well! But Searle is a physicalist who
argues that brains think and machines are physical entities in much the same way as
brains. Thus, mechanical bits could think but not by virtue of an instantiated program,
they would need some intrinsic mental content.

To a similar question, that of whether or not we could create a man-made machine
that could think, he also answers "yes"; for he believes that it would certainly be
possible if we were able to replicate all the physiological causes of consciousness.
When he says "I regard this issues as up for grabs"73 it is clear that he is not denying
that one day machines, other than human ones, might be able to think and understand;
s0 he does not flatly deny the possibility of a man-made thinking machine. Along the
same lines he argues that a digital computer that could think could be created, because
we are eo ipso digital computers.

However, he still answers the question, could something think by virtue of having
an instantiated computer program, with a forceful "No". His reasons for doing so are
that intentionality, and.intentional behaviour, are biological processes and must depend
upon biological phenomena, therefore they cannot be dependent upon only the formal
processes that we find in a computer program. Up until now our computer programs

can only simulate a thinking state and they can only do this because they are
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programmed with the right things to do and the right order for doing them in. This
programming makes their actions lodk like rational preconceived behaviour when it is
not. Our ascription to the machine of thought and intentionality is what Searle would
describe as "as-if" intentionality because the machine is non-mental.

Some time prior to Searle, Paul Ziff wrote a paper called The Feelings of Robots.6
Many of the arguments in this paper closely resemble those put forward by Searle. For
instance, Zlff argues that a robot may be able to calculate but not literally to reason in
the way that we do. What we are continually doing with machines is over extending the
metaphors we use until they lose their metaphorical sense and become meaningless in
their new context.

Earlier still we find MacKay saying 'any test for mental or any other attributes to be
satisfied by the observable activity of a human being can be passed by automata'; 77
nothing need be obviously wrong with the machine's performance, but it is still a
performance and not the real thing. There is more to the intentionality of human beings
than just their observable behaviour, yet we look ohly at the behaviour of a machine
when we attribute the same intentionality. As Searle has said, "no simulation by itself

ever constitutes duplication”.”®

Challenging the Chinese Room, (1):System semantics

But there are people who find fault with Searle’s theory, for example, the 'systems
reply’ which has been made most forcefully by the Churc.:hlands.

The systems reply states that "You don't understand Chinese but the whole room
does. You are like a single neuron in the brain, and just as a single neuron by itself
cannot understand but only contributes to the understanding of the whole system, you
don't understand, but the whole system does".” So it is the room combined with
everything inside the room that understands Chinese and not just the individual in the
room. The idea is that whatever is doing the individual shuffling of the symbols is just

like a single neuron in the brain, which by itself is unable to understand, but as one of
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many it contributes to the understanding of the whole system. So the claim is that the
system as a whole understands but the individual or single neuron does not.

Searle describes this challenge as a "daring move"80 but refutes it on purely logical
grounds. He reiterates that symbol shuffling itself does not mean that whatever is dding
the shuffling has access to the meanings of the symbols. It will not make any difference
to itsinability to understand if we unite the 'shuffler’ with its environment. If the
symbol shuffler cmot understand Chinese then neither can the whole system it is
contained in. Indeed Searle confront$ this issue in the Chinese Gym argument; (a
variant on the Chinese Room argument in which there is a "hall containing many
monolingual, English speaking men").8! The men behave like the nodes and synapses
in the connectionist architecture of the brain. Again Searle argues that the Churchlands
miss the point that was already made in the Cﬁinese Room. They argue that a big
enough Chinese gym would have higher-level mental features because of it size and
complexity. But Searle opposes this by saying that any computation that can be done on
a parallel machine can also be done on a serial machine. Thus if the individual in the
Chinese room does not understand the language solely by carrying out the
computations then neither can it understand when there are a whole host of them who
do not understand. "You can't get semantically loaded thought contents from formal
computations alone, whether they are done in serial or in parallel; that is why the
Chinese room argument refutes strong Al in any form."82

An argument similar iﬁ many ways to the systems reply, though more
architecturally explicit, is put forward by a great many proponents of connectionism.
Connectionists argue that order can emerge out of complexity and if we have a complex
enough parallel machine it will produce intelligence as an emergent property. The
argument goes as follows "Consider a human being; most would say a human thinks,
but at the lower level is that really the case? Does a single neuron "know" or have any
sclf-awareness? I suggest the answer is no. So where does intelligent thought come
from? It arises from the combined actions of many neurons together - it isn't

programmed, but it is emergent."83 The neurons can be said to be following rules (of
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physics), in a similar way to the binary gates in a computer. In this sense the
connectionist would ask why shouldn't computers think? We can take Searle's earlier
refutation of the 'systems reply’ to hold for this case also.

Sloman opposes the outcome of Searle's argument,8¢ say_ing that "Computation is a
purely syntactic, structural notion" whereas a "working computer goes beyond this. it
undetstands its own machine code programs ...insofar as it systemat.ically maps the bit
patterns onto locations in its (virtual) memory and to actions which it can perform".35 A
computer can do a wealth of things, for instance it can compare, copy, modify and
select from its incoming information if it has a set of instructions it can follow.
However, Sloman does add that the world that the computer has access to is a "limited
virtual” one, and that it is also constrained because it "does not have the full richness of

human use of symbols"86 to which it can refer.

Challenge (2):Intrinsic meaning

Another objection is raised by Harnad who questions whether or not meaning is
intrinsic to a system. Searle, as we have seen above, wants to argue that intentionality
is intrinsic to the human system, but not to a non-mental system like a computer.
"Searle challenges.....that a symbol system capable of generating behavior
indistinguishable from that of a person must have a mind",87 but Harnad wants to
argue that even though the manipulation of symbols in the Chinese room is based on
shape and not on meaning, the fact that they are "systematically interpretable” means
that the interpretation is intrinsic to the symbol system.

The symbols in a formal symbol system can only have meaning when they stand
for things in the world. Such meaning cannot be intrinsic to that system since it is based
on what the symbols mean for us. So the interpretation depends on the fact that "the
symbols have meaning for us, in exactly the same way that the meanings of the
symbols in a book are not intrinsic, but derive from the meanings in our heads”.88 The

symbols in a book only have a meaning when we attribute one to them. So the
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meanings in the symbol system are extrinsic and not a workable model for the kinds of
meaning that both Harnad and Searle would say are intrinsic to us.

To get off the sort of "merry-go-round " we are on with the attribution of meaning to
one symbol always depending on another symbol we have ultimately to ground the
meaning in non-symbolic representations; which themselves have to have an intrinsic
meariing if we are ever to get started. So Searle says that symbol meaning is intrinsic to
us as part of our representational system, whereas Harnad argues that symbols come to
have a meaning once they are used cbmpositionally in meaningful syntactic ways, and
that there is no such thing as intrinsic meaning - meaning is always something that is
attributed. So the meaning of a symbol, for Harnad, is grounded in non-symbolic
representations which are compositions of invariant features that are formed into
meaningful and syntactical strings.

For Searle, the meaning is something that is intrinsic to a mental system and not to
the symbols used by the system. It is this intrinsic mental content which makes mental
systems more than just programmable computers. In a mental system the intentionality
18, as it were, inbuilt by virtue of its being mental; whilst in a non-mental system

meaning is attributed by an interpreter who is external to the system.

Challenge (3):Boden's response

On just this same point Margaret Boden argues that meaning is not intrinsic to the
system, for, she argues, all meaning has to be attributed no matter what the physical
make-up of the system might be. The attack she makes on Searle's "two pronged
critiqué of computational psychology”.% in the Chinese room argument, is both
forthright and to the point; she says that the 'explanatory power' of his claims 'is
illusory', "the biological analogies...are misleading, and the intuitions to which he
appeals are unreliable".90

Broadly speaking Searle is claiming that computational theories in psychology are
worthless. He says that only machines of a certain kind can think and that humans are,

at a highly abstract level, digital machines but they are digital machines whose

66



substance is neuroprotein and not silicon and metal. Humans cannot be the simple
instantiation of a computer program since the mere instantiation of a computer program
cannot think, mean or understand, it can only shuffle uninterpreted patterns. A
computer program for Searle has all the syntax and nonc of the semantics.

Boden says that Searle assumes that the computations of computer science are
purely syntactic; that the computations "can be defined as the formal manipulation of
abstract symbols, by the application of formal rules" 9! Intentionality cannot be
explained in purely formalist terms since it gives no account of how the human mind
employs the information derived from symbols it perceives. Searle, it would seem,
equates understanding with intentiénality.

Searle's second claim is that symbols only have meaning when they are embodied
in something with 'the right causal powers' that can generate understanding or
intentional behaviour. His argument is that the brain, and only the brain, has such
causal powers , and that a computer does not. So, that machiries are made up of silicon
and metal is highly significant, for only something made of neuroprotein, like our
brains, can have the requisite causal powers for understanding. Therefore, it is simply
our biochemistry that makes us different from machines.

Boden's counter-attack questions the whole area of understanding in the machine
and she offers two resbonses; the Robot reply and the English reply. The Robot reply
states that if an automaton were to have all the input and output states of a human being,
with limbs that could pick things up and with a compatible visual system, then it would
be able to "demonstrably understand both restaurants and the natural language...used
by people to communicate with it",92

Searle responds to this by saying that it just proves the point he was making all
a.}ong that cognition requires causal relations with the world on top of the ability to
manipulate symbols. He adds that whatever we add to the robot in the way of limbs and
vision is still not adding intentionality or the cognitive capability of understanding. His
response is ‘personified’ in the Searle-in-the-robot argument, where Searle places

himself, figuratively speaking, inside the robot. In this case the incoming signals are no
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longer pieces of paper handed in by Chinese speakers from outside, now they come
through the robot's perceptual sensors. The limbs supply the capability for the machine
output. Now Searle would argue that although the machine seems to be capable of
whatever we are capable of it is in fact 'simply moying about as a result of its electrical
wiring and its program' and it still cannot be said to understand.

Boden says that Searle makes an obvious mistake here, namely, that he considers
that the robot is performing the functions of the brain then goes on to attribute full-
blown intentionality to the brain. This, Boden argues further, is not something that
computationalists do at all. "Computational psychology does not credit the brain with
seeing beansprouts or understanding English: intentional states such as there are
properties of people, not of brains."93 Representations and mental processes are
perceived as being part of the brain whereas propositional attitudes are ascribed to the
whole person. And Boden argues that Searle has essentially missed the point that the
computationalists are making. "In short, Searle's description ‘of the robot's pseudo-
brain (that is, of Searle-in-the-robot) as understanding English involves a category-
mistake comparable to treating the brain as the bearer - as opposcd to the causal basis -

of intelligence."%4

2.9.2. Computation is not just syntactic

Searle argues that the machine cannot reach the semantics of a formal symbol
system but Boden maintains that "The inherent procedural consequences of any
computer program give it a tochold in semantics, where the semantics in question is not
denotationai. but causal”.?? For any symbol to be part of a program it must have a
meaning, and for the program to be the cause of other events it must be linked to some
causal phenomena. We can find out what the symbol means by looking at the causal
links to the external phenomena. The symbols in a program "do embody some minimal
understanding",% even if we consider such an understanding to be "so minimal that
this word should not be used at all".97 Boden's conclusion is that "To view Searle-in-

the-room as an instantiation of a computer program is not to say that he lacks all
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understanding”, for "computational psychology is not in principle incapable of
explaining how meaning attaches to mental processes"”, for the embodiment of some
'minimal’ understanding is not the same as understanding. In Boden's terms traffic

lights, as symbols, embody understanding but they still do not understand.

2.9.3. Intentionality and biochemistry

Another criticism Boden makes of Searle is that if he is to maintain that it is our
biochemistry that makes us different from machines, and that intentionality has its basis
in the body's biochemistry, then why are we not able to define the products of
intentionality in the way we are able to with the other bodily functions. She admits that,
by its very natre, dealing with the brain is inherendy more difficult that dealing with
any of the other organs because of its inaccessibility and the essential part it plays in all
our interactions. But she maintains, our notion of intentionality is more philosophical
than biological, so, although Searle is probably correct about intentionality being
dependent on the system's neuroprotein, he does not give us £1ny information about
why, or how, it does so. So, she argues that Searle is depending on intuition for his

predictions and not on hard, empirical facts,

2.9.4. The humanist worries confronted

More generally Boden makes a number of points about the attribution of mental
states to machines and the work of Al in general. She says that "The spectre of the
mechanical mind haunts the lay consciousness because it appears to threaten deeply-
held values and traditional beliefs".%® Humanists could be said to possess such a lay
consciousness' for in their philosophy, machines are incapable of carrying out truly
purposive action; "being artificial or manufactured in origin, the machine's "thought"
and "action” can be represented as meaningful or intelligent only by some ...appeal to
the ends of the agent who made it".%9

Persons who act to follow a goal that is not their own are often described as
automatons. We call their behaviour mechanical. This, one might think, is sufficient

justification for the humanist point of view, but no, their proposal also dependé upon
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whether of not the notions of purpose and meaning are intrinsic to the agent. Boden
does not disagree with this position but she adds that the derivative use of a
psyéhological term may be more of an advantage than the humanist thinks since
computer analogies can help us to understand the workings of the human mind. Indeed
many of the features of programmed computers are analogous to some extent to mentai
processes, and this has proved to be a useful tool. However, one of the big differences,
and this is where the analogies begin to fall down, is that machines, as yet, do not
approach their 'goals' from the position of having to wrestle with some internal
conflict. Indeed, Boden seems to side, to some great extent, with the humanist
arguments, but less on the controversial aspect of intrinsic meaning and more, because
the technology to date does not even come close to the analogies we want to form with
the structure and workings of the human brain.

Although Boden defends the use of analogous reasoning between minds and
machines she does argue that "subjectivity, meaning, and purpose as currently
understood can be attributed to artifacts only in the secondary sense, their justification
ultimately deriving from the skill and interests of the artificer".100 So there exist vast
areas of mental aétivity where we can know only very little and then what we know is
not through the construction of an analogous model, but through the capabilities of the
designer. Indeed we may even discover that ultimately our notions of intentionality are
largely indeterminate and thus nigh on impossible to program. In this instance, at least,
Boden can be said to agree with Searle.

The number and content of our mental states, and in particular our epistemological
states, mitigate against the possible application of all human thought in an inorganic
system; "the epistemological issues involved are too obscure to allow one with a clear
conscience to insist that all aspects of human thought could in principle be simulated by
computational means".101 So it looks likc the magnitude and intricate nature of our
mental states are, for Boden at any rate, probably the most compelling reasons for

doubting that the postulation of human states is possible in an inorganic system.
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This interest in the ‘magnitude and intricate nature’ of mental states, their
complexity, suggests that the internal structure or architecture of the system will be
important. This being the case I will now examine Sloman's work dealing with this

area.

2.10. Intentionality depends on the complexity of internal architecture

Serial processors have been superseded by complex machines that are variably
known as 'neural networks', 'parallel distributed processors'(PDP's) and
‘connectionist nets'. In a seminar paper Sloman talks at length about complexity and its
relation to the architecture of a system.!02 Essentially what he is saying is that the
richness of a system's architecture is related to the complexity of that system.

In a section called "Against the Turing Test" he states that "behaviour is never
conclusive evidence for mechanism...In particular, human-like behaviour does not
prove the existence of coexisting, independently variable, causally interacting, more or
les§ enduring, internal states, like beliefs, intentions, hopes, étc.". In this sense, at
least, he does not seem to be very different from Wittgenstein, Searle, Dreyfus et al.
Sloman goes as far as to say that, with a different physics than our own present one, all
'intelligent’ behaviour could be presented in a giant "lookup table”", although he gives
no advice about how this would be achieved and what the new physics would consist
of. The crux of the argument is that, because it is in principle possible to produce
"intelligent-looking behaviour” in an "unintelligent mechanism" we can rule out the
observation of behaviour as "a defining criterion for intelligence (consciousness,
having beliefs, etc.)".103

So what we can be said to have in this schema is, at base, a single lookup table that
cannot generate or cause any other states to occur, and, at top, a system that has the
ability to generate behaviour. By comparison the lookup table will be a system with a
simple structure, or architecture, whilst the top level system would have a complex
architecture that gives it a greater capacity to act. The complex system is the one to

which we usually ascribe mentalistic states; sometimes, at least in the work of Dretske,
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Rosenschein and Sloman, such systems require such ascription because they are
themselves, mental systems. However, mental terms are frequently ascribed to
inorganic systems, and in the context of our interaction with such systems this seems to
take place with a reasonable degree of success.

Sloman defends the use of such mentalistic vocabulary for describing inorganic
organisms, but, he adds that a prerequisite of this type of ascription is that the systems
are designed with a "richer (internal) architecture: more coexisting interacting
s'tates".m4 What he means by 'design’ in this context is the architecture plus its
mechanisms that can do all manner of causally related things; for instance: "c_reating,
destroying, preserving, triggering, modifying, controlling, stopping, speeding up,
slowing down, preventing, etc..." and all of these being directions for action between
the component parts of the system as a whole.

In the discussion of 'design’ Sloman talks Speciﬁcally about creating interactive
states between machine components. If we carry this back to the 'flesh and blood'
example he talks of different mental states having different causal roles to play in the
behaviour of the system. He gives two examples: "belief-like sub-staies", which are
environmentally produced and influenced; and "desire-like sub-states", which produce

changes in the environment and which depend on the system's belief states.

2.10.1. Architecture and system capabilities

From this brief outline of the work it is possible to see that the ‘design’ and‘the
architecture of the 'design space' are what Sloman perceives to be the most important
aspects of the system if we are gomg to ascribe to it mental states. So with a different
design space the system would be capable of different things and with a more complex
design space, or architecture, the system would be capable of a greater number and
wider variety of activities.

The thermostat is a simple case that is capable of only a limited number of
procedures. It is possible, Sloman argues, to describe the thermostat as having a belief-

like state that is varied by the environment (the curvature of its bi-metallic strip that is a
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temperature sensor), and of having a desire-like state that is varied by the user
(whatever temperature the user sets it at). However, he states that these are really
"limiting cases" of the concepts and it is "silly" to argue over whether they are "real”
beliefs and desires. I am not so sure that it is silly, nor do I accept that Sloman thinks it
is either for he is still concerned about the architectural state, or states, under which we
can accurately ascribe mental states to a system.

If the thermostat were architecturally able to detect the shivering or perspiration of
the occupants of a room then its roles would be richer than its current on/off that we set
and adjust according to our wishes. And, so, Sloman argues that "Different
architectures support different mixtures of mind-like capabilities”.105 Simply a
system's architecture is linked to its design space and different architectures will offer
discontinuities in design space, meaning that the system would possess a different set
of capabilities. Sloman describes the mental states of human-beings as requiring
"VERY rich and complex architectures"1%, and we can infer from this that he accepts
that human capabilities match the complexity of their architecture.

Indeed Sloman goes on to say that to look at the design space of a system we will
need to take into consideration its requirements, that is, what it needs to sustain its
existence, and the environment it occupies. Of its being able to have intentional states
Sloman says that this requires that the system has "the ability to have representational
states", this would enable it to distinguish between the intention to act now and ability
to envisage f:xture possible states and intend to act sofnetime then. The element of
choice becomes important and the ability to choose between alternatives, that is acting
now or acting later, will depend on the complexity of the inbuilt architecture of the

system.

2.11. Concluding remarks
In the beginning of the chapter I looked at the problems associated with the theory
of mental states and how these related to our definitions of mental acts and physical

acts. Mental states, themselves, were seen to be important because it is through their
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supposed existence, or the behaviour that is suggestive of their existence, that we are
capable of ascribing them, or properties of them, to mental and non-mental systems.

Then I examined how the mind is related to its perceptual objects and the objects of
its mental representations. It was noted that there is an element of reflexiveness in the
relation that leads, in organic cases, at least, to a subjective or introspective, self-aware
view of the system's interaction with the world. This can be compared with the
inorganic case where reflexiveness may lead to adaptations or emergent properties, as
in PDP's, but more often to predictable and generalised accounts of their relation to the
world. |

Within this area two views of the intentional relation were raised; the ‘mentalese’ or
'language of thought' of Fodor, and the ‘intentional stance' of Dennett. Dennett
proposed notional attitude psychology which was not dictated to by the nature of
internal representations or where such representations would be located. Notional
attitudes are part of the system's "notional world"; and the notional world is the world
at a particular time and place that the system is best equipped, mentally, to deal with. |

The essential role played by the nature of the system's experience of its world was
seen to be important for its possession of intentional states. One of thé most significant
aspects of this was that for a fuller understanding of the behaviour of a system we need
to be able to see the system in its behavioural context. This is especially so when we
consider the ambiguity of our language and the problems involved in any sort of
translation fr:)m behaviour to mental states. From the work in this area it seems that
there are at least two possible conclusions, neither of which are completely satisfactory.
The first is that we can depend upon behavioural capabilities for the ascription of mental
states though as we have seen this is by no means guaranteed; and the second was that
we could just resign ourselves to Searle's conclusion that there are mental systems and
non-mental systems and 'never the twain shall meet'. As yet there seem to be no good
reasons for accepting the fatalism of Searle's conclusion.

In what followed the discussion turned to intentional states and Dretske's division

of them into the state where the system has only information, the state where the system
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can be said to have epistemic states and lastly the state where the system can be said to
be understanding, and holding beliefs. In this information-theoretic account, we saw
the production of a hierarchy that gave different systems with different capabilities,
different intentional states. Finally I examined Sloman's work that favours a swing
towards architecturally related system capabilities, so that a machine with a rich
architecture will have a wealth of, what might or might not be legitimately described as,
mental states. It is this issue, and the preceding ones, that I will be confronting in the

ensuing chapters.
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3. Mental state ascription

3.1. Introduction

No firm distinction has yet been made between those systems that definitely-
possess mental states and those which do not. This being the case I will now discuss
the reasons that underlie our ascription of mental states to other human beings, non-
human animals and machine's, after which I will begin to tackle the problem of whether
or not the ascription can ever be justified.

The chapter complies with the followigg structure. I begin by stating the question
that will be examined and clarified, then move on to reiterate the relevance of the
question to this thesis and to theories of mind as a whole. Then I will pass on to some
general arguments for why we ascribe mental states and a discussion of what, I argue,
are the necessary criteria for the ascription of such states to a variety of human and non-
human systems. As we reach the close of the chapter there will be a summary which
will emphasise again the main points of my argument, and I will end by drawing each

of these points togéthcr in a conclusory paragraph.

3.1.1. The question statement

In this section I will state and discuss the question of "What are the circumstances
under which we ascribe mental states or intentionality to systems other than
ourselves?". Such a question is important for many reasons which I will briefly recount
here before setting out the central argument.

In the previous chapter‘I discussed several notions of the terms ‘mental state' and
'intentionality’ as used by a number of noted theorists in this area. Now, before we
proceed to an examination of the issue of whether or not an inorganic system can have
mental states, I will spend this chapter looking into some other related matters that have
first to be taken into account. Initially I will examine why the ascription of mental
attitudes and states has taken on such an important role in our world today. The second

matter to take into account will be broken down into two parts; firstly, the ways in
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which we recognise and identify different mental states, and secondly, the
circumstances under which we feel satisfied enough with the criteria to attribute mental
states to a system other than ourselves. Finally, I will look at what makes us, and here I
am making an assumption, but no other system capable of attributing the phenomenon
of mentality. Forthwith these will be known as the 'why', 'when' and 'how' of

ascription.

3.2. The 'why' of mental ascription

The ascription of mental states and intentionality seems to be something that we do
with greater frequency in our everyday existence. Most of the time these ascriptions are
just implicit, which means that by our interactive behaviour we are tacitly ascribing
particular mental states to other systems but at other times they are explicit, which is to
say spoken. I believe that there are a number of related reasons for the rise in both
implicit and explicit ascription and it is these reasons which I will now broach.

There have been many dramatic changes that have affected our environment over
the last couple of centuries. In the eighteenth century there was the Industrial -
Revolution which began to provide machines capable of performing brute physical
tasks, and so to irreversibly change the life and livelihood of mankind. Then at the end
of the nineteenth and beginning of the twentieth centuries we were swept from a
Classical or Newtonian view of the world to the non-determinism of quantum
mechanics and Einstein's theories of relativity. Within a very small number of years our
whole idea of physics had been turned on its head. So, with the scientific world trying
to.comc to terms with cvents similar in scale to the Copernican Revolution of the
sixteenth century, we find ourselves in this present century engulfed in the Information
Revolution which is busy providing machines that will be able to replace the
performance, by human beings, of brute mental tasks.

The fundamental characteristics of the Information Revolution have been the
increased amount and availability of raw information and the tools to process it. Our

communication systems have become so sophisticated that it is now possible to transmit
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and receive méssages in all sorts of ways; telephone, electronic mail and electronic file
transfers to name but a few. It is even possible to work or converse with others'using
computers that are thousands of kilometres apart because of the rapid transference of
data between multiple sites. Thus all the information we could ever require is now
'ready-to-hand' for we have both quantity and speed of retrieval at our command.

With all this freely available information the awareness we have of our lives, and
the lives of others, has advanced so much that we are now capable of seeing ourselves
in relation to a much greater context than was once available. We are no longer the
inhabitants of a restricted social and geographical environment. Our increased
information about our larger existence has made us aware of our world, and the
universe within which our world is orbiting.

This revolutionary change has occurred for two fundamental reasons, the first is
financial and the other intellectual. Both reasons can be seen positively as enrichments
of the individual and his or her society. If we choose to look at them positively, they
can be seen as rewards that have served to set up, sustain and forward a demand for
more information and thus greater knowledge. As rewards they do, of course,
encourage a greater interaction with our environment and one of the rewards of this is a
richer awareness of our world. In this situation we are faced with an ever escalating
pattern of behaviour; which dictates that with a greater awareness of our world there
will be an increase in our desire for more information.

Of course, awareness and availability of information are not enough by themselves
to make us intellectually or even financially richer; what is also necessary is an
understanding of the received information, and an understanding that includes
ourselves in relation to our world. It is understanding that is the crucial difference
between the received or incoming information and the grasp of knowledge, and such an
understanding itself depends upon at least a cursory notion of how to use the
technology that conveys the information. It is not necessary to understand the internal
structure and functioning of the machine, but an understanding of how to use the

relevant technology is indispensable for an adequate exchange of information.
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Thus we find that the information revolution has offered us new technology that
enables the rapid conveyance of huge amounts of information to destinations
throughout the world. Technology of this sort has been developed to do many of the
jobs that used to be done by human beings. Then it is little wonder that, if the tasks that
were once within the repertoire of only human systems that we know to possess '
mentality are now within the domain of those that are carried out by mechanical
systems, we will ascribe mental states to non-human, non-mental systems.

If previously the performance of a task, or tasks, has been identified with human,
mental systems, then a likely underlying' presupposition might be that the minimum
requirement for the successful performance of the task is that the system that carries it
_out is, at the very least, capable of occupying the mental states of which the human
system is capable, or the equivalent of such states (whatever they may be). It is one
way of making it easier to understand what sorts of characteristics would have to obtain
for a system to be able to do some particular task, and from this knowledge it would be
possible to anticipate the requirements of a system that would have to execute other
similar or related tasks.

But it is not only a matter of our being able to know what are‘the_necessary
requirements of system A in circumstance B where it has to perform task C; another
advantage of ascribing mental states to a system, even if that system has no mentality in
the way that we have come to understand it, is that the ascription éan be a very useful
predictive tool. For instance, if we are able to predict to a fairly high degree of accuracy
the actions of other systems, then it would mean that our interactions in the world can
take on an order and determination that they would not otherwise possess.

With the ascription of a mental state being only that and not actually the ascription
of complete mentality our interactions with any other system (even with another human -
being) can only ever be carried out more shrewdly and with better informed
judgements. For unless the other system is identical in all ways to me, and with a
personal history that is exactly the same as mine, its actions can never be determined by

me in the way that I can determine my own actions. If it had all these properties it
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would be feasible to argue that the 'impostor’ was in fact me for it could be no-one
else. If it were possible to ascribe a full mentality, or active mental life, it would have to
include aspects such as a freedom of will and again, because the system could act in
whatever way it pleased, we would have come full circle to find ourselves once again
only capable of informed, but not accurate, prediction.

That we have the capability to predict at least a proportion of the prospective
behaviour of other systems means we are no longer interacting in such a haphazard way
within a random world. Being able to predict action means that we can also adapt our
own behaviour with respect to what we expect another system will do and this
adaptability gives us an increased chance of survival. If we had no such capability, that
is, we were to have no idea of the temporal or causal connections between past, present
and future actions, we would have to learn each event for the first time each time it were
to take place. Inevitably this would have serious consequences for the survival of the
human species.

Now, the question of whether we are right to make such ascriptions is not, as yet,
the issue; for we do ascribe states to other systems and there is a rationale behind this
action. Dennett and others would argue that it is perfectly reasonable, in fact, perhaps
even inevitable, that we will ascribe mental states to anything tﬁat exhibits 'human-like'
behaviour; indeed it is necessary in some sense to do so because it enables a much more
sophisticated interaction with such systems, which in tumn enriches our understanding
of whatever information is passing between us.

People from the humanist! schools of thought would argue to the contrary saying
that ascription of mental states to non-human, inorganic systems can only possibly
entail misunderstanding since we are saying of a machine or artifact that it, for example
knows x' or 'believes x', when it is not in fact capable of such complex activity. They
would argue that the requisitc mentality is missing from such a system and they would
say that Dennett, McCarthy and others are guilty of using language that already has an

application in one particular context in a quite different context where its use and
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meaning are perhaps subtly, but significantly altered. I will now look briefly at the
differences that context can make to the use of language.

The language we use to describe the actions of organic systems has been developed
to suit a context in which there are certain organisms, for example, human beings, tha;
behave in certain ways that are strongly suggestive of their possessing a variety of
sometimes complex and sometimes not so complex mental states. When we use the
same language to describe the putative mental states of inorganic systems that are also
inanimate, such as a teddy bear, we are told that this is mistaken attribution and that we
are guilty of anthropomorphism. However, for some people it seems to be relatively
unproblematic to describe a system that is inorganic, but with moving parts, as being in
possession of mental states.

This seems to suggest that the difference is in the possession of the moving parts,
but if that were so then describing a Jack-in-the-box as having a desire to surprise
would be quite a natural and acceptable thing to do. No, the difference must lie in
something more than a thing's just being capable of movement, for if that were all that
was required for the possession of mental states mentality would not be an issue at all.

The something 'more’ that the is required by the system is to be capable of
exhibiting appropriate behaviour. What is meant by 'appropriate behaviour' is that
which would lead the observer (and ascriber) to say that the system is in possession of
some mental state that corresponds with the behaviour. If we look at the example of
trust the dis&nction between mere animation and appropriate behaviour can be seen to
stand out more clearly.

As human beings we have the ability to trust each other when the occasion warrants
and for the most part our trusting someone depends upon their exhibiting behaviour that
we are able to interpret as being that which is trustworthy. However, it is true that we
extend our trust to some inorganic things thus enabling us to say of a car that we trust
its brakes, its steering and so on. Thus it is possible for us to drive with a feeling of

greater security than we would otherwise have.
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Both of these judgements are about our having a relation of trust with another entity
and about being able to predict, with some degree of certainty, future events, yet they
are different in very significant, but straightforward, ways. For instance, the trust we
have in another human being is inextricably bound up with our prior knowledge 6f that
person's character and our interpretation of their. behaviour. In one sense my trust is
about the physical behaviour of the individual, but in another sensé it is about what I
believe to be going on inside that person’s head. On the other hand, trusting that my
brakes will not fail is just a belief about the physical world and the physical world states
that entail. It depends upon the; beliefs I have about my world and not about the
attribution of mental states to the car or its brakes.‘ It follows that both examples are
about phy;ical events but the former is also about the mental states that precede and
accompany the physical events when performed by an individual with a mental life.

Another sign of the difference, but this time a purely linguistic one is this: I say that
my trust in & friend can be betrayed if my friend lets me down in some way; yet I do not
say of my brakes that they have betrayed me, (unless I am being melodramatic), for it
would be a pecxﬂiar misapplication of language since the term 'betrayal’ is reserved for
use with things that we consider to be morally culpable and thus responsible for their
actions. The worst my brakes can do is fail, but they cannot betray me as a trusted
friend might.

Of course, it is true that in the event of an accident we might say "I trusted these
brakes" or "I blame the brakes", but this is just because of our tendency to ascribe
intentionality and mental states in an effort to explain circumstances that we might not
fully understand. It the brakes fail they do so out of a physical deficiency, but if my
friend betrays me she does so out of choice. The difference is in the fact that only one
of them is capable of making a decision about its actions and the other is entirely
dependent upon whatever physical states of affairs hold at that time.

In a similar way, if we were capable of constructing an algorithm from which we
could predict the behaviour of even the most complex computer then, in terms of trust,

all we would ever have is the sort of trust that we can have in the brakes of our car. The
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sort of trust we have in other people is a different kettle of fish that is more like having
faith in a god, that is, the sort of belief that can be firm, indeed even unshakable, even
when the evidence for our holding the belief is scanty. An algorithm from which we
could predict the future behaviour of other people would not be a formalisation of trust,
rather, it would reduce the need for us to trust at all. |

I'will now turn to the reasons why the evidence upon which we base our attribution
of mental states is, at best, inadequate. A bare outliné of my argument is as follows: our
ability to ascribe mental states depenas upon two things, namely; our ability to use and
understand language, and two, our apprehension of the complexity of the system with
which we are dealing. (These will be discussed at in section 3.4 and then at greater
length in chapter four.) We have already seen that animation is not enough and that
appropriate human ‘'mental state' behaviour is necessary if we are going to even
consider the possibility of imputing mental states in an inorganic system. I would like
to look at what counts as 'appropﬁate' behaviour, and when is it possible for us to

recognise and identify such behaviour as such.

3.3. The 'when' of mental state ascription

" To reiterate, we are looking for what leads us to attribute mental states to other
entities, and so far we have settled that the only evidence we can go on is the
perceivable behaviour of the system to which we are attributing the states and so in this
instance the 'when' describes the state of affairs under which we feel justified in our
ascription of mental states, and the justification can only be when the system behaves in
accordar_xce with the paradigm case 'as-though' it understood, believed, knew, wished
or whatever.

The problem with evidence and finding ‘appropriate’ behaviour is that we have to
first of all establish behaviour with which it can successfully be compared. Once we
have this model we can say "Yes, this behaviour fits with our model' or No, this
hehaviour does nat accord'.2 So that any behaviour other than the appropriate one

would not, as a result, be in accordance with the system having that mental state.
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The most suitable starting point in the search for appropriate behaviour is to look at-
the entities to which we already ascribe mental states and look at how they behave in
some given circumstances. The most obvious entities are those that we know to
possess mentality because it is with them that the attribution of mental states will most .
readily take place. So we will look to human beings, for it is with them that we can start

to construct a paradigm of behaviour.

3.3.1. Recognition and identification of 'appropriate’ behaviour

The discussion that follows will_bé about the sorts of evidence we have for the
occurrence of mental states, and because of this it will be about mental states in general
and not any particular example such as, ‘believing', '’knowing', 'hoping’ and so on.

As already mentioned there are two rules to follow to recognise that a human being
has a particular mental state. The first of these is to look at the individual's behaviour,
for in the majority of cases (there will always be exceptions) each different mental state
will be discemnible by a different behaviour or repertoire of behaviours. The second rule
is to look for spoken verification of the mental state that the person is claiming to
occupy. This type of behaviour is characterised ny the use of the first person
propositional attitude, for example, "I believe" or "I wish". I will argue that neither of
these are completely reliable methods for an accurate determination of the mental states
of any system, but, until something more dependable comes along, these are the only
guides we have.

When wanting to know if someone believes something we look for evidence of that
belief. Here are two examples, one of a belief in some physical, and therefore
observable, aspect of our world, and the other a belief for which there is no physical
object in the world, occupying a point in space and time, to which the belief relates.

The first example is of Mary who puts up her umbrella, thus giving us an indication
that she believes she needs some form of protection from the elements. If she goes on
1o put on some boots we will have another piece of evidence, from which we can

extract the information that Mary believes she needs shelter from wet weather. Mary
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may also offer us a verbal verification for our thinking that she has a certain belief or set
of beliefs; for instance she may say "I believe it is raining and if I don't have protective
clothing I will get wet". Thus we have two sources of proof for the attribution of a
belief state to Mary, we have her physical behaviour and her spoken behaviour. We
have also our own empirical corroboration to back up Mary's verbal and visual
evidence. So if we see it is raining, and Mary acts in accordance with there being bad
weather, then we are more likely to attribute to her the belief that it is raining.

The second example is ot; someone holding a belief in something superphysical, a
divine being or a state of Nirvana, perhaps. For us to attribute the mental state of belief
in this case we can only rely on the acts of the individual, for example, they may chant
mantras and wear saffron robes, or they may attend a particular church service on every
appropriate occasion. On top of this they might try to convert us by telling us about
their own personal epiphanies or how much better their lives have been with a faith in
something spiritual. In this, the abstract example, no empirical experience of our own
could ever corroborate the mental state of the other individual for his or her experiences
are of a personal or subjective nature.

So in our first example we have the physical and spoken behavioural evidence of
the person to whom we are ascribing mental states, plus our own visual back-up to add
credence, or indeed a refutation, to their story. In the second case we have only the
behavioural evidence of the other person for there is nothing that we can perceive that
could add or subtract from their being in a particular state of belief. An interesting point
about the second example is that my ascription of a mental state does not only rely upon
the careful interpretation of the individual's behaviour but a necessary aspect of my
ascription is an examination of their behaviour within a specific social situation. It is
this contextual dependency that makes my identification of their mental states more
reliable; for in a whole context I am more likely to recognise if I am being deceived, say
for example, that the person to whom I am ascribing mental states is an actor who is

taking part in a theatrical production.
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I have shown that for the ascription of mental states we first need a model with
which we can compare the behaviour of a second system to which we might, given the
right circumstances, make an ascription of mentality. In this instance the paradigm case
is that of human activity, for human beings are already complex systems that not only .
possess mentality but also the ability to communicate their experiences of their
individual mental states. By using their example to show how we can compare,
recognise and identify the greatest likelihood of the occurrence of particular mental
states, I have been able to demonstrate that ascription depends upon one of three
possibilities. These possibilities are: firstly, to make an ascription of mentality solely on
the basis of physical behaviour; or secondly, to ascribe mental states on the basis of
behaviour that also has a linguistic back-up, that is, the person saying they 'believe x'
or 'desire y'; or thirdly, to make an ascription of mentality on the basis of behaviour
that is linguistically reinforced by the person but in addition to that to have the ascribers
own, perhaps, corroborating experience of the system's world at the time that the
ascription might take place.

Having demonstrated that we are able to make ascriptions of mentality to systems
other than ourselves on the basis of exhibited behaviour, I will now move on to the

question of how we actually undertake such ascriptions.

3.4. The 'how' of mental ascription

In this context how' will be used to describe the physical manifestations behind the
action of making an ascription. For example, how we actually ascribe a mental state of
belief or unhappiness. I shall be arguing that the act of ascription can be made in either
one, or both, of the following two ways; directly through the use of language, or
indirectly through our interactive behaviour with another system. Thus in this section I

will discuss these two acts of ascription.

3.4.1. Language - linguistic ascription
For me to be capable of fully understanding both the physical and verbal behaviour

exhibited by another system I too have to be a language user; for I need to be able to
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understand what is being said by another system as well as be able to use language to
express what I think it 'knows', 'understands', 'believes’ and so on. So by being a
language user that already manifests mental states I am capable of attributing mental
states to systems other than myself. This does not preclude the ascription of mental
states using a non-verbal form, but it does suggest that behavioural ascription could not
be made as clearly as linguistic ascription.

Being a language user means that I have all the procedures for verifying the
mentality of others at my disposal. For instance, I can observe the behaviour of another
human being, I am able to understand when it uses propositional attitude statements to
express its state of mind, and I am able to apply the value of fny own experience as a
testimony to its stated frame of mind. Were I interacting with a.non-human system,
incapable of using natural language, it would only be usefully possible for me to
compare its behaviour with that of other more complex systems. Only its non-
linguistic, or physical, behaviour is perceptible; and it cannot describe its own internal
states reflexively in a way that human beings can. Even someone who is mute can make
gestures, such as a sweep of the arm meaning 'all of this', that shows that he or she
sees themselves in relation to the larger context of their world; a computer is not capable
of this sort of self-consciousness behaviour.

It seems then that being a natural language user has its advantages for it allows the
user to assign meaning to things in its world and thus to interpret ever changing states
of affairs and to act on them by attributing mental states where applicable thus enabling
a more thorough and sophisticated interaction with its environment. There is also the
advantage that information can be passed quickly between users of the same language,
for example, the same social group who have shared meanings and uses of words. I
would like to now put forward an argument to show that the acquisition and use of

language are important for our being able to ascribe mental states.
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Language acquisition and use are important for ascription

In our everyday use of language its acquisition does not play a big role, indeed it
could be successfully argued that how we came to acquire language plays no part at all
in day to day conversation. To demonstrate this I will offer an example that portrays a-:
physical interaction between me and my world. If I wish to cross a river and I make
enquiries about a means of doing so, the origins of the language that I use are
unimportant. What is important is that I am understood; how I came to know the word
'bridge’ or to make grammatical use ‘of the preposition 'across' is immaterial. Similarly,
I am not interested in how my means of crossing the river came to be there, unless
perhaps to question its safety, but even that is more a matter of its physical structure
here and now rather than a reflection on the skills of the bridge builder.

Thus I would argue that when talking of physical things in the world, such as a
bridge across the river or a game of bridge, we need make no recourse to how our
language came about. For a proper understanding one needs 6nly to have learnt the
relevant language and be able to use it in the appropriate circumstances so we can
understand each other and make ourselves understood. If we use language in
inappropriate circumstances it will sound like nonsense. The appropriate circumstances
are what Wittgenstein would describe in the Philosophical Investigations as the right
"language game".

We start learning how to use language, or play "language games”, from a very early
age without any formal or theoretical instruction. We may learn the names of objects by
ostensive definition or in association with other things, but we only learn tl?eir
application through interactive use in society. Throughout our lives we continue to learn
new words, with different applications and configurations, and because of this how we
acquire language becomes gradually less and less important compared with the manner
in which it is used. Both the acquisition and the use of language have to take place in a

social setting, but of both of them only the language use remains socially important,
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since it is only through continued shared use of words and phrases that we can ever
- know that we are using them in an acceptable way.

Up to now I have been concerned with the acquisition and use of language in
relation to talking about everyday states of affairs in our worlds. I have claimed that
how we acquire langﬁage is irrelevant for its successful continued use, but I have added
that how we use language remains important, if only because it allows us to have
shared meanings, thus enabling the'process of communication to take place. According
to Wittgenstein a "private language” is of no use for communication because no-one
could ever know precisely what any other person means. A shared use results in a
shared meaning.

In the slightly different context of ascribing intentional states there are new
problems to be met. No longer are we confronted by ordinary language which is used
to describe a physical world, now we are faced with trying to offer a description of
mental states that lie, by their very nature, undisclosed to us. We are back to the
philosophical problem of other minds but in this case we are concerned only with when
and how we should ascribe the capabilities of minds to systems other than ourselves. If
we talk about the ascription of 'capabilities' to minds rather than the ascription of actual
mental states the problem of other minds becomes one of physical functionality, which
is to say what the system is able to do, rather than whether it possesses intentionality
and has mental states that are comparable to the ones had by me.

Earlier I said that we attribute mental or intentional states to other systems if they
seem as-though they know, desire, wish, and so on. So the ascription of a form of
mentality can be seen to depend entirely upon creating analogies with other behaviour
that we associate with particular mental dispositions. Even from an examination of my
own behaviour I can see that there are occasions when I behave in a belief-like' or
'want-like' way. If I then extrapolate from these and examine the behaviour of other
systems it might be possible to pin down which essential characteristics occur in both
my behaviour and that of the other system. I will have created an analogy between the

two sets of behaviour.
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If I am going to use language to ascribe an intentional state to something that I am
doing, thinking or whatever then I am going to have to first of all be capable of
discerning my own mental states from my behaviour, and then I will ha