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Abstract
In this work, a novel diagnostic and prognostic framework is proposed to detect faults and predict remaining service life
of large-scale rotating machinery in the presence of scarce failure data. In the proposed framework, a canonical variate
residuals–based diagnostic method is developed to facilitate remaining service life prediction by continuously implement-
ing detection of the prediction start time. A novel two-step prognostic feature exploring approach that involves fault
identification, feature extraction, feature selection and multi-feature fusion is put forward. Most existing prognostic
methods lack a fault-identification module to automatically identify the fault root-cause variables required in the subse-
quent prognostic analysis and decision-making process. The proposed prognostic feature exploring method overcomes
this challenge by introducing a canonical variate residuals–based fault-identification method. With this method, the most
representative degradation features are extracted from only the fault root-cause variables, thereby facilitating machinery
prognostics by ensuring accurate estimates. Its effectiveness is demonstrated for slow involving faults in two case studies
of an operational industrial centrifugal pump. Moreover, an enhanced grey model approach is developed for remaining
useful life prediction. In particular, the empirical Bayesian algorithm is employed to improve the traditional grey forecast-
ing model in terms of quantifying the uncertainty of remaining service life in a probabilistic form and improving its predic-
tion accuracy. To demonstrate the superiority of empirical Bayesian–grey model, existing prognostic methods such as
grey model, particle filter–grey model and empirical Bayesian–exponential regression are also utilized to realize machin-
ery remaining service life prediction, and the results are compared with that of the proposed method. The achieved pre-
dictive accuracy shows that the proposed approach outperforms its counterparts and is highly applicable in fault
prognostics of industrial rotating machinery. The use of in-service data in a practical scenario shows that the proposed
prognostic approach is a promising tool for online health monitoring.
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Introduction

Rotating machines, such as centrifugal pumps, are
widely used due to their high performance and robust-
ness. These machines typically operate under adverse
conditions, such as frequent load changes and high
speeds, and are thus subjected to performance degrada-
tion and mechanical failure. In an effort to solve this
problem, data-driven machine health monitoring sys-
tems (MHMS)1 were introduced to realize predictive
maintenance. Data-driven MHMS aim to monitor the
degradation of a system rather than just detecting the

faults. It comprises two steps: (1) detect process
abnormalities after the occurrence of failures and (2)
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estimate future working conditions and the remaining
service life (RSL). It is clear that those procedures are
crucial for the safe, reliable, efficient and sustainable
operation of any industrial system. Therefore, it is no
surprise that automated data-driven MHMS has been
an active research area for decades now.

It is unnecessary and difficult to perform RSL pre-
diction when machinery is operating under healthy con-
ditions since little information about the degradation
trend can be found during this stage. To make a prog-
nostic framework suitable for online monitoring, a
diagnostic module should be included to ensure that
the RSL prediction module is triggered only after cer-
tain failures are detected. Multivariate statistical pro-
cess monitoring (MSPM) techniques have recently seen
improvements in diagnosing process abnormalities.
MSPM techniques such as principal component analy-
sis (PCA),2 independent component analysis (ICA)3

and canonical variate analysis (CVA)4 have been widely
applied for the detection of process abnormalities in
industrial plants and systems. In addition, alternatives
to the standard multivariate monitoring methods,5–8

which take into consideration the correlations between
timestamps in the past and the future, have also been
put forward for dynamic processes monitoring. Among
the aforementioned MSPM techniques, CVA-based
approaches were shown to be superior to other moni-
toring methods in terms of applicability to nonlinear
dynamic systems.9 In this study, a CVA-based monitor-
ing index, namely canonical variate residuals (CVR),10

is adopted to determine the start time of the unhealthy
stage.

Construction of prognostic features plays an impor-
tant role in machinery prognostics. RSL is usually
obtained by estimating when the prognostic features
reach the pre-defined threshold. An appropriate prog-
nostic feature is expected to facilitate machinery prog-
nostics by ensuring accurate estimates and simplifying
the prognostic modelling. The prognostic feature can
be data from a single sensor,11 a feature extracted from
raw sensory signals using dimension reduction
techniques,12,13 or the integration of multiple features
extracted from multiple sensory signals.14–16 In the
abovementioned studies, prognostic features were either
constructed using sensor signals acquired in a specific
component where a known fault occurs (e.g. vibration
signals for detecting bearing faults, current signals for
detecting wind turbine gearbox faults and thermal cou-
ples for detecting valve failures) or generated with the
integration of features extracted from all the sensors
mounted on a machine. One of the challenges in effec-
tively applying these techniques to the prognostics of
operational large-scale rotating machines is the lack of
a fault-identification module to automatically identify
the fault root-cause variables required in the subsequent

prognostic analysis. Including a fault-identification
module comes along with various benefits, such as
excluding variables which do not show a degradation
trend, thereby reducing the computational costs in rela-
tion to feature selection, alleviating the curse of dimen-
sionality, improving predictive accuracy and providing
useful information for spare parts and maintenance
materials provisioning. In an effort to solve this prob-
lem, a CVR-based fault-identification technique under
the residual generation framework is put forward in this
article. Although CVA has been demonstrated to out-
perform traditional MSPM methods for the monitoring
of nonlinear dynamic processes,17 and CVR have been
shown to be a more sensitive index compared to CVA-
based T2 and Q indices,10 investigation on the applica-
tion of CVR to fault identification is limited. Unlike in
Jiang and Braatz,18 Jiang et al.19 and Lu et al.,20 the
proposed CVR-based fault-identification framework
does not need to know the cause-and-effect relation-
ships among process variables and/or historical data
regarding different types of faults. Moreover, this
method can be applied to real industrial processes
involving many strongly correlated variables with a low
computational cost.

After fault identification, time-domain degradation
features are then extracted from the identified faulty
variables to represent the degradation process of the
system. The accuracy of the RSL predictions is largely
dependent on the performance of the extracted degra-
dation features. Thus, it is crucial to select suitable fea-
tures before subsequent prognostic analysis is carried
out. Many performance metrics are available for the
evaluation of the suitability of the extracted features
for RSL prediction, including the widely applied mono-
tonicity,16 robustness21 and correlation.15 The trend of
a degradation feature is expected to present correlation
with the machine’s service time. Thus, a metric named
trendability was developed later on and utilized in
Javed et al.22 to measure the correlation between the
degradation feature and time. Since a single perfor-
mance metric may not be sufficient for prognostic fea-
ture selection, a hybrid metric which considers the
properties of trendability, monotonicity, robustness
and correlation is put forward in this study for selecting
degradation features. In summary, a two-step prognos-
tic feature exploring approach which consists of a fault-
identification and a feature extraction–selection–fusion
module is proposed in this study for the purpose of
improving the predictive accuracy.

Various data-driven techniques are available for the
prediction of remaining life, including self-organizing
map,12 K-nearest neighbours,12 support vector
machine23 and neural networks.4 Those prognostic tech-
niques offer a trade-off between reliability, speed and
applicability. In order to ensure accurate prediction,
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prognostic models usually require large amounts of fail-
ure data for training. However, field failure data are
extremely difficult to obtain, and this prevents those
models from being applied in real industrial facilities.
Even in the era of big machinery data, companies and
practitioners still have a limited pool of ‘useful’ data
resources to fulfil prognostic tasks, since safety-critical
equipment are usually not allowed to run to failure. For
instance, the same type of failure has only been
observed twice previously in 3 years of continuous mon-
itoring of the pump used in this study. In order to deal
with the problem of scarce data and to ensure accurate
prediction in the presence of scarce failure data, we
apply grey model (GM), which was originally devised
to tackle small sample problems,24 to implement RSL
prediction. Moreover, a single-valued forecasting model
learnt from historical data can only provide estimates
that are deterministic in nature and can only provide
predicted values which have no probabilistic signifi-
cance. To address this issue, this article proposes an
enhanced GM, called EB-GM, based on the GM and
empirical Bayesian (EB) approaches. EB may be
thought of as a method that borrows strength from
each predicted local RSLs to pull each local estimate
towards the true failure time to improve the overall pre-
dictive accuracy. Another reason why EB is adopted in
this study is that it is particularly suitable for small sam-
ple analyses,25 making it a promising tool for remaining
lifetime prediction where field failure data scarcity is
incurred.

The major contributions of this article are as
follows:

� A CVR-based fault-detection method was adopted
to continuously monitor the status of the system,
enabling alarms and prognostic module to be auto-
matically triggered when fault occurs, making the
proposed prognostic approach suitable for online
monitoring.

� A two-step prognostic feature discovering approach
was proposed. In the first step, a CVR-based fault-
identification module was developed to automati-
cally locate and identify the detected fault, thereby
allowing the most fault representative variables to
be selected as inputs to the feature extraction mod-
ule to maximize the accuracy of RSL prediction.
This is the first time that the CVR-based contribu-
tions have been derived and utilized to facilitate
prognostic analysis. The importance of including
the CVR-based fault identification in prognostics is
three-fold. First, the process variables that do not
show a degradation trend were eliminated automati-
cally at this stage. From a prognostics perspective,
variables that do not show a significant trend are
not suitable for RSL prediction.16 Computationally,

the inclusion of only the fault-related variables pro-
vides a far more efficient method of discovering
prognostic features than does the conventional non-
selective feature extraction approach. Third, fault
identification allows the location, type and severity
of the fault to be determined at an early stage,
thereby allowing the optimization of preventive
maintenance schedule and spare parts supply to be
carried out along with RSL prediction so as to pre-
vent catastrophic failures. In the second step, four
different metrics, namely monotonicity, robustness,
correlation and trendability, were employed to eval-
uate the suitability of the time-domain features
extracted from the identified faulty variables for
RSL prediction.

� An enhanced GM-based prognostic approach (i.e.
EB-GM) is developed to assure that the proposed
prognostic framework is capable of estimating RSL
with satisfactory accuracy in the presence of scarce
failure data.

� Predicting RSL using real-world in-service data col-
lected from an operational industrial centrifugal
pump.

Methodology

Framework of the proposed diagnostic and
prognostic approach

Figure 1 shows the flowchart of the implementation
process of the proposed integrated framework. The
approach comprises the following three main steps:

� Fault detection (determine prediction start time):
Once the CVR index exceeds the fault threshold, an
alarm will be generated to give an indication of the
occurrence of a fault, which will subsequently trig-
ger the fault identification and prognostic routine.

� Discovering prognostic features: The CVR-based
fault-identification method identifies root-cause
variables after the occurrence of the fault. Eight
time-domain features, namely mean, root mean
square, standard deviation, variance, skewness,
kurtosis, crest factor and peak value, are extracted
from the identified root-cause variables. The suit-
ability of those features for RSL prediction is eval-
uated. The selected degradation features are then
fused into a single-dimensional health indicator.

� RSL prediction: The GM approach is utilized to
propagate the trend of the prognostic feature until
it reaches the pre-determined threshold, providing
an observation of the local RSL. Then, EB is
employed to calculate the global RSLs based on
the predicted local RSLs. In this study, the failure
threshold is chosen to be the averaged maximum
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value of the prognostic features (i.e. at the time
when the equipment was forced to shut down) of
all available fault cases.

Fault detection

CVR-based fault detection. Given two sets of variables
y1, tk 2 Rn and y2, tk 2 Rn, the purpose of CVA is to find
matrices K and G that maximize the correlation
between z1, tk = K � y1, tk and z2, tk = G � y2, tk , where z1, tk

and z2, tk are a linear combination of y1, tk and y2, tk ,
respectively. z1, tk and z2, tk are of reduced dimension
compared with the original data since CVA is essen-
tially a dimensionality reduction technique. Let

½yt1 , yt2 , . . . , ytk � (ytk 2 Rn) denote a monitored time
series captured from a system, where n is the number of
process variables. The data can be augmented at every
time instance, tk , to generate two data sets as follows

ya, tk =

ytk�1

ytk�2

..

.

ytk�a

26664
37775 2 Rna ð1Þ

yb, tk =

ytk

ytk + 1

..

.

ytk + b�1

26664
37775 2 Rnb ð2Þ

Figure 1. Flowchart of the proposed diagnostic and prognostic method.
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Apparently, at every time instance tk , ya, tk and yb, tk

are obtained by including the number of past measure-
ments, a, and the number of future measurements, b.
ya, tk and yb, tk are then normalized to the zero-mean vec-
tors ŷa, tk and ŷb, tk . Then, two augmented versions of the
original data ½yt1 , yt2 , . . . , ytk � can be obtained as follows

Ŷa = ŷa, tk
, ŷa, tk + 1

, . . . , ŷa, tk + N

� �
2 Rna3N ð3Þ

Ŷb = ŷb, tk
, ŷb, tk + 1

, . . . , ŷb, tk + N

� �
2 Rnb3N ð4Þ

The augmented time series Ŷa and Ŷb consist of the
normalized ŷa, tk=ŷb, tk obtained for the entire monitoring
duration. N is the length of the augmented data and is
calculated as M � a� b + 1, where M is the length of
the original monitored data. In order to perform fault
detection using CVA, a diagnostic observer need to be

constructed from the augmented time series Ŷa and Ŷb.
To achieve this goal, one could perform singular value
decomposition (SVD) on a matrix H, which is com-
posed of the covariance matrices

P
a, a and

P
b, b and

cross-covariance matrix
P

a, b of Ŷa and Ŷb as follows

H=
X�1=2

b, b

X
b, a

X�1=2

a, a

= U
XV T

ð5Þ

X
a, a

=
Ŷ aŶ a

T

N � 1ð Þ,
X
b, b

=
Ŷ bŶ b

T

N � 1ð Þ,
X
b, a

=
Ŷ bŶ a

T

N � 1ð Þ ð6Þ

where
P

= diag(l1, . . . , lna), l1 ø l2 ø � � � ø lna.0 is
a diagonal matrix and l1, . . . , lna are called canonical
correlations.

Motivated by the fact that CVA is able to find maxi-
mum correlations between past and future data Ŷa and
Ŷb, practitioners can detect subtle changes by examin-
ing how far away future canonical variates are deviated
from past canonical variates. This leads to a diagnostic
observer called CVR that quantifies the distinctions
between the past and the future measurements. CVR
are generated as

rtk = LT
q ŷb, tk �

X
q

JT
q ŷa, tk

ð7Þ

where LT
q denotes the first q rows of the projection

matrix LT , and LT = UT
q

P�1=2
b, b . Similarly, JT

q is the first

q rows of the projection matrix JT , and JT = V T
q

P�1=2
a, a .P

q = diag (l1, l2, . . . , lq) is a diagonal matrix with its

diagonal elements being the first q canonical correla-
tions calculated as equation (5). Then, a diagnostic test
statistics Td can be formed as the multivariate standard
distance of the discrepancy features from zero26

Td = f c rtk � 0ð ÞT S�1 rtk � 0ð Þ
� �

=
c rtk � 0ð ÞT S�1 rtk � 0ð Þ
�� ��

cj j rtk � 0ð ÞT S�1SS�1 rtk � 0ð Þ
h i

= rtkð Þ
T

S�1 rtkð Þ
h i1=2

= rT
tk

I �
XPT

� �
rtk

	 
1=2

ð8Þ

where c is a normalizing constant. The roots of the mul-
tivariate standard distance between two random vectors
can be traced back to the results presented in Flury and
Riedwyl.26

Exploring prognostic features

Identification of faulty variables using CVR-based
contributions. The main purpose of this step is to iden-
tify the root-cause variables so that fault irrelevant
variables can be excluded from the subsequent prog-
nostic analysis. The importance of including the CVR-
based fault identification in prognostics has been
clarified in section ‘Introduction’. In this article, we
propose to identify the root-cause variables using a
contribution plot, which can be obtained as follows

CTd
= Td = rtk

T I � S
2

q

� ��1

rtk

= rtk
T I � S

2

q

� ��1

Lqŷb, tk
� S

q
Jqŷa, tk

� �
=
Xn

j = 1

i, Td

ð9Þ

where Ci, Td
is a measure of the contribution of a vari-

able ŷi to the detected fault.
Similarly, the residual space contributions is

defined as27

CQ = Q = eT e = eT Gŷa, tk =
Xn

i = 1

Xna�q

j = 1

ejGj, iŷa, i =
Xn

i = 1

Ci,Q

ð10Þ

Finally, the variable contribution based on the state
and residual space can be obtained as

CTd ,Q = 0:5CTd
+ 0:5CQ ð11Þ

where CTd ,Q is a measure of the contribution of a pro-
cess variable to the detected fault. Root-cause variables
that incur large variations during faulty conditions will
have a large CTd ,Q value.

Discovering prognostic features from the identified faulty
variables. The main purpose of this step is to construct
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a prognostic feature which is suitable for RSL predic-
tion using the root-cause variables identified previously.
This step involves extracting time-domain features from
the root-cause variables, selecting the most appropriate
features and constructing a prognostic feature using
CVR-based dimension reduction technique.

Extracting time-domain features. After the fault root-
cause variables are identified among all process vari-
ables, multiple time-domain features will be extracted
so as to better reveal the deterioration process. Time-
domain analysis is employed to extract mean, root
mean square, standard deviation, variance, skewness,
kurtosis, crest factor and peak value (see Appendix 1)
from the root-cause variables. Normally, vibration
signals/current measurements require a much higher
sampling rate than conventional process measurements
(e.g. pressure, flow rate or temperature) due to the fast
dynamics of vibration and current measurements. With
such high sampling rates, frequency domain features
could be extracted after windowing the vibration/cur-
rent signals and performing a short Fourier trans-
form.17 Then, ‘signature’ frequency domain features
that correspond to different mechanical faults can be
used to diagnose fault conditions and predict fault evo-
lution.28 Similarly, time-frequency domain features can
be extracted over selected frequency bands across the
samples.29 However, the data used in this study were
process measurements captured by the monitoring sys-
tem of the plant. The sampling rate for all measure-
ments was one sample per hour (e.g. 1/3600 Hz).
Considering the low sampling rate of the data,

time-domain characteristics were chosen to represent
the condition of the machine.

Construction of prognostic features. Since some extracted
time-domain features may not be able to fully capture
the dynamics of the system during degradation, the
main purpose of this section is to find the features that
are mostly suitable for RSL prediction and to fuse the
selected features into a single-digit prognostic feature.
Since one criterion may not be sufficient to select a suit-
able degradation feature for the task of RSL prediction,
a hybrid metric which considers the properties of trend-
ability, monotonicity, robustness and correlation is pro-
posed in this study. The feature construction procedure
comprises the following four main steps:

� Similar to Liao14 and Liu et al.,30 a polynomial
function is applied to fit a trajectory of the time-
domain features to accommodate the effect of
noise. Polynomial smoothing is a flexible and
robust curve fitting tool and has been widely used
in practice. Polynomial curve fitting is conducted to
decompose a time-domain feature into smooth
trend and random noise as follows

F tkð Þ= FT tkð Þ+ FN tkð Þ ð12Þ

where F(tk) is the extracted time-domain feature, FT (tk)
is the smooth trend and FN (tk) is the noise component.

� The metrics for evaluating the trendability, mono-
tonicity, robustness and correlation of a degrada-
tion feature are as follows

Trend Fð Þ =

K
PK
k = 1

~FT tkð Þ~tk

� �
�

PK
k = 1

~FT tkð Þ
� � PK

k = 1

~tk

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

K
PK
k = 1

~F
2

T tkð Þ �
PK
k = 1

~FT tkð Þ
� �2

" #
K
PK
k = 1

~t2
k �

PK
k = 1

~tk

� �2
" #vuut

Mon Fð Þ=
1

K � 1

XK

k = 1

d FT tk + 1ð Þ � FT tkð Þð Þ �
XK

k = 1

d FT tkð Þ � FT tk + 1ð Þð Þ
�����

�����
Rob Fð Þ =

1

K

XK

k = 1

exp � FN tkð Þ
F tkð Þ

���� ����� �

Corr Fð Þ=

K
PK
k = 1

FT tkð Þtk
� �

� K
PK
k = 1

FT tkð Þ
PK
k = 1

tk

���� ����ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K
PK
k = 1

FT tkð Þ2 �
PK
k = 1

FT tkð Þ
� �2

" #
K
PK
k = 1

t2
k �

PK
k = 1

tk

� �2
" #vuut

ð13Þ
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where ~FT (tk) and ~tk are the rank sequence of the feature
FT (tk) and time tk , respectively.

� With the criteria of trendability, monotonicity,
robustness and correlation, feature selection is
achieved by calculating a weighted linear combina-
tion of the performance criteria. The optimum
weighted coefficients are obtained by maximizing
the objective function described as follows

I Fð Þ= w1Trend Fð Þ+ w2Mono Fð Þ+ w3Rob Fð Þ+ w4Corr Fð Þ

s:t:
X4

j = 1

wj = 1,wj.0

ð14Þ

where I(F) is the objective function to be optimized
and wj(j = 1, 2, 3, 4) are the weighting coefficients. Since
I is positively related to the performance criteria, I(F)
is positively related to the time-domain features. The
higher the I value, the more suitable the feature for
RSL prediction.

� Due to the fact that the selected degradation fea-
tures may still be high dimensional, a dimension
reduction technique is required to fuse the selected
features into a one-dimensional prognostic feature.
In this article, we explore the capability of CVR for
representing the underlying degradation process
and calculate the CVR index based on the selected
features as a prognostic feature.

RSL prediction

After a suitable prognostic feature is constructed fol-
lowing the procedures described in the previous sec-
tions, the GM-EB prognostic technique can be applied
to predict the RSL of the machine. The GM-EB tech-
nique enhances the traditional GM method in a num-
ber of ways. First, GM-EB improves the predictive
accuracy of GM. In order to improve the prediction
made at each time instance, a number of GMs are con-
structed for each prediction starting point to generate a
number of local RSL estimates. These local RSL esti-
mates obtained at every time instance can be used to
derive a local RSL observation (e.g. a weighted sum of
all local RSL estimates). The EB algorithm assumes
that the local RSL observations obtained at different
time are related in that they can be treated as having a
common distribution. Then, the final RSLs are calcu-
lated as a comprise between the local RSL observation
and the distribution mean. These RSLs are called glo-
bal RSLs. EB-GM enhances GM by allowing probabil-
istic RSL estimates and improved accuracy. Section
‘GM’ gives some basic knowledge about GM. Section

‘Predicting local RSLs based on GM’ details how the
local RSLs are predicted. Section ‘Predicting global
RSLs based on EB’ discusses how the prior and poster-
ior distributions of the global RSLs are estimated from
the observed local RSLs.

GM. GM is the basic model of grey theory and has
been used widely since its development in the early
1980s. Grey system theory is a novel methodology that
focuses on problems involving small data and poor
information. It addresses uncertain systems with par-
tially known information through generating, excavat-
ing and extracting useful information from what is
available. The theory enables a correct description of a
system’s running behaviour and its evolution law and
thus generates quantitative predictions of future system
changes. Grey forecasting model is suitable for real-
time prediction with limited availability of degradation
data. GM uses operations of accumulated generations
to build different equations. The general procedure for
GM is described in Appendix 1.

Predicting local RSLs based on GM. A single-valued grey
forecasting model learnt from historical data may not
be able to accurately predict the degradation trajectory
because its outputs are deterministic in nature and do
not consider measurement and process noise. To over-
come this problem, several GMs can be trained for the
same prediction start time. In this way, a number of
local RSL estimates can be generated, thereby provid-
ing more reliable predictions than a single-valued esti-
mate made by a single GM. As illustrated in Figure 2, a
sequence of prognostic features xti:tk (i = 1, 2, . . . , k � 3)
can be obtained at time tk . xt1 is the value of the prog-
nostic feature at the prediction start time which is deter-
mined by the fault-detection module, and xtk is the

Figure 2. Illustration of how local RSL estimates,
RSLj:tk (j = t1, t2, . . . , tk�3), are obtained at time tk.
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value of the prognostic feature at time tk .
xti:tk (i = 1, 2, . . . , k � 3) contains k � 3 degradation tra-
jectories. Since GM requires at least four consecutive
inputs, xtk�3:tk is the shortest prognostic feature that can
be used for training a GM. Therefore, a total of k � 3

local GMs are trained at time tk . These trained models
will be used to perform RSL prediction by propagating
the prognostic features from tk and onwards until it
reaches the pre-defined threshold. These trained models
will generate k � 3 number of local RSL estimates.
Each local RSL estimate can be assigned a weight
wj (j = t1, t2, . . . , tk�3) which is calculated based on the
model fitting error ef ( j), j = t1, t2, . . . , tk�3, and one-
step prediction error, ep( j), j = t1, t2, . . . , tk�3, as follows

wj =

1

ef jð Þ+ ep jð ÞXtk

i = t1

1

ef ið Þ+ ep ið Þ

, j = t1, t2, . . . , tk�3 ð15Þ

The Euclidean distance was employed as a metric to
measure the model fitting and one-step prediction
errors. Based on the calculated weights, the observation
of the local RSL at time tk and the associated variance
can be computed as

dRSLtk =
Ptk�3

j = t1

wjRSLj:tk

s2
tk

= 1
k�3

Ptk�3

j = t1

wj RSLj:tk �dRSLtk

� �2

8>>><>>>: ð16Þ

where dRSLtk denotes the observation of the local RSL
at time tk and s2

tk
is the associated variance.

RSLj:tk ( j = t1, t2, . . . , tk�3) indicates the RSL estimate
obtained at time tk using a GM that is trained using
data xj:tk .

Predicting global RSLs based on EB. The second step of the
proposed EB-GM prognostic method involves applying

the EB algorithm to the local RSL observations, dRSLtk ,
to realize the global RSL prediction. Assume the local
RSL observations follow a common prior distribution

p(utk );N(m, t2), where m and t2 are unknown para-
meters. Then, this case becomes a parametric EB prob-
lem. The following parts of this section discuss how the
prior and posterior distributions of the global RSLs are
estimated from the observed local RSLs.dRSLtk is an observation of utk at time tk , and s2

tk
is a

measure of the error for each RSL observation. To
account for the influence of system dynamics, we set

the sample variance s2 to be the mean of all local s2
tk

and s2 calculated as follows

s2 =

Ptk
i = t1

s2
i

k
ð17Þ

where t1 and tk denote the starting and ending points of
the prediction, respectively. According to Casella31 and

Berger,32 the joint distribution of (dRSLtk , utk ) can be
computed as

p dRSLtk , utk

� �
= p dRSLtk jutk

� �
p utkð Þ

=
1

2pst
exp � r

2
utk �

1

r

m

t2
+
dRSLtk

s2

 !" #2
8<:

9=;
exp � (m�dRSLtk )

2

2 s2 + t2ð Þ

( )
ð18Þ

where r = (1=t2) + (1=s2).
We need to know the statistic characteristics of m

and t2, and all the information about the unknown

hyper parameters m and t2 is contained in the marginal

distribution of dRSLtk , p(dRSLtk ), which is computed as31

p dRSLtk

� �
=

ð+ ‘

�‘

p dRSLtk
, utk

� �
dutk

=

ð+ ‘

�‘

p dRSLtk
jutk

� �
p utkð Þdutk

=
1ffiffiffiffiffiffiffiffiffi

2pr
p

st
exp � (dRSLtk

� m)
2

2 s2 + t2ð Þ

( )
;N m, s2 + t2

� � 
ð19Þ

The likelihood function of all estimated local RSLsdRSLt1:tk is computed as

m dRSLt1 , . . . , dRSLtk

� �
Ytk
j = t1

m dRSLj

� �
=
Ytk
j = t1

1

2p s2 + t2ð Þ½ �
1
2

exp �
dRSLj � m
� �2

2 s2 + t2ð Þ

8><>:
9>=>;

= 2p s2 + t2
� � ��k

2 exp
�ks2

2 s2 + t2ð Þ

� �
exp

�k m̂k � mð Þ2

2 s2 + t2ð Þ

( )
ð20Þ

where m̂k=
Ptk

j = t1
dRSLj=k and s2 =

Ptk
j = t1

(dRSLj � m̂k)2=k.

With the likelihood function m(dRSLt1 , . . . , dRSLtk ),

the next step is to seek maximum m(dRSLt1 , . . . , dRSLtk )
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in order to calculate the unknown parameters m and t2

of the prior distribution p(utk );N(m, t2). Clearly, m̂k is

always the maximum likelihood estimation (MLE) ofdRSLtk , regardless of the value of t2. Hence it will always

be true that m̂ = m̂k , being the MLE choice of m.
Therefore, the problem of maximum likelihood is then
simplified to the maximization of the following
function

c t2
� 

= s2 + t2
� � ��k

2 exp � ks2

2 s2 + t2ð Þ

� �
ð21Þ

over t2. It is easier to maximize logu(t2)

d

dt2
logu t2

� 
=

�k

2 s2 + t2ð Þ +
ks2

2 s2 + t2ð Þ2
ð22Þ

According to Berger,32 if s2\s2, then the maximum
value is achieved when t2 = 0. If s2 ø s2, equation (22)
achieves maximum at t2 = (((1=k)s2)� s2).

Therefore, the MLE estimates of the unknown para-
meters m and t2 are

m̂ = m̂k =

Ptk
j = t1

dRSLj

p

t̂2 = max 0, 1
k

s2 � s2
� 

8>>><>>>: ð23Þ

After MLE estimates of the unknown parameters m

and t2 are calculated, the posterior distribution of the
global RSLs can be computed as follows

p utk jdRSLtk

� �
=

p dRSLtk , utk

� �
m dRSLtk

� �
=

r

2p

� �1=2

exp � r

2
utk �

1

r

m

t2
+
dRSLtk

s2

 !" #2
8<:

9=;
ð24Þ

Berger32 suggested the following modified posterior

distribution, N(mEB(dRSLtk ),V EB(dRSLtk )), when the num-

ber of local RSL observations are moderate or small,
where

mEB dRSLtk

� �
= dRSLtk

� B̂ dRSLtk � m̂k

� �
V EB dRSLtk

� �
= s2 1� k � 1

k
B̂

� �
+

2

k � 3
B̂

2 dRSLtk � m̂k

� �2

8><>:
ð25Þ

where

B̂ =
k � 3

k � 1

� �
s2

s2 + t̂2
, t̂2 =

Ptk
j = tk1

dRSLj � m̂k

� �2

k � 1
� s2

Therefore, the posterior distribution p(utk jdRSLtk )
which describes the density of the global RSLs given

the observations dRULt1:tk is obtained.

Case studies

Fault description

In order to assess the ability of the proposed diagnostic
and prognostic framework to effectively detect faults
and predict system RSL, the model was tested using
data captured from an operational industrial centrifu-
gal pump. This pump is a high-pressure centrifugal
pump in real-life service conditions at a large refinery in
Europe (hereafter referred to as pump A). It is worth
noting that the data used in this article were operational
data rather than experimental data. The data were
recorded using the same monitoring system as used in
Loutas et al.33 and Loukopoulos et al.34 For confidenti-
ality purposes, we cannot detail the exact machine type.
There are two case studies as the same type of failure
has been observed only twice previously in 3 years of
continuous monitoring of the pump. The measured
time series consisted of 13 variables (Table 1 shows all
measured variables). For this study, all data were cap-
tured at a sampling rate of one sample per hour. It is
observed from Figure 3 that the readings of the four
different bearing-temperature sensors start to increase
near the end of the time series; the machine continued
to run until the end of each time series. At that time,
site engineers shut down the pump for inspection.

Table 1. Measured variables of pump A.

Variable ID Variable name Units

1 Speed r/min
2 Suction pressure bar
3 Discharge pressure bar
4 Discharge temperature �C
5 Actual flow kg/h
6 Radial vibration overall X 1 mm/s
7 Radial vibration overall Y 1 mm/s
8 Radial bearing temperature 1 �C
9 Radial vibration overall X 2 mm/s
10 Radial vibration overall Y 2 mm/s
11 Radial bearing temperature 2 �C
12 Active thrust bearing temperature �C
13 Inactive thrust bearing temperature �C
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Fault detection

To begin with, the CVR-based diagnostic approach is
trained using a data set collected from normal operat-
ing conditions. The scale of time lags a and b were esti-
mated through the autocorrelation analysis4 of the root
summed squares of all variables in the training data

set. Here, the number of time lags a and b was set to 5.
Since the underlying process data are non-stationary
and nonlinear, and do not follow a Gaussian distribu-
tion, the kernel density estimation (KDE)35 was
adopted here to determine the upper control limits of
the test statistics. All upper control limits for healthy
operational conditions in this investigation were calcu-
lated at the 99% confidence level (i.e. the probability
the test statistics are smaller than the pre-defined
threshold is 99%). We set the b value equal to 0.99 in
this study.

A key step in CVA is to determine the order of the
reduction, that is, its number of retained states q. In
this study, the optimal number of retained state q was
selected such that the false alarm rate is minimized dur-
ing cross-validation.4 q = 25 was finally adopted in this
work as it resulted in the lowest number of false posi-
tives. Figure 4 shows the results obtained in terms of
fault detection for both case studies. The Td statistics
are sensitive to small shifts in the underlying process,
resulting in a timely detection of the fault. The fault-
detection results of the proposed method were com-
pared with those of the PCA method (Figure 4(b) and
(d)). It can be seen that although PCA offers similar
fault-detection results in terms of fault-detection time
in both case studies, it can result in large amounts of
false alarms in the second case. These false alarms are
caused by the changes in operational conditions, and
this observation coincides with the findings of Ruiz-
Cárcel et al.9 in that CVA is more suitable than PCA

Figure 3. Trend of four different bearing-temperature sensor
measurements of pump A (signals are normalized): (a) case
study 1 and (b) case study 2.

Figure 4. Fault-detection results for pump A: (a) case study 1 – proposed CVA; (b) case study 1 – PCA; (c) case study 2 –
proposed CVA; (d) case study 2 – PCA.
Solid blue: test statistics; dashed red: upper control limit.
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for the monitoring of processes under changing opera-
tional conditions.

Discovering prognostic features

After fault detection, the proposed CVR-based fault-
identification approach is first applied to identify the
contribution from each process variable to the detected
faults with the aim of identifying the faulty variables.
The resultant contribution plots for fault cases 1 and 2
are displayed in Figure 5(a) and (b), respectively. The
results indicate that variables 8, 11, 12 and 13 are the
faulty variables in both cases because they have more
dominant effects on the faults, which is coincident with
the root cause of the fault as stated previously.

After the faulty variables were identified, eight time-
domain statistical features are extracted. However, some
features do not show a clear degradation trend and
should not be considered for the subsequent prognostic
analysis. Therefore, feature selection is implemented as

per equations (12)–(14) to select the features that are
most suitable for RSL prediction. The accumulated per-
formance scores I(F) of the extracted features over all
faulty variables (i.e. variables 8, 11, 12 and 13) are calcu-
lated and plotted in Figure 6. It can be seen from Figure
6(a) and (b) that the I(F) scores of mean, root mean
square, crest factor and peak value are much higher
than those of the rest. Therefore, mean, root mean
square, crest factor and peak value are selected. Then, a
CVR-based prognostic feature was constructed based
on the selected candidate features.

RSL prediction

The proposed EB-GM prognostic framework was
employed to predict the RSL of the machine as per the
procedures described in section ‘RSL prediction’. It
was mentioned in section ‘Introduction’ that EB allows
the quantification of the uncertainties of RSL in a
probabilistic form. In order to demonstrate the

Figure 5. Contribution plots for identifying the detected fault: (a) case study 1 and (b) case study 2.

Figure 6. Performance metric I(F) of the extracted features: (a) case study 1 and (b) case study 2.
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capability of EB to provide probabilistic RSL esti-
mates, the predicted RSLs for different prediction start-
ing points along with the associated one-sigma
tolerance interval were depicted in Figures 7(a) and
8(a) for case studies 1 and 2, respectively. The blue
shaded areas denote the one-sigma tolerance interval
(covers around 68% of the RSL density) that was
derived from the RSL densities.

To demonstrate the superiority of the developed EB-
GM fault prognostic method over the existing methods,
the prognostic performance of the proposed EB-GM
method and its counterparts, namely EB-ER method,15

GM in combination with PF (PF-GM), the standard
GM36 and long short-term memory (LSTM),37 for differ-
ent fault cases is shown in Figures 7(b) and 8(b). In PF,
the number of particles was set to 300 as a trade-off
between accuracy and computational cost. For LSTM
model, the network consists of one input layer, one hid-
den layer and one output layer. The number of hidden
neurons in the hidden layer was set to 200. Furthermore,
each prognostic method mentioned above was employed
to predict the RSL of the machine using two different
prognostic features: (1) prognostic features calculated
using the proposed two-step prognostic feature exploring
(PFE) approach and (2) prognostic features calculated
without using the proposed PFE approach (i.e. the

prognostic features were computed directly from all pro-
cess variables without sensor selection and feature extrac-
tion using the CVR-based method as per equations
(1)–(14) without performing fault identification and fea-
ture enhancement). The purpose is to investigate whether
the proposed PFE approach improves the predictive
accuracy. It can be seen from Figure 7(b) that, every
RSL predicted by the proposed EB-GM method (with
PFE) is well located within the 725% confidence bound-
aries of the true RSL, indicating that the proposed prog-
nostic framework has the ability to accurately predict the
system’s RSL. A large deviation from the actual RSL
was generated by PF-GM and GM (with PFE), resulting
in unsatisfied estimates. Although the LSTM method
performs great in the end of the lifetime, its ability in pre-
dicting RSL at early stages seems to be hindered by the
lack of training data. This coincides with the conclusion
made in Wu et al.38 that the LSTM deep learning method
is not suitable for long-term predictions in the presence
of scarce training data. It can also be observed from
Figure 7(b) that all RSL estimation results show better
performance with the features obtained using the pro-
posed two-step PFE approach than those calculated
without the PFE approach. Similar conclusions can be
drawn from the results for case study 2, which are shown
in Figure 8(b).

Figure 7. Predicted RSL of the pump (case study 1): (a) results
obtained by empirical Bayesian–grey model with the proposed
two-step PFE approach (hereafter referred to as EB-GM (with
PFE)); (b) results obtained by EB-GM with PFE, EB-ER with PFE,
PF-GM with PFE, EB-GM without PFE, EB-ER without PFE, PF-
GM without PFE and grey model (GM) with PFE.

Figure 8. Predicted RSL of the pump (case study 2): (a) results
obtained by empirical Bayesian–grey model with the proposed
two-step PFE approach (hereafter referred to as EB-GM (with
PFE)); (b) results obtained by EB-GM with PFE, EB-ER with PFE,
PF-GM with PFE, EB-GM without PFE, EB-ER without PFE, PF-
GM without PFE and grey model (GM) with PFE.
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The quantitative evaluation results of the aforemen-
tioned algorithms are detailed in Tables 2 and 3. Three
performance metrics – (1) mean absolute deviation
(MAD), (2) mean absolute percentage deviation
(MAPD) and (3) root mean square deviation (RMSD)
– were used to quantitatively evaluate the performance
of the predictive models studied. Interested readers are
referred to Celaya et al.39 for further information about
the three metrics. It can be seen from both case studies
that the proposed intelligent prognostic framework has
the following features: (1) It can be seen from Tables 2
and 3 that the prognostic performance can be greatly
improved by applying the proposed two-step prognos-
tic feature exploring method in that all tests on the
pump show better performance with the proposed PFE
approach. This is because the proposed PFE method
produces a prognostic feature using only the most
fault-related variables and the most fault representative
time-domain features, which may lead to simple and
accurate prognostics. Besides, the predicted RSL
becomes smoother and more stable with the proposed
PFE approach (see Figures 7(b) and 8(b)). These obser-
vations intuitively reflect the effectiveness of the

proposed PFE method in polishing up the performance
of EB-GM and other prognostic approaches studied;
(2) It can be seen that the proposed EB-GM predictor
performs a little better than EB-ER in terms of MAD,
MAPD and RMSD. Besides, EB-GM outperforms
standard GM and PF-GM in terms of MAD, MAPD
and RMSD. It can be concluded that the proposed EB-
GM predictor demonstrates comparable and superior
prognostic performance than its counterparts. The fore-
cast information provided by the proposed diagnostic
and prognostic framework can be used to develop pro-
duction plans in advance and provide ample time for
organizing spare repairs and scheduling maintenance so
as to prevent serious abnormal conditions, catastrophic
failures or even emergency situations.

Conclusion

In this work, an integrated diagnostic and prognostic
framework was proposed for fault diagnosis and RSL
prediction of nonlinear dynamic systems in the pres-
ence of scarce failure data. The developed approach
was validated through in-service condition monitoring

Table 3. Quantitative comparison between the proposed approach and its counterparts (case study 2).

With/without the proposed PFE method Methods MAD MAPD RMSD

Predict RSL with the proposed PFE method EB-GM 1.6097 0.0085 2.0831
EB-ER 1.6866 0.0089 2.2338
GM-PF 12.1521 0.064 15.7813
GM 4.375 0.023 8.1071
LSTM 17.0571 0.0449 20.5002

Predict RSL without the proposed PFE method EB-GM 3.3157 0.0175 4.3098
EB-ER 10.9342 0.0575 19.0614
GM-PF 4.4525 0.0234 6.385

PFE: prognostic feature exploring; MAD: mean absolute deviation; MAPD: mean absolute percentage deviation; RMSD: root mean square deviation;

RSL: remaining service life; EB-GM: empirical Bayesian–grey model; EB-ER: empirical Bayesian–exponential regression; GM-PF: empirical Bayesian–

particle filter; LSTM: long short-term memory.

Table 2. Quantitative comparison between the proposed approach and its counterparts (case study 1).[AQ: 1]

With/without the proposed PFE method Methods MAD MAPD RMSD

Predict RSL with the proposed PFE method EB-GM 2.3251 0.0063 2.8822
EB-ER 2.352 0.0064 2.9073
GM-PF 3.8148 0.0104 6.5241
GM 2.8205 0.0077 2.9439
LSTM 19.375 0.102 23.3351

Predict RSL without the proposed PFE method EB-GM 49.7961 0.9547 100.4655
EB-ER 52.7166 0.9548 116.9171
GM-PF 5.2978 0.0144 7.7092

PFE: prognostic feature exploring; MAD: mean absolute deviation; MAPD: mean absolute percentage deviation; RMSD: root mean square deviation;

RSL: remaining service life; EB-GM: empirical Bayesian–grey model; EB-ER: empirical Bayesian–exponential regression; GM-PF: empirical Bayesian–

particle filter; LSTM: long short-term memory.
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data acquired from an industrial centrifugal pump. The
main findings of the study are as follows:

� Fault diagnosis was carried out by comparing the
values of the CVR-based diagnostic index with pre-
defined thresholds. The proposed diagnostic
approach can distinguish normal operational con-
ditions from slowly developing faults incurring sys-
tem anomalies leading to continuous determination
of prediction start time.

� The proposed two-step PFE method can effectively
identify fault root-cause variables and explore suit-
able prognostic features for RSL prediction. The
proposed PFE method helps to improve the predic-
tive accuracy of EB-GM and other predictors. This
method also allows the optimization of preventive
maintenance schedule and spare parts supply to be
carried out along with RSL prediction so as to pre-
vent catastrophic failures.

� The EB-GM approach was introduced to learn the
system’s degradation from very limited amount of
historical failure data and to predict the RSL with
high accuracy. The EB-GM predictor demonstrates
comparable and superior prognostic performance
than its counterparts. Besides, EB-GM allows the
quantification of the uncertainties of RSL in a
probabilistic form.

The proposed diagnostic framework can be used to
provide site engineers with reliable and accurate diagno-
sis of rotating machinery, and meanwhile, the prognos-
tic framework can assist in the subsequent production
planning and decision-making process and enhance
profitability by eliminating unpredicted failures.
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Appendix 1[AQ: 2]

Grey model

Consider a non-negative sequence of the original
data X (0)

X (0) = X (0)
t1

,X (0)
t2

, . . . ,X (0)
tk

h i
ð26Þ

where X (0) is a single-digit sequence. Then,
X (1) = ½X (1)

t1
,X (1)

t2
, . . . ,X (1)

tk
� is called the first-order accu-

mulative generation sequence of the sequence X (0),
where

X (1)
tk

=
Xtk

i = 1

X (0)
j ð27Þ

A new sequence Z(1) can be extracted from X (1) as
per the following

Z(1) = Z(1)
t1
, Z(1)

t2
, . . . , Z(1)

tk

h i
ð28Þ

Z(1)
tk

= 0:5 X (1)
tk�1

+ X (1)
tk

� �
ð29Þ

Then, the least-squares sequence estimation of the
grey difference equation of GM is defined as follows

X (0)
tk

+ cZ(1)
tk

= d ð30Þ

And the whitenization equation is as follows

dX (1)
tk

dtk
+ cX (1)

tk
= d ð31Þ

where ½c, d�T is the parameter vector of GM model,
which can be obtained by the least-squares estimation
½c, d�T = (BT B)�1BT W , in which
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B =

�Z(1)
t2 1

�Z(1)
t3

..

.

�Z(1)
tk

1

..

.

1

26664
37775, W =

X (0)
t2

X (0)
t3

..

.

X (0)
tk

26664
37775

According to equation (31), the solution of X (1) at
time tk is

X (1)
tk

= X (0)
t1
� d

c

� �
e�c tk�1ð Þ +

d

c
ð32Þ

where X (1)
t1

= X (0)
t1

.
To obtain the predicted value of the primitive data

at time tk , the inverse accumulated generating operation
is used to establish the following grey model

X (0)
tk

= X (1)
tk
� X (1)

tk�1
= 1� ecð Þ X (0)

t1
� d

c

� �
e�c tk�1ð Þ ð33Þ

Degradation features

List of extracted degradation features

Index Degradation
features

Formula

1 Mean
Ymean =

1

N

XS

tk = 1

Y tkð Þ

2 Root mean
square Yrms =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

S

XS

tk = 1

Y2 tkð Þ

vuut
3 Standard

deviation YSD =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

S� 1

XS

tk = 1

Y tkð Þ � �Yð Þ2
vuut

4 Variance
Yvariance =

1

S� 1

XS

tk = 1

Y tkð Þ � �Yð Þ2

5 Skewness
Yskewness =

1

Yrms
3

XS

tk = 1

Y tkð Þ � Ymeanð Þ3

6 Kurtosis
Ykurtosis =

1

Yrms
4

XS

tk = 1

Y tkð Þ � Ymeanð Þ4

7 Crest factor
YCF =

Ypeak

Yrms

8 Peak value Ypeak = peak Y tkð Þð Þ, tk = 1, 2, . . . , S

S is the number of samples.
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