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#### Abstract

This article addresses the problem of energy-optimal waypointfollowing guidance for an unmanned aerial vehicle, considering a general autopilot dynamics model. The proposed guidance law is derived as a solution of a linear-quadratic optimal control problem in conjunction with a linearized kinematics model. The algorithm developed integrates path planning and path following into a single step, and can be applied to a general waypoint-following mission. Theoretical analysis reveals that previously suggested optimal point-to-point guidance laws are special cases of the proposed approach. Nonlinear numerical simulations clearly demonstrate the effectiveness of the proposed formulations.
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## I. INTRODUCTION

Unmanned aerial vehicles (UAVs) have been successfully deployed and show great potential in both civil and military applications. One of the fundamental enablers for UAVs to achieve high-level autonomy is to reach its destination with desired path constraints, e.g., waypoint and passing angle constraints [1]-[4]. Even though there exists a long history in this domain, complicated numerical trajectory optimization is usually utilized to find the energyor time-optimal path of a UAV [5]-[12]. Numerical optimization, however, requires high-computational onboard power and, therefore, might not be suitable to ever-growing small-scale UAVs. For this reason, finding an analytical guidance algorithm is more beneficial for low-cost UAVs.

Over the past few years, the control-theoretic error-feedback-regulation concept was found to be widely accepted in the path-following guidance law design. The basic idea of this type of guidance law is to use the wellestablished control theories to force the trajectory tracking errors to converge to zero asymptotically or in finite time. In the view of this fact, the error-feedback-regulation method requires separate path-planning and path-following modules. In [13], the vector field approach was utilized to generate the heading command to guide the UAV to converge to a predesigned path asymptotically. Inspired by the concept of pursuit guidance, Park et al. [14], [15] suggested a nonlinear path-following guidance law, which guarantees asymptotical convergence of the lateral distance error. As an extension of [15], a three-dimensional nonlinear guidance law for UAV path following was developed in [16] based on the differential geometry. Considering the windy effect, a path-following guidance law, that combines the pursuit guidance concept and line-of-sight (LOS) guidance philosophy, was developed in [17]. By placing a synthetic waypoint on the desired trajectory, the authors of [18] and [19] proposed a synthetic waypoint guidance law (SWGL) for path following. The implementation of SWGL requires to tune the time-varying look-ahead distance, which determines the desired time horizon for the UAV to initiate a response to path changes. This time horizon specifies the prediction of set point and plays a similar role as the prediction horizons in model-predictive control (MPC). The SWGL algorithm, however, has some certain steady-state distance error when following a curved path. To alleviate this issue, Ratnoo et al. [20], [21] leveraged a trajectory shaping waypoint guidance law (TSWGL) to follow a virtual target. This algorithm is proved to generate the same instantaneous radius of curvature of a curved path and, therefore, is able to guarantee accurate path following.

Path following has also been investigated from the perspective of optimal control theory. As a desired path is usually defined in terms of a set of waypoints that a UAV has to visit sequentially, classical energy-optimal point-topoint guidance laws [22]-[26] can be easily adapted to path-following missions by applying them between every two consecutive points. However, it is unclear whether this simple strategy provides global optimality when
considering all waypoints. In [27]-[29], the authors formulated path following as a finite-horizon regulation problem and leveraged the systematic MPC to solve this optimal control problem. Similar to error-feedback-regulation strategies, the lateral distance tracking error was utilized as the system state in the MPC solution. By connecting every two consecutive waypoints through a straight line, a linear-quadratic optimal waypoint-following guidance was proposed in [30]. To generate a smoother trajectory at each waypoint, i.e., avoiding an abrupt change of the guidance command, the authors also derived the optimal line segment switching condition via minimizing the control magnitude. However, this algorithm fails to guarantee global optimality when considering the entire flight envelop. In [31], Ryoo et al. revealed that the energy-optimal waypoint-following problem is equivalent to applying the optimal terminal acceleration constrained impact angle guidance to every two consecutive waypoints in conjunction with proper boundary conditions. These boundary constraints, e.g., passing angle and passing acceleration, can be obtained through parameter optimization using numerical approaches.

Except for energy optimal guidance, time-optimal guidance has also been widely studied in the past few years. For point-to-point guidance, it is possible to exploit the geometry of extreme paths to find the analytic solution of time-optimal guidance [32]-[35]. However, when there are more than two waypoints, finding analytic solutions of the time-optimal guidance problem is generally difficult. For this reason, both heuristic [36] and suboptimal [37] algorithms were reported to find approximate solutions. Manyam et al. [38], [39] proposed an approximate timeoptimal algorithm that guides the UAV to pass a given sequence of target waypoints in consideration of turning limit. This algorithm provides a tight lower bound to the generalized Dubins path problem. Unlike the original Dubins problem, Hota and Ghose [40], [41] investigated the problem of time-optimal trajectory generation from an initial point to a rectilinear path. The main difficulty in applying time-optimal guidance is that it is difficult to formulate the command into a state-feedback form. This means that numerical algorithms are required to calculate the guidance command at each time instant, which is generally not computationally efficient for vehicles with limited computational power.

Notice that most of the waypoint-following guidance laws were devised for a lag-free system. In practice, these guidance laws could inevitably experience performance degradation, such as a significant miss distance and a passing angle error associated with the waypoint, resulted from an autopilot lag in the guidance loop. Although Ryoo et al. [31] considered a first-order lag autopilot dynamics model in the guidance law design for waypoint following, the resultant guidance command is not explicitly provided and requires numerical parameter optimization in practical implementation. Motivated by these observations, this article aims to propose an analytical energy-optimal waypoint-following guidance law considering a general autopilot lag model. The formulation of the
proposed guidance law is based on a reduced-order linearized kinematics model through the terminal projection technique. The commanded acceleration is then analytically derived as a solution of a finite-time linear regulation problem using optimal control theory. The guidance command generated by the proposed algorithm is continuous, and there is no sudden change during waypoint change. This helps to reduce the transient effect when passing one waypoint. The proposed guidance law is generic, and theoretical analysis reveals that classical optimal point-to-point guidance laws [22]-[25] are special cases of the proposed algorithm. To the best of our knowledge, no closed-form solution that addresses the problem of global energy-optimal waypoint following in consideration of a general autopilot is available in the existing literature. Extensive empirical tests reveal that compensating autopilot lag will improve the performance of UAVs with large time lag and high speed.

The key features of the proposed guidance law are twofold. On one hand, the algorithm developed considers the command response lag and thus guarantees a finite guidance command. This prevents the divergence of the guidance command near the waypoint, and consequently, it offers advantages of reducing the miss distances and arrival angle errors associated with the waypoints. On the other hand, the proposed guidance law integrates path planning and path following into a single step, which differs from existing error-feedback-regulation approaches. This advantage is beneficial to reduce the design complexity for initial mission analysis.

The remainder of this article is organized as follows. The backgrounds and preliminaries of this article are stated in Section II. Section III presents the detailed derivation of the proposed guidance law. Section IV provides some particular cases of the proposed approach, followed by some property analysis shown in Section V. Some simulation results are presented in Section VI. Section VII concludes this article.

## II. BACKGROUNDS AND PRELIMINARIES

This section first presents the nonlinear and linearized kinematics models that are utilized in guidance law derivation. Then, the problem formulation of this article is stated.

## A. Nonlinear Kinematics

Consider there exist $N$ waypoints that the UAV has to visit sequentially. This article considers a two-dimensional (2-D) geometry in an inertial coordinate $X O Y$, shown in Fig. 1, since typical waypoint-following missions are usually carried out in the horizontal plane [31]. The symbols $U$ and $W_{i}$ denote the UAV and the $i$ th waypoint, respectively. The variables $r_{i}$ and $\sigma_{i}$ represent the relative range and the LOS angle between the UAV and the $i$ th waypoint, respectively. The notation $\theta$ stands for the UAV's flight path angle. The UAV changes its velocity $V$ direction through the lateral acceleration $a$. Based on Fig. 1, the nonlinear


Fig. 1. Planar homing engagement geometry.
kinematics model can be formulated as

$$
\begin{align*}
\dot{r}_{i} & =-V \cos \left(\theta-\sigma_{i}\right) \\
\dot{\sigma}_{i} & =-\frac{V \sin \left(\theta-\sigma_{i}\right)}{r_{i}} \\
\dot{\theta} & =\frac{a}{V}, \quad i \in[N] \tag{1}
\end{align*}
$$

where $[N] \triangleq\{1,2, \ldots, N\}$.
In general, the UAV speed is predetermined according to the specific mission objective and is maintained by an engine controller. For this reason, we assume that the UAV is flying with a constant velocity for simplicity. In practice, the lateral acceleration $a$ is generated by an autopilot, or flight control system, which has inevitable time delays. To account for the adverse effect of autopilot delay, it is worthy to consider the autopilot dynamics in the guidance law design. For this purpose, consider the UAV autopilot dynamics as the following arbitrary-order linear equations:

$$
\begin{align*}
\dot{\boldsymbol{x}}_{a} & =\boldsymbol{A}_{a} \boldsymbol{x}_{a}+\boldsymbol{B}_{a} a_{c} \\
a & =\boldsymbol{C}_{a} \boldsymbol{x}_{a}+\boldsymbol{D}_{a} a_{c} \tag{2}
\end{align*}
$$

where $a_{c}$ represents the guidance command generated by the guidance law, $\boldsymbol{x}_{a} \in \mathbb{R}^{n_{a} \times 1}$ is the autopilot dynamics state vector, and $\boldsymbol{A}_{a}, \boldsymbol{B}_{a}, \boldsymbol{C}_{a}$, and $\boldsymbol{D}_{a}$ are some proper autopilot dynamics matrices.

## B. Passing Time

Without loss of generality, assume that the $N$ waypoints are ordered by the increase of their corresponding passing times $t_{f, i}$ as $t_{f, i}<t_{f, i+1}$. Around the ideal approaching course, e.g., when the heading error becomes small, the waypoint passing time can be approximated by

$$
\begin{equation*}
t_{f, i}=t+t_{\mathrm{go}, i} \tag{3}
\end{equation*}
$$

where $t_{\mathrm{go}, i} \triangleq r_{i} / V$ denotes the remaining flight time, or the so-called time-to-go, to pass the $i$ th waypoint.

## C. Linearized Kinematics

The derivation of optimal guidance laws will be performed based on a linearized model around the desired approaching course in this article. To this end, define $\sigma_{i}^{0}$ as the initial LOS angle between the UAV and the $i$ th waypoint,
and denote $a_{i}^{\sigma}$ as the UAV acceleration normal to the initial LOS direction, determined by the UAV position and the $i$ th waypoint. Let $y_{i}$ be the relative displacement between the UAV and the $i$ th waypoint normal to the initial LOS direction, as shown in Fig. 1. Then, the relative kinematics model can be expressed as

$$
\begin{align*}
& \dot{y}_{i}=v_{i} \\
& \dot{v}_{i}=-a_{i}^{\sigma}=-a \cos \left(\theta-\sigma_{i}^{0}\right) \tag{4}
\end{align*}
$$

To allow for guidance law derivation, we assume that the velocity lead angle associated with the $i$ th waypoint is small, i.e., $\cos \left(\theta-\sigma_{i}^{0}\right) \approx \cos \left(\theta^{0}-\sigma_{i}^{0}\right)$, with $\theta^{0}$ being the initial value of $\theta$. Notice that this assumption is widely accepted in the optimal guidance law design [23], [42]-[45]. The relative kinematics between the UAV and the $i$ th waypoint can then be linearized as

$$
\begin{align*}
& \dot{y}_{i}=v_{i} \\
& \dot{v}_{i}=-c_{i} a \tag{5}
\end{align*}
$$

where $c_{i}=\cos \left(\theta^{0}-\sigma_{i}^{0}\right)$.
Define $\boldsymbol{x}_{i}=\left[y_{i}, v_{i}, \theta, \boldsymbol{x}_{a}^{T}\right]^{T} \in \mathbb{R}^{\left(n_{a}+3\right) \times 1}$ and $\boldsymbol{x}=\left[\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right.$, $\left.\ldots, \boldsymbol{x}_{N}\right]^{T} \in \mathbb{R}^{\left(n_{a}+3\right) N \times 1}$ as the system state vector. Then, the linearized equations of motion can be written in a compact matrix form as

$$
\begin{equation*}
\dot{\boldsymbol{x}}=\boldsymbol{A} \boldsymbol{x}+\boldsymbol{B} a_{c} \tag{6}
\end{equation*}
$$

where $\boldsymbol{A} \in \mathbb{R}^{\left(n_{a}+3\right) N \times\left(n_{a}+3\right) N}$ is a block diagonal matrix, and $\boldsymbol{B} \in \mathbb{R}^{\left(n_{a}+3\right) N \times 1}$ is the control input matrix. These two matrices are defined as

$$
\begin{equation*}
\boldsymbol{A}=\operatorname{diag}\left(\boldsymbol{A}_{1}, \boldsymbol{A}_{2}, \ldots \boldsymbol{A}_{N}\right), \boldsymbol{B}=\left[\boldsymbol{B}_{1}^{T}, \boldsymbol{B}_{2}^{T}, \ldots, \boldsymbol{B}_{N}^{T}\right]^{T} \tag{7}
\end{equation*}
$$

where

$$
\boldsymbol{A}_{i}=\left[\begin{array}{cccc}
0 & 1 & 0 & 0_{1 \times n_{a}}  \tag{8}\\
0 & 0 & 0 & -c_{i} \boldsymbol{C}_{a} \\
0 & 0 & 0 & \frac{\boldsymbol{C}_{a}}{V} \\
0_{n_{a} \times 1} & 0_{n_{a} \times 1} & 0_{n_{a} \times 1} & \boldsymbol{A}_{a}
\end{array}\right], \boldsymbol{B}_{i}=\left[\begin{array}{c}
0 \\
-c_{i} \boldsymbol{D}_{a} \\
\frac{\boldsymbol{D}_{a}}{V} \\
\boldsymbol{B}_{a}
\end{array}\right]
$$

## D. Problem Formulation

In practice, the energy consumption is of paramount importance for a UAV, since it determines the endurance of the vehicle. For this reason, this article considers the following performance index:

$$
\begin{align*}
J & =\int_{t}^{t_{f, N}} a_{c}^{2}(\tau) d \tau \\
& =\left\{\begin{array}{l}
\sum_{i=1}^{N} \int_{t}^{t_{f, i}} a_{c}^{2}(\tau) d \tau, \quad t \leq t_{f, 1} \\
\sum_{i=2}^{N} \int_{t}^{t_{f, i}} a_{c}^{2}(\tau) d \tau, \quad t_{f, 1}<t \leq t_{f, 2} \\
\vdots \\
\int_{t}^{t_{f, N}} a_{c}^{2}(\tau) d \tau, \quad t_{f, N-1}<t \leq t_{f, N}
\end{array}\right. \tag{9}
\end{align*}
$$

It has also been shown that quantity (9) relates to the speed loss due to induced drag for aerodynamically controlled vehicles, e.g., fixed-wing UAVs [46]. Therefore, minimizing the quadratic energy consumption is a worthy
goal for the guidance law design. In a waypoint-following mission, one path constraint is that the UAV has to visit all characteristic waypoints with zero miss distance, i.e.,

$$
\begin{equation*}
y_{i}\left(t_{f, i}\right)=0, \quad i \in[N] \tag{10}
\end{equation*}
$$

Additionally, the UAV might need to pass some certain waypoints with desired flight path angles for some specific purposes, such as obstacle avoidance in terrain navigation and hostile radar detection avoidance in surveillance. Hence, we also consider an additional path constraint as
$\theta\left(t_{f, l(j)}\right)=\theta_{l(j)}^{d}, \quad j \in[M], \quad l(j) \in[N], \quad M \leq N$
where $l(j)$ stands for the index of waypoints that have specific flight path angle constraints and $\theta_{l(j)}^{d}$ denotes the desired flight angle when the UAV passes the $l(j)$ th waypoint.

In summary, the aim of this article is to find an analytical guidance command solution to the following optimization problem.

Problem 1 Find $a_{c}$ that minimizes the performance index (9), subject to the kinematics model (6) and path constraints (10), (11).

## III. GUIDANCE LAW DERIVATION

In this section, we first present a reduced-order system using terminal projection via state transformation. Then, the detailed derivation of the proposed guidance law and its implementation issue are provided.

## A. Order Reduction

Before solving the optimization problem formulated, the system order is reduced first using the terminal projection technique, or the so-called zero-effort transformation [47]-[50]. Notice that the zero-effort transformation aims to find the terminal system state values with zero control input from the current time onward. Based on this concept, the terminal projection $Z_{i}$ of the system (6) at current time $t$ can be readily obtained using the homogeneous solution as

$$
\boldsymbol{Z}_{i}= \begin{cases}\boldsymbol{C}_{i} \boldsymbol{\Phi}_{i}\left(t_{f, i}, t\right) \boldsymbol{x}_{i}, & t \leq t_{f, i}  \tag{12}\\ Z_{i}\left(t_{f, i}\right), & t>t_{f, i}\end{cases}
$$

where $\boldsymbol{\Phi}_{i}\left(t_{f, i}, t\right)$ denotes the transition matrix associated with matrix $\boldsymbol{A}_{i}$, and $\boldsymbol{C}_{i}$ is a constant matrix that extracts appropriate elements from the system state vector.

To satisfy terminal constraints (10) and (11), one needs to extract two variables for each waypoint: zero-effort miss (ZEM) $Z_{1, i}$ and zero-effort angle (ZEA) $Z_{2, i}$. The ZEM and the ZEA, respectively, refer to the final relative distance associated with the $i$ th waypoint and the final flight path angle, if the UAV will not apply any control from the current time onward. For this reason, the matrix $\boldsymbol{C}_{i}$ is given by

$$
\boldsymbol{C}_{i}=\left[\begin{array}{cccc}
1 & 0 & 0 & 0_{1 \times n_{a}}  \tag{13}\\
0 & 0 & 1 & 0_{1 \times n_{a}}
\end{array}\right]
$$

Since

$$
\begin{equation*}
\dot{\boldsymbol{\Phi}}_{i}\left(t_{f, i}, t\right)=-\boldsymbol{\Phi}_{i}\left(t_{f, i}, t\right) \boldsymbol{A}_{i} \tag{14}
\end{equation*}
$$

the time derivative of the terminal projection is

$$
\dot{\boldsymbol{Z}}_{i}= \begin{cases}\boldsymbol{C}_{i} \boldsymbol{\Phi}_{i}\left(t_{f, i}, t\right) \boldsymbol{B}_{i} a_{c}, & t \leq t_{f, i}  \tag{15}\\ \mathbf{0}, & t>t_{f, i}\end{cases}
$$

Notice that the system order now reduces from ( $n_{a}+$ 3) $N$ to $2 N$, and the terminal constraints (10) and (11) can be alternatively expressed as

$$
\begin{align*}
Z_{1, i}\left(t_{f, i}\right) & =0, \quad i \in[N] \\
Z_{2, l(j)}\left(t_{f, l(j)}\right) & =\theta_{l(j)}^{d}, \quad j \in[M], \quad l(j) \in[N], \quad M \leq N . \tag{16}
\end{align*}
$$

With the zero-effort state transformation, Problem 1 now reduces to the following optimization problem.

PROBLEM 2 Find $a_{c}$ that minimizes the performance index (9), subject to the kinematics model (15) and the path constraint (16).

## B. General Guidance Law Solution

Define $\boldsymbol{C}_{i} \boldsymbol{\Phi}_{i}\left(t_{f, i}, t\right) \boldsymbol{B}_{i}=\left[-b_{i}(t), g_{i}(t)\right]^{T}$ for notation convenience. The dynamics of the transformed zero-effort system can be obtained using (15) as

$$
\begin{align*}
& \dot{Z}_{1, i}= \begin{cases}-b_{i}(t) a_{c}, & t \leq t_{f, i} \\
0, & t>t_{f, i}\end{cases}  \tag{17}\\
& \dot{Z}_{2, i}= \begin{cases}g_{i}(t) a_{c}, & t \leq t_{f, i} \\
0, & t>t_{f, i}\end{cases} \tag{18}
\end{align*}
$$

The solution of differential equations (17) and (18) are given by

$$
\begin{align*}
& Z_{1, i}\left(t_{f, i}\right)-Z_{1, i}(t)=\int_{t}^{t_{f, i}}-b_{i}(\tau) a_{c}(\tau) d \tau, \quad t \leq t_{f, i}  \tag{19}\\
& Z_{2, i}\left(t_{f, i}\right)-Z_{2, i}(t)=\int_{t}^{t_{f, i}} g_{i}(\tau) a_{c}(\tau) d \tau, \quad t \leq t_{f, i} \tag{20}
\end{align*}
$$

Imposing terminal constraint (16) on (19) and (20) gives

$$
\begin{align*}
Z_{1, i}(t) & =\int_{t}^{t_{f, i}} b_{i}(\tau) a_{c}(\tau) d \tau, \quad t \leq t_{f, i}  \tag{21}\\
\theta_{l(j)}^{d}-Z_{2, l(j)}(t) & =\int_{t}^{t_{f, l(j)}} g_{l(j)}(\tau) a_{c}(\tau) d \tau, \quad t \leq t_{f, l(j)} \tag{22}
\end{align*}
$$

According to Lemma 1, shown in Appendix A, if the guidance command $a_{c}$ is optimal in terms of energy minimization, then there exist $N+M$ Lagrange multipliers $\lambda_{i}, \beta_{j}, i \in[N], j \in[M]$, such that the lateral acceleration command can be formulated as

$$
\begin{equation*}
a_{c}=a_{\lambda}+a_{\beta} \tag{23}
\end{equation*}
$$

with

$$
\begin{align*}
& a_{\lambda}=\left\{\begin{array}{l}
\sum_{i=1}^{N} \lambda_{i} b_{i}(t), \quad t \leq t_{f, 1} \\
\sum_{i=2}^{N} \lambda_{i} b_{i}(t), \quad t_{f, 1}<t \leq t_{f, 2} \\
\vdots \\
\lambda_{N} b_{N}(t), \quad t_{f, N-1}<t \leq t_{f, N}
\end{array}\right. \\
& a_{\beta}=\left\{\begin{array}{l}
\sum_{j=1}^{M} \beta_{j} g_{l(j)}(t), \quad t \leq t_{f, l(1)} \\
\sum_{j=2}^{M} \beta_{j} g_{l(j)}(t), \quad t_{f, l(1)}<t \leq t_{f, l(2)} \\
\vdots \\
\beta_{M} g_{l(M)}(t), \quad t_{f, l(M-1)}<t \leq t_{f, l(M)}
\end{array}\right. \tag{24}
\end{align*}
$$

where $a_{\lambda}$ refers to the ZEM regulation term and $a_{\beta}$ represents the ZEA regulation command.

Without loss of generality, we only consider the case $t \leq t_{f, 1}$ in the following derivations. The solutions for $t>t_{f, 1}$ can be easily obtained through similar procedures. Substituting (23) into (21) and (22) under condition $t \leq t_{f, 1}$ results in

$$
\begin{align*}
Z_{1, i}= & \sum_{i^{\prime}=1}^{N} \lambda_{i^{\prime}} \int_{t}^{t_{f, i}} b_{i}(\tau) b_{i^{\prime}}(\tau) d \tau \\
& +\sum_{j^{\prime}=1}^{M} \beta_{j^{\prime}} \int_{t}^{t_{f, i}} b_{i}(\tau) g_{l\left(j^{\prime}\right)}(\tau) d \tau \\
= & \sum_{i^{\prime}=1}^{N} \lambda_{i^{\prime}} \int_{t}^{t_{f, \min \left\{i_{i, \prime}\right\}}} b_{i}(\tau) b_{i^{\prime}}(\tau) d \tau \\
& +\sum_{j^{\prime}=1}^{M} \beta_{j^{\prime}} \int_{t}^{t_{\left.f, \min \left\{i, l j^{\prime}\right)\right\}}} b_{i}(\tau) g_{l\left(j^{\prime}\right)}(\tau) d \tau \\
\theta_{l(j)}^{d}-Z_{2, l(j)}= & \sum_{i^{\prime}=1}^{N} \lambda_{i^{\prime}} \int_{t}^{t_{f, l(j)}} g_{l(j)}(\tau) b_{i^{\prime}}(\tau) d \tau \\
& +\sum_{j^{\prime}=1}^{M} \beta_{j^{\prime}} \int_{t}^{t_{f, l(j)}} g_{l(j)}(\tau) g_{l\left(j^{\prime}\right)}(\tau) d \tau \\
= & \sum_{i^{\prime}=1}^{N} \lambda_{i^{\prime}} \int_{t}^{t_{f, \min \left\{i^{\prime}, l(j)\right\}}} g_{l(j)}(\tau) b_{i^{\prime}}(\tau) d \tau \\
& +\sum_{j^{\prime}=1}^{M} \beta_{j^{\prime}} \int_{t}^{t_{f, \min \left\{l(j), l\left(j^{\prime}\right)\right\}}} g_{l(j)}(\tau) g_{l\left(j^{\prime}\right)}(\tau) d \tau . \tag{26}
\end{align*}
$$

Define $\lambda=\left[\lambda_{1}, \lambda_{2}, \ldots, \lambda_{N}\right]^{T}$ and $\boldsymbol{\beta}=\left[\beta_{1}, \beta_{2}, \ldots\right.$, $\left.\beta_{M}\right]^{T}$ as two Lagrange multiplier vectors, and $\boldsymbol{e}_{z}=\left[Z_{1,1}, Z_{1,2}, \ldots, Z_{1, N}\right]^{T}$ and $\boldsymbol{e}_{\theta}=\left[\theta_{l(1)}^{d}-Z_{2, l(1)}, \theta_{l(2)}^{d}-\right.$ $\left.Z_{2, l(2)}, \ldots, \theta_{l(M)}^{d}-Z_{2, l(M)}\right]^{T}$ as two state error vectors. Then, (25) and (26) can be rewritten as a compact matrix form as

$$
\boldsymbol{G}\left[\begin{array}{l}
\lambda  \tag{27}\\
\boldsymbol{\beta}
\end{array}\right]=\left[\begin{array}{l}
\boldsymbol{e}_{z} \\
\boldsymbol{e}_{\theta}
\end{array}\right], \quad \boldsymbol{G}=\left[\begin{array}{cc}
\boldsymbol{G}_{1} & \boldsymbol{G}_{12} \\
\boldsymbol{G}_{21} & \boldsymbol{G}_{2}
\end{array}\right]
$$

where $\boldsymbol{G}_{1}=\boldsymbol{G}_{1}^{T}=\left[g_{1}(i, j)\right] \in \mathbb{R}^{N \times N}$, with elements $g_{1}(i, j)$, $i \in[N], j \in[N]$, being

$$
\begin{equation*}
g_{1}(i, j)=\int_{t}^{t_{f, \min \{i, j\}}} b_{i}(\tau) b_{j}(\tau) d \tau \tag{28}
\end{equation*}
$$

and $\boldsymbol{G}_{12}=\boldsymbol{G}_{21}^{T}=\left[g_{12}(i, j)\right] \in \mathbb{R}^{N \times M}$, with elements $g_{12}$ $(i, j), i \in[N], j \in[M]$, being

$$
\begin{equation*}
g_{12}(i, j)=\int_{t}^{t_{f, \min (i, l(j)\}}} b_{i}(\tau) g_{l(j)}(\tau) d \tau \tag{29}
\end{equation*}
$$

and $\boldsymbol{G}_{2}=\boldsymbol{G}_{2}^{T}=\left[g_{2}(i, j)\right] \in \mathbb{R}^{M \times M}$, with elements $g_{2}(i, j)$, $i \in[M], j \in[M]$, being

$$
\begin{equation*}
g_{2}(i, j)=\int_{t}^{t_{f, \min l(i), l(j))}} g_{l(i)}(\tau) g_{l(j)}(\tau) d \tau \tag{30}
\end{equation*}
$$

From (27), the Lagrange multiplier vectors $\lambda$ and $\boldsymbol{\beta}$ can be obtained as

$$
\left[\begin{array}{l}
\lambda  \tag{31}\\
\boldsymbol{\beta}
\end{array}\right]=\boldsymbol{G}^{-1}\left[\begin{array}{l}
\boldsymbol{e}_{z} \\
\boldsymbol{e}_{\theta}
\end{array}\right]
$$

The explicit guidance command for $t \leq t_{f, 1}$ can then be readily obtained by substituting (31) into (23) as

$$
\begin{align*}
a_{c} & =\lambda^{T}\left[b_{1}, b_{2}, \ldots, b_{N}\right]^{T}+\boldsymbol{\beta}^{T}\left[g_{l(1)}, g_{l(2)}, \ldots, g_{l(M)}\right]^{T} \\
& =\left(\boldsymbol{G}^{-1}\left[\begin{array}{c}
\boldsymbol{e}_{z} \\
\boldsymbol{e}_{\theta}
\end{array}\right]\right)^{T}\left[b_{1}, b_{2}, \ldots, b_{N}, g_{l(1)}, g_{l(2)}, \ldots, g_{l(M)}\right]^{T} . \tag{32}
\end{align*}
$$

REMARK 1 It follows from (32) that the proposed guidance law is generic. For this reason, it can be applied to a general UAV waypoint-following guidance mission with an arbitrary number of waypoints and an arbitrary number of arrival angle constraints.

REMARK 2 Compared to numerical time-optimal algorithms [38], [39], the main advantage of the proposed guidance law is that it provides a closed-form state-feedback solution and, therefore, is more beneficial for online applications. However, the drawback of the proposed guidance law is that it is derived based on the assumption that there is no bound on the commanded acceleration. This means that the UAV acceleration under the proposed guidance law might be saturated due to physical constraints in practical applications, unlike turning rate constrained time-optimal solutions [38], [39]. One possible solution to accommodate this issue is to shape the guidance command by modifying the cost function as [51]

$$
\begin{equation*}
J=\int_{t}^{t_{f, N}} W(\tau) a_{c}^{2}(\tau) d \tau \tag{33}
\end{equation*}
$$

where $W(t)$ is a proper weighting function to distribute the guidance command. Our future study will handle generalization of the proposed approach in consideration of a general weighting function.

## C. Guidance Law Implementation

From (32), it can be noted that the implementation of the proposed guidance law requires the information on the ZEM
and the ZEA. This information, however, cannot be directly measured from the UAV's onboard sensors. For this reason, this subsection will transform the guidance command into an equivalent form, which is a function of the measured signals $\dot{\sigma}_{i}, V, r_{i}, \theta$, and $\boldsymbol{x}_{a}$. Under the assumption that the angle $\sigma_{i}-\sigma_{i}^{0}$ is small, Fig. 1 reveals that

$$
\begin{equation*}
\sigma_{i}-\sigma_{i}^{0}=\frac{y_{i}}{r_{i}} \tag{34}
\end{equation*}
$$

Taking the time derivative of (34) results in

$$
\begin{equation*}
\dot{\sigma}_{i}=\frac{y_{i}+v_{i} t_{\mathrm{go}, i}}{V t_{\mathrm{go}, i}^{2}} \tag{35}
\end{equation*}
$$

Notice that the state transmission matrix $\boldsymbol{\Phi}_{i}\left(t_{f, i}, t\right)$ can be written as
$\boldsymbol{\Phi}_{i}\left(t_{f, i}, t\right)=\left[\begin{array}{cccc}1 & t_{f, i}-t & 0 & \boldsymbol{\Phi}_{i, 1}\left(t_{f, i}, t\right) \\ 0 & 1 & 0 & \boldsymbol{\Phi}_{i, 2}\left(t_{f, i}, t\right) \\ 0 & 0 & 1 & \boldsymbol{\Phi}_{i, 3}\left(t_{f, i}, t\right) \\ 0_{n_{a} \times 1} & 0_{n_{a} \times 1} & 0_{n_{a} \times 1} & \boldsymbol{\Phi}_{i, 4}\left(t_{f, i}, t\right)\end{array}\right]$.
Using (12) and (35), the zero-effort system states can then be formulated in an alternative form as

$$
\begin{align*}
Z_{1, i} & = \begin{cases}V \dot{\sigma}_{i} t_{g o, i}^{2}+\boldsymbol{\Phi}_{i, 1}\left(t_{f, i}, t\right) \boldsymbol{x}_{a}, & t \leq t_{f, i} \\
Z_{1, i}\left(t_{f, i}\right), & t>t_{f, i}\end{cases}  \tag{37}\\
Z_{2, i} & = \begin{cases}\theta+\boldsymbol{\Phi}_{i, 3}\left(t_{f, i}, t\right) \boldsymbol{x}_{a}, & t \leq t_{f, i} \\
Z_{2, i}\left(t_{f, i}\right), & t>t_{f, i} .\end{cases} \tag{38}
\end{align*}
$$

Substituting (37) and (38) into (32) gives the guidance command in terms of measured signals $\dot{\sigma}_{i}, V, r_{i}, \theta$, and $\boldsymbol{x}_{a}$. This supports the practical application of the proposed guidance law. Note that although the proposed guidance law is derived based on the linearized engagement kinematics, the error generated in the linearization process can be alleviated by using (37) and (38) in implementation, since (37) and (38) transform the original linear terms into their corresponding nonlinear expressions [52].

## IV. SOME PARTICULAR CASES

This section discusses some particular cases of the proposed guidance law. For simplicity, we consider ideal autopilot dynamics and first-order autopilot dynamics cases here.
A. Ideal Autopilot Dynamics

If the UAV's autopilot dynamics is ideal, that is,

$$
\begin{equation*}
\boldsymbol{A}_{a}=0, \quad \boldsymbol{B}_{a}=0, \quad \boldsymbol{C}_{a}=0, \quad \boldsymbol{D}_{a}=1 \tag{39}
\end{equation*}
$$

then we have

$$
\begin{align*}
& Z_{1, i}= \begin{cases}V \dot{\sigma}_{i} t_{\mathrm{go}, i}^{2}, & t \leq t_{f, i} \\
Z_{1, i}\left(t_{f, i}\right), & t>t_{f, i}\end{cases}  \tag{40}\\
& Z_{2, i}= \begin{cases}\theta, & t \leq t_{f, i} \\
Z_{2, i}\left(t_{f, i}\right), & t>t_{f, i}\end{cases}  \tag{41}\\
& b_{i}(t)=c_{i} t_{\mathrm{go}, i}, \quad g_{i}(t)=\frac{1}{V} . \tag{42}
\end{align*}
$$

The integrals in (25) and (26) for this simple case can be easily obtained as

$$
\left.\begin{array}{l}
\int_{t}^{t_{f, \min \left\{i, i^{\prime}\right\}}} b_{i}(\tau) b_{i^{\prime}}(\tau) d \tau \\
\quad=\frac{c_{i} c_{i^{\prime}} t_{\mathrm{go}, \min \left\{i, i^{\prime}\right\}}^{2}}{6}\left(2 t_{\mathrm{go}, \min \left\{i, i^{\prime}\right\}}+3 d_{i, i^{\prime}}\right) \\
\int_{t}^{t_{f, \min \left\{i, l\left(j^{\prime}\right)\right\}} b_{i}(\tau) g_{l\left(j^{\prime}\right)}(\tau) d \tau} \\
\quad=\left\{\begin{array}{ll}
\frac{c_{i} t_{\mathrm{g}, i}}{2 V}, & i \leq l\left(j^{\prime}\right) \\
c_{i} t_{\mathrm{go}}^{2}, l\left(j^{\prime}\right) \\
2 V
\end{array}+\frac{\left.c_{i} d_{i, l\left(j^{\prime}\right)}\right)_{\operatorname{go}, l\left(j^{\prime}\right)}}{V},\right. \\
\int_{t} \quad i>l\left(j^{\prime}\right) \tag{45}
\end{array}\right\}
$$

where $d_{i, i^{\prime}}=t_{f, \max \left\{i, i^{\prime}\right\}}-t_{f, \min \left\{i, i^{\prime}\right\}}$.
Substituting (40)-(45) into (32) gives the guidance command for $t \leq t_{f, 1}$ as

$$
\begin{align*}
a_{c}= & \lambda^{T}\left[c_{1} t_{\mathrm{go}, 1}, c_{2} t_{\mathrm{go}, 2}, \ldots, c_{N} t_{\mathrm{go}, N}\right]^{T} \\
& +\boldsymbol{\beta}^{T} \underbrace{\left[\frac{1}{V}, \frac{1}{V}, \ldots, \frac{1}{V}\right]^{T}}_{M \text { elements }} \\
= & \left(\boldsymbol{G}^{-1}\left[\begin{array}{r}
\boldsymbol{e}_{z} \\
\boldsymbol{e}_{\theta}
\end{array}\right]\right)^{T} \\
& \times[c_{1} t_{\mathrm{go}, 1}, c_{2} t_{\mathrm{go}, 2}, \ldots, c_{N} t_{\mathrm{go}, N}, \underbrace{\frac{1}{V}, \frac{1}{V}, \ldots, \frac{1}{V}}_{M \text { elements }}]^{T} \tag{46}
\end{align*}
$$

which is called lag-free energy-optimal waypoint-following guidance law (OWFGL-0).

## B. First-Order Autopilot Dynamics

Assume that the UAV autopilot is modeled by a firstorder dynamics, that is,

$$
\begin{equation*}
\boldsymbol{A}_{a}=-\frac{1}{\tau_{a}}, \quad \boldsymbol{B}_{a}=\frac{1}{\tau_{a}}, \quad \boldsymbol{C}_{a}=1, \quad \boldsymbol{D}_{a}=0 \tag{47}
\end{equation*}
$$

where $\tau_{a}$ denotes the autopilot time constant.
Then, the transition matrix is determined as

$$
\boldsymbol{\Phi}_{i}\left(t_{f, i}, t\right)=\left[\begin{array}{cccc}
1 & t_{f, i}-t & 0 & -\tau_{a}^{2} \phi\left(\frac{t_{f, i}-t}{\tau_{a}}\right)  \tag{48}\\
0 & 1 & 0 & \tau_{a}\left(e^{-\frac{t_{f, i}-t}{\tau_{a}}}-1\right) \\
0 & 0 & 1 & \frac{\tau_{a}}{V}\left(1-e^{-\frac{t_{f, i}-t}{\tau_{a}}}\right) \\
0 & 0 & 0 & e^{-\frac{t_{f, i^{-}}}{\tau_{a}}}
\end{array}\right]
$$

which generates the following zero-effort transformations:

$$
Z_{1, i}= \begin{cases}V \dot{\sigma}_{i} t_{\mathrm{go}, i}^{2}-c_{i} \tau_{a}^{2} \phi\left(\frac{t_{\mathrm{g} 0, i}}{\tau_{a}}\right) a, & t \leq t_{f, i}  \tag{49}\\ Z_{1, i}\left(t_{f, i}\right), & t>t_{f, i}\end{cases}
$$

$$
\begin{align*}
& Z_{2, i}=\left\{\begin{array}{lr}
\theta+\frac{\tau_{a}}{V}\left(1-e^{-\frac{t_{\mathrm{g}, i}}{\tau_{a}}}\right) a, & t \leq t_{f, i} \\
Z_{2, i}\left(t_{f, i}\right), & t>t_{f, i}
\end{array}\right.  \tag{50}\\
& b_{i}(t)=c_{i} \tau_{a} \phi\left(\frac{t_{\mathrm{go}, i}}{\tau_{a}}\right), \quad g_{i}(t)=\frac{1-e^{-\frac{\mathrm{tg}_{0}, i}{\tau_{a}}}}{V} \tag{51}
\end{align*}
$$

where $\phi(x) \triangleq e^{-x}+x-1$.
After some tedious but simple algebra manipulations, the integrals in (25) and (26) are determined as (52)-(54) shown at the bottom of this page.

The explicit guidance command can then be readily obtained by substituting (49)-(54) into (32). This guidance command is termed as the first-order lag energy-optimal waypoint-following guidance law (OWFGL-1) in this article.

REMARK 3 For higher order autopilot systems, i.e., $n_{a}>1$, the integrals in (25) and (26) are algebraically complicated. However, the resultant expressions can be easily evaluated using an algebraic mathematical solver such as Mathematica.

## V. RELATIONSHIP WITH POINT-TO-POINT OPTIMAL GUIDANCE LAWS

This section analyzes the relationship between the proposed guidance law and classical point-to-point optimal guidance laws [22]-[25]. For the purpose of illustration, a first-order lag autopilot system is considered here.
A. $\quad N=1$ and $M=0$

When there exists only one waypoint to be visited by the UAV without any specified flight path, the original optimization problem reduces to the energy-optimal point-to-point interception problem. Then, the guidance command of the proposed guidance law, shown in (23), reduces to

$$
\begin{equation*}
a_{c}=\lambda_{1} b_{1}=\lambda_{1} \tau_{a} \phi\left(\frac{t_{\mathrm{go}, 1}}{\tau_{a}}\right) \tag{55}
\end{equation*}
$$

Note that matrix $\boldsymbol{G}$ under conditions $N=1$ and $M=0$ reduces to a scalar $G$ as

$$
\begin{align*}
G= & \frac{\tau_{a}^{3}}{2}\left(1-e^{-\frac{2 t_{\mathrm{go}, 1}}{\tau_{a}}}\right)-2 \tau_{a}^{2} t_{\mathrm{go}, 1} e^{-\frac{\mathrm{tg}_{\mathrm{go}, 1}}{\tau_{a}}} \\
& +\frac{t_{\mathrm{go}, 1}^{3}}{3}-\tau_{a} t_{\mathrm{go}, 1}^{2}+\tau_{a}^{2} t_{\mathrm{go}, 1} \tag{56}
\end{align*}
$$

From (31), we can readily solve the Lagrange multiplier as

$$
\begin{equation*}
\lambda_{1}=\frac{Z_{1,1}}{\frac{\tau_{\pi}^{3}}{2}\left(1-e^{-\frac{2 \tau_{\mathrm{go}, 1}}{\tau_{a}}}\right)-2 \tau_{a}^{2} t_{\mathrm{go}, 1} e^{-\frac{\mathrm{g}_{\mathrm{g}, 1}, 1}{\tau_{a}}}+\frac{t_{\mathrm{o}}^{3}, 1}{3}}-\tau_{a} t_{\mathrm{go}, 1}^{2}+\tau_{a}^{2} t_{\mathrm{go}, 1} . \tag{57}
\end{equation*}
$$

Substituting (57) into (55) gives the explicit guidance command as

$$
\begin{equation*}
a_{c}=\frac{N_{1} Z_{1,1}}{t_{\mathrm{go}, 1}^{2}} \tag{58}
\end{equation*}
$$

with

$$
\begin{equation*}
N_{1}=\frac{\phi\left(\frac{t_{\mathrm{g} 0,1}}{\tau_{a}}\right)}{\frac{\tau_{a}^{2}}{2 t_{\mathrm{g}, 1}^{2}}\left(1-e^{-\frac{2 t_{\mathrm{g}, 1}}{\tau_{a}}}\right)-\frac{2 \tau_{a}}{t_{\mathrm{go}, 1}} e^{-\frac{t_{\mathrm{go}, 1}}{\tau_{a}}}+\frac{3 t_{\mathrm{g}, 1}}{\tau_{a}}-1+\frac{\tau_{a}}{t_{\mathrm{go}, 1}}} \tag{59}
\end{equation*}
$$

$$
\begin{align*}
& \int_{t}^{t_{f, \text { min }\left\{i, i^{\prime}\right\}}} b_{i}(\tau) b_{i^{\prime}}(\tau) d \tau=c_{i} c_{i^{\prime}}\left[\frac{\tau_{a}^{3}}{2}\left(e^{-\frac{d_{i, i^{\prime}}}{\tau_{a}}}-e^{-\frac{2 t_{\operatorname{go,min}\left\{i, i^{\prime}\right\}}+d_{i, i^{\prime}}}{\tau_{a}}}\right)+\tau_{a}^{2} d_{i, i^{\prime}}\left(1-e^{\left.-\frac{-\frac{\mathrm{g}_{0, \text { min }\left\{i, i^{\prime}\right\}}}{\tau_{a}}}{}\right)}\right.\right. \\
& -\tau_{a}^{2} t_{\mathrm{go}, \min \left\{i, i^{\prime}\right\}}\left(e^{-\frac{\mathrm{g} \mathrm{go}, \min \left\{\left\{i, i^{\prime}\right\}\right.}{\tau_{a}}}+e^{-\frac{\left.t_{\mathrm{go}, \min \left\{i, i^{\prime}\right\}}\right\} d_{i, i^{\prime}}}{\tau_{a}}}\right)+\frac{t_{\mathrm{go}, \min \left\{i, i^{\prime}\right\}}^{2}}{6}\left(2 t_{\mathrm{go}, \min \left\{i, i^{\prime}\right\}}+3 d_{i, i^{\prime}}\right) \\
& \left.-\tau_{a} t_{\mathrm{go}, \min \left\{i, i^{\prime}\right\}}^{2}-\tau_{a} d_{i, i^{\prime}} t_{\mathrm{go}, \min \left\{i, i^{\prime}\right\}}+\tau_{a}^{2} \operatorname{tgo}_{\mathrm{go}, \min \left\{i, i^{\prime}\right\}}\right]  \tag{52}\\
& \left\{\begin{array}{c}
\frac{c_{i} \tau_{a}}{V}\left[\tau_{a}-t_{\mathrm{go}, i}+\frac{t_{\mathrm{go}, i}^{2}}{2 \tau_{a}}-\frac{\tau_{a}}{2} e^{-\frac{d_{i, l\left(j^{\prime}\right)}}{\tau_{a}}}-\tau_{a} e^{-\frac{t_{\mathrm{g} 0}, i}{\tau_{a}}}\right. \\
+t_{\mathrm{go}, i} e^{-\frac{t_{\mathrm{g} 0, i}+d_{i, l\left(j^{\prime}\right)}}{\tau_{a}}}+\frac{\tau_{a}}{2} e^{-\frac{2 t_{\mathrm{go}, i}+d_{i, l\left(j^{\prime}\right)}}{\tau_{a}}}
\end{array}\right], \quad i \leq l\left(j^{\prime}\right) \\
& \int_{t}^{t_{f, \text { min }\left\{i, l\left(j^{\prime}\right)\right\}}} b_{i}(\tau) g_{l\left(j^{\prime}\right)}(\tau) d \tau=\left\{\begin{array}{c}
+t_{\mathrm{go}, i} e^{\tau_{a}}+\frac{\tau_{a}}{2} e^{\tau_{a}}
\end{array}\right] .  \tag{53}\\
& +2 d_{i, l\left(j^{\prime}\right)} t_{\mathrm{go}, l\left(j^{\prime}\right)}-2 \tau_{a} t_{\mathrm{go}, l\left(j^{\prime}\right)}+t_{\mathrm{gool},\left(j^{\prime}\right)}^{2}-2 \tau_{a}^{2} e^{-\frac{\mathrm{t}_{\mathrm{go}, l\left(j^{\prime}\right)}^{\tau_{a}}}{\tau_{a}}}, \quad i>l\left(j^{\prime}\right) \\
& \left.+2 \tau_{a} d_{i, l\left(j^{\prime}\right)} e^{-\frac{t_{\mathrm{go}}, l\left(j^{\prime}\right)}{\tau_{a}}}+2 \tau_{a} t_{\mathrm{go}, l\left(j^{\prime}\right)} e^{-\frac{t_{\mathrm{go}}, l\left(j^{\prime}\right)}{\tau_{a}}}\right] \\
& \int_{t}^{t_{f, \text { min }\left\{l(j), l\left(j^{\prime}\right)\right\}}} g_{l(j)}(\tau) g_{l\left(j^{\prime}\right)}(\tau) d \tau=\frac{1}{V^{2}}\left[\tau_{a} \phi\left(\frac{t_{\mathrm{go}, \min \left\{l(j), l\left(j^{\prime}\right)\right\}}}{\tau_{a}}\right)+\tau_{a} e^{\left.-\frac{\operatorname{tg}_{0, \min \left\{l(j), l\left(j^{\prime}\right)\right\}}^{\tau_{a}}}{}\right\}_{l(j), l\left(j^{\prime}\right)}}\right. \\
& \left.-\frac{\tau_{a}}{2} e^{-\frac{d_{l(j), l\left(j^{\prime}\right)}}{\tau_{a}}}-\frac{\tau_{a}}{2} e^{-\frac{2 t_{0}, \min \left\{l(j), l\left(j^{\prime}\right)\right\}}{\tau_{a}}+d_{l(j), l\left(j^{\prime}\right)}}\right] \tag{54}
\end{align*}
$$

which coincides with the energy-optimal point-to-point intercept guidance with first-order autopilot dynamics proposed in [22] and [23].
B. $\quad N=2$ and $M=0$

To provide better understanding of the structure and nature of the proposed guidance law, we consider a special case with $N=2$ and $M=0$, e.g., the UAV is required to visit two waypoints sequentially without any arrival angle constraints. Under this condition, the guidance command of the proposed guidance law (23) for $t \leq t_{f, 1}$ reduces to
$a_{c}=\lambda_{1} b_{1}+\lambda_{2} b_{2}=\lambda_{1} \tau_{a} \phi\left(\frac{t_{\mathrm{go}, 1}}{\tau_{a}}\right)+\lambda_{2} \tau_{a} \phi\left(\frac{t_{\mathrm{go}, 2}}{\tau_{a}}\right)$.
The matrix $\boldsymbol{G}$ with $N=2$ and $M=0$ is given by

$$
\boldsymbol{G}=\left[\begin{array}{ll}
g_{1} & g_{12}  \tag{61}\\
g_{21} & g_{2}
\end{array}\right]
$$

where

$$
\begin{align*}
g_{1}= & \frac{\tau_{a}^{3}}{2}\left(1-e^{-\frac{2 \tau_{\mathrm{go}, 1}}{\tau_{a}}}\right)-2 \tau_{a}^{2} t_{\mathrm{go}, 1} e^{-\frac{t_{\mathrm{go}, 1}}{\tau_{a}}} \\
& +\frac{t_{\mathrm{go}, 1}^{3}}{3}-\tau_{a} t_{\mathrm{go}, 1}^{2}+\tau_{a}^{2} t_{\mathrm{go}, 1} \\
g_{12}= & g_{21}=\frac{\tau_{a}^{3}}{2}\left(e^{-\frac{d_{1,2}}{\tau_{a}}}-e^{-\frac{2 t_{\mathrm{go}, 1}+d_{1,2}}{\tau_{a}}}\right) \\
& -\tau_{a}^{2} t_{\mathrm{go}, 1}\left(e^{-\frac{t_{\mathrm{go}, 1}}{\tau_{a}}}+e^{-\frac{t_{\mathrm{go}, 1}+d_{1,2}}{\tau_{a}}}\right) \\
& +\tau_{a}^{2} d_{1,2}\left(1-e^{-\frac{t_{\mathrm{go}, 1}}{\tau_{a}}}\right)+\frac{t_{\mathrm{go}, 1}^{2}}{6}\left(2 t_{\mathrm{go}, 1}+3 d_{1,2}\right) \\
& -\tau_{a} t_{\mathrm{go}, 1}^{2}-\tau_{a} t_{\mathrm{go}, 1} d_{1,2}+\tau_{a}^{2} t_{\mathrm{go}, 1} \\
g_{2}= & \frac{\tau_{a}^{3}}{2}\left(1-e^{-\frac{2 \mathrm{tgo}_{2}, 2}{\tau_{a}}}\right)-2 \tau_{a}^{2} t_{\mathrm{go}, 2} e^{-\frac{t_{\mathrm{go}, 2}}{\tau_{a}}}+\frac{t_{\mathrm{go}, 2}^{3}}{3} \\
& -\tau_{a} t_{\mathrm{go}_{0}, 2}^{2}+\tau_{a}^{2} t_{\mathrm{go}, 2} \tag{62}
\end{align*}
$$

with $d_{1,2}=t_{\mathrm{go}, 2}-t_{\mathrm{go}, 1}$.
Using (31), the Lagrange multipliers can be formulated as

$$
\begin{align*}
{\left[\begin{array}{l}
\lambda_{1} \\
\lambda_{2}
\end{array}\right] } & =\left[\begin{array}{cc}
g_{1} & g_{12} \\
g_{21} & g_{2}
\end{array}\right]^{-1}\left[\begin{array}{l}
Z_{1,1} \\
Z_{1,2}
\end{array}\right] \\
& =\frac{1}{\Lambda}\left[\begin{array}{c}
g_{2} Z_{1,1}-g_{12} Z_{1,2} \\
-g_{21} Z_{1,1}+g_{1} Z_{1,2}
\end{array}\right] \tag{63}
\end{align*}
$$

where $\Lambda=g_{1} g_{2}-g_{12}^{2}$.
The guidance command for $t \leq t_{f, 1}$ can be readily obtained by substituting (63) into (60) as

$$
\begin{equation*}
a_{c}=\frac{N_{1} Z_{1,1}}{t_{\mathrm{go}, 1}^{2}}+\frac{N_{2} Z_{1,2}}{t_{\mathrm{go}, 2}^{2}} \tag{64}
\end{equation*}
$$

where

$$
N_{1}=\frac{\tau_{a} t_{\mathrm{go}, 1}^{2}}{\Lambda}\left[g_{2} \phi\left(\frac{t_{\mathrm{go}, 1}}{\tau_{a}}\right)-g_{21} \phi\left(\frac{t_{\mathrm{go}, 2}}{\tau_{a}}\right)\right]
$$

$$
\begin{equation*}
N_{2}=\frac{\tau_{a} t_{\mathrm{go}, 2}^{2}}{\Lambda}\left[g_{1} \phi\left(\frac{t_{\mathrm{go}, 2}}{\tau_{a}}\right)-g_{12} \phi\left(\frac{t_{\mathrm{go}, 1}}{\tau_{a}}\right)\right] . \tag{65}
\end{equation*}
$$

Introducing the biased term $a_{B}=N_{2} Z_{1,2} / t_{\mathrm{go}_{2}, 2}^{2}$, guidance command (64) can then be formulated in an alternative form as

$$
\begin{equation*}
a_{c}=\frac{N_{1} Z_{1,1}}{t_{\mathrm{go}, 1}^{2}}+a_{B} \tag{66}
\end{equation*}
$$

which can be viewed as a general ZEM shaping guidance law $N_{1} Z_{1,1} / t_{\mathrm{go}, 1}^{2}$ [52] with a biased term $a_{B}$. From (65), it can be easily verified that the biased term $a_{B}$ gradually becomes the dominant part when the UAV approaches the first waypoint.

Recalling the results derived for $N=1$ and $M=0$, the guidance command when $t_{f, 1}<t \leq t_{f, 2}$ for the case of $N=$ 2 and $M=0$ is given by

$$
\begin{equation*}
a_{c}=\frac{N_{2}^{\prime} Z_{1,2}}{t_{\mathrm{go}, 2}^{2}} \tag{67}
\end{equation*}
$$

with

$$
\begin{equation*}
N_{2}^{\prime}=\frac{\phi\left(\frac{t_{\mathrm{g} 0,2}}{\tau_{a}}\right)}{\frac{\tau_{a}^{2}}{2 t_{\mathrm{g}, 2}}\left(1-e^{-\frac{2 \mathrm{t}_{\mathrm{g} 0,2}}{\tau_{a}}}\right)-\frac{2 \tau_{a}}{t_{\mathrm{g}, 2}} e^{-\frac{t_{\mathrm{g} 0}, 2}{\tau_{a}}}+\frac{3 t_{\mathrm{g} 0,2}}{\tau_{a}}-1+\frac{\tau_{a}}{\tau_{\mathrm{g} 0,2}}} . \tag{68}
\end{equation*}
$$

In summary, the guidance command for $N=2$ and $M=0$ is determined as

$$
a_{c}= \begin{cases}\frac{N_{1} Z_{1,1}}{t_{\mathrm{go}, 1}^{2}}+\frac{N_{2} Z_{1,2}}{t_{\mathrm{g}, 2}^{2}}, & t \leq t_{f, 1}  \tag{69}\\ \frac{N_{2}^{\prime} Z_{1,2}}{t_{\mathrm{go}, 2}^{2}}, & t_{f, 1}<t \leq t_{f, 2}\end{cases}
$$

C. $\quad N=1$ and $M=1$

When there exists only one waypoint to be visited by the UAV with a specified flight path $\theta_{1}^{d}$, the original optimization problem reduces to the energy-optimal point-to-point rendezvous problem. Then, the guidance command of the proposed guidance law, shown in (23), can be formulated as
$a_{c}=\lambda_{1} b_{1}+\beta_{1} g_{1}=\lambda_{1} \tau_{a} \phi\left(\frac{t_{\mathrm{go}, 1}}{\tau_{a}}\right)+\beta_{1} \frac{1-e^{-\frac{t_{\mathrm{go}, 1}}{\tau_{a}}}}{V}$.
Under conditions $N=1$ and $M=1$, the matrix $\boldsymbol{G}$ becomes

$$
\boldsymbol{G}=\left[\begin{array}{ll}
g_{1} & g_{12}  \tag{71}\\
g_{21} & g_{2}
\end{array}\right]
$$

where

$$
\begin{aligned}
g_{1}= & \frac{\tau_{a}^{3}}{2}\left(1-e^{-\frac{2 t_{\mathrm{go}, 1}}{\tau_{a}}}\right)-2 \tau_{a}^{2} t_{\mathrm{go}, 1} e^{-\frac{t_{\mathrm{g}, 1}}{\tau_{a}}}+\frac{t_{\mathrm{go}, 1}^{3}}{3} \\
& -\tau_{a} t_{\mathrm{go}, 1}^{2}+ \\
g_{a}^{2} t_{\mathrm{go}, 1}= & g_{21}=\frac{\tau_{a}}{V}\left[\frac{\tau_{a}}{2}-t_{\mathrm{go}, 1}+\frac{t_{\mathrm{go}, 1}^{2}}{2 \tau_{a}}-\tau_{a} e^{-\frac{t_{\mathrm{go}, 1}}{\tau_{a}}}\right. \\
& \left.\quad+t_{\mathrm{go}, i} e^{-\frac{t_{\mathrm{go}, 1}}{\tau_{a}}}+\frac{\tau_{a}}{2} e^{-\frac{2 \tau_{\mathrm{to}, 1}}{\tau_{a}}}\right]
\end{aligned}
$$

TABLE I
Inertial Positions of All Waypoints

| Waypoint ID | Inertial position |
| :---: | :---: |
| 1 | $(1000 m, 500 m)$ |
| 2 | $(2000 m, 750 m)$ |
| 3 | $(3000 m, 1000 m)$ |
| 4 | $(4000 m, 1500 m)$ |
| 5 | $(5000 m, 1250 m)$ |
| 6 | $(6000 m, 1750 m)$ |
| 7 | $(7000 m, 2000 m)$ |
| 8 | $(8000 m, 1500 m)$ |

$$
\begin{equation*}
g_{2}=\frac{1}{V^{2}}\left[t_{\mathrm{g}_{0}, 1}+2 \tau_{a} e^{-\frac{\tau_{0}, .1}{\tau_{a}}}-\frac{3 \tau_{a}}{2}-\frac{\tau_{a}}{2} e^{-\frac{\tau_{\mathrm{g} 0.1}}{\tau_{a}}}\right] . \tag{72}
\end{equation*}
$$

Using (31), the Lagrange multipliers can be formulated as

$$
\begin{align*}
{\left[\begin{array}{l}
\lambda_{1} \\
\beta_{1}
\end{array}\right] } & =\left[\begin{array}{ll}
g_{1} & g_{12} \\
g_{21} & g_{2}
\end{array}\right]^{-1}\left[\begin{array}{c}
Z_{1,1} \\
\theta_{1}^{d}-Z_{2,1}
\end{array}\right] \\
& =\frac{1}{\Delta}\left[\begin{array}{c}
g_{2} Z_{1,1}-g_{12}\left(\theta_{1}^{d}-Z_{2,1}\right) \\
-g_{21} Z_{1,1}+g_{1}\left(\theta_{1}^{d}-Z_{2,1}\right)
\end{array}\right] \tag{73}
\end{align*}
$$

where $\Delta=g_{1} g_{2}-g_{12}^{2}$.
Substituting (73) into (70) gives the explicit guidance command as

$$
\begin{equation*}
a_{c}=\frac{K_{1} Z_{1,1}}{t_{\mathrm{go}, 1}^{2}}+\frac{K_{2}\left(\theta_{1}^{d}-Z_{2,1}\right)}{t_{\mathrm{go}, 1}} \tag{74}
\end{equation*}
$$

where

$$
\begin{align*}
& K_{1}=\frac{t_{\mathrm{go}, 1}^{2}}{\Delta}\left[\tau_{a} \phi\left(\frac{t_{\mathrm{go}, 1}}{\tau_{a}}\right) g_{2}-\frac{1-e^{-\frac{t_{\mathrm{g} 0}, 1}{\tau_{a}}}}{V} g_{21}\right] \\
& K_{2}=\frac{t_{\mathrm{go}, 1}}{\Delta}\left[\frac{1-e^{-\frac{\mathrm{g}_{\mathrm{g}, 1}, 1}{\tau_{a}}}}{V} g_{1}-\tau_{a} \phi\left(\frac{t_{\mathrm{go}, 1}}{\tau_{a}}\right) g_{12}\right] \tag{75}
\end{align*}
$$

which coincides with the energy-optimal point-to-point impact angle guidance law with first-order autopilot dynamics proposed in [24] and [25].

## VI. NUMERICAL SIMULATIONS

In this section, nonlinear numerical simulations are performed to validate the proposed guidance law. In the considered scenario, a UAV with constant speed $V=30 \mathrm{~m} / \mathrm{s}$ is required to pass eight waypoints, summarized in Table I. The UAV starts the mission at position $(0 \mathrm{~m}, 0 \mathrm{~m})$ with an initial flight path angle $30^{\circ}$. The UAV autopilot is modeled as a first-order lag system with time constant $\tau_{a}=0.5 \mathrm{~s}$, which is enough to identify the characteristics of a guidance law in the conservative point of view.

## A. Comparison With Other Waypoint Guidance Laws

To evaluate the energy-minimization property of the guidance law developed, this subsection compares the proposed OWFGL-1 algorithm with the SWGL [18], [19], the TSWGL [20], [21], and classical point-to-point optimal guidance laws with first-order autopilot dynamics (P2POGL-1) [22]-[25]. The guidance commands of both

SWGL and TSWGL are summarized in Appendix B. In the simulations, P2POGL-1 is applied to every two consecutive waypoints for path following. The guidance command of P2POGL-1 is defined as

$$
a_{c}= \begin{cases}(74), & \text { if next waypoint requires a specific } \\ & \text { arrival angle } \\ (58), & \text { otherwise }\end{cases}
$$

We first consider the scenario without any passing angle constraint. The UAV flight trajectories obtained from different guidance laws are shown in Fig. 2(a). This figure reveals that the UAV guided by all guidance laws can successfully accomplish its waypoint-following mission at some extent. The quantitative comparison results of mean miss distance over all waypoints under different guidance laws for this scenario, are summarized in Table II. From this table, one can note that both P2POGL-1 and the proposed guidance law outperform the SWGL and the TSWGL in terms of guidance accuracy. The reason is that both P2POGL-1 and the proposed algorithm consider autopilot dynamics in guidance law derivation. Compared to other guidance laws, the flight path angle under the proposed guidance law is smoother and, therefore, is more beneficial for practical application, as confirmed by Fig. 2(b). Fig. 2(c) compares the acceleration response generated by these four different guidance laws through the onboard autopilot. From this figure, it is clear that the acceleration response under SWGL, TSWGL, and P2POGL-1 has sharp changes during waypoint switch. As a comparison, the achieved acceleration under the proposed guidance law is continuous and smooth during the entire flight period, which is more desirable for the onboard flight control system. The reason of this phenomenon is clear: $b_{i}$ gradually converges to zero when the UAV approaches the $i$ th waypoint. This means that the term $\lambda_{i} b_{i}$ in the guidance command gradually diminishes when $t_{\mathrm{go}, i} \rightarrow 0$, which helps to reduce the transient effect when passing the $i$ th waypoint. The energy consumption, defined as $J=\int_{t}^{t_{f, N}} a^{2}(\tau) d \tau$, obtained from different guidance laws is presented in Fig. 2(d). As shown in this figure, the proposed guidance law requires less energy consumption, compared with other guidance laws.

Now, let us analyze the characteristics of the proposed guidance law for scenarios with the flight path constraint. In the simulations, we assume that the UAV is required to pass the fourth waypoint with the desired flight path angle $0^{\circ}$ and the eighth waypoint with the desired flight path angle $-90^{\circ}$. Since SWGL and TSWGL cannot control the flight path angle of the UAV, we only compare the proposed guidance law with P2POGL-1 in this scenario. The UAV flight trajectories and flight path angle profiles obtained from P2POGL-1 as well as the proposed guidance law are shown in Fig. 3(a) and (b), respectively. These two figures reveal that the UAV guided by both guidance laws can successfully accomplish its waypoint-following mission. The quantitative comparison results of mean miss distance and mean passing angle over all waypoints under different guidance laws for this scenario, are summarized inTable III.


Fig. 2. Comparison of different guidance laws for waypoint following without flight path angle constraints. (a) Flight trajectory. (b) Flight path angle. (c) Acceleration response. (d) Energy consumption.

TABLE II
Comparison Results of Mean Miss Distance

| Metric | SWGL | TSWGL | P2POGL-1 | Proposed |
| :---: | :---: | :---: | :---: | :---: |
| Mean miss distance | $9.2875 m$ | $4.2895 m$ | $0.1806 m$ | $0.1363 m$ |

The recorded miss distance and the flight path angle error obtained from both guidance laws are less than 0.2 m and $0.1^{\circ}$ in our simulations. The achieved accelerations under both guidance laws are depicted in Fig. 3(c). This figure demonstrates that the acceleration response under P2POGL-1 exhibits suddenly large changes when the UAV passes one waypoint due to the discontinuity of P2POGL-1 at the switching point. As a comparison, the achieved acceleration under the proposed guidance law is smoother during the entire flight period, which is more desirable for the onboard flight control system. The reason can be attributed to the fact that both $b_{i}$ and $g_{i}$ converge to zero when the UAV approaches the $i$ th waypoint, as deduced from (51).

This means that the commanded acceleration of the proposed guidance law is continuous, and therefore, there is no sudden command change during waypoint switch. Since both P2POGL-1 and the proposed OWFGL-1 consider autopilot dynamics in guidance law derivation, the bounded guidance command can be ensured during the flight. The energy consumption, defined as $J=\int_{t}^{t_{f, N}} a^{2}(\tau) d \tau$, obtained from different guidance laws is compared in Fig. 3(d). As shown in this figure, the proposed guidance law requires less energy consumption, compared to P2POGL-1. In the considered scenario, the proposed guidance law helps to reduce more than $25 \%$ energy consumption. Therefore, the UAV guided by the proposed approach is expected to have longer endurance than guided by P2POGL-1.

## B. Effect of Autopilot Dynamics Compensation

To show the advantages of considering autopilot lag in the guidance law design, this subsection compares the performance of OWFGL-1 with that of OWFGL-0 under different conditions.


Fig. 3. Comparison of different guidance laws for waypoint following with partial flight path angle constraints. (a) Flight trajectory. (b) Flight path angle. (c) Acceleration response. (d) Energy consumption.

TABLE III
Comparison Results of the Mean Miss Distance and the Passing Angle Error

| Metric | P2POGL-1 | Proposed |
| :---: | :---: | :---: |
| Mean miss distance | 0.1901 m | 0.1771 m |
| Mean passing angle error | $0.0398^{\circ}$ | $0.0239^{\circ}$ |

We first investigate the performance of the proposed guidance law under various time lags $\tau_{a}=0.5,1$, and 2 s with a fixed velocity $V=30 \mathrm{~m} / \mathrm{s}$. The simulation results, including UAV flight trajectories, flight angle profiles, achieved acceleration, and energy consumption, are shown in Fig. 4. As shown in Fig. 4(a) and (b), both guidance laws successfully drive the UAV to arrive the desired waypoints at some extent. Although the recorded passing angle error in OWFGL-1 is smaller than that in OWFGL-0 in our simulations, it is fair to state that both guidance laws
satisfy the arrival angle constraint in the considered scenario, as confirmed by Fig. 4(b). Fig. 4(c) indicates that the achieved acceleration of OWFGL-1 is smoother than that of OWFGL-0. Also notice from Fig. 4(c) that the guidance command of OWFGL-0 shows divergence when passing one waypoint, as the autopilot lag is neglected in the guidance law derivation, especially for the fourth and the fifth waypoints in the considered scenario. Such divergence may result in a large miss distance and a significant passing angle error near the waypoint. On the other hand, the OWFGL-1 algorithm can successfully compensate the autopilot lag, and the acceleration command does not diverge, as shown in Fig. 4(c). Due to the introduced guidance command divergence, the energy consumption of OWFGL-0 is higher than that of OWFGL-1, as shown in Fig. 4(d). The quantitative comparison results of the mean miss distance and the mean passing angle over all waypoints under different guidance laws for this scenario are summarized in Table IV. From this table, it can be concluded that the autopilot lag has adverse


Fig. 4. Comparison results of the proposed guidance laws with different autopilot lags. (a) Flight trajectory. (b) Flight path angle. (c) Acceleration response. (d) Energy consumption.

TABLE IV
Comparison Results of the Mean Miss Distance and the Passing Angle Error

| Metric | $\tau_{a}=0.5 s$ |  | $\tau_{a}=1 s$ |  | $\tau_{a}=2 s$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | OWFGL-0 | OWFGL-1 | OWFGL-0 | OWFGL-1 | OWFGL-0 | OWFGL-1 |
| Mean miss distance | $0.3887 m$ | $0.1771 m$ | $0.9901 m$ | $0.1819 m$ | $2.4409 m$ | $0.1903 m$ |
| Mean passing angle error | $0.2377^{\circ}$ | $0.0239^{\circ}$ | $0.5977^{\circ}$ | $0.0951^{\circ}$ | $2.001^{\circ}$ | $0.1675^{\circ}$ |

effects on the guidance accuracy, and the performance of OWFGL-0 degrades with the increase of autopilot lag.

Now, let us investigate the performance of the proposed guidance law under various UAV speeds $V=30,60$, and $90 \mathrm{~m} / \mathrm{s}$ with a fixed autopilot $\operatorname{lag} \tau=0.5 \mathrm{~s}$. The comparison results, including UAV flight trajectories, flight angle profiles, achieved acceleration, and energy consumption, are depicted in Fig. 5. From this figure, we clearly observe that the performance of OWFGL-0 degrades with the increase of UAV speed. This can be attributed to the fact that the UAV has less time to initiate a response to the path change with higher flying velocity. As a comparison, the performance
of OWFGL-1 remains consistent across a wide range of UAV speeds as the autopilot lag is actively compensated in the guidance command. The quantitative comparison results of the mean miss distance and the mean passing angle over all waypoints under different guidance laws for this scenario are summarized in Table V. From this table, it can be noted that the performance of OWFGL-0 is close to OWFGL-1 for UAVs with low speed. However, the performance discrepancy between these two guidance laws drastically increases with the increase of UAV speed.

Based on the numerical simulations, it can be concluded that the proposed guidance law can effectively compensate


Fig. 5. Comparison results of the proposed guidance laws with flying speed. (a) Flight trajectory. (b) Flight path angle. (c) Acceleration response. (d) Energy consumption.

TABLE V
Comparison Results of the Mean Miss Distance and the Passing Angle Error

| Metric | $V=30 \mathrm{~m} / \mathrm{s}$ |  | $V=60 \mathrm{~m} / \mathrm{s}$ |  | $V=90 \mathrm{~m} / \mathrm{s}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | OWFGL-0 | OWFGL-1 | OWFGL-0 | OWFGL-1 | OWFGL-0 | OWFGL-1 |
| Mean miss distance | 0.3887 m | 0.1771 m | 1.5165 m | 0.2278 m | 3.7727 m | 0.7283 m |
| Mean passing angle error | $0.2377^{\circ}$ | $0.0239^{\circ}$ | $1.3371^{\circ}$ | $0.1161^{\circ}$ | $2.3369^{\circ}$ | $0.2069^{\circ}$ |

for the autopilot lag and provide performance improvement, especially for UAVs with large time lag or high flying speed. Also, it is beneficial to compensate the autopilot delay when the range between consecutive waypoints is short due to limited response time for path change.

## VII. CONCLUSION

In this article, we suggested a new energy-optimal waypoint-following guidance law for a UAV with a general autopilot system. Unlike existing numerical waypointfollowing guidance, the proposed approach was derived analytically through rigorous optimal control theory. We also theoretically showed that the proposed guidance law encompassed previously suggested optimal point-to-point
guidance laws. The proposed guidance law was generic and, therefore, could be applied to general waypointfollowing missions. However, the computational complexity increased with the increase of the number of boundary constraints. Nonlinear numerical comparisons clearly revealed that the proposed guidance law helped increase the endurance of the UAV and effectively compensated for the autopilot lag.

By exploiting the advantages of the proposed approach, the guidance law developed can also be applied to waypoint navigation during the midcourse guidance phase of cruise missiles and sea-skimming antiship missiles. Another potential application of the proposed guidance law is handover between midcourse and terminal course of guided weapons, i.e., $N=2$ and $M=0$, since the proposed guidance law
can help reduce the transient effect, as confirmed by the numerical simulations. Also, comparing the performance of energy-optimal and time-optimal waypoint guidance in consideration of acceleration bound is an interesting direction to be explored in the future.

## APPENDIX A <br> LEMMA 1

This appendix collects a useful lemma from [53] that has been utilized in the derivation of the proposed guidance laws.

Lemma 1 Let $\mathcal{H}$ be a Hilbert space and $\boldsymbol{\alpha}_{1}, \boldsymbol{\alpha}_{2}, \ldots, \boldsymbol{\alpha}_{n}$ be a set of $n$ linearly independent vectors in $\mathcal{H}$. If the condition $\left(\boldsymbol{x}, \boldsymbol{\alpha}_{i}\right)=c_{i}, i \in\{1,2, \ldots, n\}$, with $c_{i}$ being arbitrary scalars, holds among all vectors of $H$, then the one that has the minimum norm is given by

$$
\begin{equation*}
\boldsymbol{x}_{\min }=\sum_{i=1}^{n} b_{i} \boldsymbol{\alpha}_{i} \tag{76}
\end{equation*}
$$

where the coefficients $b_{i}$ satisfy the condition

$$
\begin{equation*}
\sum_{i=1}^{n}\left(\boldsymbol{\alpha}_{i}, \boldsymbol{\alpha}_{j}\right)=b_{j}, \quad j \in\{1,2, \ldots, n\} \tag{77}
\end{equation*}
$$

This article applies Lemma 1 to a Hilbert space $\mathcal{H}=\mathcal{L}^{2}\left[t, t_{f}\right]$ with the inner product defined as $(f, g)=\int_{t}^{t_{f}} f(\tau) g(\tau) d \tau$.

## APPENDIX B

## GUIDANCE COMMANDS OF SWGL AND TSWGL

This appendix provides the guidance commands of the SWGL [18], [19] and the TSWGL [20], [21] for the completeness of this article.

Both the SWGL and the TSWGL requires to place a synthetic waypoint or a virtual target that travels along the flight path between designated inertial waypoints. Define $\left(x_{w}, y_{w}\right)$ as the 2-D inertial position of the synthetic waypoint. The kinematics constraint of the synthetic waypoint can then be mathematically formulated as

$$
\begin{align*}
& \dot{x}_{w}=V_{w} \cos \theta_{f} \\
& \dot{y}_{w}=V_{w} \sin \theta_{f} \tag{78}
\end{align*}
$$

where $\theta_{f}$ is the reference heading between fixed waypoints, and $V_{w}$ denotes the moving speed of the synthetic waypoint, governed by

$$
\begin{equation*}
V_{w}=V \frac{R}{R^{*}} \tag{79}
\end{equation*}
$$

where $R$ stands for the relative distance, or the so-called look-ahead distance, between the UAV and the synthetic waypoint, and $R^{*}$ represents the desired look-ahead distance.

The desired relative distance $R^{*}$ is defined by the UAV speed and time prediction horizon as

$$
\begin{equation*}
R^{*}=V T_{p} \tag{80}
\end{equation*}
$$

where $T_{p}$ specifies the desired time horizon that initiates a response to flight path change, which is analogous to the prediction horizon in MPC.

The SWGL applies pure pursuit missile guidance to follow the synthetic waypoint, i.e., the guidance command is given by

$$
\begin{equation*}
a_{c}=V \dot{\sigma}_{w} \tag{81}
\end{equation*}
$$

where $\dot{\sigma}_{w}$ is the LoS rate between the UAV and the synthetic waypoint, which is determined as

$$
\begin{equation*}
\dot{\sigma}_{w}=\frac{1}{R} V_{w} \sin \left(\theta_{f}-\sigma_{w}\right)-\frac{1}{R} V \sin \left(\theta-\sigma_{w}\right) . \tag{82}
\end{equation*}
$$

Unlike the SWGL, the TSWGL employs energyoptimal trajectory shaping guidance to follow the synthetic waypoint using guidance command

$$
\begin{equation*}
a_{c}=\frac{V^{2}}{R}\left(6 \sigma_{w}-4 \theta-2 \theta_{f}\right) \tag{83}
\end{equation*}
$$
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