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ABSTRACT Motion blur exists in many computer vision tasks, including faces, texts, and low-illumination
images etc. It has been proved that Dark Channel Prior (DCP) and Bright Channel Prior (BCP) can both help
the image deblurring by enhancing the dark or bright channel pixels. However, the pixels between the dark
channel pixels and the bright channel pixels are not taken into consideration, which limits the deblurring
performance. A novel image channel is proposed in combination with dark channel and bright channel in
this paper to consider the effects of the all types of pixels, namely, Michelson channel pixels. Secondly, as
the image channels are built based on the series of image patches with different blur kernels, a newmethod is
developed to estimate the blur kernel and canmeasure the similarity between neighbored kernels.Meanwhile,
to perform accurate kernel estimation, the L0 regularization is applied into the algorithm framework. In the
process of image deblurring, by enhancing the Michelson channels and retaining the other channels of the
image, we can capture sharper image detail and eliminate the ringing artifacts of the recovered images.
Massive experimental results demonstrate that the proposed method is more robust and outperforms the
existing art-of-the-state of unsupervised image deblurring methods on both synthesized and natural images.

INDEX TERMS Blind image deblurring, Michelson channel prior, L0 gradient minimization.

I. INTRODUCTION
In computer vision, the problem regarding to the image
restoration including super-resolution, blur and noise removal
is a classical vision problem, which has obtained significant
progress in recent years [1]–[6]. The goal of blurs removal,
e.g., image deblurring, is to effectively estimate the blur
kernel and latent image from the blurred image. With the
assumption that the blur is spatially invariant, the image blur
process can be modeled as:

B = L ∗ K + N (1)

where B, L, K , and N denote the blurred image, latent image,
blur kernel, and noise, respectively; and ∗ is the convolution
operator.

Blind image deblurring is an ill-posed problem [7], [8],
which contains the infinite pairs of L and K and can give rise
to the corresponding B refer to the equation (1). Therefore,
various deblurring methods are proposed by utilizing the
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additional information of L, K and B to control the solution
space in image deblurring. Then multiple deblurring methods
recover the degraded image [9]–[11] via constraining the
solution space of blurred images. For example, numerous
methods [12]–[14] utilize the gradient sparsity prior or total
variation to recover the blurred images. Meanwhile, many
scholars presented some new image priors to recover the
clean images over blurred images, e.g., L0-regularized prior
[14] and low-rank prior [15]. Levin et al. [16] show that
suitable gradients of blurred image can help improve blur
kernel and latent image estimation by using statistical fit-
ting. In addition, some existing deblurring methods focus on
detecting sharp edge of under-truly image on the process of
image restoration [14], [17].

Dark channel is firstly proposed by the He et al. [18] for
the color image dehazing, which can be modeled as follows.

D(I )(x) = min
y∈�(x)

(
min

c∈{r,g,b}
I c(y)

)
= min

y∈�(x)

(
min

c∈{r,g,b}
t(x)J c(x)+ (1− t(x))A

)
(2)
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where D(·) denotes the dark channel operator; I is the haze
image; J is the haze-free image; A denotes the atmospheric
light component; and t denotes the transmittance; x denotes
the pixels of image including clear image and degraded
image; y denotes the pixels of patch image �(x) (�(x) is an
image patch centered at x); and I c and J c represent the c-th
color channel of clear image and haze image, respectively.

In [19], Jinshan Pan et al. observe that enforcing the spar-
sity of the dark channel can help blind deblurring on various
scenarios, including face, text and low-illumination images
in the process of kernel and latent image estimation. Subse-
quently, Yan et al. [20] observed that the bright pixels are also
dominated the clear images. Therefore, the bright channel
prior is proposed to image deblurring. We have studied the
theory and effect of the dark channel prior and bright channel
prior in the image deblurring. What can be confirmed is
that the sufficient dark pixels and bright pixels of the image
can significantly affect the deblurring performances, which is
similar to massive methods of image dehazing, like the work
[21], [22]. In [22], Kim J H et al. restore the hazy image by
minimizing the cost function which consists of the contrast
term and the information loss. In [21], Schaul L et al. propose
a method by using a near-infrared (NIR) image to dehaze the
color image. And we observe that the work [18], [21], [22]
are essentially designed to capture one of channel pixels of
degraded images for image restoration.

Based on the above observation, a new blind image deblur-
ring method is presented in this paper, which is aiming at
capturing Michelson channel pixels when highlighting dark
channel pixels and bright channel pixels. Meanwhile, we pro-
posed a new metric method for more accurate estimation of
blur kernels. With the proposed method, we can effectively
remove the ringing artifacts and estimate the latent image.
The detail of mathematical modelling process is given in
Section III of this paper. The core contributions are summa-
rized as follows,

1) A novel image channel, Michelson channel, is pro-
posed to capture the details of the latent image over the
blurred image and to restore the blurred image.

2) The values of Michelson channel pixels are mathe-
matically proved to decrease after the blurring process
of the clean image. And the effectiveness of the pro-
posed method is validated by comparing the intensities
of Michelson channel pixels on the clear images and
the corresponding blurred image and comparing the
deblurring performance of the other classical methods.

3) A new metric method is defined to measure the sim-
ilarity between the blur kernels of the corresponding
image patches. According to the metric value, we can
adjust the influence of different image patches on the
estimated latent image by the corresponding weight
parameters, and then obtain the optimal solution.

II. RELATED WORK
In recent years, computer vision obtains significant progress
along with the rise of image prior and deep learning

[ [4], [14], [16], [19], [23], [6] etc.]. For a single image blur
removal, it also has obtained the significant progress [ [2],
[24], [25], [26] etc.]. Based on statistical prior and sharp
edge characteristics of images, massive methods have been
proposed to estimate the clear image and blur kernel [ [7],
[12], [14], [19] etc.].

To estimate blur kernels from blurred images, the statistical
priors [15] is applied to solve the ill-posed problem [8]. Based
on the hyper-Laplacian prior, Levin et al. [16] proposed a
maximum a posterior (MAP) framework to estimate the latent
image. Xu et al. [9], [27], [28] have proven that the two-phase
kernel estimation is helpful for the image deblurring. In [10],
Pan et al. propose a kernel estimation model to preserve the
sparsity and continuity of blur kernels, then to preserve the
edge features of latent image. Joshi et al. [17] present a blur
kernel estimation algorithm by using the sharp edge of the
subpixel resolution from a single image. In the process of blur
kernel estimation, the above approacheswill lose some details
in the early stage of deblurring for the low-illumination
image, Hu et al. [29] utilize the light pixels to help low-
illumination images deblurring. Roth and Black [30] develop
a framework for capturing generic, expressive image statisti-
cal priors by extending the traditional Markov random field
(MRF) model to learning potential functions over extended
pixel neighborhoods.

Recently, sparse regularization and total variation are
developed for image deblurring. Xu et al. [31] propose a
unified framework for both uniform and non-uniform motion
deblurring based on the L0 sparse regularization expression.
Pan et al. [14] utilize the L0-regularized prior on both inten-
sity and gradient to text image deblurring. Xu et al. [32]
propose an optimization framework by utilizing L0 gradi-
ent minimization to generate non-zero gradients, which is
resulted in approximate prominent structure in a sparsity-
control manner. Chan et al. [11], [12], [13] present a type of
blind image deblurring algorithm based on the total variation
(TV)minimization, which can be regarded as a another image
prior. Hintermüller and Rincon-Camacho [33] present a new
adapted total variation incorporated with the spatially regu-
larization to reconstruct clear image. Yu et al. [34] propose a
novel metric able to estimate kernel by measuring the kernel
similarity between the neighboring patches of blurred image,
and employ the total variation (TV) regularization to estimate
the latent image.

The dark channel prior was firstly introduced by
He et al. [18] for single image dehazing. They utilized to
describe the effects of severe weather e.g. haze. Pan et al. [19]
observe that the dark channel of blurred images is less sparse,
compared with clean image. Meanwhile they have proven
that optimizing the dark channel helps image restoration and
mathematically the observation by using the model of blurred
images. Then they utilize the dark channel to generate a dark
channel prior for the image deblurring, which can enforce
the sparsity of the dark channel and the effect of the image
deblurring. Yan et al. [20] observe that the bright pixels in the
clear images are not likely to be bright after the blur process,
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FIGURE 1. The Michelson channel images of the blurred image and clear image. The Michelson channel pixels of the clear image has a stronger contrast
than the Michelson channel of the blurred image. (Best viewed on high-resolution displays with zoom-in).

and then propose a bright channel prior to further leverage
the bright and dark information for image deblurring.

III. IMAGE PRIOR AND MICHELSON CHANNLE
In this work, we assume that the noise on the blurred images
is small enough to be neglected. According to Eq.(1), the
convolution of the discrete blurred image can be defined as
the sum of the product of the two signals, which is

B(x) =
∑

z∈�(K )

L(x +
[ s
2

]
− z)K (z) (3)

where �(K ) and s denote the domain and size of blur kernel,
respectively; z denotes the pixels of blur kernel, K (z) ≥ 0,∑
z∈�(K )

K (z) = 1 and [·] denotes the rounding operator. With

Eq.(3)we can analyze the variation of the image channel of
blurred images before and after blurring process.

To explain the role of image patches in image channels
clearly, let �i(K ) denote the subsets of �(K ) where i denote
the number of subsets, we turn the Eq.(3) into the following
form,

B(x) =
∑
i

KiL(x +
[ s
2

]
− i) (4)

where i ∈ �i(K ) and Ki = K (z) i.e.
∑

i Ki = 1, �(k) =∑
i�i(k).
Note that i denote the i-th image patch, when i is equal to 1,

we have
∑

z∈�(K )
L(x +

[ s
2

]
− z)K (z) =

∑
i
Li(x +

[ s
2

]
− i)Ki.

A. MICHELSON CHANNEL PRIOR
In this subsection, a novel statistical prior for image deblur-
ring is presented, i.e., Michelson channel prior (MCP), and
then prove this prior mathematically. The proposed prior is
based on the observation that the channel of the image has
pixels with different intensities at different positions, includ-
ing weak, strong, etc., wherein the channel with the strongest

pixel is called a bright channel, and the channel with the
strongest pixel is called a dark channel, but it also includes
themiddle Color channel. And image channel based on image
block creation, different image blocks, with separate blur
kernels.

M (B)(x) =
αR(B)(x)+ (1− α)D(B)(x)
255− R(B)(x)+ D(B)(x)

(5)

where α(0 ≤ α ≤ 1) denote the adjustment parameter
(when α = 0, it means the Michelson channel is mainly
influenced by dark channel; when α = 1, it means the
Michelson channel is mainly influenced by bright channel;
when 0 < α < 1, it means the Michelson channel should
consider more types of image channel); D(·) and R(·) denote
the dark channel and bright channel operator, respectively;
the adjustment parameter, dark channel and bright channel
are defined as follows.

D(B)(x) = min
y∈�(x)

(
min

c∈{r,g,b}
Bc(y)

)
(6)

R(B)(x) = max
y∈�(x)

(
max

c∈{r,g,b}
Bc(y)

)
(7)

where Bc represent the c-th color channel of blurred
image. We can observe from Eqs. (5-8), the Michel-
son channel is the outcome of five operators, containing
miny∈�(x),minc∈{r,g,b},maxy∈�(x),maxc∈{r,g,b} and mean(·).
If the input image is a gray-scale image, we have
min

c∈{r,g,b}
Bc(y) = max

c∈{r,g,b}
Bc(y) = B(y).

The results are presented in the Fig. 2, it shows the his-
togram of the average number of Michelson channel pixels,
where the blue and the red histogram denote the Michelson
channel of the clear and the blurred image, respectively.
As can be observed, we find that clearer image has fewer
Michelson channel pixels, comparing with the corresponding
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FIGURE 2. Intensity histograms of Michelson channels of both clear and
blurred images in various natural images. The results of Michelson
channel pixels of images show that clear image has the fewer Michelson
channel pixels close to the value between 0.5 and 0.9 comparing with the
corresponding blurred image, which is mainly reflected in the green
rectangle. The Michelson channel of each image is computed with an
image patch size of 35 × 35.

blurred image. Then the Michelson channel is modeled as

M (B)(x) =
α max
y∈�(x)

(B(y))+ (1− α) min
y∈�(x)

(B(y))

255− max
y∈�(x)

(B(y))+ min
y∈�(x)

(B(y))

=

α
∑

i Ki max
y∈�(x)

Li(y)+ (1− α)
∑

i Ki min
y∈�(x)

Li(y)

255−
∑

i Ki max
y∈�(x)

Li(y)+
∑

i Ki min
y∈�(x)

Li(y)

=

∑
i
Ki

α max
y∈�(x)

Li(y)+ (1− α) min
y∈�(x)

Li(y)

255− max
y∈�(x)

Li(y)+ min
y∈�(x)

Li(y)
(8)

where Li (y) = L
(
y+

[ s
2

]
− i
)
and themaximum value of i is

equal to the number of image patches�(x), which means that
one of the i value corresponds to one of the image patches.
Among them, the size format of the image patch is n× n.

According to the Eq.(8), the Michelson channel is formed
on a series of image patches �(x) centered at x. However,
even if the same deblurring method is applied to estimate the
blur kernel of different image patches of an image, the esti-
mated results are different, which is shown in Fig. 3. In order
to estimate the integral blur kernel more accurately, we added
weights to the blur kernel referred to the corresponding image
patches. The equation (9) can be expressed as

M (B)(x) =
∑

i
βiKi

α max
y∈�(x)

Li(y)+ (1− α) min
y∈�(x)

Li(y)

255− max
y∈�(x)

Li(y)+ min
y∈�(x)

Li(y)

(9)

where βi denotes the image patches weights at the pixel z of
blur kernel.

As shown in Figure 3, the blur kernels in different parts
of the figure have a certain difference from the blur kernel
of the complete figure. To estimate the latent image more

accurately, we need to get a reasonable value of βi. Inspired
by the idea of [34], we propose a new metric algorithm to
calculate the corresponding values, the model is as follows.

b =
∑

i sum
(
abs

(
SVD

(
KiLdarki

)))
ci = sum

(
abs

(
SVD

(
KiLdarki

)))
ai =

∏
i

(
1− exp

(
1
bci
))

βi =
ai∑
i ai

(10)

where sum(·), abs(·), and SVD(·) denote the sum, absolute
value and matrix singular value operator, respectively; Ldarki
denotes the dark channel of the image patch Li.
To further eliminate the ringing effect caused by image

channels as much as possible, we conducted further analysis.
Property 1: blind image deblurring basically requires the

recovery of L given the blurred B and the image prior Pr(B),
which can be reformulated by obtaining the largest joint
probability of (L, K ) given B and Pr(B). Based on Bayes’
theorem, we further derive.

P (L,K |B,Pr(B)) =
P (B,Pr(B)|L,K )P (L,K )

P (B,Pr(B))
∝ P (B|L,K )P (Pr(B)|L,K )P (L)P (K ) (11)

whereP(B|L,K ) corresponds to the blur process;P(Pr(B)|L,K )
represents the relationship between the latent image, blur
kernel and the image prior; P(L) and P(K ) denote the infor-
mation of latent image and the blur kernel, respectively.
Property 2: based on the Property 1, the optimal estimation

of K and L can be solved by the following optimization
problem

fK ,L(K ,L) = argmin
K ,L

‖B− L ∗ K‖22 + ε ‖K‖
2
2 + ς ‖∇L‖0

+ξ ‖Pr(L)‖ρ1 + λ ‖∇L −∇ (Pr(L))‖ρ2

(12)

where α, β, ε and λ are weight parameters; ρ1, ρ2 ∈ [0, 1);
∇h and ∇v

(
∇ =

∑
{∇h,∇v}

)
denote the partial derivative

operator in horizontal and vertical directions, respectively.
In the Property 2, Pr(·) is one of main determinant for the

deblurring performance, which is referred to the Michelson
channel prior.
Property 3: Let M (B) and M (L) denote the Michel-

son channel of the blurred and clear images, respectively,
we have:

M (B)(x) =
∑

i
βiKi

α max
y∈�(x)

Li(y)+ (1− α) min
y∈�(x)

Li(y)

255− max
y∈�(x)

Li(y)+ min
y∈�(x)

Li(y)

≤

∑
i
βiKi

α max
y∈�(x)

L(y)+ (1− α) min
y∈�(x)

L(y)

255− max
y∈�(x)

L(y)+ min
y∈�(x)

L(y)

≤

α max
y∈�(x)

L(y)+ (1− α) min
y∈�(x)

L(y)

255− max
y∈�(x)

L(y)+ min
y∈�(x)

L(y)

∑
i
βiKi
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FIGURE 3. The blur kernels of image and its patches. The blur kernel is computed with an image patch size of 35 × 35. Wherein subfigure (c) is the blur
kernel of subfigure (a); a series of blur kernels in subfigure (d) correspond to each subfigure of the same position in subfigure (d) respectively.

=

α max
y∈�(x)

L(y)+ (1− α) min
y∈�(x)

L(y)

255− max
y∈�(x)

L(y)+ min
y∈�(x)

L(y)

= M (L)(x) (13)

where max
y∈�(x)

Li(y) ≤ max
y∈�(x)

L(y) and min
y∈�(x)

Li(y) ≥ min
y∈�(x)

L(y)

according the works [19] and [20];
∑

i βiKi = K I.
In addition, it is known that α max

y∈�(x)
L(y) ≥ 0 and (1 −

α) min
y∈�(x)

L(y), then according to the (13), we can obtain that

M (B)(x) ≤
αR(L)(x)

255− R(L)(x)+ D(L)(x)
(14)

M (B)(x) ≤
(1− α)D(L)(x)

255− R(L)(x)+ D(L)(x)
(15)

whereD(L)(x) denote the dark channel of clear image. Mean-
while, it means that by adjusting the value of the parameter
α(0 ≤ α ≤ 1), theMichelson channel can takes into consider-
ation of pixel between dark and bright pixels, besides the dark
and bright pixels, which are also reflected in the Figure 2 in
other side.

Refer to the Eq. (14) demonstrates that the Michelson
channel of a blurry image has lower pixels intensities than the
corresponding clear image. Therefore, to effectively estimate
the blur kernel, another property is introduced, which embod-
ied that the blur process reduces pixels values. Formally,
we have

‖1−M (B)(x)‖0 ≥ ‖1−M (L)(x)‖0 (16)

To validate this observation, we have did the statistics
experiments in the PASCAL 2012 dataset. Figure 2 show that
the value of Michelson channel of the clear images has fewer
pixels with the value 0 and 1 comparing the pixels value of
the corresponding blurred images. The statistical observation
further proves our analysis. Therefore, refer to (13), we add
the corresponding L0-norm sparsity as a regularization term
into the process of image deblurring.

B. PROPOSED APPROACH
Based on the above analysis and observation, ‖1−M (L)(x)‖0
norm is applied to measure the sparsity of the Michelson
channels, corresponding to the Pr(·) in Property 2. According
to the Property 2 and Property 3, we present the blind
image deblurring model and develop an efficient optimiza-
tion method for the kernel and the latent image estimation,
by measuring and adjusting the of image channel sparsity of
the blurred image. The presented blind deblurringmethod can
be formulated as

fK ,L(K ,L) = argmin
K ,L

‖B− L ∗ K‖22 + ε ‖K‖
2
2 + ς ‖∇L‖0

+ξ ‖1−M (L)‖0 + λ ‖∇L −∇ (M (L))‖0
(17)

where the first term of Problem (17) is used to guarantee
the accuracy of the deblurring image and the estimated blur
kernel is similar to the truly blur kernel; the second term is
applied to control the solution of the blur kernel by using the
L2 norms; the third term is employed to make the estimated
image smoothing; the fourth term is applied to enhance
the Michelson channel pixels of latent image; the final term
of the formula is used to decrease the ringing artifacts caused
by the Michelson channel prior; ζ , ξ , ε and λ are weight
parameter.

1) INTERMEDIATE LATENT IMAGE ESTIMATION
To estimate the final latent image (clear image), the algorithm
alternatively update the intermediate blur kernel and latent
image. In the alternatively deconvolution steps, in order to
estimate the latent image L, an initial blur kernel K should
be given. Then by using the input blurred image B, we use an
energy function to obtain the intermediate image according
to the equation (9), which is summarized as

min
L
‖B− L ∗ K‖22 +ς ‖∇L‖0 +ξ ‖1−M (L)‖0 + λ ‖∇L

−∇M (L)‖0 (18)

VOLUME 7, 2019 181065
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FIGURE 4. kernel estimation(a: blurred image; b: our deblurred image; Fig.4(c-h) denote the kernel estimation of ours,
Liu et al. [12], Xu and Jia et al. [9], Jia [25], Lai et al. [4] and Liu et al. [13], respectively).

where ∇L ∈ {∇hL,∇vL} corresponding to the gradients of
the intermediate latent image; ∇M (L) ∈ {∇hM (L),∇vM (L)}
corresponding to the gradients of Michelson channel of the
intermediate latent image.

Because the L0-regularized term of the Michelson channel
and its gradients are computationally intractable in image
deblurring, half-quadratic splitting L0 minimization approach
[32] is employed to optimize the problem (10) with respect to
intermediate latent image, which is{
L̂, ĝ, µ̂, v̂

}
= argmin

L,g,µ,ν
‖B− L ∗ K‖22 + γ ‖∇L − g‖

2
2

+η ‖1−M (L)− p‖22 + κ ‖∇L −∇M (L)

−q‖22 + ς ‖g‖0 + ξ ‖p‖0 + λ ‖q‖0 (19)

where λ, η and κ denote penalty parameters; g, p and q denote
the optimization variable corresponding to the∇L , 1−M (L)
and ∇L − ∇M (L); g = (gh, gv) and q = (qh, qv) denote the
image gradients in the horizontal and vertical directions.

When the value of parameters γ , η and κ can be determined
and reasonable, the solution of (19) can be solved by alterna-
tively update, that is, the optimization of L, g, p and q can be
minimized by fixed other variables, which will be represented
in our work.

To estimate the latent image L, the optimization function
will become as

L̂ = min
L
‖B− L ∗ K‖22 + γ ‖∇L − g‖

2
2

+η ‖1−M (L)− p‖22+κ ‖∇L−∇M (L)−q‖22 (20)

In the Problem (19), the non-linear operation M (L) is
equivalent to a linear operator M , which is applied to rep-
resent the vector matrix of the dark channel D(L),

F(x, y) =

1, y = min
y∈�(x)

L(y);

0, otherwise.
(21)

During the deblurring process, F is applied to estimate
the intermediate latent image. When the intermediate image
approaches the clear image, the computed is similar to the
dark channel operation D(·). Given the intermediate latent
image L, the mapping matrices FL and F1−L denote to D(L)

and 255−R(L), respectively. Then, the objective function
yield as

L̂ = min
L
‖B− L ∗ K‖22 + γ ‖∇L − g‖

2
2

+η

∥∥∥∥1− F1−L − FL
255− F1−L + FL

− p

∥∥∥∥2
2

+κ

∥∥∥∥∇L −∇ ( F1−L − FL
255− F1−L + FL

)
− q

∥∥∥∥2
2

(22)

Then for the formulation of latent image estimation Prob-
lem (21), we use the matrix-vector form to optimize and solve
it, which is formulated as

L̂ = min
L
‖B− LK‖22 + γ ‖∇L− g‖22

+η

∥∥∥∥1− F1−L − FL
255− F1−L + FL

− p
∥∥∥∥2
2

+κ

∥∥∥∥∇L−∇ ( F1−L − FL
255− F1−L + FL

)
− q

∥∥∥∥2
2

(23)

where B is the matrix form of B with respect to blur kernel
K; F, K, g, p and q denote the matrix form of F , K , g, p and
q, respectively.

For the latent image L, it can be solved efficiently using
the FFT and its inverse based on the Problems (22) and (23),
which the closed-form solution yield as
Where 8(·) and 8−1(·) denote the denote the Fast Fourier
transform and its inverse transform, respectively; F(·) rep-
resent the complex conjugate operator; and in which FK =
F(K )F(K ), Fg = F(∇Lh)F(gh) + F(∇Lv)F(gv), Fp =
F(p)F(p); Fq = F (∇Lh −∇M (L)h)F (∇Lh −∇M (L)h)+
F (∇Lv −∇M (L)v)F (∇Lv −∇M (L)v).

Given the intermediate latent image, the sub-problemswith
respect to g, p and q can be solved separately by:

ĝ = min
g

γ ‖∇L − g‖22 + ς ‖g‖0 (25)

p̂ = min
p
η ‖M (L)− p‖22 + ξ ‖p‖0 (26)

q̂ = min
ν
κ ‖∇L −∇M (L)− q‖22 + λ ‖q‖0 (27)

According to work [19], [31], Problem(20) is a pixel-wise
minimization problem, thus the solution of q and p can be
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L = F−1
(

F(K )F(B)+ γFg + ηFp + κFq
FK + γ

(
F(∇L)F(∇L)

)
+ η + κ

(
F (∇L −∇M (L))F (∇L −∇M (L))

)) (24)

obtained by:

p =

M (L), ‖M (L)‖22 ≥
ξ

η

0, otherwise
(28)

q =

∇L −∇M (L), ‖∇L −∇M (L)‖22 ≥
λ

κ
0, otherwise

(29)

The specific step of our method for intermediate latent
image and blur kernel estimation is summarized in Algo-
rithm 1.

2) INTERMEDIATE BLUR KERNEL ESTIMATION
In the step of intermediate latent image estimation in Algo-
rithm 1, the blur kernel should be updated. The optimization
along with K can be directly extended to handle motion
deblurring by given intermediate L. Based on the Problem(6),
the optimization can be formulated as

min
K
‖∇B−∇L ∗ K‖22 + ε ‖K‖

2
2 (30)

For simplicity, the matrix-vector form of non-uniform blur
process (Problem(7)) can be expressed as

min
K
‖∇B−∇L ∗K‖22 + ε ‖K‖

2
2 (31)

Obviously, it is a least squares minimization problem,
which is similar to the existing approaches [32], [35].
By using the FFT and given an intermediate latent image,

Algorithm 1 Solving (17)

Input: blur image B;
initialize blur kernel K
L ← B, ς ← 2γ , ξ ← 2η, λ← 2κ

while i≤max_iter do
repeat
solve g for using Problem (25)
repeat
solve p for using Problem (26)
repeat
solve q for using Problem (27)
solve L for using Problem (24)

until
until

until
solve K for using Problem (32)
end while
Output: intermediate latent image L and blur kernel K

the solution of blur kernel K is yield as

K̂ = F−1
(

F(∇L)F(∇B)

F(∇L)F(∇L)+ ε

)
(32)

When the K are obtained, the negative elements of K are
set to 0, and then normalize K . meanwhile, similar to other
deblurring methods [19], the proposed blur kernel estimation
process is carried out by using an image pyramid [36] with a
coarse-to-fine manner.

FIGURE 5. Comparison of a low-illumination image deblurring. The deblurring results are generated by various non-blind deblurring
methods. The blur kernel estimations exist in the bottom right corner of sub-image (Best viewed on high-resolution display with
zoom-in.).
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FIGURE 6. Comparison of face image deblurring. Our method compares favorably with [9], [16], [19], [20], which generating less ringing artifacts. And
other methods apply typical image prior or explore the face features for the face image deblurring (Best viewed on high resolution display with zoom-in.).

FIGURE 7. Quantitative evaluations of PSNR and Success rate on the two benchmark datasets. Our method performs competitively
against the state-of-the-art.

After determining the weights, we alternatively estimate
the intermediate latent image and blur kernel. The specific
optimization algorithms with respect to the blur kernel and
latent image are represented in Section 3. The main steps of
the proposed method are shown in the Algorithm 1.

IV. EXPERIMENTS
In this section, we will represent the deblurring performance
of our proposedmethod on both the synthetic and real images,
and then compare its performance with other deblurring
methods. In all experiments, some parameters are set as fol-
lows: ς = ξ = λ = 0.004, ε = 2; the maximum iteration
of proposed method max iteration: max_iter = 5; the dark
channel of each image is computed by an image patch size
of 35 × 35.

A. DEBLURRING THE NATURAL IMAGES
To show the deblurring performance of our method, firstly,
we test its deblurring performance on the two natural image
deblurring datasets from the work [10], [19]; secondly,
we compare our method with other state-of-the-art deblurring
methods [9], [10], [16], [19], [37]. In the natural word, there

exists many types of blurred images, and we mainly evaluate
and compare the deblurring performances of various methods
on the typical blurred images, including the text image [14],
face image [19], and low-illumination image [10]. The some
deblurring results on different blurred images have been rep-
resented in the experiment.

1) LOW-ILLUMINATION MOTION BLURRED IMAGE
low-illumination blurred images are not conducive to image
restoration due to the influence for the kernel estimation [19],
[29]. Especially, compared with the clean image, the blurred
images have the less Michelson channel pixels. And the dark
channel prior [19] and bright channel prior [20] are applied
to mainly extract the dark channel and bright channel pixel
of blurred images, respectively. However, our method can
estimate the image blur kernel more clearly and efficiently
by using the information of theMichelson channel, the results
have been shown in Fig. 5.

2) TEXT MOTION BLURRED IMAGE
In the semantic clues of character recognition and image
understanding, the deblurring of blurred text image can help
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FIGURE 8. Comparison of text images deblurring; our method generates result comparable to the results
of the Yan et al. [20], and better than the method tailored to text, e.g. the works [9], [19] (Best viewed on
high resolution display with zoom-in.).

to further understand the real world [14]. Simultaneously,
in the text image deblurring, we need to focus on the charac-
ters, whichwill make the deblurring process bemore difficult,
the results are shown in Fig. 6.

3) FACE MOTION BLURRED IMAGES
Due to the texture structure of the face, it has fewer
edges or characteristics, which will bring certain challenges
to the blur kernel estimation in the image restoration process,
and finally make the negative effect for the face image deblur-
ring. As shown in Fig. 7, our method contain better deblurring
performance in the face image deblurring, compared with the
[ [9], [19], [20] etc.]

In [19], dark channel prior has been proved that it can help
generate the better blur kernel and latent image estimation on
the various types of blurred images. According to the dark
channel prior, Yan et al. present a bright channel prior for
image deblurring. Our experiments on Michelson channel
prior further carry out the deblurring experiments (As shown
in Figs. 5, 6 and 7) on the building, text and face blurred
images to demonstrate the effectiveness of our method.

Compared with other methods, it visually shows our
method obtains the better or equivalent deblurring perfor-
mance on the three challenging blurred image. In summary,
our deblurringmethod can produce less ringing artifacts com-
pared with deblurring images generated by other methods [
[9], [16], [19], [20] etc.] and generate the significant image
channel pixels.

B. QUANTITATIVE EVALUATION
To further obtain the performance of existing deblurring
method, we adopt an Image Quality Assessment (IQA):
Peak Signal to Noise Ratio (PSNR) and the success rate
between the clear image and deblurring image to evaluate
the performance compared with other methods. We choose
some blurred image from the image dataset given by Google
(GPORO) and the image dataset by Köhler et al. [40]. The
PSNR value is calculated by comparing the recovered image
with ground truth images captured.

From the Fig. 8, compared with the method in [ [9], [16],
[19], [20], [35] etc.], our method obtain the higher PSNR
value and the better Success Rate curve. Meanwhile, the
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deblurring method by using image channel prior containing
ours, Yan et al. and Pan et al. obtain better deblurring per-
formance, which further demonstrate the effectiveness of the
image channel in the blind image deblurring. But still, our
method’s performance is better.

As shown in Figs. 5–7, it directly demonstrates that the rea-
sonable use of the information of the Michelson channel can
further eliminate the ringing effect of the image and enhance
the image channel pixels of the restored image. It is helpful
for blur kernel estimation and latent image estimation for the
various typical image deblurring. In summary, appropriate
application of the Michelson channel of the image and its
gradient information can generate the better clear image.

V. CONCLUSION
Appropriate use of dark channel and bright channel in the
blurred image can help improve the results of blind image
deblurring, but certain ringing artifacts will also be added
in the deblurring process. In this paper, we noticed the
difference between the series of image patches of natural
images and found that the image pixels of blurred images
will decrease after blurring process. Based on this observation
a new deblurring image channel prior for image deblurring
is proposed, which is called Michelson channel. Meanwhile,
by appropriately use the channel information of the corre-
sponding image patches, our method can help further capture
the Michelson channel pixels of sharp image, remove the
ringing artifacts, and make the Michelson channel pixels
of deblurring image more stable. The proposed deblurring
framework takes both the Michelson channel and its image
patches’ information into consideration, and does not require
any complex pre-process step (edge detection or selection
e.g.). Massive experimental results show that our method
outperformsmultiple existing deblurringmethods on both the
synthesized and natural images.
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