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Abstract

This paper investigates the importance of commodity prices to the returns of currency carry trade
portfolios. We adopt a recently developed empirical factor model to capture commodity commonalities
and heterogeneity. Agricultural material and metal price risk factors are found to have explanatory power
on the cross-section of currency returns, while commodity common and oil factors do not. Although
stock market risk is strongly linked to currencies in developed countries, the agricultural material factor
is more important for emerging currencies compared to the stock market factor. This suggests that
emerging currencies are somewhat segmented from a common financial market shock.
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1. Introduction

The carry trade is an investment strategy that involves borrowing in a low interest rate currency and
investing in a high interest rate currency. Many studies present evidence that the carry trade yields
positive excess returns, and linear risk-based models may explain these returns.! This rapidly expanding
literature has identified several important factors in carry trade pricing. In this study, we extend this
literature by building an empirical factor model in a data rich environment, with a particular focus upon
the role of commodity prices.

Previous studies report that financial market or macro information, may be fruitful in modelling
carry trade risk factors. In terms of financial market information, Menkhoff et al. (2012) find that
global Foreign Exchange (FX) volatility innovations are negatively correlated with high interest rate
currency portfolios. Other FX market information in the form of average U.S. dollar returns (DOL)
and the return difference between high and low currency portfolios (HM Lrx) have also been found
important (see Lustig et al., 2011). Further, Atanasov and Nitschka (2014), Dobrynskaya (2014), and
Lettau et al. (2014) show that equity market downside risk can price carry returns better than the
conventional capital asset pricing model (CAPM).

In addition to financial market information, macro fundamentals, such as consumption and produc-
tion, may also be related to currency carry trades. Lustig and Verdelhan (2007) show that excess returns
of high interest rate currency portfolios are correlated with U.S. durables and nondurables consumption
growth. Ang and Chen (2010), Burnside (2012), Jorda and Taylor (2012), and Sarno and Schmeling
(2014) examine whether macroeconomic information is related to currency carry trades, but are more
cautious in drawing the conclusion that macro variables can be successfully identified as risk factors in
currency carry trades.

Commodity prices however are a possible source of macro-finance information that may be useful
for carry returns and, as yet, have not been formally considered in the cross-sectional carry trade

literature. Chen and Rogoff (2003) and Chen et al. (2010) present time series evidence that the

Lustig and Verdelhan (2007) were the first to apply a risk-based model on the returns of currency carry trade portfolios.
Other prominent papers in this field include Burnside (2011, 2012), Lustig and Verdelhan (2011), Lustig et al. (2011),
Menkhoff et al. (2012), and Atanasov and Nitschka (2015).



currencies of commodity producing countries, such as Australia and Canada, are linked to commodity
prices over time.? Also in a time series context, Bakshi and Panayotov (2013) show that the change in a
commodity price index can predict excess returns of carry trades at quarterly frequency. Passari (2015)
proposes the construction of currency portfolios based on currency returns as predicted by commodity
prices. The high minus low commodity strategy factor in this context, however, does not price cross-
sectional portfolios. In a recent theoretical contribution, Ready et al. (2016) propose a model in which a
commodity importing country has more consumption risk compared to a commodity exporting country.
They indicate that the interest rate in the commodity importing country is lower than that of the
commodity exporting country due to precautionary savings. They also test their model and identify
that commodity exports are related to carry returns.

The analysis in this paper contributes to the literature on carry trade returns on three fronts.
First, we extend the work of Bakshi and Panayotov (2013), Passari (2015), and Ready et al. (2016)
by utilising commodity prices as a risk factor for carry trade portfolios. We explore the cross-sectional
relation between carry trade returns and commodity prices. In particular, this study investigates whether
commodity common information can price cross-sectional currency portfolios. Given that the recent
literature finds that commodity prices exhibit commonality (e.g., Byrne et al., 2013; Gospodinov and
Ng, 2013; Alquist and Coibion, 2014; and West and Wang, 2014), this study focuses on a commodity
common factor. However, different types of commodities may contain different information.® Our
approach examines common factors across commodity sectors and within particular commodity sectors.
This is the most significant difference from Passari (2015) and Ready et al. (2016) who also investigate
cross-sectional currency portfolios and risk factors. Passari (2015) uses commodity price indices and
Ready et al. (2016) employ an import ratio factor computed as the aggregate net exports of basic goods
and net imports of finished goods relative to a country’s output. Importantly, our factor is not based on
trade data, which is published with lags, but on more readily available commodity prices, and accounts

for both commonalities between, and heterogeneity across, different types of commodity. Moreover, we

2Chen et al. (2010) show that exchange rates can predict a commodity price index at quarterly frequency.

3Yin and Han (2015) report that commodity price movements have heterogeneity across types of commodity. Chen
et al. (2014) show that the combination of commodity prices has much more information than the aggregate commodity
index.



construct portfolios at a monthly frequency in contrast to Passari (2015) and Ready et al. (2016). Also,
our portfolios take into account trading costs while Ready et al. (2016) do not due to their low frequency
portfolio construction.

This paper’s second contribution is to exploit an empirical factor model to summarise a wide range of
information, including the macro-finance data highlighted in the prior literature on carry trade returns.
Ludvigson and Ng (2007, 2009), Engel et al. (2015) and Filipou and Taylor (2015) use empirical factor
models in time series forecast studies of stock markets, bond yields and exchange rates. When modelling
a small number of cross-sectional portfolios, as with carry trades, the ability to effectively summarise
a large array of risk factors becomes important. To this end, we employ the Dynamic Hierarchical
Factor Model (DHFM) proposed by Moench et al. (2013). This model has a hierarchical structure
that specifies common and block factors, which is useful in accounting for commodity heterogeneity. A
further advantage is that empirical factors are more readily identifiable.

The paper’s third contribution is that our approach to modelling commodities provides interpretation
of the high minus low interest rate currency portfolio (HM Lpx) in explaining carry returns. The
HM Lgx can capture the cross-sectional return differences of currency portfolios and is related to global
market risk (see Lustig et al., 2011). Menkhoff et al. (2012) further report that HM Lpx is also
associated with FX market volatility. The exact content of HM Lpx, however, is still unclear, as
pointed out by Burnside (2012), possibly because it is constructed from the carry portfolios themselves.
Accordingly, we examine, in a time series context, whether our commodity prices factors have additional
information that accounts for HM Lrx.

Our empirical results provide evidence that commodity price factors can price currency carry trades,
and that there is heterogeneity across the types of commodity. We find that the agricultural material and
metal factors are associated with the cross-section of currency excess returns. The agricultural material
factor is especially linked to emerging currency portfolios, and the metal factor is related to developed
currency portfolios. We also find the stock market risk is not linked to emerging currency portfolios.
These findings are important, since the previous literature has not focused on the heterogeneity between

developed and emerging currency portfolios. The related studies consider a world common factor, and



developed and emerging currency portfolios have exposure to the same risk. This common factor is
considered to be related to financial market risk (e.g., Lustig et al., 2011; Atanasov and Nitschka,
2014 and Dobrynskaya, 2014). Our finding suggests that there is risk that is somewhat segmented from
financial markets but related to commodity prices. This commodity price risk is tied to emerging market
currencies. Our empirical results are supported by the findings of Bodart et al. (2012) and Habib and
Stracca (2012). Bodart et al. (2012) focus on emerging countries that depend upon the export of a
single commodity good and show a positive relations between commodity prices and emerging countries’
exchange rates. Habib and Stracca (2012) demonstrate that a reversal of carry trades during the financial
crisis has a clear pattern only in developed currencies.

The remainder of this paper is organized as follows: Section 2 presents the method of constructing
carry trade portfolios, Section 3 lays out the econometric framework and presents the empirical factor
model, Section 4 discusses the empirical results, Section 5 presents further analysis, and Section 6

concludes.

2. Currency Portfolios

We start by defining the currency excess return and describing the construction of carry trade portfolios.
Let s; be the log of the spot exchange rate at time ¢ in foreign currency per unit of domestic currency,
and f; be the log of the forward exchange rate at time t to be delivered at time t 4+ 1. A rise in s; is
a domestic currency appreciation, and the domestic currency is assumed to be the U.S. dollar (USD).

Following Lustig et al. (2011), the currency carry return is computed as:*

Tt41 = fi — St41- (1)

This strategy is implemented by selling the dollar forward, f;, in the current period and buying the

dollar spot, s;11, in the next period. We sort currencies into six portfolios, P1 to P6, based on their

4This return is related to violation of the Uncovered Interest rate Parity (UIP). See Appendix A in the online supple-
ment.



forward discounts, f; — s;. P1 contains the lowest interest rate currencies and P6 contains the highest
interest rate currencies. These are rebalanced at the end of each month. The log excess return of a
portfolio is calculated as the equally-weighted average of the log excess returns of the currencies in that
portfolio.

As in Lustig et al. (2011), we use bid and ask quotes to account for transaction costs. A carry return
pricing factor that is not robust to transaction costs is less appealing to investors. When an investor
buys the foreign currency, she sells the dollar forward at the bid price, f?, at time ¢ and buys the dollar

at the ask price, s{,;, at time ¢ + 1. The excess return of going long in the foreign currency is:

Tiﬂ = ftb - 5?+1- (2)

Conversely, when the investor sells the foreign currency, the excess return of going short is:

Ttsﬂ =—f{+ Sgﬂ- (3>

Following previous studies, we consider portfolio P1 as the short position with excess return, r;,;, and

the other portfolios as long positions with excess returns, ri, ;.

3. Econometric Framework

3.1. RISK PREMIUM ESTIMATION

This section describes Fama and MacBeth’s (1973) two-pass estimation procedure to test risk premia,
which we adopt in this paper. This procedure is used to estimate risk premia, A\, and factor beta ; for

portfolio 7. The expected excess return for portfolio 7 is:

Elri] = Ng,. (4)



The risk premia, A, have the same values across portfolios, and ; is the portfolio 7’s exposure to risk,
which differs across portfolios. The factor betas are estimated by time series regressions, where each

portfolio’s excess return is regressed on the risk factor hy:

rig = Q; + h;ﬁz + €y (5)

where €, is an error term. Burnside (2011) highlights the importance of checking whether betas are sta-
tistically and economically significant. The risk premia are then obtained by a cross-sectional regression

where the portfolios’ time series average excess returns are regressed on the estimated betas [;:

Elri] = XBi +m (6)

where 7; is an error term. Since these betas are estimated variables, estimation uncertainty should be
taken into account for statistical inference. Accordingly, we follow Burnside (2011) and use the Shanken

(1992) standard errors to account for estimation uncertainty.’®

3.2. EMPIRICAL FACTOR MODEL

Our empirical strategy in examining the importance of commodity prices and other factors is to adopt
a data reduction method. This subsection describes our approach to estimate the empirical factors in
the data rich environment. We estimate three types of common factors: across our entire macro-finance
dataset, across all commodity prices, and within a particular group of commodity prices. To this end, we
use the Dynamic Hierarchical Factor Model (DHFM) proposed by Moench et al. (2013). Conventional
empirical factor models that extract factors using principal components have limited flexibility and
present a difficulty in interpreting the factors. Instead, if we have some prior knowledge of the data
structure, the DHFM can help with the identification of the empirical factor model. Moench et al.

(2013) present a four-level model with common, block, subblock and idiosyncratic components, and we

®Jagannathan and Wang (1998) point out that the Shanken (1992) standard errors are inappropriate if heteroscedas-
ticity is present. In the Online Appendix we also report the estimation results by the Generalized Method of Moments
(GMM) as in Cochrane (2005).



adopt a similar four-level structure. Let Z,: be the time-t observation of the nth series in subblock
k, of block b. This is explained by the empirical factor (Hy ) and idiosyncratic variation (ezpn ). The

four-level factor model is then written as:

Ziknt = Nrvokn(L)Hpkt + €2bknt (7)
Hyy = Acoe(L)Gor + €mpy (8)
Gry = Am(L)F; + ey 9)

where A;(L), with j=Hbkn, Gbk and Fb, is a matrix of the time-invariant lag of loadings, and L is
the lag order.® The matrix is lower triangular with ones on the diagonal to identify the factors and
loadings.” The subblock factor Hy, is the latent factor of subblock £ at time ¢, and it captures the
common movement in subblock k. This subblock factor Hy, contains a block factor G, and a subblock-
specific variation egyy,. Similarly, in Equation (9) the block factor Gy, contains a common factor £} and
a block-specific variation egp:. Using Equations (8) and (9), the relation between the subblock factor

Hyy,, and the common factor F} can be written as:

Hyr = Aaoe(L)Apo(L)Fy + Agoie(L)ecos + € e- (10)

The first term on the right hand side of Equation (10) is a time-varying intercept. Moreover, the data
series Zpgn¢ is linked to the common factor by Equations (7) and (10).

The idiosyncratic subblock-specific and block-specific variations, as well as the common factors, are
assumed to be stationary, normally distributed autoregressive processes of order one, and evolve as

follows:®

ezknt = VY Zbkn€Zbknt—1 + €Zbknt (11)

6We set the number of lags to zero as in Moench et al. (2013).

"Moench et al. (2013) posit that even in a two-level dynamic factor model, we cannot identify Apy(L) and Fy without
restrictions.

8The DHFM can be set with different lag orders in €Zbkn,ts CHbk,t; €Gb,t and Fy.



Crvkt = YHKCHDE—1 T €Hbk (12)
eave = VYapeani—1 + €any (13)
F, = VYpli 1 +epy (14)

with €;, ~ N(0, O’?), and j=Zbkn, Hbk, Gb and F'. V; are AR(1) coefficients and all €, are uncorrelated
across j and over ¢t. Prior to estimation, we transform the data to ensure stationarity using the method
of Stock and Watson (2005).°

A standard method to estimate latent factors from a large number of data series is principal com-
ponents. Principal components, however, would not account for potential relations between common
and block factors and a time series structure such as that described in Equations (11) to (14). Moench
et al. (2013) propose a Markov Chain Monte Carlo (MCMC) method to estimate the factor model.!?
We follow this approach, employ the MCMC method and discard the first 20,000 draws as burn-in, and

save every 100th of the remaining 50,000 draws.

4. Empirical Results
4.1. DATA

To calculate currency excess returns, daily spot and one-month forward exchange rates against the USD
are obtained from Datastream. This data contains bid and ask quotes and end of month values extracted
from the daily data series considered by Lustig et al. (2011). The dataset covers the same 37 countries in
Lustig et al. (2011), and we also construct separate developed country portfolios from emerging country
portfolios. The country list is reported in the Online Appendix.

The monthly dataset extends from February 1983 to December 2013. Since not all series start from
February 1983, the total number of exchange rates varies during this period. As data on most of the

emerging market exchange rates is available from January 1997, the emerging country portfolios start

9When we use series different from those used by Stock and Watson (2005), we ensure the data is stationary based
upon the Augmented Dickey Fuller (ADF) test.
0Tnitial values of the common, block, and subblock factors are estimated by principal components.
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from January 1997. Following Lustig et al. (2011) and Menkhoff et al. (2012), the older currencies of
the Euro member countries are replaced by the Euro after January 1999, and outliers pointed out in
Lustig et al. (2011) are deleted.™

Next, we describe the dataset used to estimate the risk factors by the empirical factor model. We
include the log of real commodity prices, and use 23 non-fuel commodity prices, and three oil prices.
We select 23 non-fuel commodities based upon the widely used Commodity Price Index of Grilli and
Yang (1988). This data is from the IMF and the World Bank, and real commodity prices are computed
using the U.S. Consumer Price Index (CPT).2

We also employ a balanced panel of 102 monthly series to test a wide range of information as in
Stock and Watson (2005). We test whether a common factor across commodity prices and the other
macroeconomic data contains useful information in pricing currency carry trades. The motivation is
that these estimated factors may capture a wide range of alternative macro and financial factors asso-
ciated with currency excess returns, as pointed out by Ludvigson and Ng (2007, 2009). In general, this
dataset contains the following U.S. macroeconomic series: income, consumption, employment, produc-
tion, housing starts, producer and consumer prices, interest rates, and money supply. Further, and as
reported by Dobrynskaya (2014) and Lettau et al. (2014) that stock market information is linked to
currency carry trade risk, we include four important potential stock market risk factors, namely market
proxy equity index, size, value, and momentum factors, based upon the studies of Fama and French
(1993) and Carhart (1997).

We start building the DHFM by arranging the data into three blocks: commodity price (COM),
finance (FIN) and real economy (ECO). The commodity price block has the following four subblocks:
food prices (FOO), agricultural material prices (AGR), metals (M ET), and oil (OIL). The finance
block has the following three subblocks: stock market (ST'O), interest rate (/NT'), and money (MON).
The real economy block has the following five subblocks: income and consumption (I NC'), production

(PRO), employment (EMP), house (HOU), and price (PRI). We partition the real economy and

HWe also pre-treat the dataset using the approach of Darvas (2009) and Cenedese et al. (2014). See the Online
Appendix.
12Gee the dataset in the Online Appendix .
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finance blocks as in Stock and Watson (2005).'?

4.2. DESCRIPTIVE STATISTICS

Table 1 provides descriptive statistics of the currency portfolio returns. Panel A contains statistics for
all country results. The first and second rows report the annualized mean and standard deviation of
excess return, respectively. We multiply the average monthly excess return by 12 and the monthly
standard deviation by root 12 to obtain annualized values. Portfolio P1 contains the lowest interest rate
currencies and portfolio P6 contains the highest interest rate currencies. P6 has the highest average
excess return and the highest standard deviation. The return spread between P1 and P6 (i.e., High
Minus Low, HM L) is statistically different from zero at the 10% level. The third and fourth columns
show the skewness and kurtosis. High interest portfolios, P5 and P6, have more negative skewness, and
this result is similar to that of Menkhoff et al. (2012) and Dobrynskaya (2014). This negative skewness
reflects the unwinding of carry trades, as suggested by Brunnermeier et al. (2009).

The same return pattern is also seen for developed countries in Panel B of Table 1. The emerging
countries’ result in Panel C provides a high HM Lpy. This result is consistent with Burnside et al. (2007)
and Gilmore and Hayashi (2011). The mean excess returns in emerging countries are not monotonically
increasing from P1 to P6 and the high trading cost might be the reason, as pointed out by Burnside et
al. (2007).

[Table 1 about here]

4.3. VARIANCE DECOMPOSITION

Next, we present the results of a variance decomposition of our risk factors, which seeks to explain re-
turns. Table 2 reports the posterior means and standard deviations of estimated variance shares relative
to the total variance as in Moench et al. (2013). Sharer is the variance share of common variations, and
Shareg, Sharey, and Sharez are the variance shares of block, subblock, and idiosyncratic variations,

respectively.

13The Online Appendix summarises the model structure.
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First, we explore the commodity block. A single common factor does not appear to capture the
commodity block variation. The block variation is important for oil, explaining 83% of total variance
(Shareg is equal to 0.825 for SB — OIL). The subblock variation has a larger share in the agricultural
materials and the metals subblocks (Sharey explains 15% and 23%, respectively). This implies that
there is a common component in the agricultural materials and the metals subblocks, respectively. The
food subblock, in contrast, is largely explained by the idiosyncratic variation (Sharez has a posterior
mean of 0.920 for SB — FOO). These results present evidence of the extent of heterogeneity across
different types of commodity groups.

We turn to the finance block in Table 2 and the influence of the common variation is small for this
information set. The finance variation is more substantial than the common variation in this group.
For instance, the finance variation accounts for 31% of interest rate movements and 18% of the stock

market, implying that the main driver of the finance block is the interest rate.

[Table 2 about here]

4.4. CROSS-SECTIONAL RESULTS

We now turn to our core estimation results of the currency excess returns commodity linear factor
model in Equation (6). Table 3 presents our first set of cross-sectional asset pricing test results using the
commodity price factors. The estimated risk premia (), root mean-squared error (RMSE), and pricing
error tests (x? and p-value) are reported. The R* are computed by the predicted (R) and actual mean

(R) excess returns, as in Burnside (2011):

/

(15)

/

pog- (BB
(R-R

Egz E!;>

|

where R is the cross-sectional average of the mean excess returns. We use excess returns adjusted for
the bid-ask spread to account for transaction costs, and we estimate the cross-sectional model without

a constant term.'* Burnside (2011) highlights that if the constant term is included, it can account for

14Table A-2 in the Online Appendix, reports results that use currency portfolios without bid-ask spreads as in Ahmed
and Valente (2015).
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a large part of the variation and can inflate R?.

We begin with the commodity price factors, which represent the main focus of this study. This
estimation examines whether commodity group information is useful in pricing currency carry trades,
and four commodity factors: food, agricultural material, metal, and oil, are compared. In addition, the
average U.S. dollar factor DOL is included as in Lustig et al. (2011) and Menkhoff et al. (2012). DOL
loads onto all portfolios equally, which implies that it represents the average currency excess return for
a U.S. investor who invests in foreign currencies.

The results in Table 3 Panel A present evidence that the agricultural material (SB — AGR) and
metal (SB — M ET) factors can price currency portfolios. Column (1) reports the risk premium of the
agricultural material factor to be statistically significant at the 1% level and the impact of the risk
premium is 3.4% (=0.30 x 12) per annum. The high R? and the lower RMSE indicate a good model
performance. Column (2) indicates that the metal factor has a statistically significant risk premium and
its impact is similar to that of the agricultural material factor.'® To study the agricultural and metal
factors further, we investigate factor exposure of commodity importing and exporting countries. Ready
et al. (2016) report that commodity importing and exporting countries have heterogeneous exposure
to global productivity shocks. We replicate the Ready et al. (2016) results in the Online Appendix,
and they indicate that our commodity factors are linked to global production shocks, since commodity
importing and exporting countries have opposite exposure to these commodity factors.

The results for the food and oil factors are presented in columns (3) and (4) in Table 3. Although
the food factor model has a high R* and a small RMSE, we interpret these results cautiously because
the betas related to this factor are not estimated with high precision, and we present evidence of this
below in Table 5. The oil factor is not associated with the cross-section of currency excess returns. This
finding is intuitive, since oil exporting countries, such as Saudi Arabia and Kuwait, are not high interest

rate countries.

[Table 3 about here]

15For robustness, the CRB Raw industrial material subindex return, which is used in Bakshi and Panayotov (2013) and
IMF agricultural material and metal index returns are also adopted.
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The results of the finance block factors are presented in Panel B of Table 3. As Lettau et al. (2014)
and Dobrynskaya (2014) provide evidence that financial market information is linked to currency carry
trades, we test whether financial factors extracted by the DHFM can price the cross-section of currency
portfolios. Column (5) provides the result of the stock market factor (SB — STO), which confirms
that this factor is related to cross-sectional currency excess returns. The risk premium is statistically
significant at the the 1% level and is 3.8% per annum. Dobrynskaya (2014) reports that the CAPM
cannot account for currency excess returns, but downside stock market risk is crucial. Since our stock
market factor is negatively correlated with stock market volatility innovations, it could be related to
downside market risk.!® Our stock market factor, however, is not a simple downside risk factor, because
it includes the size, value, and momentum factors of Fama and French (1993) and Carhart (1997). The
remaining columns in Panel B report that the other finance subblock factors are less promising than
the stock market factor. Finally, column (8) confirms that DOL cannot price cross-sectional currency
returns, which is suggested by Lustig et al. (2011).

To visualise our results, Figure 1 plots the pricing errors of asset pricing models with the DOL and
the various empirical factors that we identify, as in Menkhoff et al. (2012). The realized mean currency
excess returns are on the x-axes, and the predicted mean currency excess returns by the asset pricing
models are on the y-axes. If there is no pricing error, all six portfolios should lie on the 45-degree line.
Figure 1 Graph A is the agricultural material factor, Graph B is the metal factor, and Graph C is the
stock market factor. These graphs show that all portfolios, except P2, plot close to the 45-degrees line

with small pricing errors, and these images illustrate our empirical findings.
[Figure 1 about here]

Given these promising commodity and stock market results, we next test whether a common factor
across all blocks has information to price currency excess returns. Column (1) in Table 4 reports
the results of the common factor (COMMON). These show that this common factor across the entire
dataset is not related to the cross-section of currency excess returns, possibly because the broad common

macro-finance factor is not sufficiently granular. For robustness, a common factor is also extracted from

16The correlation between SB — STO and S&P500 volatility innovations is -0.43.
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across the entire dataset by conventional principal component analysis and the results are reported
in column (2). These confirm the conclusions drawn from the results reported in column (1) that
commodity and stock market information need to be considered separately.

Next, the commodity common factor is tested and column (3) in Table 4 presents the results, which
also show a weak relationship between this factor and currency excess returns. The main driver of the
commodity common factor is the oil subblock as shown in Table 1. This weak relationship is consistent
with the results in Table 3 suggesting that commodity subblock information is more important than
common components. This implies that information heterogeneity across commodity blocks is crucial to
the cross-sectional asset pricing model. It also implies that commodity prices are linked to a particular

country’s macro economic state and a country cannot hedge the specific-commodity price risk.

[Table 4 about here]

4.5. TIME SERIES RESULTS

In this section, we conduct time series analyses on the factors identified above. If a factor can account
for currency excess returns, currency portfolios should have significant exposure to this factor over time.
The currency excess returns are regressed on a constant, DOL, and the agricultural material, metal,
food, and stock market factors. The results are reported in Table 5. Panel A reports the results using
the agricultural factor. All estimated values of Spor are around one and significant at the 1% level.
All portfolios have almost the same exposure to DOL, which is a result that is consistent with Lustig
et al. (2011). The estimated betas on the agricultural material factor, S4gr are statistically significant
at the 1% level for P1 and P6. The negative coefficient of P1 and the positive risk premium imply
that the lowest interest portfolio acts as a hedge against agricultural material risk. We also consider
the economic impact of this factor. Since the standard deviation of the agricultural factor is 0.39, a
one-standard-deviation change in the agricultural material factor would reduce the annualized excess

return of P1 by 2.9% and increase that of P6 by 3.3%, all else equal.'”

ITThis result is not reported in the table.
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The results of the metal factor in Panel B have a similar pattern to those of the agricultural material
factor. Interestingly, Sy pr increase monotonically from P1 to P6, and those for P1 and P6 are statisti-
cally significant at the 1% and the 5% levels, respectively. In contrast, Panel C provides evidence that
all factor betas on the food factor, Sroo, are insignificant. This suggests that the factor betas used in
the cross-sectional asset pricing model in Table 3 are not estimated with precision, because the betas
using the cross-sectional regression in Table 3 have a weak relation with the food factor.

Finally, the results on the stock market factor are presented in Panel D. Apart from P1, the estimates
of the coefficient on the stock market factor, Ssro, increase monotonically from —0.49 for P2 to 0.78
for P6. P1, P2 and P6 have statistically significant betas. As the risk premium on the stock market
factor is positive, as shown in Table 4, this result means P1 and P2 act as hedges against stock market
risk. The standard deviation of the stock market factor is 0.35 and if the stock market factor changes
by one standard deviation, the annualized excess return to P1 increases by 1.9% and the annualized
excess return to P6 decreases by 3.3%. This implies that the betas on the stock market factor have an

economically significant impact on excess returns of currency portfolios.

[Table 5 about here]

Given the strong relationship between high and low interest rate currency portfolios, and the com-
modity factors, we conduct a further analysis to explore the relationship with HM Lpx. HM Lpx has
been used in the cross-sectional literature to identify carry returns. HM Lgx is computed as the return
spread between high and low currency portfolios, and Lustig et al. (2011) links this popular factor to
global stock market risk. The relationship with commodity prices, however, has not been investigated
in the literature. We regress HM Lrx on the agricultural material and metal factors. Rows (1) and
(2) in Table 6 are our base results, and both agricultural material and metal factors are significant at
the 1% level and the economic impacts are large. For instance, one standard deviation change in the
agricultural material leads to 6.6% change in HM Lrx. We also control for the effect of the global FX
volatility innovations (AVOLpx) of Menkhoff et al. (2012) in rows (3) and (4). The magnitude reduces

slightly, but both coefficients remain statistically significant at the 1% level.
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Next, we test which of the two factors is more important for HM Lrx in rows (5) and (6). As the
agricultural material and metal factors are correlated, the metal factor is orthogonalized to the agri-
cultural material factor in row (5), which is the same approach of Menkhoff et al. (2012). Now, the
orthogonalized metal factor, M ET*" becomes insignificant. In contrast, the orthogonalized agricul-
tural material factor, AGR"" remains significant at the 1% level in row (6). These results imply that
the agricultural material factor drives out the metal factor. We also compare our factors and the IMF
index in the Online Appendix and the results confirm that our factors have a dominant effect.

Finally, we examine whether the commodity factors remain significant with our stock market factor.
The stock market factor is orthogonalized to the agricultural material and metal factors in rows (7) and
(8). We repeat the opposite operations in rows (9) and (10).'® These results show that the commodity
and stock market factors have different information, and both are highly associated with HM Lpx.
Hence our approach in this paper is useful in explaining the time series movement in the widely cited
HM Lgx for carry returns.

A possible explanation for the difference between commodity and stock market information is that
the former is mainly related to emerging currencies and the latter is tied to currencies in advanced
economies. The previous literature does not point out this difference and focuses on the common risk.
For instance, Lustig et al. (2011) propose a theoretical model based upon a no-arbitrage model, and the
key assumption is that each currency has a different exposure to a common shock. They use stock market
volatility as a proxy for the common shock. Subsequent empirical studies support this assumption and
demonstrate that downside stock market is an important risk factor for carry trades (e.g., Atanasov
and Nitschka, 2014; Dobrynskaya, 2014 and Lettau et al. 2014). However, some emerging countries’
currencies may not be tied to world financial market risk, perhaps because they do not have developed
financial markets. In fact, Habib and Stracca (2012) show that a reversal of carry trades during the
financial crisis has a clear pattern only in liquid currencies. For the less liquid currencies of emerging
countries, commodity prices instead are more important determinants of exchange rates. Bodart et

al. (2012) focus on emerging countries that are dependent upon the export of a single commodity

18For further robustness, the world stock market volatility innovations are used in Table A-5 in the Online Appendix.
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good and find that when commodity prices increase, the currencies appreciate. Hence, commodity
price information is strongly linked to emerging currencies, while these currencies’ link to stock market
information is rather weak. In the next section we investigate this further and test whether the stock

market and commodity factors price both developed and emerging currencies’ portfolios.

[Table 6 about here]

5. Developed and Emerging Portfolios

Given evidence of the heterogeneous information contents of the commodity and stock market factors
presented in Table 6, we explore whether they are linked to financial market development. To this
end, we split the currency dataset into developed country currencies and emerging country currencies.
Lustig et al. (2011) use the same developed country dataset as a robustness check. We also consider
an emerging country category, since some emerging countries are commodity exporters and commodity
prices may affect their interest rates and exchange rates.

Panel A in Table 7 reports estimates of risk premia on carry returns of currencies that belong to
developed countries. The results in column (1) show that the agricultural material factor cannot price
developed country portfolios. In contrast, columns (2) and (3) show that the metal and stock market
factors can. This suggests that metal prices are related to the U.S. stock market, as pointed out by Fama
and French (1988). This result does not mean that both factors contain the same information, because
the previous section provides evidence that the metal factor remains significant while controlling for the
stock market factor.

We turn to the emerging country results in Panel B of Table 7. The results in column (4) show
that agricultural material can price the emerging currency portfolios. Surprisingly, the risk premia on
the stock market and the metal factors vanish in columns (5) and (6). This implies that a risk factor
for developed country currencies differs from that for emerging currencies, and that developed countries
are connected to stock market risk. This link is intuitive, since developed country currencies are more

liquid, and investors usually implement carry trades using mainly developed country currencies. Jylha
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and Suminen (2011) find money flows to hedge funds are related to carry trade returns in developed
countries. Our result also implies that stock and commodity markets risks may be somewhat segmented.
This conclusion is consistent with Gorton and Rouwenhorst (2006), who find a low correlation between
equity and commodity market returns.

In summary, we find the agricultural material factor is strongly related to emerging countries, and
the stock market and metal factors are mainly affected by advanced economies. This heterogeneity
comes from developed country currencies, which are more liquid and regarded as an investable asset

class.

[Table 7 about here]

6. Conclusion

This paper investigates a range of commodity price risk factors for portfolios of currency carry trades.
Commodity exporting and importing are related to interest rates, as shown by Ready et al. (2016) in
advanced economies. Moreover, several high interest rate emerging countries are commodity exporters,
thus, commodity prices may affect currency carry trade returns. This study focuses on common in-
formation across commodity prices and within a certain type of commodity. Since the importance of
commodity common information have been investigated recently (e.g., Byrne et al., 2013; Gospodinov
and Ng, 2013; Alquist and Coibion, 2014 and West and Wang, 2014), we extract common factors from
overall commodity prices, and from specific commodity groups. In addition, we explore the common
factor between commodity prices and other macroeconomic data. Our motivation in using an empirical
factor model is related to Ludvigson and Ng (2007, 2009), who show that empirical factors extracted
from a large data set contain richer information. We also adopt a recently developed factor model to
overcome the identification issue of a simple principal component. This model, developed by Moench et
al. (2013), has a hierarchical structure that captures common components across data and within the
sub-categories of the data.

We find commodity prices are important risk factors for the returns of currency carry trades. Al-
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though Bakshi and Panayotov (2013) link a commodity price index with future currency excess returns,
we focus on the cross-sectional relation between currency excess returns and commodity risk factors.
We find agricultural and metal factors are related to currency trade risk, but broad commodity and oil
price factors fail to explain currency excess returns. These heterogeneous results support the use of the
dynamic hierarchical factor model.

We present evidence that the agricultural material factor is linked to currencies of emerging countries
and the metal factor is related to currencies of developed countries. Although stock market informa-
tion is important in pricing currency carry trades, as shown by Dobrynskaya (2014) and Lettau et al.
(2014), this study reveals that this information is weakly associated with emerging currencies. We find
commodity information is a more dominant factor for emerging currencies, since emerging countries do
not have liquid financial markets and, hence, are somewhat segmented from world financial market risk.
This result is supported by the finding of Habib and Stracca (2012) who present a significant reversal of
carry trades during the financial crisis only in developed markets. Our findings are important, since the
previous literature focuses on the common risk among developed and emerging markets while we focus
on heterogeneity between these markets. Our results call for further research into theoretical models

that link commodity price risk to financial market risk.



Table 1 Descriptive Statistics

P1 P2 P3 P4 P5 P6 HMLpx
Panel A: All countries
Mean 0.94 -1.19 1.15 2.71* 0.88 4.08%* 3.13*
[0.58] [-0.71] [0.78] [1.78] [0.47) [1.90] [1.85]
Std.dev. 9.17 8.28 8.20 8.20 9.14 10.46 8.35
Skewness ~ 0.16 -0.06 -0.31 -0.29 -0.57 -0.57 -0.55
Kurtosis 4.14 4.19 3.90 4.60 4.97 5.27 5.36
Panel B: Developed countries
Mean 1.69 -0.78 0.91 2.64 4.16%* 2.48
[0.90] [-0.40] [0.50] [1.44] [1.97] [1.46]
Std.dev.  10.50 9.77 9.49 9.28 10.44 8.94
Skewness  0.20 -0.10 -0.32 -0.22 -0.51 -0.72
Kurtosis 3.46 3.55 3.85 5.27 4.55 5.02
Panel C: Emerging countries
Mean 0.40 -1.82 -0.52 -0.90 -4.89 7.35%* 6.59%*
[0.22] [-1.55] [-0.38] [-0.44] [-1.57] [2.00] [2.17]
Std.dev. 7.59 4.48 5.65 8.23 12.06 12.15 10.68
Skewness  -0.68 -0.17 -0.78 -0.26 -2.74 -0.85 -0.62
Kurtosis 8.80 4.78 5.44 5.16 19.23 6.24 4.77

Notes: This table reports annualized mean, annualized standard deviations, skewness, and kurtosis of USD excess returns
of currency portfolios sorted monthly at ¢ — 1 by forward discounts. HM Lgrx denotes a portfolio that is long in portfolio
6 (5) and short in portfolio 1. Newey and West (1987) HAC t¢-statistics are reported in square brackets. *** and ***
indicate significance at the 10%, 5% and 1% levels, respectively. The sample period of all and developed countries is

February 1983 to December 2013. The sample period of emerging countries is January 1997 to December 2013.
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Table 2 Decomposition of Variance
Block Subblock Sharegr Shareg Shareg Sharez

Posterior Mean (Standard Deviation)

B—COM SB — FOO 0.001  (0.001) 0.039  (0.015) 0.040 (0.015) 0.920  (0.030)
B—COM SB — AGR 0.001  (0.001) 0.022  (0.011) 0.147  (0.062) 0.831 (0.069)
B—COM SB— MET 0.002  (0.002) 0.068  (0.020) 0.233  (0.034) 0.697  (0.043)
B—COM SB—OIL 0.027  (0.023) 0.825 (0.025) 0.084  (0.006) 0.063  (0.009)
B - FIN SB — STO 0.000  (0.000) 0.182  (0.021) 0.151  (0.017) 0.666 (0.037)
B-—FIN SB— INT 0.001  (0.001) 0.312  (0.012) 0.019  (0.002) 0.668 (0.011)
B - FIN SB— MON 0.000  (0.000) 0.001  (0.002) 0.169  (0.009) 0.830  (0.008)

Notes: This table displays the decomposition of variance based on Moench et al. (2013). Sharep, Shareg, Sharey, and
Sharez denote the average of variance share across all variables in the subblock due to common, block-level, subblock-
level and idiosyncratic shocks, respectively. The commodity block has the following four subblocks: food prices (FOO),
agricultural material prices (AGR), metals (M ET), and oil (OIL). The finance block has the following three subblocks
(SB): stock market (STO), interest rate (INT), and money (MON).
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Table 3 Cross-sectional Asset Pricing: Commodity and Finance Subblocks
Panel A: Commodity Block

(1) (2) (3) (4)
A A A A
DOL 0.15 0.15 0.15 0.16
(0.12) (0.12) (0.12) (0.12)
SB — AGR 0.30%**
(0.12)
SB - MET 0.31%*
(0.12)
SB — FOO 0.87*
(0.48)
SB—-0IL 1.73
(1.58)
R? 0.57 0.53 0.81 0.20
RMSE 0.10 0.11 0.07 0.14
X2 11.97** 12.30%* 1.69 5.35
[p-value] [0.02] [0.02] [0.79] [0.25]
Panel B: Finance Block
(5) (6) (7) (8)
A A A A
DOL 0.15 0.16 0.16 0.16
(0.12) (0.12) (0.12) (0.12)
SB — STO .32
(0.11)
SB—INT -1.17
(0.96)
SB - MON -0.06
(0.11)
R? 0.85 0.18 0.09 0.09
RMSE 0.06 0.14 0.15 0.15
X2 4.88 9.52%* 20.11%%* 22.23%**
[p-value] [0.30] [0.05] [0.00] [0.00]

Notes: This table reports cross-sectional pricing results of the linear factor model based on the commodity prices or
financial risk factors. The test assets are excess returns of six carry trade portfolios. The coefficient of factor risk premium
A in Equation (6) is estimated by the procedure of Fama and MacBeth (1973). Abbreviations of the factor variables
are reported in the first column. DOL is the average dollar risk factor. SB — AGR is the agricultural material prices,
SB — MFET is the metal, SB — FOO is the food prices, SB — OIL is the oil, SB — STO is the stock market, SB — INT
is the interest rate, and SB — M ON is the money factors estimated by the Dynamic Hierarchical Factor Model. Shanken
(1992) standard errors are reported in parentheses. The R? is a measure of fit between the sample mean and the predicted
mean returns. The RMSE is the root of mean-squared error and is reported in percentage points. The x? test statistics
of pricing errors are reported and the null hypothesis is that there is no pricing error. p-values are reported in square
brackets. *** and *** indicate significance at the 10%, 5% and 1% levels, respectively. The sample period is from
February 1983 to December 2013.
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(1)

A A A
DOL 0.16 0.16 0.16
(0.12) (0.12) (0.12)
COMMON 0.10
(0.16)
PCAF, 0.15
(0.31)
B—-COM 0.48
(0.30)
R? 0.10 0.09 0.42
RMSE 0.15 0.15 0.12
2 20.58%** 20.03%** 5.96
[p-value] [0.00] [0.00] [0.20]

Notes: This table reports cross-sectional pricing results of the linear factor model based on the common risk factors. The
test assets are excess returns of six carry trade portfolios. The coefficient of factor risk premium A in Equation (6) is
estimated by the procedure of Fama and MacBeth (1973). Abbreviations of the factor variables are reported in the first
column. DOL is the average dollar risk factor. COMMON is the common and B — COM is the commodity factors
estimated by the Dynamic Hierarchical Factor Model. PC'AF} is the common factor obtained by a principal component.
Shanken (1992) standard errors are reported in parentheses. The R? is a measure of fit between the sample mean and
the predicted mean returns. The RMSE is the root of mean-squared error and is reported in percentage points. The x?
test statistics of pricing errors are reported and the null hypothesis is that there is no pricing error. p-values are reported
in square brackets. * ** and *** indicate significance at the 10%, 5% and 1% levels, respectively. The sample period is
from February 1983 to December 2013.
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Table 5 Time Series Results

Panel A: Factor Betas: SB — AGR Panel B: Factor Betas: SB — M ET

p a Bpor BAGR adjR? p a BporL BMET adjR?

1 -0.13* 1.02%**  _0.62%**  0.77 1 -0.14** 1.03%**  _0.63%**  0.77
(0.07) (0.05) (0.24) (0.07) (0.05) (0.23)

2 -0.21%** 0.93%** 0.02 0.80 2 -0.21%** 0.93%** -0.09 0.80
(0.06) (0.05) (0.19) (0.06) (0.04) (0.18)

3 -0.02 0.97*%*  .0.07 0.88 3 -0.02 0.97***  _0.05 0.88
(0.04) (0.02) (0.11) (0.04) (0.02) (0.10)

4 0.13%** 0.93%** 0.04 0.83 4 0.13%** 0.94%** 0.01 0.83
(0.05) (0.03) (0.14) (0.05) (0.03) (0.14)

5 -0.03 1.03*** -0.05 0.84 5 -0.02 1.02%** 0.02 0.84
(0.05) (0.03) (0.15) (0.06) (0.03) (0.15)

6 0.26*** 1.12%** 0.69%*%*  0.76 6 0.26*+** 1.11%** 0.53** 0.76
(0.08) (0.04) (0.24) (0.08) (0.04) (0.24)

Panel C: Factor Betas: SB — FOO Panel D: Factor Betas: SB — STO

p a Bpor Broo adjR? p a Bpor BsTo adjR*

1 -0.12* 1.01°%k** -0.23 0.77 1 -0.13* 1.01%%* -0.44%** 0.76
(0.07) (0.04) (0.20) (0.07) (0.05) (0.22)

2 -0.21%** 0.93%** -0.14 0.80 2 -0.22%** 0.94%** -0.49%** 0.80
(0.06) (0.04) (0.21) (0.06) (0.04) (0.19)

3 -0.02 0.96*** 0.09 0.88 3 -0.02 0.97*%*  _0.19 0.88
(0.04) (0.02) (0.10) (0.04) (0.02) (0.13)

4 0.13%** 0.93%** 0.13 0.83 4 0.13%** 0.93%** 0.19 0.83
(0.05) (0.03) (0.12) (0.05) (0.04) (0.15)

5 -0.03 1.03%**  _0.08 0.84 5 -0.03 1.03%** 0.23 0.84
(0.05) (0.03) (0.13) (0.05) (0.03) (0.15)

6 0.25%** 1.13%%* 0.21 0.76 6 0.26%** 1.12%%* 0.78%** 0.76
(0.09) (0.04) (0.21) (0.08) (0.04) (0.24)

Notes: This table presents of time series regressions of excess returns of carry trade portfolios on a constant («), the
average dollar risk (DOL), and subblock factors. SB — AGR is the agricultural material prices, and SB — M ET is the
metal, SB — FOO is the food prices, and SB — STO is the stock market factors estimated by the Dynamic Hierarchical
Factor Model. The standard errors are reported in parentheses and obtained by the Newey and West (1987) procedure
with optimal lag selection according to Andrews (1991). The adjusted R? are also reported. *** and *** indicate
significance at the 10%, 5% and 1% levels, respectively. The sample period is from February 1983 and December 2013.
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Table 6 Time Series Regression with HM Lgx

AGR MET  AGR°™™ MET™ STO STO™™  AVOLpx adjR?
(1) 1.40%%* 0.05
(0.42)
(2) 1.28%H* 0.04
(0.43)
(3) 1. 18%k -7.23%%k 0.15
(0.32) (1.29)
(4) 0.87%%* 7.02%K* 0.13
0.31 1.32
(5) 1.19%5* 031 0.49 (—6.93*** 0.15
(0.31) (0.31) (1.24)
(6) 0.87%%% 1, 00%** -6.90%** 0.15
(0.28) (0.34) (1.21)
(7) 1.20%** 0.87%k%  _6.69%** 0.17
(0.31) (0.32) (1.24)
(8) 0.897%* 0.78%* -6.60%** 0.14
(0.30) (0.33) (1.26)
(9) 117k 0.92%%* -6.70%%* 0.17
(0.31) (0.32) (1.24)
(10) 0.78%#%* 0.93%%* -6.60%** 0.14
(0.33) (0.30) (1.25)

Notes: This table shows results for time series regressions of HM Lrx on a constant and factors. HM Ly is the high
minus low currency portfolios as in Lustig et al. (2011). AGR is the agricultural material prices, M ET is the metal,
and STO is the stock market factors estimated by the Dynamic Hierarchical Factor Model. This table also investigates
the orthogonal factors, based upon Menkhoff et al. (2012). AGR°"*" is the orthgonalized agricultural material prices,
MET" is the orthgonalized metal, and STO°*" is the orthgonalized stock market factors. AVOLpx is the global
FX volatility innovations as in Menkhoff et al. (2012). The estimated coefficient for the constant term are not reported.
The standard errors are reported in parentheses and obtained by the Newey and West (1987) procedure with optimal lag
selection according to Andrews (1991). The adjusted R? are also reported. * ** and *** indicate significance at the 10%,
5% and 1% levels, respectively. The sample period is from February 1983 and December 2013.
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Table 7 Cross-sectional Asset Pricing: Developed and Emerging Currencies
Panel A: Developed Countries

(1) (2) (3)
A A A
DOL 0.17 0.17 0.17
(0.13) (0.13) (0.13)
SB — AGR 0.06
(0.11)
SB—- MET 0.27**
(0.13)
SB—STO 0.24**
(0.10)
R? 0.04 0.56 0.70
RMSE 0.15 0.10 0.08
x? 15.12%%* 6.35% 4.26
[p-value] [0.00] [0.10] [0.23]
Panel B: Emerging Countries
(4) (5) (6)
A A A
DOL 0.04 0.09 0.08
(0.13) (0.13) (0.13)
SB - AGR 0.67+*
(0.33)
SB—- MET 0.12
(0.13)
SB —STO 0.10
(0.26)
R? 0.49 0.07 0.07
RMSE 0.24 0.32 0.32
X2 4.82 24.80%** 25.43%**
[p-value] [0.31] [0.00] [0.00]

Notes: This table reports cross-sectional pricing results of the linear factor model based on the commodity prices or
financial risk factors. The test assets are excess returns of five developed country carry trade portfolios or six emerging
country carry trade portfolios. The coefficient of factor risk premium A in Equation (6) is estimated by the procedure of
Fama and MacBeth (1973). Abbreviations of the factor variables are reported in the first column. DOL is the average
dollar risk factor. SB — AGR is the agricultural material prices, SB — M ET is the metal, and SB — STO is the stock
market factors estimated by the Dynamic Hierarchical Factor Model. Shanken (1992) standard errors are reported in
parentheses. The R? is a measure of fit between the sample mean and the predicted mean returns. RMSE is the root of
mean-squared error and is reported in percentage points. The x? test statistics of pricing errors are reported and the null
hypothesis is that there is no pricing error. p-values are reported in square brackets. * ** and *** indicate significance
at the 10%, 5% and 1% levels, respectively. The sample period in developed countries is from February 1983 to December
2013 and that in emerging countries is from January 1997 to December 2013.
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Figure 1. Pricing Error Plots.

Figure 1 displays pricing errors for asset pricing models with a combination of DOL and a subblock factor. The realized
mean excess returns (r;,) are on the horizontal axis and the mean fitted excess returns are on the vertical axis. Both
excess returns are annualized returns. Graph A uses the agricultural material prices subblock (SB — AGR), Graph B uses
the the metals subblock (SB — M ET), Graph C uses the stock market (SB — STO) factors estimated by the Dynamic
Hierarchical Factor Model. The sample period is from February 1983 to December 2013.
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This Online supplement provides further information and several robustness checks. Section A sets
out the relationship to Uncoverd Interest rate Parity; Section B provides the detail on the Generalized
Method of Moments estimation method; Section C shows the list of countries this study analyses; Section
D describes the data treatment; Section E presents the relationship between our empirical results and
commodity exporting/importing countries; Section F provides further robustness tests using individual

currencies.

A. Uncovered Interest Parity

A carry trade is an investment strategy exploiting the empirical failure of Uncoverd Interest rate
Parity (UIP). The failure of UIP is often observed in many currencies and is known as the forward
premium puzzle. Lewis (1995) and Engel (1996) provide reviews of this puzzle. The currency excess

return is written as:
s
Ti41 = 4 — 4 — (Etst—',-l — St). (A-l)

If the interest rate differential is positive (i.e., if —i; > 0) and the USD depreciates against the foreign
currency (i.e., Eps;1 — 8¢ < 0), the excess return will be positive. It will also be positive if the USD

appreciates against the foreign currency and this appreciation does not offset the interest rate differential.



B. Generalized Method of Moments

In the paper we use the Fama-MacBeth approach with Shanken standad errors following Burnside
(2011). However, we could also estimate our empirical asset pricing model using the generalized method
of moments (GMM) proposed by Hansen (1982). As in Menkhoff et al. (2012), we use the first stage
of the GMM procedure which has the identity weight matrix. Following Cochrane (2005) and Burnside

(2011), the moment conditions are:

[1—V(hy—p)]re=0 (A-2)
hy —p=0 (A-3)
vee((he — p)(he — p)') — vec(Sy,) = 0. (A-4)

The first condition (A-2) is an N-dimensional vector that ensures the currency excess return satisfies
the Euler equation.! Equation (A-3) is an [-dimensional vector, indicating factor means y are estimated
values. The third condition (A-4) is an (I 4+ 1)/2 dimensional vector and measures the estimation un-
certainty of the factor covariance matrix. These conditions account for estimation uncertainty, since the
factor means and the covariance matrix are estimated values. We compute heteroskedasticity consistent

standard errors as in Burnside (2011).

C. Country List

The dataset covers the same 37 countries considered by Lustig et al. (2011): Australia, Austria,
Belgium, Canada, Hong Kong, Czech Republic, Denmark, Euro area, Finland, France, Germany, Greece,
Hungary, India, Indonesia, Ireland, Italy, Japan, Kuwait, Malaysia, Mexico, Netherlands, New Zealand,
Norway, the Philippines, Poland, Portugal, Saudi Arabia, Singapore, South Africa, South Korea, Spain,
Sweden, Switzerland, Taiwan, Thailand, and the United Kingdom. Developed country portfolios include:

Australia, Belgium, Canada, Denmark, Euro area, France, Germany, Italy, Japan, Netherlands, New

LN is the number of the portfolios and [ is the number of the factors.



Zealand, Norway, Sweden, Switzerland, and the United Kingdom. Emerging country portfolios are

constructed from the other 22 currencies.

D. Data Treatment

We pre-treat the spot and forward rate dataset by following the same methodology used by Darvas
(2009) and Cenedese et al. (2014). This involves using the previous day’s observation if an observation
exhibits any of the following: bid and ask rates are equal; the spread of the forward exchange rate is
less than the spread of the spot exchange rate;? the daily spot rate changes but the daily forward rate

stays constant and vice versa.

E. Commodity Exporting and Importing Countries

Following Ready et al. (2016), the commodity exporting countries include Australia (AUS), Canada
(CAN), New Zealand (NZL), and Norway (NOR), and the commodity importing countries include
the Euro (EUR), Germany (DEU), Japan (JPN), Sweden (SWE), and Switzerland (CHE). These two

categories are based on the level of net exports in basic goods and net imports in finished goods.

F. Country-level Asset Pricing

We adopt a country-level asset pricing model as a robustness check. Lustig et al. (2011), and Ahmed
and Valente (2015) argue that the country-level model can deal with the data-snooping biases mentioned
by Lo and MacKinlay (1990), and the information problems presented by Ang et al. (2010).2

Following the Fama and MacBeth (1973) procedure, we run the first-stage time series regressions.

2 Although some currencies in forward markets may have enough liquidity and smaller spreads than those in spot
markets, our dataset contains many emerging currencies, and we simply follow this rule to standardize the data cleaning
method.

3Lo and MacKinlay (1990) present evidence that finding a portfolio construction idea and testing it on the same dataset,
leads to a data snooping bias. The bias may be serious when we use the portfolio approach. Ang et al. (2010) provide
evidence that a risk premium depends upon the cross-sectional distribution of beta and idiosyncratic volatility. If we use
portfolios, we lose some information of the beta distribution.



The excess return r;; of currency ¢ is regressed on DOL, factors estimated by DHFM, and a constant.

We then run the following second-stage cross-sectional regression:
Tit = /\DOL,tﬁij?tOL + /\h,tﬁzh;t + e (A-5)

where \;; is the risk premium and j = DOL or h, and @jt is estimated by the first stage regression.
We estimate this cross-sectional model for each ¢ and conduct statistical inference using mean A; and

variance 02();) as in Cochrane (2005):

T T
1 1
A= ; Ao 0* () = 75 > (e = A% (A-6)

t=1

Similar to Lustig et al. (2011), we use the Newey and West (1987) procedure to correct for autocorre-

lations.
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Table A-1 Data and Model Structure

Block Subblock N
B-COM SB — FOO 11
B—-COM SB — AGR 6
B-COM SB - MET 6
B—-COM SB - OIL 3
B—FIN SB — STO 6
B - FIN SB —INT 15
B—-FIN SB — MON 13
B - FECO SB—INC 9
B—-ECO SB — PRO 14
B—-ECO SB — EMP 25
B —-ECO SB — HOU 10
B—-ECO SB — PRI 14

Notes: This table summarizes the block structure of the four-level Dynamic Hierarchical Factor Model. IV is the number
of series in each subblock. There are three blocks (B): commodity price (COM), finance (FIN) and real economy (ECO).
The commodity block has four subblocks (SB): food prices (FOO), agricultural material prices (AGR), metals (M ET),
and oil (OIL). The finance block has three subblocks (SB): stock market (STO), interest rate (INT), and money
(MON). The real economy block has five subblocks: income and consumption (INC'), production (PRO), employment
(EMP), house (HOU), and price (PRI).



Table A-2 Cross-sectional Asset Pricing: Commodity and fFinance Subblocks without Bid Ask

Spreads
Panel A: Commodity Block
1) ) 3) ()
A A A A
DOL 0.24 0.24 0.24 0.25
(0.12) (0.12) (0.12) (0.12)
SB — AGR 0.63%+*
(0.17)
SB—- MET 0.73***
(0.24)
SB — FOO 1.37*
(0.70)
SB—OIL 0.78
(0.93)
R? 0.90 0.87 0.73 0.09
RMSE 0.08 0.09 0.14 0.25
X2 2.84 3.55 2.20 27.72%**
[p-value] [0.58] [0.47] [0.70] [0.00]
Panel B: Finance Block
(5) (6) (7)
A A A
DOL 0.23 0.24 0.24
(0.12) (0.12) (0.12)
SB —STO 0.51%**
(0.14)
SB—INT -3.93
(2.71)
SB - MON -0.48%%*
(0.17)
R? 0.86 0.50 0.31
RMSE 0.10 0.18 0.22
2 5.82 2.02 13.62%*
[p-value] [0.21] [0.73] [0.01]

Notes: This table reports cross-sectional pricing results of the cross-sectional pricing results of the linear factor model
based on the commodity prices or financial risk factors. The test assets are excess returns of six carry trade portfolios
without trading costs. The coefficient of factor risk premium A in Equation (6) is estimated by the procedure of Fama
and MacBeth (1973). Abbreviations of the factor variables are reported in the first column. DOL is the average dollar
risk factor. SB — FOO is food prices, SB — AGR is agricultural material prices, SB — M ET is metal prices, SB — OIL
is oil prices, SB — STO is stock market, SB — INT is interest rate, and SB — MON is money factors estimated by the
Dynamic Hierarchical Factor Model. Shanken (1992) standard errors are reported in parentheses. The R? is a measure
of fit between the sample mean and the predicted mean returns. The RMSE is the root of mean-squared error and is
reported in percentage points. The x? test statistics of pricing errors are reported and the null hypothesis is that there
is no pricing error. p-values are reported in square brackets. *** and *** indicate significance at the 10%, 5% and 1%
levels, respectively. The sample period is from February 1983 to December 2013.



Table A-3 Cross-sectional Asset Pricing: GMM
(1) (2) ()

b A b A b A
DOL 0.02 015 20.06 0.5 023 017
(0.04)  (0.12) (0.05)  (0.12) (0.03)  (0.14)

SB—AGR  194%  (.30%
(1.05)  (0.14)

SB — MET 2.08%  0.31%*
(1.14)  (0.15)
SB - STO 1.97%  0.24%*
(1.09)  (0.12)

R? 0.57 0.53 0.85

RMSE 0.10 0.11 0.06

x> 6.24 8.27* 4.60

[p-value] [0.18] [0.08] [0.33]

Notes: This table reports cross-sectional pricing results of the linear factor model based on the commodity prices or
financial risk factors. The test assets are excess returns of six carry trade portfolios. Coefficients of SDF parameter b and
factor risk premium A are estimated by GMM, and the first stage GMM results are reported. Abbreviations of the factor
variables are reported in the first column. DOL is the average dollar risk factor. SB — AGR is the agricultural material
prices, SB — M ET is the metal, and SB — STO is the stock market factors estimated by the Dynamic Hierarchical Factor
Model. GMM-VARHAC standard errors are reported in parentheses. The R? is a measure of fit between the sample
mean and the predicted mean returns. The RMSE is the root of mean-squared error and is reported in percentage points.
The x? test statistics of pricing errors are reported and the null hypothesis is that there is no pricing error. p-values are
reported in square brackets. *** and *** indicate significance at the 10%, 5% and 1% levels, respectively. The sample
period is from February 1983 to December 2013.



Table A-4 Cross-sectional Asset Pricing: Commodity Index

A A A A A
DOL 0.16 0.16 0.15 0.15 0.16
(0.12) (0.12) (0.12) (0.12) (0.12)
CRB 3.94
(2.60)
IMF — AGR 0.81
(1.03)
IMF - MET 4.03%* -0.65
(1.95) (3.08)
IMF — METo -3.57
(3.01)
SB — MET 0.33*
(0.18)
SB — MET° " 0.38*
(0.22)
R? 0.38 0.10 0.43 0.61 0.61
RMSE 0.13 0.15 0.12 0.10 0.10
X2 7.75 19.61%%* 12.32%* 5.35 5.35
[p-value] [0.10] [0.00] [0.02] [0.15] [0.15]

Notes: This table reports cross-sectional pricing results of the linear factor model based on the commodity prices factors.
The test assets are excess returns of six carry trade portfolios without trading costs. The coefficient of factor risk premium
A in Equation (6) is estimated by the procedure of Fama and MacBeth (1973). Abbreviations of the factor variables are
reported in the first column. DOL is the average dollar risk factor. CRB is the CRB Raw industrial material subkinex
return as in Bakshi and Pnayotov (2013). IMF — AGR is the IMF agricultural material index, IMF — MET is the
IMF metal index, and both are computed as real returns. IMF — MET°™" is the orthogonalized IMF metal index real
return. SB — M ET is the metal factor estimated by the Dynamic Hierarchical Factor Model and SB — M ET°"*" is the
orthogonalized metal factor. The R? is a measure of fit between the sample mean and the predicted mean returns. The
RMSE is the root of mean-squared error and is reported in percentage points.The x? test statistics of pricing errors are
reported and the null hypothesis is that there is no pricing error. p-values are reported in square brackets. *** and ***
indicate significance at the 10%, 5% and 1% levels, respectively. The sample period is from February 1983 to December
2013.
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Table A-5 Country-level Asset Pricing
(1) (2) (3)

A A A

DOL 0.27%% 0.24%% 0.26%*

(0.13) (0.13) (0.13)
SB — AGR 0.18%*

(0.09)
SB - MET 0.18%*

(0.07)
SB — STO 0.08*
(0.04)

R? 0.25 0.28 0.29
RMSE 1.58 1.54 1.52

Notes: This table reports cross-sectional pricing results using individual currencies. The factor risk premium A is obtained
by Equations (A-5) and (A-6). Abbreviations of the factor variables are reported in the first column. DOL is the average
dollar risk factor. SB — AGR is the agricultural material prices, SB — M ET is the metal, and SB — STO is the stock
market factors estimated by the Dynamic Hierarchical Factor Model. The standard errors are reported in parentheses and
obtained by the Newey and West (1987) procedure with optimal lag selection according to Andrews (1991). The R? and
RMSE is average of time series. The RMSE is the root mean-squared error and is reported in percentage points. * **
and *** indicate significance at the 10%, 5% and 1% levels, respectively. The sample period is from February 1983 to
December 2013.
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Table A-6 Time Series Regression with HM Lpy
Panel A: Stock Market Risk

SB — AGR SB—- MET AVOLworid adjR?
(1) 1.34%%* -1.23%* 0.09
(0.46) (0.51)
(2) 1.17%% -1.18%H* 0.08
(0.41) (0.43)
Panel B: CRB index
SB — AGR SB—- MET CRB CRBoTth adjR?
(3) 1.38%** 0.96 0.05
(0.46) (5.32)
(4) 1.25%#* 1.31 0.04
(0.46) (4.84)
(5) 1.40%** 0.96 0.05
(0.41) (5.32)
(6) 1.28%%* 1.31 0.04
(0.43) (4.84)
Panel C: Orthogonalized IMF index
SB — AGR SB—- MET IMF — AGR™*" IMF — MET°" adjR?
(7) 1.40%** -0.02 0.05
(0.47) (0.05)
(8) 1.28%#* -0.01 0.04
(0.43) (0.04)
Panel D: IMF index
SB — AGR°"*"  SB — MET°"th IMF — AGR IMF — MET adjR?
(9) 1.46%** 0.07 0.05
(0.46) (0.05)
(10) 1.35%%%* 0.08%* 0.04
(0.49) (0.03)

Notes: This table shows results for time series regressions of HM Lpx on a constant («) and factors. HM Lpx is the
high minus low currency portfolios as in Lustig et al. (2011). SB — AGR is the agricultural material prices, SB— M ET is
the metals factors estimated by the Dynamic Hierarchical Factor Model. SB — AGR°"*" is the orthogonalized agricultural
material prices, SB — MET°™" is the orthogonalized metals factors. AVOL,,.q is the global stock market volatility
innovations using MSCI World index. CRB is the CRB Raw industrial material subkinex return as in Bakshi and
Panayotov (2013), CRB°"*" is the the orthogonalized CRB Raw industrial material subkinex return. IMF — AGR is
the IMF agricultural material index, IMF — M ET is the IMF metals index, and both are computed as a real return.
IMF —AGR°"*" is the IMF agricultural material index, IM F — M ET°"*" is the IMF metals index, and both are computed
as a orthogonalized real return. The estimation results of constant term are not reported. The standard errors are reported
in parentheses and obtained by the Newey and West (1987) procedure with optimal lag selection according to Andrews
(1991). The adjusted R? are also reported. * ** and *** indicate significance at the 10%, 5% and 1% levels, respectively.
The sample period is from February 1983 and December 2013.



12

(dWda — gs) yuewiordug

VSXopu] $19pI0) MON :Surmjoeinuey NST ddd  [PA9] ON‘INSI €¢
VS'xopuy 9jsodwio) TN Sutmjornuey NSI YA [0A9] INd 4
polsnlpy Aqreuosesg ‘Aquoly ‘Ajoede)) Jjo quadrsd ‘A1ysnpuy [ei0], :uoryezir ) Ajyoede) qa4q ad non 1%
VSXopu uoronpoid :surmjoenuey NST ddd  [PA9] INFINSIT 0¢
00T = L00T ‘Xopu] VS ‘OWm[oA ‘s[on ‘AS1ouy
‘o[qrInpuoy Jewnsuo)) ‘sdnoir) jeyIe]y ‘uoronpord Sa gAug A:dl 61
00T = L00g ‘Xopu] ‘Y ‘OWN[OA ‘SOI[II() [BHUOPISNY
‘AGIPU ‘O[qRINPUON IoWNSuo)) ‘sdnoir) joyIe]y ‘UOI)ONpoIJ Sa gAur NY:dl QT
00T = L00Z “Xopu[ ‘Y§ ‘owmioA ‘(DIS) [#I0L, ‘[[eAQ ‘SULMIORINURIY ‘TUOMONPOI] sa adu AN:dI A
00T = L00g ‘XopU] ‘Y§ ‘OWN[OA ‘TeI0], S[RLLIR]\ ‘sdno1y) joxIRIy ‘Woonpoig sa adu IIN:I 91
00T = L00g “Xopu] ‘y§ ‘ownjop
‘TerqT, sseursng ‘quatudinbry] ‘sdnoir) jexIe]y ‘UOIONPOIJ Sa gAur qaHa:dl G
00T = L00g “Xopu] ‘y§ ‘ownjop
‘2107, SPOOY) 9[qeInpuoN Jownsuoy) ‘sdnoir) 1osIey ‘UOIONPOL] Sad Ay HAND: I il
00T = L00g Xopu] ‘g ‘owWnjoA
‘18107, sSpoox) o[qeIn(] Jownsuoy) ‘sdnoir) josIe]y ‘UOIONpPOI] Sad Ay HAD:dI e1
00T = L00Z ‘Xopu] ‘Y ‘dWN[OA ‘TRI0T, SPOOY) PWnsuo) ‘sdnory JoNIRy ‘uononpoig sa adu DI 4
00T = L00g ‘XopUu] ‘Y§ ‘OWn[oA ‘Te10], s1oNpoid [eulq ‘sdnory joyIe]y ‘uononpoiq Sa  aAgul dd:dl A
00T = L00Z ‘XopU] ‘Y§ ‘dWN[OA ‘TRI0], ‘[[RI9AQ ‘UOHONPOI] s adu 1230%:d1 01

(04 d — g8) uoronpoig

suumyornuey ‘v ‘sooforduyy A1ostarzodnsuoN

puR uo1jonpoId jo ssururey] AJINOY 9SeIOAY ‘S9)R}G PoIIu ) S dsur SJULHY 6
UOTIONIISUO)) ‘Y ‘sooforduyy Ar0starodnsuoN

pue uo1onpoid jo ssururey A[INOY 9SRISAY ‘S9)R}G PoIIu ) Sa syl ISUO:HHY Q
®107, ‘VS ‘soodorduuy ArostazednsuoN

pue uo1joNpoId Jo ssururey AJINOY 9FRIOAY ‘So)R}S POl ) S syl AHV )

VS‘seotateg :seanjrpuadxy uordwnsuo)) [RuosIisg gad  asul S:HDd 9

VS‘spoox) oiqeinpuoy :seinjpusdxy uorjdwmsuo)) [euosiod aad  asu aN:ADd G

VS'spooxn) siqean(] :seinjrpuadxy uordwnsuo)) [RuUosIsg aad  asul aand i

VSxopuy 9o11g adAy-ureyy) :sernjipuadxy uorjdwnsuo)) [euosioq gad  asul a0d ¢

VS ‘PoLog SUIPadald WOIJ 93urRy)) U1 ‘semirpusdxs uorpdwnsuod euosiod [eay] qa4d adq 10d 4

IR[O(] $9IRIG POIIU() ‘YS ‘JUNODIY SWODU] [RUOSIOJ Sa  aAaul Id 1

(ONT — gS) uondwnsuo)) pue owoouy

(0OH — g)Lwouooy ey

QOEQEUW@Q 9JI10S uedT, uwreu 1I0yS IsquuinN

UOIUY(] PUR ‘UOIJRULIOJSURI], ‘S90IN0S ©IR(] -V O[qR],



13

VS YV ‘1S9MPIN ‘UuoI3oy £q ‘syrunog Surprme sa [ MIN:d4 9
VS UV ‘ISeaY)I0ON ‘UOISN] Aq ‘siruriod Surpymey sa i AN'dd GG
VS gV ‘Te10L, ‘syueg Surprmg sa u ey dd VS
VS “gV ‘UOI3aY 1s9p\ ‘sirelg Suisnoy sa [ M:SH €S
VS ‘YV ‘UoIdey yinog ‘sjrels SuISNOf sa [ S'SH (4$
VS “UV ‘UOIS9Y 1SoMPI ‘§1aR)S SUISNOF sa [ HN:SH 16
VS “gV ‘U0ISaY ey YUON ‘s)rels SUISNOK sa u HUN'SH 05
VS ‘YV ‘Te10], ‘sire)s Susnoyg sa [ 1®10%:SH 67
(QOH — g8) #snoy
VSxopu] juewdopdwy :Surmjoenue]y ST qad  [9A9] TNST 15574
VS ‘8107, ‘Sunimjoenuey
SOLIYSNPU] SUIONPOIJ-SPOOY) ‘SIOYIOA\ UOIIONPOIJ JO SINOH A[{90A\ 9FRIDAY S [9A9] HMANVY VA%
VS ‘Sunmijoejnuey ‘SIoqIOA\ UOIIONPOIJ JO OWILIOA() ANOOA\ OFRIOAY s ad OMV ()72
VS TR10], seLnsnpuy Sumnpord spoox) ‘[[oifed urreq-uoN S [9A9] dO:dAN &7
00T = 200 ‘XopU] VS ‘SoIIAIOY [eDURUL] ‘S[[014R] UL -UON sa ddau VA dAN vy
00T = 00T ‘Xopu] ‘Y'S ‘OPeRL, [1e1Y ‘S[[014R] WIR -UON sa adau AN 97
00T = Z00T ‘XopU] VS ‘Opel], S[es[OY A\ ‘S[[014R ] TLIE]-UON sa ddau LM dAN oy
00T = g00g ‘Xopu] ‘y§ ‘son[ry) pue ‘uoryeriodsued], ‘oped], ‘S[[01ded LG -UON sa adu NI dAN w
00T = Z00T ‘XOpU] VS ‘S9IAI0G SSOUISIE PUR [RUOISSJOL] ‘S[[0IR WIRI-UON sa ddau Sa:dAN 117
00T = Z00T ‘XoPU] ‘V§ ‘SPOoOy) 9[qeIpUON ‘S[[0I4ed WIB]-UON sa adul  HAN:dAN 6
00T = g00g “Xopu] ‘Y§ ‘Spooy) a[qem( ‘s[[o1ded WIe-UON Sa  aAgul DAdAN 8¢
00T = ¢00g ‘Xopu] ‘Y§ ‘SuLmioenue]y ‘s[[0I4eq WIe -UON sa adau JIN' AN L
00T = g00g ‘Xopu] ‘Y'§ ‘UODONISUO)) ‘S[[014R] ULIE]-UON sa adau O:dAN 9¢
00T = ¢00g ‘Xopu] ‘y§ ‘Burdgo] pue Surury ‘s[[01ded wWre-UoN sa adau TIN:dAN s
00T = g00g ‘Xopu] 'Y§ ‘SULDNPOIJ-SPooy) ‘S[[0I4ed UL -UON Sa Qdur  spoos:dAN Ve
00T = 2007 ‘Xopu] ‘yS‘seadojdury A10s1aT0odnsuoN
pue uoONpPOIJ JO S[[0IARJ AYOOA\ 99eT9ISTY JO soxXopu] aad  aqaur ANV ee
pojsulpy Afreuosesg ‘A[iuoly ‘Ioquiny ‘swre[) ey gyd  qdUl swre:i) 48
V'S ‘OIOTA 10 S¥99A\ Lg 10 ‘uoryein(] Aq ‘pelordureu) Sa AUl SYMLZN 1¢
VS ‘S99 92-GT 104 ‘uorpem(J Aq ‘pakordursup) Sd ddul - sYM9z-GTN 0€
VS ‘OIOJAl 10 SY9A\ GT 10 ‘uorjein( Aq ‘polorduwoun) Sa AUl SYMGT:N) 6C
VS ‘SY99M F1-G 104 ‘wonem( £q ‘pefordwmoupy sd adur - SIMPI-¢in 8¢
VS ‘SYOOA\ G UeyT, sSorT 10 ‘uorjein(] Aq ‘polorduwoun) Sa Ayl SYMG:N 2T
VS ‘SYooAA Ul oFeroAy ‘uornjein( £q ‘padoidueun e ad uROWL: ) 9z
VS ‘Te0], ‘orey ‘padorduroup) sa a4 eorygdn 4
VS ‘(49AImg POYasnOy ‘UBIIALY) [8I0T, ‘21940 ‘usurdojdury Sa  adur  reordiNg 44
uondiIosd(]  99IN0g  URI[, OWRU MOYS IOQUINN

UOTYTUNO(] PUR ‘UOIJRULIOJSURIT, ‘SOOINOG BJR(] :PONUIUO))



14

Ad-4.LIN9 - PAd AA-dIINY 88

AI-dILINE - AL AA-dIINE L8

PRIA puog 9jeiodio)) erq pouoseag s,ApOOoIA a4 aq eeq 98

PRIA puog ojerodio)) vey poauoseas s,ApOoIy a9a4da aa eRy G

SIeoX ()T puog YIewyouag AIMseal], s9jelg pajyiuf) sa ad dLAOT 8

SIBDX G PUOE YIRUPUIF AMSLIIY, S91RIG PAIIU() sa ad dLAS €8

Teox T AJLMIRA URISUO)) AIMSEDI], S99RIS P[] sa ad dLAT z8

TIUOIN 9 19 IRIN DHS T[T AseaI], s91elg pajru( sa ad dILIN9 18

IUOTN € 19NTRIN DHS Tl Amseal], s91elg pajruf) sa ad dLINE 08

9jeY SPUN] [ePA] 9AIRYH  dg¥d  dd A4 6.

(INT — g8)orey jsoroqu]

I090R] WINJUSIUWIOJA [PUSL]  [0A9] WOIN 59

J1030'] TINH UoUuolj pue ewWe TUOUI]  [9A9] TINH L.

I1030R] NS Youoal pue vwWe, YOUSIL]  [0A9] qINS 9,

I090%] JY-WIN U2USI] pue vwe T[OUIIL]  [0AJd] IMIN )

[RL1)STPU] §,100] PUR pIepue)s sa adu dards 7L

ayisodwo)) (0G S, 1004 pue prepue)g sd  ddu 005dS €L

(OLS — d8)WPHIeIN 0018

(NI — g)odoueurq

VS‘o1ed [ROIPaW SSO] SWLII [[Y :SISWNSUO)) URGI() [[V I0J XopUJ 90LIJ ISWNSUO)) agd4  dsup OINTIdD cl
VS I09[o7s SSo[ SWYI [y :SIOWNSUO0)) UeqI() [[Y I0J XopUJ 90LIJ ISWNSUO)) qauyd  dsul STIdD 12
VSPOOg SSor] Swo)] [V :SIDWNSUO)) UeqI) [[V I0J XopuJ 90L1J ISWNSuo)) a4 dsuy ATI1dD 0.
VS'SO0IAIG SIQUWINSUO)) URQI() [[Y 10 XopUJ 90LIJ ISWNSUO)) aga4  gsup SI1dD 69
VSso[qriIn( :SIsWNSUo)) urqi() [[V I0J XopUJ 90LIJ ISWNSUO)) aad  gsSup aidp {9

VS Sonpomwwio)) SIsWNsuo)) urqi() [y I0J XopuJ 9dLIJ JISWNSUO)) ad4a4  gsup O 1dD 19
VS‘ored [ROIPIJA :SIQWINSUO)) URIN) [V I0J XopUu] 90llJ IoWNSuo)) a4 JgsSup OINID 99

VS uoryejrodsued], :SISWNSUO)) URGI() [V 10 XopUJ 90LIJ ISWNSUO)) aad  dsug IIdD G9

VS ereddy :siowmsuo)) ueqif) [V I0J XopUJ 90LIJ ISWNSUO)) aa4d Jdsug ViIdD 79

VS'Swe)] [V :SIoWnsuo)) urqi() [[V I0J XopuJ 9dLId JISWNSUO)) a4 dsul e 1do €9

VS SUISSa001d IoyIn I0] S[RLISJRIA] OPILI)) :XOPUJ 90LI I8oNpPoIJ aa4d  Jsup WO1dd 29
VS‘siusuoduwio)) pue sorfddng :s[erisjeyy 91RIPaULISIU] XoPU] 90LIJ I90Npold aad  asul INIL:Idd 19
VS'SpOOy) I0WMSUO) poysIuL,] :Xopu] 9l 0onpold  gyd  dSul DOA1dd 09

VS'SPooy) paystul Xopu[ 9ol 10onpold  gyd  dSul DA Tdd 65

(14 d — g5)°oud

VS UV ‘1590 U018y Aq ‘syruired Surpimeg sa u M:dd 86

VS ‘YV ‘IN0g ‘UOIIN Aq ‘symuisg 3urpqme sd [ s:dd LS

uondiIosd(]  99IN0g  URI[, OWRU MOYS IOQUINN

UOTYTUNO(] PUR ‘UOIJRULIOJSURIT, ‘SOOINOG BJR(] :PONUIUO))



15

[00AN AT AUl [0OM 021
w00y AT AU 10330)) 61T
Aﬁﬁm\@mﬂmzv .@OOBQB@@ m>> Dmhﬂ UOOBQB@@ WHH
(DY — g8)[BLeRI [eI}Nousy

vl JINT  QdUl vaT, L11

wgdoﬁ dOUOO rm:\/ﬁ Qrm—ﬂﬁ md@@@ ﬁOUOO @HH
eogop)  JAINI QAU 00g0D ani
mmgmﬁﬁm r.“:\/ﬁ Qrm—ﬁﬁ m®G®Q®m ﬁﬁ T
Tesng ANT AUl Tesng eIt

queT  JINT AUl qurer an

o AN AUl Joog 11
mowred NI ddUl [10 weq 01T
oory  JINI AUl oony 601

(wioo) ozrely NI AU oZIRIN 80T
oy AT AU Yea A\ L01

(LOW — &5)Pooq

(WOD — &)4Lpouo)

oyey] SSURIPXY USWIOL ") / epeue) gy (AU  epeuR):Xq 90T

orey ASueIPXY USWLIOL 3N /SN g¥d AUl MNXA G0T

91eY] 98uRYDXy USWLIo] ‘S () / ueder qad  aAul uede:xq 701

orey ASURIPX USWLIOY 'S’ () / PURIWZIMNG  gYAd AU SSIMG XA €01

$91@)S PIIU() 10] 99RY SJURIDXH SAIOSPH MOITeN [y  gydd AUl gaayg 01

VS MO[] ‘PozZIILIN0eg Puy poum() JIpor)) ISWNSUO)) SUIAJOASIUON] gad  [eA9] JON 10T
VS'syue [RPIOWWO) [[Y ‘SUBOT [BLISIPU] pue [ebWwo)  gyd  dSul gife) 00T
POMOIIOqUON ‘SUOINIIsu] A1011sodo(] J(O) SOAIOSOY aM4 aq 1y 66

OAIOSOY [RIOPI O} WO suonjsuy A1031s0do(] Jo sSurmorIog 8107, aad  dgsSup 1ag 6
yS'oseq Arejpuoly pojsulpy smo 1g  gyd  dSul an L6

VS'sojels pojun oyl 103 §IN gUd  dSUl e 96

Tefo(] s9YelS Pt VS ‘ZIN A1ddng Lsuojy A1ddng Asuopy sa dasu i\ 6
Te[lO( $97RIS PN ‘YS ‘TN A1ddng Lsuoy Arddng Lsuopy sa  dasul TN 76
(LON — d§)&suo

Ad-eeq - [eA9] Ad-eeq €6

Ad-eey - [eA9] Ad-eey z6

AJ-dLA0T - A9l AA-dLAOT 16

Ad-dILAS - [eA9] Ad-dILAS 06

JI-dILAT - [eA9] AI-dILAT 68

uondiIosd(]  99IN0g  URI[, OWRU MOYS IOQUINN

UOTYTUNO(] PUR ‘UOIJRULIOJSURIT, ‘SOOINOG BJR(] :PONUIUO))



16

"€10¢ I0qUIEdd(] 0} £8GT Arenue woiy st porrad ejep
o1 T, eyep oo11d A)jrpotrtod ueq PlIOAA 913 S910Up A\ ‘©[qe) 9o11d Ayrpowrtiod JIA 913 Soj0uap JIA] ‘SO 1S Jueq 9AISIY [RIOPI,] o)
S9joUsp I ‘UWreaIjseye(] Soj0uap ¢(I ‘UWMN[0D dOINOS Y} U] "WYILIS0] 9} JO 9OUSISPIP PUOIAS PUR }SIT oY) 9)0Udp (JSU] pue ([ U] pue
‘90UAIDPIP PUOIAS PUR ISIY 9} 230UdP (IS PUe ([ ‘WYILILS0] SOI0UIP U] ‘SOLIOS 9} JO [OAD] SOJOUSP [9AS] ‘UTIN[OD UOIJRULIOJSURIY ST} U]
‘uo11d1I0S9p B)ep JOlI( B PUR 9OINOS B)RP ‘SoLIos oY) 04 parjdde uorjyeuiIojsuel) oY)} ‘SoLIos YOea JO duIeu 1IOYS 9} SMOYS 9[qR], SIYJ, :S9I0N

[p1req 10d (IS ‘SeXOT, PURIPIA TV (F 9YRIPIWIAU] SeX]T, 489\ ‘(wmoforad) [0 opnr)  JINI - QAU LLMTIO zel
Pareq d SN TdV ¢€ UeIRd Uyored reqng

‘(umaporjed) 110 opnI) Teqn( qof IV € YoYe  ‘wnpaw ‘eqn( IO JINI QAU ®RANTIO £9)

Pireq d SN 3N 997 ‘IdV 8¢ PURIq 1YSI ‘yuarg paje( ‘(wmeponned) [10 opnay NI QAU ada:o 0€T

(110 — d8)110

TOATIS am  adu TOATIS 62T

pedT AT AUl pea] 8C1

owz AT adul ourz, LT1

uy, AT dAul uL, 92T

wnurnyy o NI AU Wurwngy Hd

Ioddony NI AU toddop VTl

(LA — d8)ePIN

Agﬁwﬁo %Q@v 099eqQ]J, adM ddAYg 099eqQ], ¢l

SOPIH AT QAU SOpTH 44

BqY  JINT QYT qqny 121

QOEQEUM@Q 9JI10S uedT, uwreu 1I0yS IsquuinN

UOTYTUNO(] PUR ‘UOIJRULIOJSURIT, ‘SOOINOG BJR(] :PONUIUO))



17

Graph A. Agricultural Factor Graph B. Metal Factor
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Figure A-1. Country Betas to Agricultural Material Price and Metal Factors.

Figure A-1 shows factor betas which are obtained by the time series regressions. The basic sample period is from February
1983 to December 2013. Australia starts from November 1989, Euro starts from February 1999, New Zealand starts from
August 1990, and Germany ends December 1998.



