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#### Abstract

The moments of the random future liabilities of health insurance policies are key quantities for studying distributional properties of the future liabilities. Assuming that the randomness of the future health status of individual policyholders can be described by a Semi-Markovian multistate model, integral and differential equations are derived for moments of any order and for the moment generating function. Different representations are derived and discussed with a view to numerical solution methods.
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## 1. Introduction

Long-term health insurance such as permanent health insurance and long-term care insurance is commonly calculated similar to life insurance, using Markovian and Semi-Markovian multistate models. The stochastic process describing the health status of the policyholder is called the 'random pattern of states' of the policyholder. If durational effects (impact of the time since entering the current state on future transitions) are negligible, the random pattern of states can usually be defined as a Markovian process. Still, for many types of health insurance contracts there are significant durational effects, see Segerer (1993), Casasnovas et al. (2012), and Christiansen et al. (2015). In this case the more general Semi-Markovian approach is needed, i.e. we assume that the random pattern of states is a bivariate process consisting of (1) the random pattern of states and (2) the duration process (giving the time elapsed since the last transition) is Markovian.

For the risk management of health insurance portfolios, the discounted sum of future liabilities is a key quantity. For the calculation of premiums, reserves, risk margins and solvency requirements, apart from first-order moments further distributional properties are of interest that describe the fluctuations around expected values. The first moment provides a measure of the central tendency of the future payments. Moments centered at the mean of order two, three and four give a good indication of the shape of the distribution of the future payments, describing the dispersion around the average, the asymmetry and the flattening of the distribution. Moreover, the moments can potentially be used to build approximations of the distribution, e.g. using the normal power approximation.

This paper derives integral equations and differential equations for the non-central conditional moments of the discounted sum of future liabilities of a health insurance policy in a Semi-Markovian framework.

The integral/differential equations for the first-order moment are the well-known Thiele equations. While Thiele introduced his equations for the Markovian framework, Hoem (1972) and Helwich (2008) generalized Thiele's ideas to the more general Semi-Markovian framework. In the Markovian framework, integral and differential equations are also available for all higher order moments. The variance was obtained as a double integral in the multistate Markov model by Hoem (1969), see also Amsler (1968) and Norberg (1991). Norberg (1992) used Martingale techniques to express the variance as a single integral. Higher order conditional moments of present values of payments related to a life insurance policy are presented in Norberg (1995). In the Semi-Markovian case, Helwich (2008) presented integral equations for loss variances.

To the knowledge of the authors, integral or differential equations for third- and higher-order moments have not been derived for the Semi-Markovian framework so far. Here we fill that gap.We will start with equations for the moment generating function of the discounted sum of future liabilities, from which we then derive the moments. Apart from being useful for the calculation of moments, the moment generating function is in itself an interesting quantity as it allows to calculate the full probability distribution via inversion formulas.

The paper is organized as follows. Sections 2 and 3 explain the Semi-Markovian modeling of the random pattern of states and the modeling of the insurance payments. In Section 4 we derive integral and differential equations for the moment generating function. Sections 5 to 7 present integral equations of type 1 , partial differential equations, integral equations of type 2 , and ordinary differential equations for the conditional moments. Section 8 discusses numerical and analytical solution methods and presents a numerical example.

## 2. Semi-Markovian model for the health status

Throughout this section we follow the presentation and notation of Christiansen (2012). Let the random pattern of states of an individual policyholder be given by a pure jump process $\left(\Omega, F, P,\left(X_{t}\right)_{t \geq 0}\right)$ with finite state space $S$ and right continuous paths with left-hand limits, representing the state of the policy at time $t \geq 0$. We further define the transition space $J:=\{(i, j) \in S \times S \mid i \neq j\}$, the counting processes

$$
N_{j k}(t):=\#\left\{\tau \in(0, t] \mid X_{\tau}=k, X_{\tau-}=j\right\},(j, k) \in J
$$

the time of the next jump after $t$

$$
T(t):=\inf \left\{\tau>t \mid X_{\tau} \neq X_{\tau-}\right\}
$$

$(\inf \varnothing:=\infty)$, the series of the jump times

$$
S_{0}:=0, S_{n}:=T\left(S_{n-1}\right), n \in \mathbb{N},
$$

and a process that gives for each time $t$ the time elapsed since entering the current state,

$$
U_{t}:=\max \left\{\tau \in[0, t] \mid X_{u}=X_{t} \text { for all } u \in[t-\tau, t]\right\}
$$

also denoted as duration process. Instead of using a jump process $\left(X_{t}\right)_{t \geq 0}$, some authors describe the random pattern of states by a chain of jumps. The two concepts are equivalent.

We assume that the random pattern of states $\left(X_{t}\right)_{t \geq 0}$ is Semi-Markovian, i.e. the bivariate process $\left(X_{t}, U_{t}\right)_{t \geq 0}$ is a Markovian process, which means that for all $i \in S, u \geq 0$, and $t \geq t_{n} \geq \ldots t_{1} \geq 0, n \in \mathbb{N}$, we have

$$
P\left(\left(X_{t}, U_{t}\right)=(i, u) \mid X_{t_{n}}, U_{t_{n}}, \ldots, X_{t_{1}}, U_{t_{1}}\right)=P\left(\left(X_{t}, U_{t}\right)=(i, u) \mid X_{t_{n}}, U_{t_{n}}\right)
$$

almost surely. In the following we always assume that the initial state $\left(X_{0}, U_{0}\right)$ is deterministic, i.e. we know the state of the policyholder when signing the contract. (Note that $U_{0}=0$ by definition). With this assumption and the Markov property for $\left(X_{t}, U_{t}\right)_{t \geq 0}$, the
probability distribution of $\left(X_{t}, U_{t}\right)_{t \geq 0}$ is already uniquely defined by the transitions probability matrix

$$
p(s, t, u, v)=\left(P\left(X_{t}=k, U_{t} \leq v \mid X_{s}=j, U_{s}=u\right)\right)_{(j, k) \in S^{2}},
$$

$0 \leq u \leq s \leq t<\infty, v \geq 0$. Alternatively, we can also uniquely define the probability distribution of $\left(X_{t}, U_{t}\right)_{t \geq 0}$ by specifying the probabilities

$$
\begin{aligned}
& \bar{p}(s, t, u)=\left(\bar{p}_{j k}(s, t, u)\right)_{(j, k) \in S^{2}}, \\
& \bar{p}_{j k}(s, t, u):=P\left(T(s) \leq t, X_{T(s)}=k \mid X_{s}=j, U_{s}=u\right), j \neq k, \\
& \bar{p}_{j j}(s, t, u):=P\left(T(s) \leq t \mid X_{s}=j, U_{s}=u\right) .
\end{aligned}
$$

A third way to uniquely define the probability distribution of $\left(X_{t}, U_{t}\right)_{t \geq 0}$ is to specify the cumulative transition intensity matrix

$$
\begin{aligned}
q(s, t) & =\left(q_{j k}(s, t)\right)_{(j, k) \in S^{2}}, \\
q_{j k}(s, t) & :=\int_{(s, t]} \frac{\bar{p}_{j k}(s, d \tau, 0)}{1-\bar{p}_{j j}(s, \tau-, 0)}, 0 \leq s \leq t<\infty, j \neq k, \\
q_{j j}(s, t) & :=-\sum_{k: k \neq j} q_{j k}(s, t) .
\end{aligned}
$$

If $q(s, t)$ is differentiable with respect to $t$, we can also define the transition intensity matrix

$$
\mu_{j k}(t, t-s):=\frac{d}{d t} q(s, t)=\left(\frac{\frac{d}{d t} \bar{p}_{j k}(s, t, 0)}{1-\bar{p}_{j j}(s, t, 0)}\right)_{(j, k) \in S \times s} .
$$

The quantity $\mu_{j k}(t, t-s)$ gives the rate of transitions from state $j$ to state $k$ at time $t$ given that the current duration of stay in $j$ is $t-s$.

## 3. The health insurance contract

Payments between insurer and policyholder are of two types:
(a) The amount $b_{j k}(t, u)$ is payable if the policy jumps from state $j$ to state $k$ at time $t$ and the duration of stay in state $j$ was $u$.
(b) Annuity payments fall due during sojourns in a state and are defined by deterministic functions $B_{j}(s, t), j \in S$. Given that the last transition occurred at time $s, B_{j}(s, t)$ is the total amount paid in $[s, t]$ during a sojourn in state $j$. We assume that the functions $B_{j}(s, \cdot)$ are right continuous and of bounded variation on compacts. In order to distinguish between payments from insurer to insured and vice versa, benefit payments get a positive sign and premium payments get a negative sign.

We assume that all contractual payments happen only on the time interval $[0, n]$, i.e. $n$ is the maximal duration of the contract.

By statute the insurer must at any time maintain a reserve in order to meet all future liabilities in respect of the contract. This reserve bears interest with some rate $\varphi(t)$. On the basis of this interest rate we define a discounting function,

$$
v(s, t):=e^{-\int_{s}^{f} \varphi(r) d r} .
$$

We can interpret $v(s, t)$ as the value at time $s$ of a unit payable at time $t \geq s$. Next, we study the present value of future payments between insurer and policyholder, that is, the discounted sum of all future benefit and premiums payments,

$$
\begin{aligned}
A(t):= & \sum_{j \in S} \sum_{l=0}^{\infty} \int_{(t, n]} v(t, \tau) 1_{\left\{S_{l} \leq \tau<S_{l+1}\right\}} B_{j}\left(S_{l}, d \tau\right) \\
& +\sum_{(j, k) \in J} \int_{(t, n]} v(t, \tau) b_{j k}\left(\tau, U_{\tau}\right) d N_{j k}(\tau) .
\end{aligned}
$$

The quantity $A(t)$ is the random amount that an insurer would need at time $t$ in order to exactly meet all future obligations in respect of the contract. Since we assumed that there are no payments after time $n$, we have $A(t)=0$ for $t>n$.

## 4. The conditional moment generating function

As mentioned in the introduction, our plan is to derive moments of $A(t)$ from the moment generating function. So let

$$
M_{j}(t, \zeta, r):=E\left[e^{\zeta A(t)} \mid X_{t}=j, U_{t}=r\right]
$$

given that this conditional expectation exists. The following proposition characterizes $M_{j}(t, \zeta, r)$ by an integral equation system.

## Proposition 4.1

The conditional moment generating functions $M_{j}(t, \zeta, r)$ satisfy the integral equation system

$$
\begin{aligned}
M_{j}(t, \zeta, r)= & \left.\left(1-\bar{p}_{j j}(t, n, r)\right) e^{\zeta\left(\int_{(l, n]} v(t, s) B_{j}(t-r, d s)\right.}\right) \\
& +\sum_{k: k \neq j} \int_{(t, n]} e^{\zeta\left(\int_{(t, \tau]} v(t, s) B_{j}(t-r, d s)+v(t, \tau) b_{j k}(\tau, \tau-t+r)\right)} M_{k}(\tau, \zeta v(t, \tau), 0) \bar{p}_{j k}(t, d \tau, r)
\end{aligned}
$$

for all $j \in S, 0 \leq r \leq t \leq n$ and for all $\zeta$ for which the conditional moment generating function exists.

## Proof

Since $T(t)$ is almost surely greater than $t$, we can rewrite $M_{j}(t, \zeta, r)$ to

$$
\begin{aligned}
M_{j}(t, \zeta, r) & =E\left[e^{\zeta A(t)} \mid X_{t}=j, U_{t}=r\right] \\
& =\sum_{k \neq j} \int_{(t, \infty]} E\left[e^{\zeta A(t)} \mid X_{t}=j, U_{t}=r, X_{T(t)}=k, T(t)=\tau\right] \bar{p}_{j k}(t, d \tau, r) .
\end{aligned}
$$

Conditional on $\left\{X_{t}=j, U_{t}=r, X_{T(t)}=k, T(t)=\tau\right\}$ the discounted future payments $A(t)$ equal

$$
A(t)=\int_{(t, \tau]} v(t, s) B_{j}(t-r, d s)+v(t, \tau) b_{j k}(\tau, \tau-t+r)+v(t, \tau) A(\tau) .
$$

The first two of the three addends on the right hand side are deterministic, so we have

$$
\begin{aligned}
& E\left[e^{\zeta A(t)} \mid X_{t}=j, U_{t}=r, X_{T(t)}=k, T(t)=\tau\right] \\
& =e^{\zeta\left(\int_{(, \tau \tau)} v(t, s) B_{j}(t-r, d s)+v(t, \tau) b_{j k}(\tau, \tau-t+r)\right)} E\left[e^{\zeta v(t, \tau) A(\tau)} \mid X_{t}=j, U_{t}=r, X_{T(t)}=k, T(t)=\tau\right] .
\end{aligned}
$$

The event $\left\{X_{t}=j, U_{t}=r, X_{T(t)}=k, T(t)=\tau\right\} \quad$ can $\quad$ be equivalently expressed by $\left\{U_{s}=s-r, X_{s}=j, s \in[t-r, \tau), U_{\tau}=0, X_{\tau}=k\right\}$. Thus, using that $\left(X_{t}, U_{t}\right)_{t \geq 0}$ is a Markovian process, we get

$$
\begin{aligned}
E\left[e^{\zeta v(t, \tau) A(\tau)} \mid X_{t}=j, U_{t}=r, X_{T(t)}=k, T(t)=\tau\right] & =E\left[e^{\zeta v(t, \tau) A(\tau)} \mid X_{\tau}=k, U_{\tau}=0\right] \\
& =M_{k}(\tau, \zeta v(t, \tau), 0)
\end{aligned}
$$

almost everywhere. All in all, we obtain the equation

$$
\left.M_{j}(t, \zeta, r)=\sum_{k: k \neq j} \int_{(t, x]} e^{\zeta\left(\int_{(, \tau)} v(t, s) B_{j}(t-r, d s)+v(t, \tau) b_{j k}(\tau, \tau-t+r)\right.}\right) M_{k}(\tau, \zeta v(t, \tau), 0) \bar{p}_{j k}(t, d \tau, r) .
$$

Since all payments are restricted to the time interval $[0, n]$, we have $A(\tau)=0$ and, thus, $M_{j}(\tau, \zeta, r)=1$ for all $\tau>n$. Furthermore, for $\tau>n$ the exponential function has the simpler form

$$
\left.\left.e^{\zeta\left(\int_{(l, t]} v(t, s) B_{j}(t-r, d s)+v(t, \tau) b_{k k}(\tau, \tau-t+r)\right.}\right)=e^{\zeta\left(\int_{(l, r]} v(t, s) B_{j}(t-r, d s)\right.}\right) .
$$

By splitting the integration range $(t, \infty)$ into $(n, \infty]$ and $(t, n]$ and using the above facts for $\tau>n$, we get

$$
\begin{aligned}
M_{j}(t, \zeta, r)= & \left.e^{\zeta\left(\int_{(,, r s]} v(t, s) B_{j}(t-r, d s)\right.}\right) \sum_{k: k \neq j} \int_{(n, \infty]} \bar{p}_{j k}(t, d \tau, r) \\
& +\sum_{k: k \neq j} \int_{(t, r]} e^{\zeta\left(\int_{(t, r]} v(t, s) B_{j}(t-r, d s)+v(t, \tau) b_{j k}(\tau, \tau-t+r)\right)} M_{k}(\tau, \zeta v(t, \tau), 0) \bar{p}_{j k}(t, d \tau, r) .
\end{aligned}
$$

Finally, using the fact that

$$
\sum_{k: k \neq j} \int_{(n, \infty]} \bar{p}_{j k}(t, d \tau, r)=1-\bar{p}_{j j}(t, n, r),
$$

we arrive at the statement of the proposition.

A sufficient condition for the existence of the conditional moment generating function $M_{j}(t, \zeta, r)$ is boundedness of $A(t)$. Indeed, for insurance contracts from real life we can always find a finite bound for $A(t)$.

## Remark 4.2

According to Helwich (2008), for $j \neq k$ we have

$$
\bar{p}_{j k}(t, d \tau, r)=\left(1-\bar{p}_{j j}(t, \tau-, r)\right) q_{j k}(t-r, d \tau),
$$

and if the transition intensity matrix exists, we can also write

$$
\begin{aligned}
\bar{p}_{j k}(t, d \tau, r) & =\left(1-\bar{p}_{j j}(t, \tau, r)\right) \mu_{j k}(\tau, \tau-t+r) d \tau \\
& =e^{-\sum_{\overrightarrow{\lambda \neq j})_{i}^{\tau} \mu_{j j}(u, u-t+r) d u}} \mu_{j k}(\tau, \tau-t+r) d \tau .
\end{aligned}
$$

Since $A(t)=0$ for all $t>n$ and, thus, $M_{j}(t, \zeta, r)=1$ for all $t>n$, we can solve the integral equation according to Proposition 4.1 backwards in time, starting from the terminal condition

$$
M_{j}(n+, \zeta, r):=\lim _{\varepsilon>0} M_{j}(n+\varepsilon, \zeta, r)=1, \quad 0 \leq r \leq n, \zeta \in \mathbb{R} .
$$

However, solving the integral equation is not trivial even if we just aim for a numerical solution. As the function $M_{k}(\tau, \zeta v(t, \tau), 0)$ on the right hand side of the integral equation in Proposition 4.1 does not depend on $r$, we can simplify the three-dimensional problem to a two-dimensional problem: First, calculate the functions $M_{k}(t, \zeta, 0)$ by solving the integral equation just on the two-dimensional subspace with $r=0$, and, second, calculate $M_{j}(t, \zeta, r)$ on the basis of the functions $M_{k}(t, \zeta, 0)$ by simple integration. Note that in the second step the integral equation becomes an explicit formula.

If we add extra assumptions on the differentiability of the payments functions and the transition intensities, we can also derive a partial differential equation.

## Proposition 4.3

Let the derivatives $b_{j}(t, t-s):=\frac{\partial}{\partial t} B_{j}(s, t)$ exist and let the functions $b_{j}(t, r), b_{j k}(t, r)$, $\mu_{j k}(t, r)$ be continuously differentiable in their second argument. Then the functions $M_{j}(t, \zeta, r)$ satisfy the partial differential equation system

$$
\begin{aligned}
& \frac{\partial}{\partial t} M_{j}(t, \zeta, r)= \zeta \varphi(t) \frac{\partial}{\partial \zeta} M_{j}(t, \zeta, r)-\frac{\partial}{\partial r} M_{j}(t, \zeta, r)-\zeta b_{j}(t, r) M_{j}(t, \zeta, r) \\
&-\sum_{k: k \neq j}\left(e^{\zeta b_{j k}(t, r)} M_{k}(t, \zeta, 0)-M_{j}(t, \zeta, r)\right) \mu_{j k}(t, r), \\
& M_{j}(n, \zeta, r)=1
\end{aligned}
$$

for all $j \in S, 0 \leq r \leq t \leq n$ and for all $\zeta$ for which the conditional moment generating function exists.

## Proof

From Proposition 4.1 and Remark 4.2 we get

$$
\begin{aligned}
& \left.M_{j}(t, \zeta, r)=e^{-\sum_{B \neq t}^{n} \int_{j} \mu_{j}(u, u-t+r) d u} e^{\zeta\left(\int_{t}^{n}(t, s) b_{j}(s, s-t+r) d s\right.}\right) \\
& +\sum_{k: k \neq j}^{n} \int_{t}^{\zeta} e^{\left(\int_{t}^{\tau}(t, s) b_{j}(s, s-t+r) d s+v(t, \tau) b_{j k}(\tau, \tau-t+r)\right)} M_{k}(\tau, \zeta v(t, \tau), 0) \\
& \times e^{-\sum_{u \neq j}^{\tau} \int_{t j}^{\tau}(u, u-t+r) d u} \mu_{j k}(\tau, \tau-t+r) d \tau .
\end{aligned}
$$

Differentiating on both sides with respect to $t$ yields

$$
\begin{aligned}
& \frac{\partial}{\partial t} M_{j}(t, \zeta, r)=-\sum_{k: k \neq j} e^{\zeta b_{j k}(t, r)} M_{k}(t, \zeta, 0) \mu_{j k}(t, r) \\
& -\zeta b_{j}(t, r) M_{j}(t, \zeta, r) \\
& +M_{j}(t, \zeta, r) \sum_{1: 1 \neq j} \mu_{j l}(t, r) \\
& \left.+\left.\frac{d}{d x}\right|_{x=t} e^{-\sum_{\overrightarrow{l \neq}=t}^{n} \int_{t}(u, u-t+r) d u} e^{\zeta\left(\int_{t}^{n}(x, s) b_{j}(s, s-t+r) d s\right.}\right) \\
& +\left.\frac{d}{d x}\right|_{x=t} \sum_{k: k \neq j}^{n} \int_{t}^{\zeta} e^{\zeta\left[\int_{t}^{\tau} v(x, s) b_{j}(s, s-t+r) d s+v(x, \tau) b_{j k}(\tau, \tau-t+r)\right.}{ }_{M}(\tau, \zeta v(x, \tau), 0) \\
& \times e^{\sum_{\sum_{\mu \neq t} \int_{t}^{\tau} \mu_{j l}(u, u-t+r) d u}} \mu_{j k}(\tau, \tau-t+r) d \tau \\
& \left.+\left.\frac{d}{d x}\right|_{x=t} e^{-\sum_{l \neq J_{t}}^{n} \int_{j}(u, u-t+r) d u} e^{\zeta\left(\int_{t}^{n}(t, s) b_{j}(s, s-x+r) d s\right.}\right) \\
& \left.+\left.\frac{d}{d x}\right|_{x=t} \sum_{k: k \neq j} \int_{t}^{n} e^{\zeta\left(\int_{t}^{\tau} v(t s) b_{j}(s, s-x+r) d s+v(t, \tau) b_{j k}(\tau, \tau-x+r)\right.}\right) M_{k}(\tau, \zeta v(t, \tau), 0) \\
& \times e^{\sum_{\sum_{u x j}^{\tau} \int_{t}}^{\tau} \mu_{j}(u, u-x+r) d u} \mu_{j k}(\tau, \tau-x+r) d \tau .
\end{aligned}
$$

Because the fourth and fifth added on the right hand side equal
$\zeta \varphi(t) \frac{d}{d \zeta} e^{-\sum_{\overrightarrow{l \exists})_{t}}^{n} \int_{j l}(u, u-t+r) d u} e^{\left(\int_{t}^{n}(t, s) b_{j}(s, s-t+r) d s\right)}$
$\left.+\zeta \varphi(t) \frac{d}{d \zeta} \sum_{k: k \neq j} \int_{t}^{n} e^{\zeta} \zeta \int_{t}^{\tau} v(t, s) b_{j}(s, s-t+r) d s+v(t, \tau) b_{j_{k}(\tau, \tau-t+r)}\right) M_{k}(\tau, \zeta v(t, \tau), 0) e^{\sum_{b \neq j_{t}}^{\tau} \int_{j j}(u, u-t+r) d u} \mu_{j k}(\tau, \tau-t+r) d \tau$
$=\zeta \varphi(t) \frac{\partial}{\partial \zeta} M_{j}(t, \zeta, r)$
and since the sixth and seventh term on the right hand side equal

$$
\begin{aligned}
& \left.-\frac{\partial}{\partial r} e^{-\sum_{B \neq j_{i}}^{n} \int_{j l}(u, u-t+r) d u} e^{\zeta\left(\int_{t}^{n}(t, s) b_{j}(s, s-t+r) d s\right.}\right)
\end{aligned}
$$

$$
\begin{aligned}
& =-\frac{\partial}{\partial r} M_{j}(t, \zeta, r) \text {, }
\end{aligned}
$$

we obtain the statement of the proposition. The terminal condition follows from the fact that $A(t)=0, t>n$ and, thus, $M_{j}(n+, \zeta, r)=M_{j}(n, \zeta, r)=1$.

## 5. Integral equations of type $\mathbf{1}$ for the conditional moments

On the basis of the integral equations for the conditional moment generating function of the random variable $A(t)$, we can derive integral equations for the conditional moments of $A(t)$, defined as

$$
V_{j}^{m}(t, r):=E\left[A(t)^{m} \mid X_{t}=j, U_{t}=r\right]
$$

## Proposition 5.1

Given that the conditional moment generating function exists in a neighborhood of $\zeta=0$, the conditional moment functions $V_{j}^{m}(t, r)$ satisfy the integral equation system

$$
\begin{aligned}
V_{j}^{m}(t, r)= & \left(1-\bar{p}_{j j}(t, n, r)\right)\left(\int_{(t, n]} v(t, s) B_{j}(t-r, d s)\right)^{m} \\
+ & \sum_{k: k \neq j} \sum_{l=0}^{m}\binom{m}{l} \int_{(t, n]}\left(\int_{(t, \tau]} v(t, s) B_{j}(t-r, d s)+v(t, \tau) b_{j k}(\tau, \tau-t+r)\right)^{m-l} \\
& \quad \times v^{l}(t, \tau) V_{k}^{l}(\tau, 0) \bar{p}_{j k}(t, d \tau, r)
\end{aligned}
$$

for all $j \in S, 0 \leq r \leq t \leq n, m \in \mathbb{N}$.

## Proof

The conditional moment $V_{j}^{m}(t, r)$ of $m$-th order can be obtained by evaluating the $m$-th order derivative of the conditional moment generating function at $\zeta=0$. By applying Proposition 4.1, we get

$$
\begin{aligned}
\frac{\partial^{m}}{\partial \zeta^{m}} M_{j}(t, \zeta, r)= & \sum_{k: k \neq j} \sum_{l=0}^{m} \int_{(t, l]}\binom{m}{l}\left(\int_{(t, \tau]} v(t, s) B_{j}(t-r, d s)+v(t, \tau) b_{j k}(\tau, \tau-t+r)\right)^{m-l} v(t, \tau)^{l} \\
& \times \frac{\partial^{l}}{\partial \zeta^{l}} M_{k}(\tau, \zeta v(t, \tau), 0) e^{\zeta\left(\int_{(l, t]} v(t, s) B_{j}(t-r, d s)+v(t, \tau) b_{j k}(\tau, \tau-t+r)\right.} \bar{p}_{j k}(t, d \tau, r) .
\end{aligned}
$$

Evaluating this equation at $\zeta=0$ and using

$$
\frac{\partial^{l}}{\partial \zeta^{l}} M_{k}(\tau, 0,0)=E\left[A(\tau)^{l} \mid X_{\tau}=k, U_{\tau}=0\right]=V_{k}^{l}(\tau, 0)
$$

leads us to the statement of the proposition.

## Remark 5.2

We show here that Proposition 5.1 is a generalization of Thiele's integral equation of type 1. With the notation $V_{j}^{1}(t, r)=V_{j}(t, r)$, from Proposition 5.1 we get for $m=1$ the integral equation system

$$
\begin{aligned}
V_{j}(t, r)= & \left(1-\bar{p}_{j j}(t, n, r)\right) \int_{(t, n]} v(t, s) B_{j}(t-r, d s) \\
& +\sum_{k: k \neq j} \int_{(t, n]} v(t, \tau) V_{k}(\tau, 0) \bar{p}_{j k}(t, d \tau, r) \\
& +\sum_{k: k \neq j} \int_{(t, n]}\left(\int_{(t, \tau]} v(t, s) B_{j}(t-r, d s)+v(t, \tau) b_{j k}(\tau, \tau-t+r)\right) \bar{p}_{j k}(t, d \tau, r), j \in S .
\end{aligned}
$$

Using Fubini's Theorem and rearranging terms, we obtain

$$
\begin{aligned}
V_{j}(t, r)= & \int_{(t, n]} v(t, \tau)\left(1-\bar{p}_{j j}(t, \tau, r)\right) B_{j}(t-r, d \tau) \\
& +\sum_{k: k \neq j} \int_{(t, n]} v(t, \tau)\left(V_{k}(\tau, 0)+b_{j k}(\tau, \tau-t+r)\right) \bar{p}_{j k}(t, d \tau, r), j \in S,
\end{aligned}
$$

which is exactly Thiele's integral equation of type 1, cf. Helwich (2008) and Christiansen (2012).

## Remark 5.3

Under the assumptions of Proposition 5.1, the $m$-th conditional central moment of $A(t)$ is given by

$$
C_{j}^{m}(t, r):=E\left[\left(A(t)-V_{j}(t, r)\right)^{m} \mid X_{t}=j, U_{t}=r\right]=\sum_{l=0}^{m}\binom{m}{l} V_{j}^{l}(t, r)\left(-V_{j}(t, r)\right)^{m-l} .
$$

After calculating the conditional moments $V_{j}^{l}(t, r)$ as solutions of the integral equation system in Proposition 5.1, this formula allows us to get the central moments.

## 6. Partial differential equations for the conditional moments

Here we derive partial differential equations for the conditional moments $V_{j}^{l}(t, r)$ from the partial differential equation system for the conditional moment generating function according to Proposition 4.3.

## Proposition 6.1

Assume that the derivatives $b_{j}(t, t-s):=\frac{\partial}{\partial t} B_{j}(s, t)$ exist and assume that the functions $b_{j}(t, r), b_{j k}(t, r), \mu_{j k}(t, r)$ are continuously differentiable in their second argument. Given that the conditional moment generating function exists in a neighborhood of $\zeta=0$, the conditional moment functions $V_{j}^{m}(t, r)$ satisfy the partial differential equation system

$$
\begin{aligned}
\frac{\partial}{\partial t} V_{j}^{m}(t, r)= & -\frac{\partial}{\partial r} V_{j}^{m}(t, r)+m \varphi(t) V_{j}^{m}(t, r)-m b_{j}(t, r) V_{j}^{m-1}(t, r) \\
& -\sum_{k: k \neq j}\left(\sum_{l=0}^{m}\left(\binom{m}{l}\left(b_{j k}(t, r)\right)^{l} V_{k}^{m-l}(t, 0)\right)-V_{j}^{m}(t, r)\right) \boldsymbol{\mu}_{j k}(t, r), \\
V_{j}^{m}(n, r)= & 0
\end{aligned}
$$

for all $j \in S, 0 \leq r \leq t \leq n, m \in \mathbb{N}$.

## Proof

By applying Proposition 4.3 and differentiating $m$-times with respect to $\zeta$, we get

$$
\begin{aligned}
& \frac{\partial^{m}}{\partial \zeta^{m}} \frac{\partial}{\partial t} M_{j}(t, \zeta, r) \\
&= \zeta \varphi(t) \frac{\partial^{m+1}}{\partial \zeta^{m+1}} M_{j}(t, \zeta, r)+m \varphi(t) \frac{\partial^{m}}{\partial \zeta^{m}} M_{j}(t, \zeta, r)-\frac{\partial^{m}}{\partial \zeta^{m}} \frac{\partial}{\partial r} M_{j}(t, \zeta, r) \\
&-\zeta b_{j}(t, r) \frac{\partial^{m}}{\partial \zeta^{m}} M_{j}(t, \zeta, r)-m b_{j}(t, r) \frac{\partial^{m-1}}{\partial \zeta^{m-1}} M_{j}(t, \zeta, r) \\
&-\sum_{k: k \neq j}\left(\sum_{l=0}^{m}\left(\binom{m}{l} e^{\zeta b_{j k}(t, r)}\left(b_{j k}(t, r)\right)^{l} \frac{\partial^{m-l}}{\partial \zeta^{m-l}} M_{k}(t, \zeta, 0)\right)-\frac{\partial^{m}}{\partial \zeta^{m}} M_{j}(t, \zeta, r)\right) \mu_{j k}(t, r)
\end{aligned}
$$

Setting $\zeta=0$ and using the fact that the $m$-th order derivative of the conditional moment generating function at $\zeta=0$ satisfies the equation

$$
\left.\frac{\partial^{m}}{\partial \zeta^{m}}\right|_{\zeta=0} M_{j}(t, \zeta, r)=E\left[\left.(A(t))^{m} e^{\zeta A(t)}\right|_{\zeta=0} \mid X_{t}=j, U_{t}=r\right]=V_{j}^{m}(t, r),
$$

we obtain

$$
\begin{aligned}
\frac{\partial}{\partial t} V_{j}^{m}(t, r)= & m \varphi(t) V_{j}^{m}(t, r)-\frac{\partial}{\partial r} V_{j}^{m}(t, r)-m b_{j}(t, r) V_{j}^{m-1}(t, r) \\
& -\sum_{k: k \neq j}\left(\sum_{l=0}^{m}\left(\binom{m}{l}\left(b_{j k}(t, r)\right)^{l} V_{k}^{m-l}(t, 0)\right)-V_{j}^{m}(t, r)\right) \mu_{j k}(t, r),
\end{aligned}
$$

which is the partial differential equation system as stated in the proposition. The terminal condition follows from the calculation

$$
V_{j}^{m}(n, r)=\frac{\partial^{m}}{\partial \zeta^{m}} M_{j}(n, 0, r)=\frac{\partial^{m}}{\partial \zeta^{m}} 1=0, \quad m \in \mathbb{N} .
$$

## Remark 6.2

Proposition 6.1 is a generalization of Thiele's differential equation. With the notation $V_{j}^{1}(t, r)=V_{j}(t, r)$ we get from Proposition 6.1

$$
\begin{aligned}
\frac{\partial}{\partial t} V_{j}(t, r)= & -\frac{\partial}{\partial r} V_{j}(t, r)+\varphi(t) V_{j}(t, r)-b_{j}(t, r) \\
& -\sum_{k: k \neq j}\left(b_{j k}(t, r)+V_{k}(t, 0)-V_{j}(t, r)\right) \mu_{j k}(t, r), \\
V_{j}(n, r)= & 0
\end{aligned}
$$

which is exactly Thiele's differential equation, cf. Helwich (2008) and Christiansen (2012).

## 7. Integral equations of type $\mathbf{2}$ for the conditional moments

As Helwich (2008) points out, there exist two versions of Thiele's integral equation, denoted as type 1 and type 2 . While the equations of type 1 still involve the probabilities $\left(1-\bar{p}_{i j}(t, \tau, r)\right)$, the equations of type 2 only need the transition intensities. In Section 5 we generalized Thiele's integral equation of type 1 to higher order moments. Here we show the generalization of Thiele's integral equation of type 2. For reasons explained later on, we will work here with the transformed prospective reserves

$$
W_{j}^{m}(t, s):=V_{j}^{m}(t, t-s)
$$

for $0 \leq s \leq t$, which can be easily reversed via $V_{j}^{m}(t, r)=W_{j}^{m}(t, t-r)$ for $0 \leq r \leq t$. Recall that the tuple $(t, s)$ describes the contract time and the absolute time of the last jump, whereas the transformed tuple $(t, t-s)$ describes the contract time and the relative duration since the last jump.

## Proposition 7.1

Given that the conditional moment generating function exists in a neighborhood of $\zeta=0$, the functions $W_{j}^{m}(t, r)$ satisfy the integral equation system

$$
\begin{aligned}
W_{j}^{m}(t, s)= & -\sum_{t<u \leq n} \sum_{h=0}^{m-1}\binom{m}{h}\left(-\Delta B_{j}(s, u)\right)^{m-h} W_{j}^{h}(u, s) \\
& -m \int_{t}^{n} \varphi(u) W_{j}^{m}(u, s) d u+\sum_{k: k \neq j} \int_{t}^{n} W_{j}^{m}(\tau, s) \mu_{j k}(\tau, \tau-s) d \tau \\
& +\sum_{k: k \neq j} \sum_{l=0}^{m}\binom{m}{l} \int_{t}^{n}\left(b_{j k}(\tau, \tau-s)\right)^{m-l} W_{k}^{l}(\tau, \tau) \mu_{j k}(\tau, \tau-s) d \tau \\
& +m \int_{(t, n]} W_{j}^{m-1}(u-, s) B_{j}^{c o n t}(s, d u)
\end{aligned}
$$

for all $j \in S, 0 \leq r \leq t \leq n, m \in \mathbb{N}$, where $\Delta B_{j}(s, u):=B_{j}(s, u)-B_{j}(s, u-)$ and $B_{j}^{\text {cont }}(s, \cdot)$ denotes the continuous part of the finite variation function $B_{j}(s, \cdot)$, i.e.

$$
B_{j}^{\text {cont }}(s, t):=B_{j}(s, t)-\sum_{s \leq u \leq t} \Delta B_{j}(s, u) .
$$

## Proof

From Proposition 5.1 we know that

$$
\begin{align*}
W_{j}^{m}(t, s)=(1- & \left.\bar{p}_{i j}(t, n, t-s)\right)\left(\int_{(t, n]} v(t, \tau) B_{j}(s, d \tau)\right)^{m} \\
+ & \sum_{k: k \neq j} \sum_{l=0}^{m}\binom{m}{l} \int_{(t, n]}\left(\int_{(t, \tau]} v(t, u) B_{j}(s, d u)+v(t, \tau) b_{j k}(\tau, \tau-s)\right)^{m-l}  \tag{7.1}\\
& \times v^{l}(t, \tau) W_{k}^{l}(\tau, \tau) \bar{p}_{j k}(t, d \tau, t-s),
\end{align*}
$$

which - by using Remark 4.2 - can be rewritten to

$$
\begin{aligned}
& W_{j}^{m}(t, s)=(v(s, t))^{-m} e^{\sum_{i \neq t} \int_{s}^{t} \mu_{j}(u, u-s) d u}\left(e^{-\sum_{u \neq j} \int_{s}^{n} \mu_{j l}(u, u-s) d u}\left(\int_{(t, n]} v(s, \tau) B_{j}(s, d \tau)\right)^{m}\right. \\
& +\sum_{k: k \neq j} \sum_{l=0}^{m}\binom{m}{l} \int_{(t, n]}\left(\int_{(s, \tau]} v(s, u) B_{j}(s, d u)-\int_{(s, t]} v(s, u) B_{j}(s, d u)+v(s, \tau) b_{j k}(\tau, \tau-s)\right)^{m-l} \\
& \left.\times v^{l}(s, \tau) W_{k}^{l}(\tau, \tau) e^{-\sum_{i \neq j} \int_{s}^{\tau} \mu_{j}(u, u-s) d u} \mu_{j k}(\tau, \tau-s) d \tau\right) \\
& =(v(s, t))^{-m} e^{\sum_{u \neq j} \int_{s}^{t} \mu_{j l}(u, u-s) d u}\left(e^{-\sum_{b \neq j} \int_{s}^{n} \mu_{j l}(u, u-s) d u}\left(\int_{(t, n]} v(s, \tau) B_{j}(s, d \tau)\right)^{m}\right. \\
& +\sum_{k: k \neq j} \sum_{l=0}^{m} \sum_{h=0}^{m-l}\binom{m}{l}\binom{m-l}{h}\left(-\int_{(s, t]} v(s, u) B_{j}(s, d u)\right)^{h} \\
& \times \int_{(t, n]}\left(\int_{(s, \tau]} v(s, u) B_{j}(s, d u)+v(s, \tau) b_{j k}(\tau, \tau-s)\right)^{m-l-h} \\
& \left.\times v^{l}(s, \tau) W_{k}^{l}(\tau, \tau) e^{-\sum_{\mu \neq t} \int_{s}^{\tau} \mu_{j l}(u, u-s) d u} \mu_{j k}(\tau, \tau-s) d \tau\right) .
\end{aligned}
$$

By applying Ito's formula with respect to the time variable $t$ and using

$$
\frac{d}{d t}(v(s, t))^{-m}=m \varphi(t)(v(s, t))^{-m}
$$

we get that

$$
\begin{aligned}
W_{j}^{m}(d t, s)= & W_{j}^{m}(t, s)-W_{j}^{m}(t-, s)+m \varphi(t) W_{j}^{m}(t, s) d t+\left(\sum_{l: l \neq j} \mu_{j l}(t, t-s)\right) W_{j}^{m}(t, s) d t \\
& -\sum_{k: k \neq j} \sum_{l=0}^{m}\binom{m}{l}\left(b_{j k}(t, t-s)\right)^{m-l} W_{k}^{l}(\tau, \tau) \mu_{j k}(t, t-s) d t \\
& -m W_{j}^{m-1}(t-, s) B_{j}^{c o n t}(s, d t),
\end{aligned}
$$

since

$$
d\left(\int_{(t, n]} v(s, \tau) B_{j}(s, d \tau)\right)^{m}=m\left(\int_{[t, n]} v(s, \tau) B_{j}(s, d \tau)\right)^{m-1} v(s, t) B_{j}^{c o n t}(s, d t)
$$

and

$$
\begin{aligned}
& d\left(\sum_{l=0}^{m} \sum_{h=0}^{m-l}\binom{m}{l}\binom{m-l}{h}\left(-\int_{(s, t]} v(s, u) B_{j}(s, d u)\right)^{h}\right) \\
& =m \sum_{l=0}^{m-1} \sum_{h=0}^{m-1-l}\binom{m-1}{l}\binom{m-1-l}{h}\left(-\int_{(s, t)} v(s, u) B_{j}(s, d u)\right)^{h} v(s, t) B_{j}^{c o n t}(s, d t) .
\end{aligned}
$$

Integrating over the interval $(t, n]$ and using $W_{j}^{m}(n, s)=V_{j}^{m}(n, t-s)=0$ leads to

$$
\begin{aligned}
W_{j}^{m}(t, s)= & \sum_{t<u \leq n}\left(W_{j}^{m}(u, s)-W_{j}^{m}(u-, s)\right) \\
& -m \int_{t}^{n} \varphi(u) W_{j}^{m}(u, s) d u+\sum_{k: k \neq j} \int_{t}^{n} W_{j}^{m}(\tau, s) \boldsymbol{\mu}_{j k}(\tau, \tau-s) d \tau \\
& +\sum_{k: k \neq j} \sum_{l=0}^{m}\binom{m}{l} \int_{t}^{n}\left(b_{j k}(\tau, \tau-s)\right)^{m-l} W_{k}^{l}(\tau, \tau) \boldsymbol{\mu}_{j k}(\tau, \tau-s) d \tau \\
& +m \int_{(t, n]} W_{j}^{m-1}(u-, s) B_{j}^{c o n t}(s, d u) .
\end{aligned}
$$

By applying formula (7.1), Remark 4.2, and the Binomial Theorem, the term $W_{j}^{m}(u-, s)$ can be rewritten to

$$
\begin{aligned}
W_{j}^{m}(u-, s)= & \left(1-\bar{p}_{i j}(u, n, u-s)\right)\left(\int_{[u, n]} v(u, \tau) B_{j}(s, d \tau)\right)^{m} \\
+ & \sum_{k: k \neq j} \sum_{l=0}^{m}\binom{m}{l}_{u}^{n} \int_{u}^{n}\left(\int_{[u, \tau]} v(u, r) B_{j}(s, d r)+v(u, \tau) b_{j k}(\tau, \tau-s)\right)^{m-l} \\
& \times v^{l}(u, \tau) W_{k}^{l}(\tau, \tau)\left(1-\bar{p}_{j j}(u, \tau, u-s)\right) \mu_{j k}(\tau, \tau-s) d \tau \\
= & \sum_{h=0}^{m}\binom{m}{h}\left(1-\bar{p}_{j j}(u, n, u-s)\right)\left(\int_{(u, n]} v(u, \tau) B_{j}(s, d \tau)\right)^{m-h}\left(-\Delta B_{j}(s, u)\right)^{h} \\
+ & \sum_{k: k \neq j} \sum_{l=0}^{m} \sum_{h=0}^{m-l}\binom{m}{l}\binom{m-l}{h} \int_{u}^{n}\left(\int_{(u, \tau]} v(u, r) B_{j}(s, d r)+v(u, \tau) b_{j k}(\tau, \tau-s)\right)^{m-l-h} \\
& \quad \times\left(-\Delta B_{j}(s, u)\right)^{h} v^{l}(u, \tau) W_{k}^{l}(\tau, \tau)\left(1-\bar{p}_{j j}(u, \tau, u-s)\right) \mu_{j k}(\tau, \tau-s) d \tau .
\end{aligned}
$$

Changing the order of summation and using

$$
\binom{m}{l}\binom{m-l}{h}=\binom{m}{h}\binom{m-h}{l},
$$

we can show that

$$
\left.\begin{array}{rl}
W_{j}^{m}(u-, s)= & \sum_{h=0}^{m}\binom{m}{h}\left(-\Delta B_{j}(s, u)\right)^{h}\left(\left(1-\bar{p}_{i j}(u, n, u-s)\right)\left(\int_{(u, n]} v(u, \tau) B_{j}(s, d \tau)\right)^{m-h}\right. \\
& \left.+\sum_{k: k \neq j} \sum_{l=0}^{m-h}\binom{m-h}{l} \int_{u}^{n}\left(\int_{(u, \tau]} v(u, r) B_{j}(s, d r)+v(u, \tau) b_{j k}(\tau, \tau-s)\right)^{(m-h)-l}\right) \\
\quad \times v^{l}(u, \tau) W_{k}^{l}(\tau, \tau)\left(1-\bar{p}_{j j}(u, \tau, u-s)\right) \mu_{j k}(\tau, \tau-s) d \tau
\end{array}\right) .
$$

Hence, we get

$$
\sum_{t<u \leq n}\left(W_{j}^{m}(u, s)-W_{j}^{m}(u-, s)\right)=-\sum_{t<u \leq n} \sum_{h=1}^{m}\binom{m}{h}\left(-\Delta B_{j}(s, u)\right)^{h} W_{j}^{m-h}(u, s) .
$$

After substituting $h$ by $m-h$, we arrive at the statement of the proposition.

Differentiating the integral equation in Proposition 7.1 with respect to $t$ leads to an ordinary differential equation.

## Corollary 7.2

Let the derivatives $b_{j}(t, t-s):=\frac{\partial}{\partial t} B_{j}(s, t)$ exist. Given that the conditional moment generating functions exist in a neighborhood of $\zeta=0$, the transformed conditional moment functions $W_{j}^{m}(t, s)$ satisfy the ordinary differential equation system

$$
\begin{aligned}
\frac{\partial}{\partial t} W_{j}^{m}(t, s)= & -m W_{j}^{m-1}(t, s) b_{j}(t, t-s)+\left(m \varphi(t)+\sum_{k: k \neq j} \mu_{j k}(t, t-s)\right) W_{j}^{m}(t, s) \\
& -\sum_{k: k \neq j} \sum_{l=0}^{m}\binom{m}{l}\left(b_{j k}(t, t-s)\right)^{m-l} W_{k}^{l}(t, t) \mu_{j k}(t, t-s), \\
W_{j}^{m}(n, s)= & 0
\end{aligned}
$$

for all $j \in S, 0 \leq r \leq t \leq n, m \in \mathbb{N}$.
Corollary 7.2 shows the advantage of working with the transformed reserves $W_{j}^{m}(t, s)$ instead of the reserves $V_{j}^{m}(t, r)$. If we rewrite Proposition 7.1 in terms of the reserves $V_{j}^{m}(t, t-s)$, then differentiation with respect to $t$ leads to the partial differential equation system of Section 6, whereas Corollary 7.2 presents an ordinary differential equation system. Analytical solutions are mostly out of reach and numerical solution methods have to be used. Solving ordinary differential equations is usually easier than solving partial differential equations.

## Remark 7.3

In real life applications, the function $t \mapsto B_{j}(s, t)$ can always be decomposed to a sum of a differentiable part and a pure jump part. So the integral equation of Proposition 7.1 can be solved by solving the ordinary differential equations of Corollary 7.2 in between the jump times and by connecting the continuous solutions at each jump time $t$ by

$$
W_{j}^{m}(t-, s)=W_{j}^{m}(t, s)+\sum_{h=1}^{m}\binom{m}{h}\left(-\Delta B_{j}(s, t)\right)^{h} W_{j}^{m-h}(t, s) .
$$

For further details on that solution idea we recommend to read Norberg (2005).

## 8. Solving the integral and differential equations

First, we discuss numerical solution methods, which are needed whenever analytical solutions are out of reach. Second, we demonstrate the numerical techniques by calculating a
disability insurance. Third, we show how to derive analytical solutions in the special case of active-dead models.

### 8.1 Numerical solution methods

Because of Remark 7.3, it suffices to focus on the case where the derivatives $b_{j}(t, t-s):=\frac{\partial}{\partial t} B_{j}(s, t)$ exist. Corollary 7.2 defines an infinite family of ordinary differential equations (one equation for each $s \in[0, n], j \in \mathrm{~S}, m \in \mathbb{N}$ ), which are coupled via the term $W_{k}^{l}(t, t)$ on the right hand side. Dealing with the coupling is the main difficulty. Broadly speaking, the problem of the coupling can be solved by simply solving the ordinary differential equations in the right order:

```
for m from 1 to }\infty\mathrm{ do
    for }s\mathrm{ from ndown to 0 do
        solve the ODE backwards on [s,n] simultaneously for all }j\in
    end do
end do
```

This idea has a major flaw, namely that the family of ordinary differential equations is uncountably infinite. By discretization of the time- and duration-space, we can make the idea work. Let $M \in \mathbb{N}$ be the maximal moment that we are interested in and let $\delta>0$ be the mesh size of the discretized time- and duration-space. Then the algorithm of above combined with Euler's method reads as follows:

```
for m}\mathrm{ from 1 to M do
    for }s\mathrm{ from }n\mathrm{ by - }\delta\mathrm{ to 0 do
        for }t\mathrm{ from }n\mathrm{ by - }\boldsymbol{\delta}\mathrm{ to }s\mathrm{ do
            for }j\mathrm{ from 1 to #S do
            Wj
                -\delta(m\mp@subsup{W}{j}{m-1}(t,s)\mp@subsup{b}{j}{}(t,t-s)+(m\varphi(t)+\mp@subsup{\sum}{k:k\not=j}{}\mp@subsup{\boldsymbol{\mu}}{jk}{}(t,t-s))\mp@subsup{W}{j}{m}(t,s)
```



```
            end do
            end do
    end do
end do
```

A similar idea is used in Buchardt et al. (2014) for solving Kolmogorov's equation for the transition probabilities of a Semi-Markovian random pattern of states.

### 8.2 Example: Disability insurance

Suppose that we have a disability insurance that distinguishes between the states $1=$ active, $2=$ disabled, $3=$ dead. The contract starts at age $x=45$ and runs for $n=15$ years. If the policyholder is in state disabled, he/she receives a continuous disability annuity with rate 1 for at maximum 5 years from the 4 -th month of disability on ( 0.25 time units), given that the disability occurred before age 55 . If the policyholder is in state active, he/she has to pay a continuous premium with rate $0.03179708(1.015)^{t}$ till the age of 55 (contract time $t=10$ ). The premium was calibrated according to the net premium principle, i.e. the prospective reserve at time $t=0$ in state $j=1$ is zero. We assume that

$$
\begin{aligned}
& \mu_{12}(t, s)=0.004+10^{0.060(x+t)-5.46}, \\
& \mu_{13}(t, s)=0.0005+10^{0.038(x+t)-4.12}, \\
& \mu_{23}(t, s)=0.0005+0.001 e^{-s}+10^{0.038(x+t)-4.12}
\end{aligned}
$$

and that all other transition intensities are zero. We applied the numerical algorithm from Section 8.1 for a mesh size of $\boldsymbol{\delta}=1 / 40$. Figure 1 and Figure 2 show the conditional firstorder moments in state $1=$ active and state $2=$ disabled on the time- and duration space. (The axes show the mesh step numbers, starting from 0 for $s, t=0$ and running till $n / \boldsymbol{\delta}=600$ for $s, t=n$.) Figure 3 and Figure 4 show the conditional second-order moments. As the payments in state 1 and the transition intensities out of state 1 are independent of the arguments, we have no duration effect in state 1, so the functions in Figure 1 and Figure 3 are constant in the argument $s$. In contrast, Figure 2 and Figure 4 show very strong duration effects in state $2=$ disabled. Moreover, the first-order and second-order moments in state 2 show a similar monotonic pattern. In contrast, in state 1 the second order moment reaches its maximum for $t$ towards zero, while the first-order moment converges to zero. That means that the coefficient of variation is exploding at $t=0$.


Figure 1: $(t, s) \mapsto W_{1}^{1}(t \boldsymbol{\delta}, s \boldsymbol{\delta})$


Figure 2: $(t, s) \mapsto W_{2}^{1}(t \boldsymbol{\delta}, s \boldsymbol{\delta})$


Figure 3: $(t, s) \mapsto W_{1}^{2}(t \boldsymbol{\delta}, s \boldsymbol{\delta})$


Figure 4: $(t, s) \mapsto W_{2}^{2}(t \delta, s \delta)$
Suppose that we have a portfolio of $Q$ identical and stochastically independent disability insurance contracts as described above. With the notation $A_{1}(0), \ldots, A_{Q}(0)$ for the
corresponding present values of the single contracts at time zero, the total discounted portfolio cash flow equals $A_{1}(0)+\ldots+A_{Q}(0)$. The Normal Power Approximation suggests to approximate this random variable in distribution by

$$
A_{\Sigma}(0):=\sum_{q=1}^{Q} A_{q}(0) \stackrel{d}{\approx} E\left[A_{\Sigma}(0)\right]+\sqrt{\operatorname{Var}\left[A_{\Sigma}(0)\right]} Y+\frac{E\left[\left(A_{\Sigma}(0)-E\left[A_{\Sigma}(0)\right]\right)^{3}\right]}{6 \operatorname{Var}\left[A_{\Sigma}(0)\right]}\left(Y^{2}-1\right)
$$

where $Y$ is a standard normal random variable. For $t>0$ a similar formula applies for $A_{\Sigma}(t)$ but with conditional expectations and conditional variances. Since

$$
\begin{array}{r}
E\left[A_{\Sigma}(t) \mid X_{t}=j, U_{t}=r\right]=Q V_{j}^{1}(t, r), \\
\operatorname{Var}\left[A_{\Sigma}(t) \mid X_{t}=j, U_{t}=r\right]=Q C_{j}^{2}(t, r), \\
E\left[\left(A_{\Sigma}(t)-E\left[A_{\Sigma}(t) \mid X_{t}=j, U_{t}=r\right]\right)^{3} \mid X_{t}=j, U_{t}=r\right]=Q C_{j}^{3}(t, r)
\end{array}
$$

for $C_{j}^{2}(t, r)$ and $C_{j}^{3}(t, r)$ defined according to Remark 5.3, we obtain that

$$
\sum_{q=1}^{Q} A_{q}(t) \left\lvert\,\left(X_{t}=j, U_{t}=r\right) \stackrel{d}{\approx} Q V_{1}^{1}(t, r)+\sqrt{Q C_{1}^{2}(t, r)} Y+\frac{C_{1}^{3}(t, r)}{6 C_{1}^{2}(t, r)}\left(Y^{2}-1\right)\right.
$$

For our example we get at $t=0$ the approximation

$$
\sum_{q=1}^{Q} A_{q}(0) \mid\left(X_{0}=1, U_{0}=0\right) \stackrel{d}{\approx} 1.113105 \sqrt{Q} Y+0.619855\left(Y^{2}-1\right)
$$

(Note that $U_{0}=0$ is always true and that $X_{0}=1=$ active is always satisfied in real life applications.) The right hand side can be rearranged to

$$
0.619855\left(Y+\frac{1.113105 \sqrt{Q}}{2 \cdot 0.619855}\right)^{2}-\frac{1.113105^{2} Q}{4 \cdot 0.619855}-0.619855
$$

and has the cumulative distribution function

$$
y \mapsto \Phi\left(\sqrt{\frac{y}{0.619855}+\frac{1.113105^{2} Q}{4 \cdot 0.619855^{2}}+1}-\frac{1.113105 \sqrt{Q}}{2 \cdot 0.619855}\right)
$$

where $\Phi$ is the cumulative distribution function of the standard normal random variable $Y$. Given that $Q$ is sufficiently large such that the relative approximation error is small, it is now possible to calculate risk margins and solvency requirements. For example, the Value-at-Risk of the Normal Power Approximation equals here

$$
0.619855\left(\Phi(\alpha)^{-1}\right)^{2}+1.113105 \sqrt{Q} \Phi(\alpha)^{-1}-0.619855
$$

where $\alpha \in(0,1)$ is the safety level.
Our example uses a run-off perspective, so all randomness till expiration of the insurance contracts is considered. The solvency capital requirements according to Solvency II and the Swiss Solvency Test use a one-year perspective. A simple trick to achieve a one-year perspective is to set the contract time $n$ equal to 1 and to use the prospective reserves at time 1 as terminal conditions (differential equations) or to add the prospective reserves at time 1 as terminal lump sum sojourn payments at time 1 (integral equations). The new differential/integral equations will then only consider the randomness in the first year, and the Normal Power Approximation allows for calculating quantiles (Value-at-Risk) and further risk measures, e.g. the Tail-Value-at-Risk.

In our example the state space $\{1,2,3\}$ relates only to unsystematic biometric risk and does not account for systematic biometric risk (trend risk) or financial risk. So our numerical results are just measuring the unsystematic biometric risk. In order to capture also systematic biometric risk and financial risk, one could follow the concept in Norberg (1999), where the state space is extended in such a way that the financial and demographical environment is stochastic as well.
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