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Abstract. In this paper, we study the retrial queueing system with two
arrival processes and two orbits with r-persistent exclusion of alternative
customers by method of asymptotic analysis under condition of long
delay. Stationary probability distribution of server states and values of
asymptotic means of the number of customers in the orbits are obtained.
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1 Introduction

Queueing systems, in which arriving customers who find all servers and wait-
ing positions (if any) occupied may retry for service after a period of time,
are called Retrial queues [1–3]. A review of the main results on this topic can
be found in [4]. Retrial queues have been widely used as mathematical models
of different communication systems: shared bus local area networks operating
under transmission protocols like CSMA/CD (Carrier Sense Multiple Access
with Collision Detection), cellular mobile networks, computer and communica-
tions networks, IP networks. Priority control is also wildely used in production
practice, transportation management, etc. Several authors including Choi, B.D.
[6–10], Rengnanathan, N. [11], Krishna Reedy, G.V. [12], Zhu, Y.J. [13] have
studied priority queues. These authors and several others have studied single
server or multi-server queues with two or more priority classes under preemp-
tive or non-preemptive priority rules. Choi, B.D. We analyzed a M/G/1 retrial
queueing systems with two types of calls and finite capacity, Moreno, P. consid-
ered an M/G/1 retrial queue with recurrent customers and general retrial times
[14]. In [15] retrial queue system M/G/1 with queue length r and the priority of
the primary customers is studied. In [16], generalization of [15] is implemented.

In this paper, we study the retrial queueing system M (2)/M (2)/1 with
r-persistent exclusion of alternative customers.
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2 Problem Statement

We consider retrial queueing system with two arrival processes and two orbits
with r-persistent collision of alternative customers (F ig. 1).

We assume that two arrival processes to the system are described by the sta-
tionary Poisson process with intensity λ1 and λ2, respectively. Customer, which
finds the free server, occupies it during a random time which is exponentially
distributed with intensity µ1 and µ2, respectively. If, at the moment of arrival,
customer of the first type finds the server busy with a customer of the first type,
then it goes to the orbit 1 (the orbit for customer of the first type), where it
performs a random delay with duration determined by exponential distribution
with intensity σ1. F rom the orbit 1, after the random delay, the customer tries to
occupy the server again. If at the time of arrival, customer of the first type finds
the server busy with a customer of the second type, then the arrived customer
with probability r1 replaces the customer, which was in service, and occupies
the server, and with probability 1− r1 it goes to the orbit 1.

The same goes for the second type customer. If at the moment of arrival,
customer of the second type finds the server busy with a customer of the second
type, then it goes to the orbit 2 (the orbit for customer of the second type), where
it performs a random delay with duration determined by exponential distribution
with intensity σ2. F rom the orbit 2, after the random delay, the customer tries
to occupy the server again. If, at the time of arrival, customer of the second type
finds the server busy with a customer of the first type, then an arrived customer

F ig . 1 . Retrial queueing system M (2)/M (2)/1.
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with probability r2 replaces the customer, which was in service, and occupies
the server, and with probability 1− r2 it goes to the orbit 2.

L et i1(t) be the number of customers in the orbit 1 and i2(t) be the number
of customers in the orbit 2, and the process k(t) defines the server state at the
moment t in the following way:

k(t) =











0, if server is free,

1, if server is busy with a customer of the first type,

2, if server is busy with a customer of the second type.

We would like to solve a problem of computation of stationary probability dis-
tribution of the number of customers in the orbits 1 and 2 and server state.

3 System of K olmogorov Diff erential Eq uations

We consider Markovian process {k(t), i1(t), i2(t)}, t ≥ 0.
L et us denote by P {k(t) = k, i1(t) = i1, i2(t) = i2} = Pk(i1, i2, t) a probabil-

ity that, at the moment t , the server in the state k and i1 customers are in the
orbit 1, i2 customers are in the orbit 2.

We write system of differential Kolmogorovs equations for the probability
distribution {P0(i1, i2, t), P1(i1, i2, t), P2(i1, i2, t)}:

∂ P0(i1, i2, t)

∂ t
= − (λ1 + λ2 + i1σ1 + i2σ2)P0(i1, i2, t) + µ1P1(i1, i2, t) + µ2P2(i1, i2, t),

∂ P1(i1, i2, t)

∂ t
= − (λ1 + λ2 + µ1 + r2i2σ2)P1(i1, i2, t) + (1 − r2)λ2P1(i1, i2 − 1, t)

+ λ1P0(i1, i2, t) + (i1 + 1)σ1P0(i1 + 1, i2, t) + λ1P1(i1 − 1, i2, t)

+ r1λ1P2(i1, i2 − 1, t) + r1(i1 + 1)σ1P2(i1 + 1, i2 − 1, t), (1)

∂ P2(i1, i2, t)

∂ t
= − (λ1 + λ2 + µ2 + r1i1σ1)P2(i1, i2, t) + (1 − r1)λ1P2(i1 − 1, i2, t)

+ λ2P0(i1, i2, t) + (i2 + 1)σ2P0(i1, i2 + 1, t) + λ2P2(i1, i2 − 1, t)

+ r2λ2P1(i1 − 1, i2, t) + r2(i2 + 1)σ2P1(i1 − 1, i2 + 1, t).

4 Eq uations for Partial Characteristic F unction

We introduce the partial characteristic function in the following form:

Hk(u1, u2, t) =

∞
∑

i1= 0

∞
∑

i2= 0

eju1i1eju2i2Pk(i1, i2, t), k = 0, 1, 2,

where j =
√
−1 is imaginary unit. We rewrite the system (1) for partial charac-

teristic function.
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We can rewrite system (1) as:

− (λ1 + λ2)H0(u1, u2) + jσ1
∂ H0(u1, u2)

∂ u1
+ jσ2

∂ H0(u1, u2)

∂ u2
(2)

+ µ1H1(u1, u2) + µ2H2(u1, u2) = 0,

− (λ1 + λ2 + µ1)H1(u1, u2) + jσ2r2
∂ H1(u1, u2)

∂ u2
− jσ1e

−ju1
∂ H0(u1, u2)

∂ u1

+ (1− r2)λ2e
ju2H1(u1, u2) + λ1H0(u1, u2) + λ1e

ju1H1(u1, u2)

+ r1λ1e
ju2H2(u1, u2)− jr1σ1e

j(u2−u1)
∂ H2(u1, u2)

∂ u1
= 0,

− (λ1 + λ2 + µ2)H2(u1, u2) + jσ1r1
∂ H2(u1, u2)

∂ u1
− jσ2e

−ju2
∂ H0(u1, u2)

∂ u2

+ (1− r1)λ1e
ju1H2(u1, u2) + λ2H0(u1, u2) + λ2e

ju2H2(u1, u2)

+ r2λ2e
ju1H1(u1, u2)− jr2σ2e

j(u1−u2)
∂ H1(u1, u2)

∂ u2
= 0.

We will solve system (2) using the method of asymptotic analysis under condition
of long delay (σ → 0).

5 T he F irst-O rder Asymptotic Analysis

In system (2) we make substitutions:
σm = σγm; σ = ε;um = εwm, m = 1, 2; Hk(u1, u2) = Fk(w1, w2, ε), k =

0, 1, 2.

We can rewrite system (2) in the following form:

− (λ1 + λ2)F0(w1, w2, ε) + j γ1
∂ F0(w1, w2, ε)

∂ w1
+ j γ2

∂ F0(w1, w2, ε)

∂ w2
(3)

+ µ1F1(w1, w2, ε) + µ2F2(w1, w2, ε) = 0 ,

− (λ1 + λ2 + µ1)F1(w1, w2, ε) + j γ2r2
∂ F1(w1, w2, ε)

∂ w2
− j γ1e

−jε w1
∂ F0(w1, w2, ε)

∂ w1

+ (1 − r2)λ2e
jε w2F1(w1, w2, ε) + λ1F0(w1, w2, ε) + λ1e

jε w1F1(w1, w2, ε)

+ r1λ1e
jε w2F2(w1, w2, ε) − j r1γ1e

jε (w2−w1) ∂ F2(w1, w2, ε)

∂ w1
= 0 ,

− (λ1 + λ2 + µ2)F2(w1, w2, ε) + j γ1r1
∂ F2(w1, w2, ε)

∂ w1
− j γ2e

−jε w2
∂ F0(w1, w2, ε)

∂ w2

+ (1 − r1)λ1e
jε w1F2(w1, w2, ε) + λ2F0(w1, w2, ε) + λ2e

jε w2F2(w1, w2, ε)

+ r2λ2e
jε w1F1(w1, w2, ε) − j r2γ2e

jε (w1−w2) ∂ F1(w1, w2, ε)

∂ w2
= 0 .
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Theorem 1. Limiting values {Fk(w1, w2)} of the solution {Fk(w1, w2, ε)} of
the system (3) have the following form:

Fk(w1, w2) = Rkejw1x1+jw2x2 ,

where values R0, R1, R2, x1, x2 is the solution of the following system:

− (λ1 + λ2 + γ1x1 + γ2x2)R0 + µ1R1 + µ2R2 = 0, (4)

(λ1 + γ1x1)R0 − (λ2 + µ1 + r2γ2x2 − (1− r2)λ2)R1 + (r1λ1 + r1γ1x1)R2 = 0,

(λ2 + γ2x2)R0 + (r2λ2 + r2γ2x2)R1 − (λ1 + µ2 + r1γ1x1 − (1− r1)λ1)R2 = 0,

− γ1x1R0 + (λ1 + r2λ2 + r2γ2x2)R1 + (r1γ1x1 + (1− r1)λ1)R2 = 0,

− γ2x2R0 + (r2γ2x2 + (1− r2)λ2)R1 + (λ1 + r1λ1 + r1γ1x1)R2 = 0.

6 T he Second-O rder Asymptotic Analysis

To find the asymptotic of the second order we must execute following substitute
at system (2):

Hk(u1, u2) = Hk
(2)(u1, u2) exp

{

j
u1

σ
x1 + j

u2

σ
x2

}

σk = γkσ, σ = ε2, uk = εwk, Hk
(2)(u1, u2) = Fk(w1, w2, ε).

We can rewrite system (2) as:

− (λ1 + λ2)F0(w1, w2, ε) + j γ1ε
∂ F0(w1, w2, ε)

∂ w1
+ j γ2ε

∂ F0(w1, w2, ε)

∂ w2
(5)

+ µ1F1(w1, w2, ε) + µ2F2(w1, w2, ε) − γ1x1F0(w1, w2, ε) − γ2x2F0(w1, w2, ε) = 0 ,

− (λ1 + λ2 + µ1)F1(w1, w2, ε) + j γ2r2ε
∂ F1(w1, w2, ε)

∂ w2
− r2γ2x2F1(w1, w2, ε)

− j γ1e
−jε w1ε

∂ F0(w1, w2, ε)

∂ w1
+ γ1x1e

−jε w1F0(w1, w2, ε)

+ (1 − r2)λ2e
jε w2F1(w1, w2, ε) + λ1F0(w1, w2, ε)

+ λ1e
jε w1F1(w1, w2, ε) + r1λ1e

jε w2F2(w1, w2, ε)

− j r1γ1εe
jε (w2−w1) ∂ F2(w1, w2, ε)

∂ w1
+ r1γ1x1e

jε (w2−w1)F2(w1, w2, ε) = 0 ,

− (λ1 + λ2 + µ2)F2(w1, w2, ε) + j γ1r1ε
∂ F2(w1, w2, ε)

∂ w1
− r1γ1x1F2(w1, w2, ε)

− j γ2e
−jε w2ε

∂ F0(w1, w2, ε)

∂ w2
+ γ2x2e

−jε w2F0(w1, w2, ε)

+ (1 − r1)λ1e
jε w1F2(w1, w2, ε) + λ2F0(w1, w2, ε)

+ λ2e
jε w2F2(w1, w2, ε) + r2λ2e

jε w1F1(w1, w2, ε)

− j r2γ2εe
jε (w1−w2) ∂ F1(w1, w2, ε)

∂ w2
+ r2γ2x2e

jε (w1−w2)F1(w1, w2, ε) = 0 .
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Theorem 2 . Limiting values {Fk(w1, w2)} of the solution {Fk(w1, w2, ε)} of
the system (5 ) have the following form:

Fk(w1, w2) = RkΦ(w1, w2),

where values R0, R1, R2, x1, x2 is the solution of the system (4 ).
W e write function Φ(w1, w2) in the following form:

Φ(w1, w2) = exp

{

(jw1)
2

2
Q11 +

(jw2)
2

2
Q22 + jw1jw2Q12

}

,

where values Q11, Q12, Q22 is the solution of the following system:

Q11(γ1R0y0 − γ1R0y1 − r1γ1R2y1 + r1γ1R2y2 − γ1R0 − r1γ1R2)

+ Q12(γ2R0y0 + r2γ2R1y1 − γ2R0y2 − r2γ2R1y2 + r2γ2R1)

= λ1R1y1 − x1γ1R0y1 − r1γ1x1R2y1 + (1− r1)λ1R2y2 + r2λ2R1y2

+ r2γ2x2R1y2 −
1

2
γ1x1R0 −

1

2
λ1R1 −

1

2
r2λ2R1 −

1

2
r2γ2x2R1

− 1

2
r1γ1x1R2 −

1

2
(1− r1)λ1R2,

Q22(γ2R0d0 − γ2R0d2 − r2γ2R1d2 + r2γ2R1d1 − γ2R0 − r2γ2R1)

+ Q12(γ1R0d0 + r1γ1R2d2 − γ2R0d2 − r1γ1R2d1 + r1γ1R2)

= λ2R2d2 − x2γ2R0d2 − r2γ2x2R1d2 + (1− r2)λ2R1d1 + r1λ1R2d1

+ r1γ1x1R2d1 −
1

2
γ2x2R0 −

1

2
λ2R2 −

1

2
r1λ2R2 −

1

2
r1γ1x1R2

− 1

2
r2γ2x2R1 −

1

2
(1− r2)λ2R1,

Q11(γ1R0z
(0)
0 − γ1R0z

(0)
1 − r1γ1R2z

(0)
1 + r1γ1R2z

(0)
2 + r1γ1R2)

+ Q12(γ2R0z
(0)
0 + r2γ2R1z

(0)
1 − γ2R0z

(0)
2 − r2γ2R1z

(0)
2 + r2γ2R1 + γ1R0z

(1)
0

− γ1R0z
(1)
1 − r1γ1R2z

(1)
1 + r1γ1R2z

(1)
2 + r1γ1R2 − γ1R0 − γ2R0)

+ Q22(γ2R0z
(1)
0 − γ2R0z

(1)
2 − r2γ2R1z

(1)
2 + r2γ2R1z

(1)
1 + r2γ2R1)

= λ1R1z
(0)
1 − x1γ1R0z

(0)
1 − r1γ1x1R2z

(0)
1 + (1− r1)λ1R2z

(0)
2 + r2λ2R1z

(0)
2

+ r2γ2x2R1z
(0)
2 + λ2R2z

(1)
2 − x2γ2R0z

(1)
2 − r2γ2x2R1z

(1)
2 + (1− r2)λ2R1z

(1)
1

+ r1λ1R2z
(1)
1 + r1γ1x1R2z

(1)
1 + r1γ1x1R2 + r2γ2x2R1,

V alues y0, y1, y2; d0, d1, d2; z
(0)
0 , z

(0)
1 , z

(0)
2 ; z

(1)
0 , z

(1)
1 , z

(1)
2 are the solutions

of the system (6 )-(9 ), respectively.

− (a1 + a2)y0 + a1y1 + a2y2 = λ1 − a1, (6)

µ1y0 − (µ1 + a2r2)y1 + r2a2y2 = λ1 + r2a2,

µ2y0 + r1a1y1 − (µ2 + a1r1)y2 = λ1 − r1a1.
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− (a1 + a2)d0 + a1d1 + a2d2 = λ2 − a2, (7 )

µ1d0 − (µ1 + a2r2)d1 + r2a2d2 = λ2 − r2a2,

µ2d0 + r1a1d1 − (µ2 + a1r1)d2 = λ2 + r1a1.

− (a1 + a2)z
(0)
0 + a1z

(0)
1 + a2z

(0)
2 = λ2 − a2, (8 )

µ1z
(0)
0 − (µ1 + a2r2)z

(0)
1 + r2a2z

(0)
2 = λ2 − r2a2,

µ2z
(0)
0 + r1a1z

(0)
1 − (µ2 + a1r1)z

(0)
2 = λ2 + r1a1.

− (a1 + a2)z
(1)
0 + a1z

(1)
1 + a2z

(1)
2 = λ1 − a1, (9 )

µ1z
(1)
0 − (µ1 + a2r2)z

(1)
1 + r2a2z

(1)
2 = λ1 + r2a2,

µ2z
(1)
0 + r1a1z

(1)
1 − (µ2 + a1r1)z

(1)
2 = λ1 − r1a1.

7 N umerical Realization

F or example, we take the parameters of arrival processes as:

λ1 = 3, λ2 = 2.

If the parameters of exponential law service are fixed as follow is:

µ1 = 10, µ2 = 20.

The parameters of a random delay with duration determined by exponential
distribution are fixed in following form:

σ1 = 0.02, σ2 = 0.03.

So as σ1 = γ1σ, σ2 = γ2σ, then we will take γ1 = 2, γ2 = 3. Probability
of displacement of the customer from the server by the customer of the first
type r1 = 1. Probability of displacement of the customer from the server by the
customer of the second type r2 = 1.

We have values of asymptotic means of the number of customers in the orbits
with these values of parameters

x1 = 100, x2 = 44

and variance
Q11 = 1.152, Q22 = 0.308

and correlation coeffi cient
r = 0.421.
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8 Conclusion

In the paper we study the retrial queueing system M (2)—M (2)— 1 with
r-persistent exclusion of alternative customers by method of asymptotic analysis
under condition of long delay. Stationary probability distribution of server states
and values of asymptotic means of the number of customers in the orbits are
obtained. Two-demension marginal distribution of the number of customers in
the orbit 1, in the orbit 2 is asymptotically Gaussian. We obtain the numerical
realization for the condidered parameters.
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