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BUILDING DISEASE PROGRESSION MODELS 
FROM LONGITUDINAL BIOMARKERS

Brain diseases affect one third of the European population. It is crucial to improve our understanding of those diseases to 
better manage treatments and alleviate patients’ symptoms, as well as, on a longer timescale, better understand the human

brain on its whole.

For this purpose, SP8 is building the Medical Informatics Platform (MIP). It will provide an infrastructure to connect hospital
databases and clinicians to researchers and their algorithms (while respecting patient confidentiality). 

At the end of SGA1, this platform will already contain several research algorithms which will contribute to characterizing the 
disease pathways and progressions at different scales, among which the one introduced in this poster. 

This task implements an algorithm, whose aim is
to build disease progression models from
longitudinal measurements (such as clinical
data, cognitive scores, biological or
neuroimaging markers).

From a population of patients, the model learns :
• a group-average trajectory, characterizing 

the ordering and dynamics of the alterations
• individual trajectories for each patient,

modeling the variability of the dynamic
between patients

This shall allow users to better understand the
disease progression, but also predict the
evolution of patients and to adjust treatments
accordingly.

OBJECTIVES METHODS

The model learns a typical group-average trajectory. The subject-specific trajectories are 
defined via spatial and temporal transformations of the group-average scenario. 

This model does not require an absolute reference time for the disease trajectories. This is
critical for neurological diseases because, at the same age, patients can/will be at different
stages.
Finally, the parameters estimation is based on the MCMC-SAEM algorithm
(or Monte Carlo Markov Chain - Stochastic Approximation Expectation Maximization
algorithm).

This component relies on a highly innovative statistical learning approach [1, 2]. 

Its core is a new non-linear mixed effects model for Riemannian data.

• yi,j the output data for patient i, at observation j
• ti,j the value of the data for patient i, at observation j
• 𝛄 the average trajectory
• 𝜓i the time reparametrization
• 𝜼wi the spatial variability (parallel to the average trajectory)
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EXAMPLE OF CLINICAL 
APPLICATION
Average trajectories for a set of cognitive
scores for patients with Alzheimer Disease
(AD), from a normal state to an abnormal state.
From the data of 248 patients from ADNI, with
on average 6 temporal points per patient. [1]

IMPLEMENTATION & INTEGRATION
• Implementation:

• C++ (chosen for computational efficiency, with a modular architecture to
facilitate code expansion)

• Libraries: Linear Algebra with Armadillo, Unit Testing with GoogleTest
• Visualisation: Python with matplotlib and numpy

• Integration in the MIP: Python Docker container (works as a standalone package,
configured to contain everything needed to run a software: dependencies,
environment, …)

Docker containers are a very portable and secure way to share executables, since you
provide a pre-configured standalone « box » which can be directly run without any set up.
Here, the container provided by the MIP teams can be connected to the databases when
run, and was extended to include our algorithm and its needed dependencies.

The ICM is developing a software component for SP8, based on an innovative and
powerful algorithm, to allow clinicians to test their hypotheses on disease progression,
and predict patient evolution.

In SGA2, this algorithm will include personnalisation, and networks propagation models.
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CONCLUSION

Example of the population variability for one of
the computed parameters (the acceleration
factor, linked to the pace and age at onset). In
dotted, the average, in bold, the variability.
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The model also accounts for temporal
variability (disease pace and age at onset) and
spatial variability (ordering) within the
population
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