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Chapter 1

Introduction

The rapid advances in the experimental control of quantum systems over the last

decades paved the way to what has been called the second quantum revolution [1],

that is the possibility to engineer exotic quantum states in the laboratory with

unprecedented precision. This promises to generate new technologies based on purely

quantum phenomena, as can be seen for example from the quantum technologies

roadmap [2] sponsored by the European Quantum Flagship [3].

Remarkable new directions of research were opened by the so-called quantum

simulators [4], that is the realization of Feynman’s pioneering idea of quantum de-

vices that could simulate other quantum systems [5]. Several experimental platforms

can already serve for this purpose, such as ultracold atoms in optical lattices [6],

trapped ions [7] and arrays of cavities [8]. These technologies allow for the investi-

gation of new phenomena that are not found in Nature spontaneously, as physicists

can now engineer theoretical models in the laboratory with a high degree of control.

Because of this, there is now great interest in the behaviour of quantum systems

which are driven out of equilibrium, usually as a consequence of quenches, ramps or

periodic drivings [9], since they can show the emergence of physics that has never

been observed before. Equilibrium can be lost also through interaction with an ex-

ternal reservoir, and the emerging physics is intriguing even for a static two-level

system [10].

The interplay between driving and dissipation can lead to even more interest-

ing and surprising phenomena, such as dissipative phase transitions [11, 12, 13].

Furthermore, one can also assume a different perspective and think of engineer-

ing dissipation cleverly, so to exploit it as a resource [14, 15, 16]. It is indeed

possible to prepare interesting quantum states as steady states of a dissipative time-

evolution [17, 18, 19, 20]: in some cases, it might be easier to reach the steady-state

of an open system rather than preparing the ground state of a closed one [21].

From the quantum computation side, despite the ambitious long-term goal of a

universal quantum computer is still very far, there are already prototypes that are

being tested and used. They are still at an early stage so that the quality of the qubits
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is not good enough for ensuring the unitary dynamics one would need. According

to John Preskill’s definition [22], we currently are in the Noisy Intermediate-Scale

Quantum (NISQ) technology era: we already have — or are going to have within

five or ten years — devices whose behaviour is not fully quantum coherent, but can

nevertheless lead to deep insights into complex physical problems. Since dissipa-

tion effects enter crucially in the performance of these devices, understanding the

behaviour of driven open quantum systems has become of primary importance for

their development.

All these reasons motivate the research activity on driven-dissipative quantum

systems described in this thesis, which can be divided into two main branches:

the first is related to dissipation in Quantum Annealing (QA) — alias Adiabatic

Quantum Computation (AQC) —, while the second regards dissipation effects in

topological pumping. Both topics will be introduced in the following sections. After

that, an overview of the theoretical methods to compute the dissipative dynamics is

provided.

1.1 Dissipation in Quantum Annealing

At the intersection between quantum simulators and quantum computers lies a very

interesting class of devices called quantum annealers [23, 24, 25, 26, 27]. They aim

to solve optimization problems by applying a strategy named Quantum Anneal-

ing (QA), often also called Adiabatic Quantum Computation (AQC). The protocol

works as follows. Assume to encode the solution of a given problem in the ground

state of a suitable Hamiltonian. The goal is to find such a state by performing an

adiabatic connection with another Hamiltonian, typically describing a much simpler

physical system. To be more concrete, suppose that the optimization problem is

encoded in the following (classical) target spin Hamiltonian:

ĤT =
∑
p

∑
i1,i2...ip

Ji1,i2...ip σ̂
z
i1 σ̂

z
i2 . . . σ̂

z
ip , (1.1)

where, for each site, we used the Pauli matrices, σ̂ = (σ̂x, σ̂y, σ̂z). There are in

general p-body interactions, but all the operators commute, so we can regard ĤT as

describing a classical system. We now introduce another much simpler Hamiltonian

that does not commute with the target one, for example

ĤD = −
∑
i

σ̂xi , (1.2)

which we call driving Hamiltonian. We interpolate between target and driving

Hamiltonian through a controllable time-dependent parameter s(t) ∈ [0, 1], with
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t ∈ [0, τ ], τ being the total evolution time (or annealing time), so that

Ĥ(t) = (1− s(t)) ĤD + s(t)ĤT , (1.3)

where we impose s(0) = 0 and s(τ) = 1. Therefore, at the beginning the ground

state of Ĥ(0) is very easy to prepare — simply all the spins are aligned along the

σ̂x direction:

|Ψgs(0)〉 =
⊗
i

| ↑ 〉i,x , (1.4)

with | ↑ 〉i,x being the eigenstate of σ̂xi with positive eigenvalue. Then, one changes

s(t) adiabatically to remain close to the instantaneous ground state of Ĥ(t), ex-

ploiting the adiabatic theorem [28, 27]. If adiabaticity holds throughout the whole

dynamics, one eventually reaches the desired ground state of ĤT and therefore can

read the solution of the optimization problem. The success of this procedure can be

estimated through the overlap between the final time-evolved state |ψ(τ)〉 and the

true final ground state |Ψgs(τ)〉:

Pgs = |〈ψ(τ)|Ψgs(τ)〉|2 . (1.5)

Big companies have invested much in building the prototypes of quantum an-

nealers. The most popular one belongs to D-WaveR©, which claims to currently have

2000 superconducting flux qubits available in their D-Wave 2000Q machine. How-

ever, earlier versions of this machine had qubits exhibiting a strongly incoherent dy-

namics. Indeed, Ref.s [29, 30] study the behaviour of a single D-WaveR© qubit that

undergoes a Landau-Zener transition, demonstrating that the experimental data

match well with the theoretical predictions found by assuming incoherent dynamics.

Therefore, it is clear that superconducting flux qubits in D-WaveR©’s machine suffer

from interaction with their surroundings and the non-unitary dynamics induced by

dissipation must be accounted for.

With the long-term goal of understanding dissipation in these complex devices,

the QA-related research activity described in this thesis tackles two problems on pro-

totypical simplified models, see Ref.s [31, 32]. The first is the dissipative Landau-

Zener model, which describes two quantum states undergoing an avoided crossing

in the presence of thermal noise. Despite its apparent simplicity, there are still the-

oretical open questions related to it. There are two main reasons to investigate the

driven-dissipative dynamics in this model. First, it models a simple non-trivial driv-

ing scheme applied to a qubit: it is very unlikely that one can understand dissipation

in many-qubits systems without having a clear idea of what happens to just one of

them. Secondly, the Landau-Zener model captures the frequent situation in which

the ground and first excited states of a many-body driven system anti-cross. It can

thus be related to QA problems. Following this argument, the theoretical analy-

sis of the dissipative Landau-Zener model in Ref. [33] concluded that interaction
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with a thermal bath might enhance the QA final ground state probability over the

corresponding coherent value. This phenomenon has been defined as thermally as-

sisted AQC. Although other works on the same model showed no evidence for such

improvement, a recent paper from the D-WaveR© group [34] remarkably reported

experimental evidence for the environment improving the QA performance: the au-

thors implemented QA on a 16-qubit Hamiltonian, whose parameters were tuned so

to have a spectrum with ground state energy always well separated from the other

levels, except for one point in which there was a Landau-Zener anti-crossing. The

experiment, tailored to test the theoretical prediction of Ref. [33], seemed to confirm

the possibility of thermally assisted AQC. In our study, we revisit this issue, finding

evidence for such a mechanism only in the cases of coupling directions which are

transverse to the driving field. For the cases with purely longitudinal couplings, like

the model in Ref. [33], we observe no improvement in all the cases studied.

During any non-trivial QA dynamics, it can also happen that one encounters

some kind of phase transition, be it a second-order critical point or a first-order

transition, where the gap protecting the ground state — in principle non-zero, for

a finite system — vanishes as the size of the system goes to infinity [35, 36, 37].

In this case, the adiabaticity condition can never be perfectly fulfilled. Our second

work, discussed in Chapter 4 and presented in Ref. [32], studies dissipation in QA

when crossing the second-order quantum phase transition in the quantum spin-

1/2 Ising chain in transverse field. The density of defects is, in this case, the

natural estimator of the final ground state probability in Eq. (1.5), with zero defects

corresponding to perfect annealing. In the absence of dissipation, it is known that

the density of defects follows a Kibble-Zurek scaling law, ndef(τ) ' τ−1/2, where

τ is the annealing time and plays the role of the adiabatic parameter. Interaction

with a thermal bath modifies this scenario considerably. One can argue that an

environment will likely have an opposite effect on the density of defects [38]: at

some large enough τ , the system will start to thermalize, leading to an increase of

ndef(τ) over the coherent value. Our work aims to address the following question:

under interaction with a thermal bath, is it always possible to find an Optimal

Working Point (OWP), that is an optimal annealing time for which the density of

defects is minimized? Although all the previous studies in the literature seemed to

point at a positive answer, we find that this is not always the case, depending on

the bath temperature and the interaction strength. In particular, we predict the

absence of OWP in the regime of temperatures the current quantum annealers seem

to work at.

1.2 Dissipation in topological pumping

Since the pioneering explanation of the integer quantum Hall effect [39], the study

of topological phenomena in condensed matter physics has become a quite intense
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field of research, the so-called topological insulators [40]. These materials have a fi-

nite energy gap between the highest occupied electronic band and the lowest empty

band — like ordinary band insulators —, but they also show quantization of some

observables and the emergence of gapless edge states protected by time-reversal sym-

metry [40]. These peculiar effects happen because these systems present a non-trivial

Berry curvature in the Hamiltonian parameter space [41, 42]. Of particular interest

is topological adiabatic transport, first studied by Thouless [43], who showed that

certain periodically-driven models, despite being band insulators, can move charge

in a quantized fashion [42]. Topological adiabatic pumps — also called Thouless

pumps — have gained much attention after they have been realized in two different

experiments employing ultracold atoms in optical lattices [44, 45]. In both cases, the

experiment can be modelled by a periodically-driven Rice-Mele model [46], which is

one of the simplest examples of topological adiabatic pumps.

Charge quantization is expected to be robust against several unavoidable ex-

perimental factors, like noise in the driving scheme or small disorder in the lattice.

One can as well wonder about the impact of dissipation due to the interaction with

an external environment. In our third work, discussed in Chapter 5 and presented

in Ref. [47], we investigate how weak dissipation from a thermal bath can affect

pumped charge quantization in the periodically-driven Rice-Mele model. A

former study of the same (non-dissipative) model [48] for small but finite driving

frequencies ω — adiabaticity corresponds to ω → 0 — showed that the pumped

charge deviates from the quantized value quadratically in ω. Here we remarkably

find that a bath at low enough temperature can fight such deviations, leading to

a pumped charge which can be much closer to perfect quantization. We call this

effect thermally assisted Thouless pumping, and we analyse it within the Floquet

formalism.

1.3 Methods for computing dissipative dynamics

There are different approaches to model theoretically the time evolution of the state

of a system which is not isolated from its surroundings. All of them must treat

such a state within the density matrix formalism since decoherence makes any time-

evolved state more and more mixed. A common approach is to write a Markovian

quantum master equation (QME) in Lindblad form [49, 50, 51],

d

dt
ρ̂S = − i

~

[
ĤS, ρ̂S

]
+
∑
ij

γij

(
L̂iρ̂SL̂

†
j −

1

2

{
L̂†jL̂i, ρ̂S

})
, (1.6)

with L̂i the so-called Lindblad operators that characterize the dissipation channels

and γij components of the so-called dampening matrix [52]. For time-independent

systems and dissipations, a necessary and sufficient condition for positivity preser-
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vation of the density matrix is that the dampening matrix is positive semidefi-

nite [49, 50, 51, 52]. This condition remains unaltered even if the dampening matrix

is time-dependent, with the proviso that its positive semidefiniteness holds for all

times [53]. It is very common in the scientific literature on open systems to start

directly from a Lindblad equation in the form of Eq. (1.6) and choose appropriate

Lindblad operators that provide the dissipation channels one looks for [54, 55]. The

advantage of this approach is that, as we said, positivity can be preserved and the

structure of the equation is rather simple; as a drawback, however, one might lose

intuition about the physical sources of dissipation.

Another approach — the one we will adopt throughout this thesis — is to con-

sider the system under study in interaction with its environment. Already in the

80s, Caldeira and Leggett proved that one can model weak dissipation by simply

coupling the system to a set of harmonic oscillators, with an interaction linear in the

oscillator coordinates [56, 57]. This is often called the Caldeira-Leggett bath. Numer-

ical methods exist to solve the resulting dynamics of the system alone in this setting.

We mention here the Quasi-Adiabatic Path Integral (QUAPI) technique [58, 59, 60],

which computes the time evolution of both system and bath, taking into account

also a (properly truncated) memory kernel able to capture non-Markovian dynamics.

A more recent approach exploits the exact mapping between the bath of bosons and

semi-infinite discrete chains [61]: one can use methods like tensor networks to com-

pute the overall dynamics, by properly truncating the size of the chains [62]. Both

approaches are computationally heavy, but they are reliable also at non-Markovian

and strong coupling regimes. Another interesting technique able to reach the strong

coupling regime is the so-called Hierarchy of Equations [63, 64], where one derives

and solves a set of nested differential equations to obtain the system dynamics. How-

ever, the number of differential equations — and the ensuing computational cost —

increases as the coupling becomes stronger.

Starting from a Caldeira-Leggett bath, under weak coupling and Born-Markov

approximations, one can also derive the so-called Bloch-Redfield quantum master

equation (QME) [65, 66, 52, 67], as will be discussed in Chapter 2. Unfortunately,

this equation cannot ensure positivity preservation because, in general, it cannot

be written in Lindblad form, like Eq. (1.6). However, as will be detailed, in some

specific limits it can be recast in such a form after applying the so-called Rotating-

Wave Approximation (RWA) [66, 52]. The advantage then would be to have a master

equation whose terms are reminiscent of the microscopic details of the system-bath

interaction and the bath Hamiltonian. The QME can be solved by direct integration,

for example through Runge-Kutta methods (and this is the approach we will follow

in this thesis).

Alternatively, there exist several approaches to simulate the density matrix dy-

namics using tensor networks [68, 21]. One possible way is to use Matrix Product

Density Operators (MPDO) [69], which extend the notion of Matrix Product States
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(MPS) to generic density matrices. By construction, this Ansatz guarantees the pos-

itivity of the system’s reduced density matrix at all times. To simulate the dynamics,

one can for example map an MPDO (of dimension L×L) to an MPS in ”superket”

form (a vector of dimension L2) through Choi isomorphism [70, 71]. One can then

solve the dissipative time-evolution of the superket according to a Schrödinger-like

equation where, instead of the Hamiltonian, there is a Liouvillian superoperator [68].

Another approach that ensures positivity consists in evolving the purification of the

reduced density matrix, instead of the reduced density matrix itself [72]. One can

otherwise resort to quantum trajectories methods [73, 74, 75, 76]: instead of propa-

gating the full density matrix in time, one reconstructs it statistically by averaging

over many independent time evolutions of pure states subject to random interactions

induced by the Lindblad operators. The advantage is that pure states require much

fewer variables for their description compared to mixed states, so one can tackle

systems with bigger Hilbert spaces. However, since many repetitions are required,

this technique is not ideal for small Hilbert spaces.

1.4 Overview

We start in Chapter 2 with a derivation of the Bloch-Redfield Quantum Master

Equation (QME), which is the starting point of all the calculations in this thesis.

Different variants of QME will be derived, depending on the approximations used.

Next, the basic mechanisms of dephasing (or decoherence) and relaxation are illus-

trated in the context of a static two-level system in interaction with a thermal bath,

the so-called spin-boson model. We then move to discuss original research results.

The dissipative Landau-Zener problem and the issue of thermally assisted QA are

discussed in Chapter 3. The following Chapter 4 is then devoted to dissipation ef-

fects in the QA of the quantum Ising chain in a transverse field. In Chapter 5 we

discuss the effects of dissipation in topological pumping. We conclude with some

final remarks and future research perspectives.
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Chapter 2

Quantum master equations for

driven-dissipative systems

This chapter introduces the tool that will be used to compute the dissipative dy-

namics of a generic system in (weak) interaction with one or more Caldeira-Leggett

baths. Sec. 2.1 introduces the setting of the Caldeira-Leggett bosonic reservoir.

Then, under the assumptions of weak coupling and Born-Markov approximation, in

Sec. 2.2 we derive the well-known Bloch-Redfield Quantum Master Equation (QME).

In Sec. 2.3 we describe how to obtain a Lindblad QME from the Bloch-Redfield one,

employing the so-called Rotating-Wave Approximation (RWA). In Sec. 2.4, we ap-

ply the previously derived equations to compute the dissipative dynamics of a static

two-level system. We highlight the thermalization process on this system, showing

how the mechanisms of relaxation and dephasing (or decoherence) take place in this

setting.

2.1 Systems in interaction with thermal bosonic baths

Suppose that we have a system in interaction with its environment and we want to

write the total Hamiltonian that describes both. Then, a general expression for the

system plus environment can be [66, 52]

Ĥtot(t) = ĤS(t) + ĤSB + ĤB , (2.1)

where ĤS(t) is the system Hamiltonian (that can be time-dependent), ĤB is the

environment Hamiltonian and ĤSB describes the interaction between the two. When

the interaction is weak, a good description for the environment Hamiltonian is to

consider one or more sets of harmonic oscillators with different frequencies [56, 57],

ĤB =
∑
ν

∑
l

~ωlν b̂†lν b̂lν (2.2)
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where ν identifies the set of harmonic oscillators and l indicates their modes. The

b̂†lν operator creates an excitation of energy ~ωlν . We will refer later to a set of

harmonic oscillators also as a bath of bosons. The interaction between system and

environment can be conveniently modelled as [56, 57]

ĤSB =
∑
ν

Âν ⊗ B̂ν , (2.3)

Âν and B̂ν acting respectively on the system and on the bath Hilbert space. B̂ν is

taken to describe creation and annihilation of bosons in the bath, according to the

operator

B̂ν =
∑
l

λlν
(
b̂†lν + b̂lν

)
. (2.4)

The Âν operator can be whatever operator would be suitable to describe the action

of the bath on the system. It can even be time-dependent and, without loss of

generality, it is usually chosen to be Hermitean [52].1 The parameters λlν are real

and related to the bath spectral function:

Jν(ω) =
∑
l

λ2
lνδ(ω − ωlν) . (2.5)

In a nutshell, λ2
lν gives the (unnormalized) probability that a process involving the

νth bath and exchanging energy ~ωlν can take place. In general, one has a continuum

of modes for each bath, so that Eq. (2.5) is usually defined in the continuum limit.

A very common choice is the so-called ohmic spectral function, which has the form

Jν(ω) = 2 ~2 αν ω e−ω/ωc,ν , (2.6)

with αν a dimensionless coupling constant and ωc,ν a cutoff frequency. Eq. (2.6)

is plotted in Fig.2.1: we observe that the maximum of the function is at ω = ωc,ν ,

with value J(ωc,ν) = 2 ~2ανωc,ν/e. Therefore, one first sets the cutoff frequency to

determine the range of frequencies that come more probably into play. Then, one

adjusts the coupling strength by tuning αν . Although we mostly adopt ohmic spec-

tral functions throughout this work, it is worth to mention that slight generalizations

of Eq. (2.6) exist. They are defined as

Jν(ω) = 2 ~2 αν ω
sνω1−sν

c,ν e−ω/ωc,ν , (2.7)

and are called sub-ohmic (sν < 1) and super-ohmic (sν > 1), where the frequencies

in the spectral function do not grow linearly with ω, but sub or super-linearly,

1If Âν is not Hermitean, it can always be expressed as a combination of two Hermitean operators,

for example Ãν,1 =
(
Âν + Â†ν

)
/2 and Ãν,2 = i

(
Âν − Â†ν

)
/2, so that Âν⊗B̂ν = Ãν,1⊗B̂ν +Ãν,2⊗

B̂ν .
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Figure 2.1: Ohmic spectral function.

respectively.

The system and the bath are initially uncorrelated, as we are assuming to put

them in contact only at the beginning of the evolution,

ρ̂tot(0) = ρ̂S(0)⊗ ρ̂B , (2.8)

with the bath taken to be at thermal equilibrium,

ρ̂B =
e−βĤB

Tr{e−βĤB}
, (2.9)

with β = (kBT )−1, kB the Boltzmann constant and T the bath temperature. As

will be clear in Sec. 2.2, within the perturbative Bloch-Redfield approach the state

of the bath can be regarded as unaffected by the interaction with the system, so

that it remains at equilibrium at all times t, ρ̂B(t) ≡ ρ̂B.

It is also very useful to define correlation functions that quantify the degree

of correlation between processes that happen at different times [52]. Consider two

different baths, denoted by indices ν and ν ′. In general, their correlation function is

given by

Cνν′(t) ≡ 〈B̂νI(t)B̂ν′I(0)〉eq (2.10)

where, since the B̂ν operators are Hermitean, it follows that C∗νν′(t) = Cν′ν(−t).
The Fourier transform of the correlation function,

γνν′(ω) =

∫ +∞

−∞
dt eiωtCνν′(t) . (2.11)

will also turn out to be of crucial importance in the following. Notice that C∗νν′(t) =

Cν′ν(−t) implies immediately that γνν′(ω) = γ∗ν′ν(ω), hence the diagonal terms
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for ν ′ = ν must be real. A direct computation of correlation functions and their

respective Fourier transforms for uncorrelated baths and Ohmic spectral functions

can be found in Appendix A. In the derivation of the Bloch-Redfield QME, we will

encounter also one-sided Fourier transforms of Cνν′(t),

Γνν′(ω) =

∫ ∞
0
dt eiωtCνν′(t) , (2.12)

which is in general complex. Employing the inverse Fourier transform of Eq. (2.11)

and using it to substitute Cνν′(t) in the expression for Γνν′(ω), one can show that2

Γνν′(ω) =
1

2
γνν′(ω) + iσνν′(ω) , (2.13)

where we have introduced the Hilbert transform of γνν′(ω),

σνν′(ω) = P
∫ +∞

−∞

dω′

2π

γνν′(ω
′)

ω − ω′ , (2.14)

which is also an Hermitean matrix, σνν′(ω) = σ∗ν′ν(ω).

2.2 The Bloch-Redfield quantum master equation

We derive here the main tool we will employ throughout this work to compute

the dissipative dynamics of quantum systems: the Bloch-Redfield Quantum Master

Equation (QME) [66, 52, 67].

As a first step, we need to move to the interaction picture, to focus just on the

evolution induced by the interaction between system and environment. Given the

“non-interacting” Hamiltonian Ĥ0(t) = ĤS(t)+ĤB, the corresponding free evolution

operator is

Û0(t, 0) = T exp

(
− i
~

∫ t

0
dt′ Ĥ0(t′)

)
= Û0S(t, 0)⊗ Û0B(t, 0) , (2.15)

2To compute the integral, define ω+ = ω + iε, where ε is an infinitesimal imaginary part added
to ensure convergence of the integral. Then,

Γνν′(ω
+) =

∫ ∞
0

dt ei(ω+iε)t
∫ +∞

−∞

dω′

2π
e−iω

′tγνν′(ω
′) = i

∫ +∞

−∞

dω′

2π

γνν′(ω
′)

ω − ω′ + iε
=

= iP
∫ +∞

−∞

dω′

2π

γνν′(ω
′)

ω − ω′ +
1

2

∫ +∞

−∞
dω′ γνν′(ω

′)δ(ω − ω′) =

=
1

2
γνν′(ω) + iσνν′(ω) ,

Notice that, in the first step, we made use of
∫∞
0
dt ei(ω−ω

′+iε)t = i/(ω−ω′+ iε), while in the second
step we employed the standard relation 1/(ω − ω′ + iε) = P(1/(ω − ω′)) − iπδ(ω − ω′), where P
denotes the Cauchy principal value.
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where T exp stands for the time-ordered exponential and Û0S(t, 0) and Û0B(t, 0) are

the non-interacting propagators for the system and the bath respectively. The second

equality holds simply because the system and bath Hamiltonians belong to differ-

ent Hilbert spaces and therefore commute. The density matrix in the interaction

representation,

ρ̂tot,I(t) = Û †0(t, 0)ρ̂tot(t)Û0(t, 0) , (2.16)

obeys a Liouville-von Neumann equation,

d

dt
ρ̂tot,I(t) = − i

~

[
ĤSB,I(t), ρ̂tot,I(t)

]
, (2.17)

where ĤSB,I(t) = Û †0(t, 0)ĤSB(t)Û0(t, 0) is the system-bath Hamiltonian in interac-

tion representation. Integrating Eq. (2.17) in the interval (0, t) we have

ρ̂tot,I(t) = ρ̂tot,I(0)− i

~

∫ t

0
dt1

[
ĤSB,I(t1), ρ̂tot,I(t1)

]
. (2.18)

We can then iterate Eq. (2.18) to express ρ̂tot,I(t1) on the r.h.s., to get

ρ̂tot,I(t) = ρ̂tot,I(0)− i

~

∫ t

0
dt1

[
ĤSB,I(t1), ρ̂tot,I(0)

]
− 1

~2

∫ t

0
dt1

∫ t1

0
dt2

[
ĤSB,I(t1),

[
ĤSB,I(t2), ρ̂tot,I(t2)

] ]
.

(2.19)

At this point, we make the crucial assumption of weak coupling. To go on, we ex-

ploit the fact that we can always isolate a scalar α out of the interaction Hamiltonian,

so to quantify the coupling strength. In our case, we can redefine ĤSB,I → αĤSB,I,

with α � 1. Then, each occurrance of ĤSB,I in Eq. (2.19) would yield a factor α

in front. Moreover, the system’s state can be perturbatively expanded in α, so that

ρ̂tot,I(t2) = ρ̂tot,I(0)+O(α) for t2 ∈ [0, t]. We can thus write Eq. (2.19) up to second

order in α as

ρ̂tot,I(t) = ρ̂tot,I(0)− iα

~

∫ t

0
dt1

[
ĤSB,I(t1), ρ̂tot,I(0)

]
− α2

~2

∫ t

0
dt1

∫ t1

0
dt2

[
ĤSB,I(t1),

[
ĤSB,I(t2), ρ̂tot,I(0)

] ]
+O(α3) .

(2.20)

To obtain a master equation in differential form, we take a time derivative and trace

out the bath degrees of freedom, to get an evolution equation for the system alone,

ρ̂S(t) = TrB{ρ̂tot}. After this, we obtain

d

dt
ρ̂S,I(t) = −α

2

~2

∫ t

0
dt2TrB

[
ĤSB,I(t),

[
ĤSB,I(t2), ρ̂tot,I(0)

] ]
+O(α3) . (2.21)
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where the first correction in α, after tracing out the bath, is null due to the assump-

tion that TrB{ρ̂BB̂νI(t)} = 0. We can calculate the trace by using Eq. (2.3) and

assuming that the system and the bath start in a separable state as in Eq. (2.8), so

that

d

dt
ρ̂S,I(t) = −α

2

~2

∑
ν

([
ÂνI(t), Ŝν,I(t)ρ̂S,I(0)

]
+ H.c.

)
+O(α3) , (2.22)

where we defined the convoluted and integrated system operators

Ŝν,I(t) ≡
∑
ν′

∫ t

0
dt′ Cνν′(t− t′) Âν′I(t′) =

=
∑
ν′

∫ t

0
dτ Cνν′(τ) Âν′I(t− τ) .

(2.23)

In the second equality we simply made the change of variable t − t′ = τ , to get

an expression that will be useful later on. Since, up to zero order in α, ρ̂S,I(t) =

ρ̂S,I(0)+O(α), Eq. (2.22) can be equivalently rewritten, in ”closed” differential form,

as
d

dt
ρ̂S,I(t) = −α

2

~2

∑
ν

([
ÂνI(t), Ŝν,I(t)ρ̂S,I(t)

]
+ H.c.

)
+O(α3) , (2.24)

which is still valid up to second order in α. This is the so-called Bloch-Redfield

quantum master equation in the interaction representation. Going back to the

Schrödinger picture, Eq. (2.24) becomes

d

dt
ρ̂S(t) = − i

~

[
ĤS(t), ρ̂S(t)

]
− α2

~2

∑
ν

([
Âν , Ŝν(t)ρ̂S(t)

]
+ H.c.

)
+O(α3) , (2.25)

where the convoluted operator in the Schrödinger picture now looks

Ŝν(t) ≡ Û0(t, 0)Ŝν,I(t)Û
†
0(t, 0) =

∑
ν′

∫ t

0
dt′ Cνν′(t− t′) Û0(t, t′)Âν′Û

†
0(t, t′) . (2.26)

Notice that, as a result of the approximations done on ρ̂tot,I(t) and ρ̂S,I(t) to

lowest order in α, we now have an equation that considers the evolution of the

system disregarding completely the evolution of the bath, which is kept unchanged

in time. Therefore, this approach is consistent with the application of the so-called

Born approximation [66], i.e. neglecting the build-up of correlations between system

and bath in time:

ρ̂tot,I(t) ' ρ̂S,I(t)⊗ ρ̂B . (2.27)

Moreover, notice that the QME only depends on the system’s state at time t and not
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on previous times. This lack of memory is usually called first Markov approximation.

But this does not mean that Eq.s (2.24) and (2.25) describe a truly Markovian

interaction. Indeed, the non-Markovian nature of such equations is hidden in the

fact that the operator Ŝν(t) appearing in Eq. (2.26) depends on the past through

the integral over t′. However, in many physical situations, it is possible to perform

a further simplifying assumption, called the second Markov approximation [66, 52].

Suppose one can define a characteristic time-scale of the bath τB, after which the

bath correlation functions go to zero, Cνν(t > τB) ' 0. Then, one often assumes

that the system’s dynamics is much slower than the bath one, so that t � τB in

Eq. (2.26). This means that the system’s dynamics is insensible to the short memory

of the bath, leading to an effective Markovian system’s dynamics. In this setting,

for all t� τB Eq. (2.26) can be approximated with

Ŝν(t) ' Ŝ∞ν (t) =
∑
ν′

∫ ∞
0
dτ Cνν′(τ) Û0(t, t− τ)Âν′Û

†
0(t, t− τ) , (2.28)

where we performed the change of variables t − t′ = τ and sent the upper limit of

the integral to infinity. Within this approximation, we can now regard Eq. (2.25) as

describing a Markovian dynamics.

A very important property of Eq. (2.25) is that it preserves the trace of the

density matrix. Indeed,

d

dt
TrS {ρ̂S(t)} = TrS

{
d

dt
ρ̂S(t)

}
= 0 , (2.29)

the last equality coming from the fact that in Eq. (2.25) only commutators appear

and their trace must be zero because of the cyclic property of the trace. Moreover,

observe that the right-hand side of Eq. (2.25) is manifestly Hermitean, which implies

that the Hermitean nature of ρ̂S(t) is evidently preserved during the evolution. Un-

fortunately, the positivity of the system’s density matrix is not a priori preserved by

the Bloch-Redfield quantum master equation. However, there are some special cases

in which one can write the Bloch-Redfield QME in Lindblad form, thus guaranteeing

positivity preservation. This topic is discussed in the upcoming Sec. 2.3.

2.3 Lindblad equations from the Bloch-Redfield QME

Under further specific approximations, it is possible to cast the Bloch-Redfield QME

Eq. (2.25) in Lindblad form, thus ensuring positivity preservation. For example, as

shown in Sec. 2.3.1, a bath with no memory at all, i.e. τB → 0, leads almost

straightforwardly to a Lindblad QME. However, this is an extreme limit and we

will not use it in the rest of the work. On the other hand, one can also recover

the Lindblad form by applying the so-called Rotating-Wave Approximation
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(RWA) [66, 52]. Despite some similarities, there may be different ways to perform

the RWA, which lead to different equations. For systems with sufficiently slow

drivings (or simply with static Hamiltonians), one may employ the RWA by looking

at the system energy levels [77], as detailed in Sec 2.3.2. In the different setting of

periodic drivings, one can exploit the Floquet representation of states and perform

the RWA according to the system’s quasi-energies [78, 79], see Sec. 2.3.3.

To achieve these last two results, it will be convenient to fix a basis of states

{|a〉} — let it be generic, for now — to re-express some terms in the Bloch-Redfield

QME in the interaction picture. Specifically, we can add identities 1 =
∑

a |a〉〈a| to

get

ÂνI(t− τ) =
∑
ab

Û †0S(t− τ, 0)|a〉〈a|Âν |b〉〈b|Û0S(t− τ, 0) . (2.30)

2.3.1 Lindblad QME for memoryless baths

Suppose that each process occurring in our baths is completely uncorrelated with

what happened before, that is

Cνν′(t) −→ Dνν′ δ(t) . (2.31)

This implies that the convoluted operator Ŝν(t) of Eq. (2.26) becomes

Ŝν(t) −→ 1

2

∑
ν′

Dνν′Âν′ , (2.32)

where the 1/2 comes from integrating the delta function only at positive times. By

substituting Eq. (2.32) into Eq. (2.25), it is easy to see that

d

dt
ρ̂S(t) = − i

~

[
ĤS(t), ρ̂S(t)

]
+
α2

~2

∑
νν′

Dνν′

(
Âν′ ρ̂S(t)Âν−

1

2

{
ÂνÂν′ , ρ̂S(t)

})
+O(α3) ,

(2.33)

where we exploited the fact that, since the bath operators B̂ν are Hermitean,

D∗νν′ = Dν′ν . This equation can be brought to Lindblad form by a simple uni-

tary transformation: since the matrix D, formed by the Dνν′ as components, is a

positive matrix, it can be diagonalized by a unitary transformation U such that

U†D U = diag(dµ), where diag(dµ) is a diagonal matrix with the positive eigenval-

ues of D, dµ > 0. Then, we can define the Lindblad operators as follows

L̂µ =
√
dµ
∑
ν

U∗νµÂν , (2.34)
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so that we eventually obtain the QME explicitly in Lindblad form [49]:

d

dt
ρ̂S(t) = − i

~

[
ĤS(t), ρ̂S(t)

]
+
α2

~2

∑
µ

(
L̂µρ̂S(t)L̂†µ −

1

2

{
L̂†µL̂µ, ρ̂S(t)

})
+O(α3) .

(2.35)

2.3.2 Rotating-wave approximation for adiabatic drivings

We will consider here a time-dependent system with adiabatic driving and show how

we can get a Lindblad QME with the RWA [77]. The treatment for time-independent

Hamiltonians is just a sub-case of what we will present and it is more standard and

rigorous [66, 52].

Following Ref. [77], where the problem has been analysed first, we impose a

strict adiabatic approximation, in the sense that the time evolution operator for the

system is approximated up to zero-order in the adiabatic parameter,

Û0S(t, 0) = Ûad
0S (t, 0) +O

(
ξ

∆2
mintf

)
, (2.36)

where ξ/(∆2
mintf ) � 1 is the adiabatic parameter, with ∆min the smallest gap be-

tween ground state and first excited state, tf the total evolution time and, defining

{|a(t)〉} as the eigenbasis of ĤS(t), ξ = maxt,a,b |〈a(t)|∂tĤS(t)|b(t)〉| [77]. Further-

more, assuming that the characteristic time-scale of the bath τB is much smaller

than the time-scale associated to the system’s dynamics, we can regard the system

Hamiltonian as time-independent within times of the order of τB, so that we can

carry out the following approximation:

Û0S(t, t− τ) = T exp

(
− i
~

∫ t

t−τ
dt′ĤS(t′)

)
' exp

(
− i
~
ĤS(t)τ

)
(2.37)

Consider now Eq. (2.30) again, where the basis {|a〉} = {|a(t)〉} is chosen to

be the system Hamiltonian eigenbasis at time t, ĤS(t)|a(t)〉 = Ea(t)|a(t)〉. Then,

exploiting the fact that Û †0S(t− τ, 0) = Û †0S(t, 0)Û0S(t, t− τ), we have

ÂνI(t− τ) =
∑
ab

eiµab(t,0) e−i∆ab(t)τAν,ab(t)L̂ab(0) , (2.38)

where µab(t, 0) = µa(t, 0) − µb(t, 0), with µa(t, 0) being the dynamical plus Berry

phase accumulated during the adiabatic dynamics of the eigenstate |a(t)〉. Moreover,

∆ab(t) = (Ea(t)− Eb(t))/~, and we defined

Aν,ab(t) = 〈a(t)|Âν |b(t)〉 (2.39)

L̂ab(t) = |a(t)〉〈b(t)| (2.40)
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We can apply this to the Bloch-Redfield QME in interaction picture, Eq. (2.24), to

obtain

d

dt
ρ̂S,I(t) = −α

2

~2

∑
νν′

∑
abcd

(
ei(µab(t,0)+µcd(t,0))Aν,ab(t)Aν′,cd(t)Γνν′(∆dc(t)) ×

×
[
L̂ab(0), L̂cd(0)ρ̂S,I(t)

]
+ H.c.

)
.

(2.41)

Let us take a look at the exponential for a time-independent system first: in this case,

we would have only the dynamical phase, i.e. ei(µab(t,0)+µcd(t,0)) = ei(Ea−Eb+Ec−Ed)t/~.

If t is large enough, so that (Ea − Eb + Ec − Ed) t/~� 1, the corresponding factor

in the master equation would experience very fast oscillations, which would average

out during the evolution. Therefore, it would be legitimate to neglect these terms,

performing the so-called Rotating-Wave Approximation (RWA), alias secular

approximation [66, 52]. For a time-dependent system, the application of the RWA

is in general ”far from rigorous”, quoting Ref. [77]. Indeed, the phase in the ex-

ponential is an integral over time, where the dynamical and Berry phase vary in

time. Nevertheless, we can guess that the RWA should still retain a good degree of

reliability whenever the system energies and eigenstates do not change remarkably

in time during the whole evolution. Let us suppose that the oscillatory terms are

indeed negligible and impose

ei(µab(t,0)+µcd(t,0)) RWA−→ δµab(t,0),µdc(t,0) . (2.42)

In particular, it is crucial that ∆ab(t) = ∆dc(t), therefore we require that the dynam-

ical and Berry contributions vanish independently. Then, starting from Eq. (2.41),

using Eq. (2.13) and exchanging some summation indices, we finally arrive at the

following Lindblad QME for adiabatically-driven systems under RWA:

d

dt
ρ̂S,I(t) = − i

~

[
ĤLS,I(t), ρ̂S,I(t)

]
+

+
∑
abcd

γabcd(t)

(
L̂ab(0) ρ̂S,I(t) L̂

†
dc(0)− 1

2

{
L̂†dc(0) L̂ab(0), ρ̂S,I(t)

})
,

(2.43)

where we have defined:

γabcd(t) =
α2

~2

∑
νν′

δµab(t,0),µdc(t,0)Aν,cdAν′,ab γνν′(∆cd(t)) , (2.44)

ĤLS,I(t) =
α2

~
∑
νν′

∑
abc

δµab(t,0),µdc(t,0)Aν,ab(t)Aν′,bc(t)σνν′(∆ab(t))L̂ac(0) . (2.45)
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We can now rewrite Eq. (2.43) in the Schrödinger representation by using the free

time evolution operator Û0S(t, 0), so that

d

dt
ρ̂S(t) = − i

~

[
ĤS(t), ρ̂S(t)

]
+ Û0S(t, 0)

d

dt
ρ̂S,I(t)Û

†
0S(t, 0) .

Eventually, the Bloch-Redfield QME in Lindblad form and in the Schrödinger

picture looks

d

dt
ρ̂S(t) = − i

~

[
ĤS(t) + ĤLS(t), ρ̂S(t)

]
+ (2.46)

+
∑
abcd

γabcd(t)

(
L̂ab(t) ρ̂S(t) L̂†dc(t)−

1

2

{
L̂†dc(t) L̂ab(t), ρ̂S(t)

})
, (2.47)

where now the Lamb shift Hamiltonian has the Lindblad operator computed at time

t:

ĤLS(t) =
α2

~
∑
νν′

∑
abc

δµab(t,0),µdc(t,0)Aν,ab(t)Aν′,bc(t)σνν′(∆ab(t))L̂ac(t) . (2.48)

This QME can be brought to the standard Lindblad form by diagonalizing the

matrix of γab,cd = γα,β components, as we did to get Eq. (2.34) [52]. If we assume

that there are no degenerate spectral differences, we can further write

δµab(t,0),µdc(t,0) = δa,b δc,d + δa,d δb,c (1− δa,b) , (2.49)

i.e. we keep only the terms corresponding to 1) a = b & c = d and 2) a = d & b = c,

where the factor (1−δa,b) on the r.h.s. prevents us from counting twice the terms with

a = b = c = d. As a consequence, the QME in Lindblad form for non-degenerate

spectral differences becomes

d

dt
ρ̂S(t) = − i

~

[
ĤS(t) + ĤLS(t), ρ̂S(t)

]
+

+
∑
ab,a6=b

γabba(t)

(
L̂ab(t) ρ̂S(t) L̂†ab(t)−

1

2

{
L̂†ab(t) L̂ab(t), ρ̂S(t)

})
+

+
∑
ab

γaabb(t)

(
L̂aa(t) ρ̂S(t) L̂†bb(t)−

1

2

{
L̂†bb(t) L̂aa(t), ρ̂S(t)

})
.

(2.50)

Notice that γaabb(t) is a sum of terms proportional to γνν′(0), therefore it is only

responsible for the so-called pure dephasing. The γabba(t) is instead responsible for

transitions between energy levels, since we assume a 6= b. Furthermore, it can be

shown that Eq. (2.50) brings to a decoupling of the dynamics of populations and
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coherences of the density matrix [52], in the form of classical rate equations for the

populations.

2.3.3 Rotating-wave approximation for periodic drivings

We derive here a QME in Lindblad form for the specific case of periodically-driven

systems of period τ . In order to do so, we employ the instantaneous Floquet basis

relative to the non-dissipative system’s dynamics [78, 79]. Let us thus introduce the

Floquet states [80, 81, 82, 83] for the unitary dynamics, which are solutions to the

time-dependent Schrödinger equation, as

|ψa(t)〉 = e−iεat/~|ua(t)〉 , (2.51)

which are labelled by a, and where εa is the associated quasi-energy and |ua(t)〉 is

the Floquet mode, which is periodic, i.e. |ua(t+ τ)〉 = |ua(t)〉.
The Floquet states form a basis for the system’s Hilbert space for any time t,

so we can use them to get more insight into the QME. For any operator ÂνI(t
′) we

can use the basis of states in Eq. (2.51), |a〉 = |ψa(t′)〉. Exploiting the fact that for

Floquet states Û0S(t2, t1)|ψa(t1)〉 = |ψa(t2)〉, we can easily write Eq. (2.30) as

ÂνI(t
′) =

∑
ab

ei(εa−εb)t
′/~〈ua(t′)|Âν |ub(t′)〉|ψa(0)〉〈ψb(0)| =

=
∑
ab

∑
k

ei∆ab,kt
′
Akν,ab|ψa(0)〉〈ψb(0)| ,

(2.52)

where, in the second equality, we exploited the periodicity of 〈ua(t′)|Âν |ub(t′)〉 to

write it as a Fourier series,

〈ua(t′)|Âν |ub(t′)〉 =
∑
k

e−iΩkt
′
Akν,ab , (2.53)

with Ω = 2π/τ . Here, we defined the quantity ∆ab,k = (εa − εb)/~−Ωk. Using this

in the Bloch-Redfield QME in the interaction picture, Eq. (2.24), we can carry out

a calculation very similar to the one in the previous section, to get

d

dt
ρ̂S,I(t) =

α2

~2

∑
νν′

∑
abcd

∑
kk′

(
ei(∆ab,k+∆cd,k′)t Γνν′(−∆cd,k′)A

k
ν,abA

k′
ν′,cd ×

×
[
L̂ab(0), L̂cd(0)ρ̂S,I(t)

]
+ H.c.

)
,

(2.54)

with

L̂ab(t) = |ψa(t)〉〈ψb(t)| . (2.55)

Again, we see that there are potential rapidly-oscillating terms as the evolution time
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t increases. Indeed, we can treat the factor ei(∆ab,k+∆cd,k′)t as in the previous section

and perform a RWA according to the coherent dynamics quasi-energies:

ei(∆ab,k+∆cd,k′)t RWA−→ δ∆ab,k,∆dc,−k′ ' δ∆ab,k,∆dc,k
· δk,−k′ . (2.56)

Applying the RWA, using Eq. (2.13), we get the following QME in Lindblad form

in the Schrödinger representation

d

dt
ρ̂S(t) = − i

~

[
ĤS(t) + H̃LS(t), ρ̂S(t)

]
+ (2.57)

+
∑
abcd

γ̃abcd

(
L̂ab(t) ρ̂S(t) L̂†dc(t)−

1

2

{
L̂†dc(t) L̂ab(t), ρ̂S(t)

})
, (2.58)

where we defined

H̃LS(t) =
α2

~
∑
νν′

∑
abc

∑
k

δ∆ab,k,∆dc,k
Akν,ab

(
Akν′,cb

)∗
σνν′(∆ab,k)L̂ac(t) (2.59)

γ̃abcd =
α2

~2

∑
νν′

∑
k

δ∆ab,k,∆dc,k
Akν,cd

(
Akν′,ba

)∗
γνν′(∆ba,k) . (2.60)

Notice how this equation formally looks very similar to Eq. (2.43) for the adiabatic

driving case, although we have very different Lindblad operators and coefficients.

If there are no degeneracies in the quasi-energies spectrum, we can also set a =

b & c = d and a = d & b = c, being careful of not over-counting the a = b = c = d

case, i.e.

δ∆ab,k,∆dc,k
= δa,b δc,d + δa,d δb,c (1− δa,b) , (2.61)

analogously to Eq. (2.49). Then, Eq. (2.57) for the case of no degenerate quasi-

energies differencies becomes

d

dt
ρ̂S(t) = − i

~

[
ĤS(t) + H̃LS(t), ρ̂S(t)

]
+

+
∑
ab,a6=b

γ̃abba

(
L̂ab(t) ρ̂S(t) L̂†ab(t)−

1

2

{
L̂†ab(t) L̂ab(t), ρ̂S(t)

})
+

+
∑
ab

γ̃aabb

(
L̂aa(t) ρ̂S(t) L̂†bb(t)−

1

2

{
L̂†bb(t) L̂aa(t), ρ̂S(t)

})
.

(2.62)

Notice, again, the analogy with Eq. (2.50) for the adiabatic case. It is thus not

surprising that also Eq. (2.62) leads to a decoupling of the dynamics of coherences

and populations, but this time in the Floquet basis. It can be shown that the

coherences modules go to zero in the stationary limit so that one is left with simple

rate equations for the Floquet stationary populations.
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2.4 Thermalization in static systems

Let us start our journey among the open quantum systems from the simplest setting

we can think of: a spin-1/2 coupled to a bosonic reservoir. This is known as the

spin-boson model and has been thoroughly studied [10, 84, 85]. Despite its apparent

simplicity, the spin-boson model exhibits quite interesting physics depending on the

details of the interaction Hamiltonian (like coupling strength, bath temperature or

spectral density) [10]. In this chapter, we review it in the weak coupling regime

utilizing the Bloch-Redfield QME, Eq. (2.25), to illustrate the basic mechanisms of

dephasing and relaxation, which are very clear in this time-independent setting.

2.4.1 The spin-boson model

The spin-boson model describes a time-independent two-level system coupled to one

thermal bath. The total Hamiltonian has the form of Eq. (2.1), where the system

Hamiltonian is

ĤS =
ε

2
σ̂z +

∆

2
σ̂x , (2.63)

with σ̂ν , ν = x, y, z the usual Pauli matrices. The eigenstates of σ̂z can be thought

as two macroscopic states, with energy difference ε, coupled by a tunnelling term

∆. The bath Hamiltonian is as in Eq. (2.2) with only one value of ν in the sum

since we have only one reservoir. The interaction is modelled by Eq. (2.3), with B̂

describing the emission/absorption of bosons from/in the bath, and

Â = σ̂z (2.64)

describes how the interaction affects the system state [10, 85]. Notice that the cou-

pling along σ̂z is general enough: if we had another operator, we simply could apply

a unitary transformation to go back to Eq. (2.63) with a proper renormalization of

ε and ∆. It is more interesting to look at the problem in the system energy basis.

We can introduce a new set of Pauli matrices τ̂ν , corresponding to this basis, and

we can rewrite the total Hamiltonian as

Ĥeig
tot =

∆E

2
τ̂ z + (sin θ τ̂x + cos θ τ̂ z)⊗ B̂ + ĤB , (2.65)

where ∆E is the gap between the two system’s eigenstates, while θ tunes the coupling

direction with respect to the system energy basis.

We are interested in the dynamics of the system starting from a generic initial

state ρ̂S(0). Several techniques can be employed to achieve this goal: under weak

coupling approximation, for example, we can use a suitable QME among the ones

provided in the previous chapter. A well-established result in the literature is that

two different time-scales govern the system’s time-evolution [85]. On the one hand,
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we have the so-called dephasing or decoherence, i.e. the off-diagonal elements of the

density matrix in the system energy eigenbasis tend to zero after a characteristic

dephasing time-scale. This means that the system tends to become a purely mixed

state, losing the quantum superposition between the energy eigenstates. On the

other hand, the populations of the density matrix, again in the system energy eigen-

basis, tend to acquire a Boltzmann distribution depending on the bath temperature.

This phenomenon is denominated relaxation and it also takes place within a proper

relaxation time-scale. The interplay of relaxation and dephasing leads the system

to reach a thermal steady state after a transient,

ρ̂S(t→∞) =
e−βĤS

Tr{e−βĤS}
, (2.66)

where β is the bath inverse temperature. Notice that ρ̂S(t → ∞), written in the

system energy eigenbasis, is diagonal. A very peculiar case happens whenever the

system coupling operator Â commutes with the system Hamiltonian ĤS: in that

case, the system energies must be conserved, hence interactions with the bath cannot

change them. Therefore, relaxation does not occur, but we still have dephasing. This

setting is thus called pure-dephasing.

2.4.2 Visualizing dephasing and relaxation

It is instructive to visualize the processes of dephasing and relaxation on the Bloch

sphere. We express the system density matrix in the energy eigenbasis as

ρ̂eig
S (t) =

1

2
(1 + r(t) · τ̂ ) , (2.67)

where r(t) = (rx(t), ry(t), rz(t)) ∈ R3 and τ̂ = (τ̂x, τ̂y, τ̂ z). By using the Bloch-

Redfield QME written in Appendix B, one finds that the dynamics of populations

and coherences is decoupled, giving

r±(t) = rx(t)± iry(t) ∼ e−t/τϕ , (2.68)

rz(t)− reqz ∼ e−t/τR , (2.69)

where reqz = tanh(β∆E/2) characterizes the thermal equilibrium for the populations,

while τϕ and τR are respectively the dephasing and relaxation time-scales, associated

to the following corresponding rates

γR =
1

τR
= sin2 θ

SX(∆E/~)

~2
, (2.70)

γϕ =
1

τϕ
=

1

2
γR + cos2 θ

SX(0)

~2
, (2.71)
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Figure 2.2: Dynamics of a spin-1/2 under the spin-boson Hamiltonian for (a) no
dissipation, (b) pure-dephasing and (c) relaxation plus decoherence. In (a), the spin
oscillates coherently. In (b), the coherences of the density matrix go to zero, but the
populations do not change. Plots realized using the Qutip package [86, 87].

with SX(ω) = γ(ω) + γ(−ω) being the Fourier transform of the symmetrized bath

correlation function [85]. These results are illustrated in Fig. 2.2, where we show the

dissipative dynamics of the Bloch vector r(t), starting from a generic initial pure

state, indicated by the red arrows. Recall that pure states correspond to vectors

that point at the surface of the Bloch sphere while, if the state becomes mixed, the

associated vector points inside the sphere. Panel (a) shows non-dissipative dynamics:

the state is always pure and thus the Bloch vector always points at the surface of

the sphere, precessing at fixed frequency ∆E/~. Panel (b) illustrates the peculiar

pure-dephasing case: the coherent oscillations of the previous case are damped in

time, as the Bloch vector tends to dig deeper and deeper inside the sphere; however,

the value of rz(0) never changes, because populations cannot be modified by the

interaction with the bath. Panel (c) eventually displays a generic relaxation plus

dephasing process, where now also rz relaxes to the equilibrium value reqz .

Whenever the system Hamiltonian is time-dependent, the phenomena of dephas-

ing and relaxation still occur, but in general it is more difficult to disentangle them.

On the one hand, their time-scales are no more constant and the dynamics is more

complicated than a pure exponential; on the other hand, the energy eigenbasis also

depends on time.
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Chapter 3

The dissipative Landau-Zener

model

We present here results contained in our first paper [31], in which we analyse how

interaction with a bosonic reservoir at thermal equilibrium can affect the dynam-

ics of a two-level quantum system described by the Landau-Zener Hamiltonian. In

particular, we shed light upon the mechanism by which dissipation can remarkably

enhance the final ground state probability over the coherent evolution. We inter-

pret this in the context of Quantum Annealing (QA) — alias Adiabatic Quantum

Computation (AQC) —, in analogy with what has been called “thermally assisted

AQC” [33].

There have been many studies on the dissipative Landau-Zener model over the

years. However, almost all of them focused on a coupling to the environment which

is purely longitudinal — i.e. along the same direction — with respect to the driving.

By purely longitudinal we mean that, if the Landau-Zener Hamiltonian is written

as ĤLZ = ε(t)σ̂z + ∆σ̂x, the coupling would be proportional to the σ̂z operator only.

The reason for neglecting transverse coupling directions, as discussed in Ref. [10], is

probably due to the fact that longitudinal coupling is definitely the dominant noise

mechanism when one deals with a macroscopic two-level system — such as a qubit

in a quantum annealer —, because any transverse coupling would be proportional to

the “exponentially small” (overlap-related) tunnelling matrix element between the

two states that undergo the avoided crossing.

Some analytic results are known for some limiting cases and a purely longi-

tudinal system-bath interaction: at fast sweeps, for low temperatures or strong

couplings, the dissipative dynamics is expected to be identical to the coherent

one [88, 89, 90, 91, 92]; at very high temperatures and slow sweeps, the system is

expected to reach equal populations at the end of the dynamics [88, 89]. This partial

understanding of the model has been then supplemented by numerical approaches,

such as the weak-coupling Bloch-Redfield QME and the numerically-exact Quasi-
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Adiabatic Path Integral (QUAPI) technique [58, 59], which have given answers to all

the remaining regimes under the choice of an ohmic bath spectral function [93, 94].

In particular, they highlighted a non-monotonic dependence of the final ground state

probability as a function of the driving speed in the adiabatic region. Importantly,

none of these results showed that such an interaction can improve the final ground

state probability over the one corresponding to the coherent case, i.e. either this

dissipation is detrimental or it does not affect the dynamics.

On the other hand, another study on the very same model in the context of

AQC-QA [33], using again a standard Bloch-Redfield QME, claimed that dissipation

might enhance the final ground state probability, at least in some regimes of ohmic or

super-ohmic bath spectral functions. This phenomenon is known in the literature as

“thermally assisted AQC” [33]. The authors, however, do not integrate the evolution

equations for the Landau-Zener model to support their claim, but rather study

numerically QA on much more complicated models with 12, 16 and 20 qubits. In

the super-ohmic case, their data report thermal improvement. Our analysis does

not support their conclusions.

These are all results related to purely longitudinal interaction. However, a cou-

pling along the transverse direction might as well realize an interesting thermal

improvement, since it couples to the tunnelling term that causes transitions (the σ̂x

operator in the Landau-Zener Hamiltonian). Notice that a transverse interaction

might be relevant for Landau-Zener processes happening in AQC-QA. Although the

longitudinal coupling is dominant for a single qubit in the D-Wave machine, when

the Landau-Zener physics emerges from the two lowest-lying eigenstates of a complex

multi-qubit Hamiltonian, one would expect that an appropriate model to describe

the dissipation should include couplings to the transverse directions. At zero tem-

perature, the dissipative Landau-Zener model has been exactly solved for generic

coupling directions [90, 91], finding an analytic formula for the final ground state

probability that generalizes the famous Landau-Zener formula for the coherent case.

Very interestingly, if the coupling has some transverse component, in some cases

the final ground state probability can be larger than its coherent counterpart, real-

izing again a dissipative enhancement in the spirit of Ref. [33]. The same problem

has also been tackled numerically at finite temperature and for an ohmic spectral

function [95], utilizing Bloch-Redfield QME (with RWA) and QUAPI: the study,

however, does not investigate the non-adiabatic region, where we do find the most

interesting physics.

In this chapter, we revisit the issue of thermally assisted QA using the Bloch-

Redfield QME, benchmarked against the exact results at zero temperature in Ref.s [90,

91] and against the numerically-exact QUAPI technique at finite temperature. In

Sec. 3.1 the physics of the Landau-Zener model is introduced, while Sec. 3.2 describes

how we model dissipation. In Sec. 3.3 we present our results: first, we benchmark

the validity of the QME, with and without RWA; next, we investigate the effect of
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both longitudinal and transverse couplings at all temperatures. As we will show,

thermal dissipation can enhance the final ground state probability — i.e. the QA

performance — whenever the system-bath coupling possesses at least a certain de-

gree of transverse component. This effect is prominent at high temperatures and

fast sweeps, although it appears also at low temperatures. To understand more

intuitively this phenomenon, we present a simple model based on a bath made of

a single harmonic oscillator. In Sec. 3.4 we try to make contact with the experi-

ment in Ref. [34], where the authors reported thermally assisted QA on a 16-qubit

Hamiltonian with the annealing dynamics dominated by a unique Landau-Zener

crossing.

3.1 The Landau-Zener problem

The Landau-Zener model, conceived and solved almost a century ago [96, 97, 98, 99],

describes two quantum states that undergo an avoided crossing as a consequence of

driving. The Hamiltonian that captures this physics can be written as

ĤS(t) =
vt

2
σ̂z +

∆

2
σ̂x , (3.1)

with v the driving speed and ∆ the smallest gap through the evolution. Notice

that Eq. 3.1 reminds of the spin-boson Hamiltonian in Eq. (2.63) in Sec. 2.4, with

ε now replaced by a time-dependent ε(t) = vt. At the extreme times t = ±∞,

the Hamiltonian eigenstates are equal to the σ̂z eigenstates — the so-called diabatic

basis —, which we denote by {| ↑ 〉, | ↓ 〉}. If ∆ = 0, these states would be eigenstates

of the Hamiltonian for the whole dynamics, but they would change their energies

linearly in time: as can be seen from Fig. 3.1, the initial ground (excited) state would

become the final excited (ground) state, following the dotted lines that represent the

two uncoupled energy levels. A non-zero ∆ opens a gap in the spectrum, with the

energies given by

E±(t) = ±
√

(vt)2 + ∆2 (3.2)

and time-dependent eigenstates {|ψgs(t)〉, |ψex(t)〉} that form the so-called adiabatic

basis. The presence of ∆, proportional to σ̂x in Eq. (3.1), opens up the possibility

of tunnelling between the two diabatic basis states.

The problem now is to understand the interplay of driving speed and tunnelling

in determining the final state at the end of the time-evolution, given a certain initial

state. Let us thus start from the ground state at t = −∞, i.e. |ψ(−∞)〉 = | ↓ 〉, and

let the system’s state |ψ(t)〉 evolve unitarily according to

|ψ(t)〉 = Û(t,−∞)| ↓ 〉 , (3.3)
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Figure 3.1: Energy bands of the Landau-Zener model, corresponding to the adiabatic
states, plotted versus time. The avoided crossing takes place at t = 0, where the
(minimum) gap is equal to ∆.

where the time-propagator is written as a time-ordered exponential,

Û(t, t0) = T exp

(
− i
~

∫ t

t0

dt′ĤS(t′)

)
. (3.4)

From the adiabatic theorem [28] we know that, if the condition for adiabaticity

~v � ∆2 is satisfied, we will be able to follow the instantaneous ground state at

any time. If instead adiabaticity is broken, tunnelling between the diabatic states

influences less the dynamics and the state will stay closer to the initial diabatic state.

One can see this by computing the instantaneous ground state probability

PLZ
gs(t) = |〈ψgs(t)|ψ(t)〉|2 , (3.5)

which also depends on the adiabatic parameter ~v/∆2. Of particular interest is the

ground state probability well after the avoided crossing, ideally at t = +∞, that we

define as

P LZ
gs (v/∆2) = PLZ

gs(t = +∞) . (3.6)

This quantity has been exactly calculated, giving what is usually called the Landau-



CHAPTER 3. THE DISSIPATIVE LANDAU-ZENER MODEL 35

 0

 0.2

 0.4

 0.6

 0.8

 1

 0.01  0.1  1  10  100

P
gsLZ

(v
)

ħv/Δ2

Figure 3.2: Plot of the final ground state probability in Eq. (3.7) as a function of the
adiabatic parameter ~v/∆2. For slow drivings the initial state follows very closely the
instantaneous ground state and eventually reaches the final ground state with very
high fidelity (adiabatic region, ~v/∆2). For ~v/∆2 > 1 we enter the non-adiabatic
regime, where P LZ

gs (v/∆2) decreases as tunnelling becomes less effective.

Zener formula [96, 97]:

P LZ
gs (v/∆2) = 1− exp

{
−π∆2

2~v

}
. (3.7)

The plot of Eq. 3.7 is shown in Fig. 3.2. A high overlap with the final ground state

can be achieved only through an adiabatic driving, ~v � ∆2, as expected. If we

instead sweep faster, we partly follow the diabatic state up to the final excited state

| ↑ 〉, since we do not spend enough time in the tunnelling region to be able to follow

perfectly the instantaneous ground state.

All this theory is well-known and established. However, things can remarkably

change when dissipation is added, as we will discuss in the rest of this chapter.

3.2 Dissipation in the Landau-Zener model

We model dissipation in the Landau-Zener problem following previous works already

present in the literature [10, 100, 89, 84, 66, 78]. The system Hamiltonian in Eq. (3.1)

is subject to interaction with one thermal bosonic reservoir at equilibrium with

temperature T , so that the total Hamiltonian is a sum of system, bath and system-

bath interaction terms, Ĥtot(t) = ĤS(t) + ĤB + ĤSB, as in Eq. (2.1). The bath
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Hamiltonian is

ĤB =
∑
l

~ωlb̂†l b̂l , (3.8)

while we choose the interaction to be modelled by

ĤSB =
1

2
(cos θ σ̂z + sin θ σ̂x)⊗ B̂ , (3.9)

where θ ∈ [0, π/2] and B̂ =
∑

l λl(b̂
†
l + b̂l ), given by Eq. (2.4) specialized for a single

bath. Choosing θ = 0 realizes a coupling longitudinal to the driving direction, while

θ > 0 provides a transverse component.

It is worth stressing here the importance of the coupling direction chosen by θ.

In Sec. 2.4.1, regarding the spin-boson model, we said that a coupling purely along

σ̂z was enough to capture all the physics, since for generic directions one can always

choose a unitary transformation to bring the coupling along σ̂z, at the cost of a

renormalization of the system Hamiltonian parameters. However, the situation is

different in the present time-dependent setting: to align the coupling along σ̂z, one

would need a time-dependent unitary transformation so that the renormalization of

the parameters would imply a different non-trivial driving scheme with respect to

Eq. (3.1). So, different coupling directions can lead to the emergence of different

physics, as we will observe in Sec. 3.3. Notice that Eq. (3.9) is not in the most general

form since the σ̂y direction is missing. We made this choice for the sake of simplicity

and in analogy with some previous literature. Both longitudinal and transverse

couplings are in any case guaranteed by our simple choice. Another point to highlight

is that we choose a common bath for both longitudinal and transverse couplings,

while in principle one might as well take two different baths, even correlated between

them. We studied the effect of two different independent baths on the same model,

but we did not find any regime in which results are interestingly different from what

we present in the following for a single common bath.

In our model, the coupling to the environment is captured, in the limit of a

continuous distribution of frequencies, by an ohmic bath spectral function — see

Eq. (2.6) — which in this setting looks

J(ω) = 2 ~2 αω e−ω/ωc , (3.10)

with a cut-off frequency ωc and an overall dimensionless coupling constant α, which

encodes the coupling strength between the system and the environment. We will set

ωc = 10∆/~ from now on, since we have verified that our results are not qualitatively

affected by the choice of the cut-off frequency.

In the spirit of the Landau-Zener problem discussed in Sec. 3.1, we start our

numerical calculation at some large negative time t0 = −ta — which we select

such that vta � ∆, so that the initial ground state |ψgs(t0)〉 is very close to being

a σ̂z-eigenstate — and we assume the system and the bath to be decoupled and
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defined by the state ρ̂intot = |ψgs(t0)〉〈ψgs(t0)| ⊗ ρ̂B, where ρ̂B = e−βĤB/Z is the bath

thermal equilibrium density matrix at temperature T , with Z = Tr(e−βĤB) the bath

partition function and β = 1/(kBT ). The ensuing unitary dynamics is captured by

the full evolution operator

Û(t, t0) = T exp

(
− i
~

∫ t

t0

dt′ Ĥtot(t
′)

)
, (3.11)

where T exp is the time-ordered exponential. Information on the two-level system

— e.g. a qubit — is fully encoded in its reduced density matrix

ρ̂S(t) = TrB

(
Û(t, t0)ρ̂intot Û†(t, t0)

)
(3.12)

and we can extract the probability that the qubit can be found in its (instantaneous)

ground state |ψgs(t)〉 at time t by computing the ground state probability as

Pgs(t) = TrS

(
ρ̂S(t) |ψgs(t)〉〈ψgs(t)|

)
, (3.13)

which generalizes Eq. (3.5) to density matrices. From the probability Pgs(t) calcu-

lated at a large positive time tf = −t0 = ta, we obtain the quantity that effectively

generalizes the LZ formula in Eq. (3.7),

Pgs(v, T ) ≡ Pgs(tf) , (3.14)

which turns out to be effectively independent of the value of ta, provided vta � ∆.

In practice, choosing vta = 200∆ is enough to guarantee convergence to the infinite-

time limit; this is the value used throughout this chapter, unless otherwise stated.

3.3 Numerical results

In this section, we present the main results of our paper [31] and bring evidence for

the enhancement over the Landau-Zener probability due to a dissipative dynamics.

Our data have been obtained through the Bloch-Redfield QME with and without

RWA — see the differential equations computed in App. B.3 —, which have been

tested against QUAPI data in several regimes, revealing the regimes of reliability.

The differential equations have been solved by means of a standard IV order Runge-

Kutta method. Notice that all the data from QME presented here are related to the

differential equations obtained without RWA.

We start the section from a discussion of the zero temperature case, Sec. 3.3.1,

where we find excellent agreement with the exact results of Ref.s [90, 91], at least

at weak coupling. We anticipate here that the QME turned out to be surprisingly

accurate for a purely-transverse coupling, even for strong interactions and very fast
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drivings, as we will discuss. We then move to finite temperatures in Sec. 3.3.2.

We benchmark again the QME against the numerically-exact QUAPI and interpret

the results we obtain. We illustrate the thermal enhancement of the Landau-Zener

probability, which constitutes the main finding of our work [31]. After that, in

Sec. 3.3.3 we also discuss a simple single-oscillator-bath model, in terms of which the

effect of finite temperature for a σ̂x-coupling becomes physically very transparent.

Finally, in Sec. 3.3.4 we also test the impact of performing the RWA on the Bloch-

Redfield QME.

3.3.1 Zero temperature

Let us start by discussing our results at zero-temperature. In this regime, we have a

perfect benchmark for our QME approach given by the exact predictions by Hänggi

and coworkers [90, 91], who showed that, in presence of a bath at T = 0 and for an

evolution starting at t0 = −∞ and ending at tf = +∞, the exact generalization of

the Landau-Zener formula reads

Pgs(v, T = 0) = 1− e−
πW2

θ
2~v , (3.15)

where Wθ, effectively replacing the tunnelling matrix element ∆ in the standard

Landau-Zener formula, for our ohmic bath choice is

W 2
θ =

∣∣∣∆− α~ωc sin 2θ
∣∣∣2 + 2α(~ωc)2 sin2 θ . (3.16)

According to Eq. (3.16), the bath has no effect when acting only along σ̂z since

W 2
θ=0 = ∆2; on the contrary, it effectively increases the bare tunnelling amplitude

∆ when, for instance, it acts along σ̂x since W 2
θ=π/2 = ∆2 + 2αω2

c . (Incidentally,

an identical enhancement would hold for a bath coupling along σ̂y.) This effective

increase of the tunnelling amplitude leads to a definite enhancement of the proba-

bility to remain in the ground state Pgs(v, T = 0): we illustrate this in Fig. 3.3(a),

where the exact predictions of Refs. [90, 91] reported in Eq. (3.15) are compared

to the evolution data coming from the QME without RWA for two relatively weak

values of the coupling α. The agreement is almost perfect at weak coupling and, as

shown in Fig. 3.3(b), it also persists in a remarkable and puzzling fashion all the

way up to the strong coupling regime. Therefore, our QME is extremely good for a

pure transversal noise, θ = π/2, even in the strong coupling regime. This excellent

agreement diminishes, or even disappears, if the noise has a longitudinal component,

as shown in Fig. 3.4, where the probability Pgs(v, T = 0) is plotted, for fixed driving

velocities v, versus the noise coupling direction θ and for different coupling strengths

α. The reason for this great reliability is still unclear to us, but we speculate that

it might be linked to the fact that the system’s dynamics is Markovian for a purely

transversal coupling, while non-Markovian effects are more pronounced for a purely
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longitudinal noise [53]. Indeed, we have checked the behaviour in time of the trace

distance between pairs of random initial states both for θ = 0 and θ = π/2: in the

former case, we have found non-monotonic trends, hinting that the dynamics must

be non-Markovian [53]; in the latter case, we have found that the trace distance

always monotonically decreases, as expected for Markovian dynamics [53].
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3.3.2 Finite temperature

The previous discussion, besides witnessing the reliability of the QME at T = 0, has

shown that a coupling transverse to the driving direction at T = 0 can improve the

final ground state probability over the coherent value. The crucial question now is:

will a finite-T bath improve or be detrimental to the T = 0 dynamics in presence of a

transverse noise? The answer is given in Fig. 3.5, where we plot Pgs(v, T ) versus the

adiabatic parameter ~v/∆2 for both purely longitudinal and transverse couplings, at

different temperatures. Data are obtained by our QME without RWA, benchmarked

with QUAPI, as we will discuss. Let us first consider the known purely longitudinal

σ̂z-coupling case, θ = 0, already studied in Ref.s [93, 101]. In Fig. 3.5(a), notice that

increasing the bath temperature reduces Pgs(v, T ) from the coherent evolution and

T = 0 value Pgs(v, 0) = P LZ
gs (v), and it does so in a rather non-monotonic fashion,

depending on the coupling constant α, as previously reported [93, 101]. Therefore,

no thermal improvement is found. But let us now focus on transverse noise. The

data in Fig. 3.5(b) show a very intriguing behavior of Pgs(v, T ) with temperature.

Remarkably, for a sufficiently fast driving ~v/∆2 � 1, a higher bath temperature

can significantly enhance the performance of the annealing protocol with respect to

the T = 0 case, hence effectively providing a “thermally assisted” AQC [33]. On the

contrary, this beneficial effect of a bath-temperature increase disappears, turning

into detrimental, in the opposite regime of small driving velocity ~v/∆2 � 1.

At T > 0 no analytic results are available, and we therefore use QUAPI to

benchmark our QME data. As Fig. 3.6 shows, the agreement between the QME

results (lines) and the QUAPI data (points) is quite good in the weak coupling regime

and (not shown) for all the temperatures for which a QUAPI simulation is feasible.

Unfortunately, the QUAPI does not provide a very good benchmark for the θ = π/2

case at finite temperature. The reason for this has to do with the Trotter error, which

is proportional to |ε(t)|(δt)3, δt being the Trotter step. This implies that the Trotter

error is very large at the initial and final stages of the evolution, where |ε(t)| = v|t| �
∆ unless the corresponding Trotter time δt is decreased accordingly. In practice, this

makes large values of the evolution time-interval [−ta, ta] intractable with QUAPI.

Nevertheless, we have benchmarked our finite-T QME data by comparing against

QUAPI the results of evolutions restricted to smaller time-intervals, with vta ≈ 20∆,

for which however Pgs(tf) deviates quantitatively from Pgs(v, T ). In this way, as

shown in Fig. 3.6(b), we verified a rather good agreement between QUAPI and

QME also for transverse noise, for all the temperatures we have studied, at least in

the weak-coupling region.

We also explored the strong coupling regime at finite temperature for a purely

longitudinal coupling. In this case, the analysis was done only with QUAPI, as the

QME would not be reliable at large values of α for θ = 0. We find that Pgs(v, T )

exhibits a non-monotonic behavior for increasing coupling α, at fixed v, especially

relevant in the adiabatic driving regime (small ~v/∆2). This is shown in Fig. 3.7,
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where we plot Pgs(v, T ) at a fixed value of ~v/∆2 = 0.2 and for different tem-

peratures, as a function of the coupling constant α. While for weak coupling the

probability Pgs(v, T ) decreases as α increases, the inverse tendency, characterized

by a Pgs(v, T ) increasing back towards P LZ
gs , is found when α increases beyond a cer-

tain T -dependent characteristic αmin(T ). Although the dynamics tends to become

more and more incoherent for large α, the overall form of Pgs(v, T ) would be very

close to the fully coherent value of P LZ
gs , in agreement with the Fermi-Golden rule

results of Ref. [102], obtained from a fully incoherent population-dynamics evolu-

tion. Figure 3.8 shows details of the dynamical evolution of Pgs(t) obtained from

QUAPI at different values of the parameters. In Fig. 3.8(left) the driving velocity

is “small” (~v/∆2 = 0.2), the coherent evolution is essentially adiabatic, and we no-

tice the effect of the finite-temperature bath in the form of a rather sharp decrease

of Pgs(t) around the transition region, followed by a partial recovery which tends

to push Pgs(tf) towards values which are closer and closer to Pgs(v, T = 0) as the

coupling α becomes stronger. In Fig. 3.8(right) the driving velocity is rather “large”

(~v/∆2 = 2): here we observe that while for small couplings Pgs(t) is basically on

top of the corresponding coherent evolution dynamics (including almost invisible, on

the scale of the figure, coherent dynamics oscillations), at larger couplings the drop

of Pgs(t) is rather sharp and non-oscillatory, again with a partial recovery which

tends to push Pgs(tf) towards Pgs(v, T = 0) as the coupling α becomes stronger.

3.3.3 Single oscillator bath and the thermal enhancement mecha-
nism

To better understand the physics behind the mechanism of dissipative improvement

we just discussed, we consider a drastically simplified model of “environment”, which

is reduced to a single harmonic oscillator [103], with a fixed frequency Ω coupled to

the system along a fixed direction in spin-space, parameterized as before with the

angle θ. The Hamiltonian is therefore

Ĥ(t) = ĤS(t) + ~Ωb̂†b̂ + λ(cos θσ̂z + sin θσ̂x)(b̂†+ b̂) . (3.17)

According to the predictions of Ref. [91], such a zero-temperature “single-oscillator

bath” would still lead to a Pgs(v, T = 0) given by Eq. (3.15), where now

W 2
θ =

∣∣∣∆− 2λ2

~Ω
sin 2θ

∣∣∣2 + 4λ2 sin2 θ . (3.18)

Notice that we can tune Ω and λ so as to get the same W 2
θ we would have for a

set of infinitely many harmonic oscillators with Ohmic spectrum (see Eq. (20) in

Ref. [91]). Therefore, the behaviour of Pgs(v, T = 0) for a Ohmic dissipative problem

can be perfectly mapped into a specific “single-oscillator environment” coupled to

the system. This analogy, which is in principle justified only for T = 0 and for
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the infinite-time Landau-Zener problem, helps to elucidate some of the physics of

the problem, which becomes very transparent in the single-oscillator setting. In the

following we will take ~Ω = 50∆ and a coupling λ = 0.5∆. The time evolution of this

simple driven qubit can be studied both at zero and finite temperature utilizing an

exact diagonalization-based Schrödinger dynamics, provided the oscillator Hilbert

space is properly truncated. Fig. 3.9 shows the results of such a study for a purely

transverse coupling θ = π/2 in the non-adiabatic regime, ~v/∆2 = 6 (a), and in

the “adiabatic” regime ~v/∆2 = 0.6 (b), compared to the “free” coherent evolution.

We observe that a σ̂x-coupling “bath” is indeed active when the instantaneous gap

of the qubit E(t) =
√

(vt)2 + ∆2 matches exactly the oscillator energy ~Ω. This
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resonance condition happens at two times ±t∗ with

t∗ =
1

v

√
(~Ω)2 −∆2 , (3.19)

in which excitation/relaxation of the system can take place by absorption/emission

of a quantum of vibration. The final result is however very different depending on

the driving velocity v. In the fast-driving regime, Fig. 3.9(a), immediately after

the avoided crossing (0 < t < +t∗), the system ends up in the excited state with a

significant probability, both at zero and at finite temperature. Thus, a relaxation

mechanism occurring at t = +t∗ is quite effective in increasing Pgs(t) (the σ̂x-

coupling providing the necessary matrix element at this resonant condition) above

the coherent-dynamics probability (solid black line). We also observe that, at T = 0

(blue solid line), the relaxation associated with a resonant emission of a quantum

of vibration at t = +t∗ is the only possible process, since the oscillator is unable to

excite the system at t = −t∗. On the contrary, for T > 0 (red solid line), the bath can

excite the qubit before the avoided crossing, by a resonant absorption of a quantum

of vibration at t = −t∗. This effect, which reflects itself in a marked decrease of

Pgs(t) at t ∼ −t∗, is actually beneficial to the final ground state probability after the

avoided crossing (where the instantaneous ground state is indeed flipped), providing

an enhancement of Pgs(t) over the coherent evolution result at times 0 < t < +t∗

(red solid line). Finally, the subsequent relaxation process at t = +t∗, although less

effective than at T = 0, further improves the final probability Pgs(tf) up and above

the coherent evolution result. This state of matter changes if the driving velocity is

small, as shown in Fig. 3.9(b), corresponding to ~v/∆2 = 0.6. Here, the coherent

dynamics is nearly adiabatic. While a zero temperature transverse bath further

improves Pgs(v, 0) above P LZ
gs , at finite T the combined effect of the excitation at

t = −t∗ and the subsequent relaxation at t = +t∗ is eventually slightly detrimental.

3.3.4 Rotating-wave approximation

Until now, we have never shown results obtained from the QME with RWA. Indeed,

we found that there is no compelling reason to adopt this approximation in the

present time-dependent case, apart from a small simplification of the QME equations

— see Appendix B.3. First, we have verified that our density matrix remains positive

definite at all times, even if we do not have the master equation in Lindblad form.

Furthermore, we overall find that the difference in the results obtained with and

without RWA is rather small if one stays in the weak-coupling region.

Nevertheless, the RWA results tend to produce, as an artifact of the approxima-

tion, a certain tendency to increase Pgs(v, T ) in the large v tails, above the coherent

evolution result. We show this in Fig. 3.10, where we plot QME results obtained

with and without RWA, benchmarked against numerically exact QUAPI data at the

moderate coupling α = 0.02. The RWA line shows a quite clear over-shooting above
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Figure 3.10: Comparison of QME results obtained with and without the RWA for
a longitudinal bath coupling with α = 0.02 and kBT = 10∆. The points denote
numerically exact QUAPI data. The RWA line shows a quite clear over-shooting
above the coherent evolution result, which is an artifact of the approximation.

the coherent evolution result. This over-shooting was also found in Ref. [101], where

the QME with RWA was used, but there no benchmark was used to test whether

the results were reliable or not.

3.3.5 Sub/super-ohmic bath spectral functions

We explore here the cases of sub-ohmic and super-ohmic bath spectral functions (not

presented in Ref. [31]). Let us stress that our approach is not strictly valid in the

sub-ohmic case. The reason is that the analytic expression of the Fourier transform

of the correlation function, γ(ω), is no more well defined in the limit ω → 0. Indeed,

looking at Eq. (A.3) in Appendix A, while for a super-ohmic spectral function we

would have γsup(ω → 0) = 0, for any sub-ohmic case the same quantity would

diverge. We try to go on ignoring this issue and setting γsub(ω → 0) = 0 even for

the sub-ohmic case. We will see that this very rude and unjustified act of violence

provides anyway good results against our benchmarks.

Let us start from T = 0. From the exact results in Ref.s [90, 91], we know

that for a purely longitudinal coupling dissipation does not change the coherent

Landau-Zener probability. We found exactly the same from our data. For a purely

transverse coupling, we obtain again very good agreement, especially in the super-

ohmic case, as can be seen from Fig. 3.11. Regarding the sub-ohmic case, if at

α = 0.002 the discrepancy between exact and numerical results is almost invisible to

the eye (not shown), we see that this difference increases as α is raised. Indeed, as

the coupling strength becomes bigger, the terms we are neglecting at zero frequency
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Figure 3.11: QME data tested against the exact results in Ref.s [90, 91], for different
sub/super-ohmic coefficients s in the spectral function defined in Eq. (2.7), at α =
0.02, 0.2 and θ = π/2, π/4.

are probably becoming more important. Fig. 3.11 also shows the case of mixed

couplings (θ = π/4). In this setting the agreement becomes slightly worse, but this

is consistent with our previous analysis of the ohmic case. Notice however that the

sub-ohmic calculation fails terribly at the intermediate α = 0.2.

Finally, let us turn to the finite temperature case and purely longitudinal cou-

pling, where we can safely use QUAPI. Fig. 3.12 benchmarks the QME against

QUAPI for different sub/super ohmic coefficients, and compares the data with the

coherent Landau-Zener probability. We observe good agreement between the two

methods, even for the sub-ohmic cases, despite our crude approximation. Further-

more, we find no thermally assisted AQC even in this case, although Ref. [33] argues

that a super-ohmic environment can provide it.
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to reach an acceptable open-system probability. In that case,
despite the above argument, the computation cannot be
considered robust against the environment. We therefore define
robustness against environmental noise as the ability of an
open quantum annealing system to yield the correct solution with
acceptable probability within a time comparable to the closed-
system adiabatic timescale.

Experimental results. To experimentally investigate the effects of
noise on performance, we design an instance of HP that has an
anticrossing with a small gmin between an eigenstate "j i, which is
a superposition of 256 equal energy (degenerate) local minima
of HP, and an eigenstate GMj i, which corresponds to the unique
(nondegenerate) global minimum. By studying a small-gap
problem, we are addressing what are expected to be the most
difficult problems for closed-system AQC (although for an open
system, problems with exponentially many low-energy excited
states may represent the hardest problems). Moreover, we are
interested in exploring evolution during which the minimum gap
is passed non-adiabatically, and investigating dependence on
annealing time and temperature. To experimentally violate
adiabaticity, we require gmin/kBoo1 mK. For 16-qubit problems,
such small gaps are quite uncommon, and it can be challenging to
engineer an instance with sufficiently small gmin. Our designed
instance is illustrated in Fig. 2a and further described in the
Methods section and Supplementary Note 1. The same type
of anticrossing has been argued28,29 to render QA ineffective
because of the extremely small gmin, though methods have been
proposed to eliminate such anticrossings30–32.

Of key importance are the energy scales Di(s) and E(s) in
equation (1), which can be calculated from independently
calibrated device parameters (see, for example, Harris et al.33

and Johansson et al.34). Results for the 16 qubits used in
this study are plotted in Fig. 2b. Using these quantities, we
calculate the eigenspectrum of H(s). Features relevant to this
work are found in a narrow region around sE0.64, where the
anticrossing is expected, as shown in Fig. 2c. The minimum gap,
gmin/kB¼ 0.011 mK, is more than three orders of magnitude
smaller than T (\20 mK). The global minimum GMj i (green) of
HP is the dominant component of the ground state after
the anticrossing, but dominates the first excited state before it.
The opposite is true for "j i (blue). Our first objective is to
experimentally verify that there is an anticrossing at the predicted
position.

In the limit of infinitely slow evolution, the instantaneous
probability of occupying each eigenstate is approximately given
by the Boltzmann distribution. Therefore, the probability PGM(s)
of occupying GMj i should be small before the anticrossing but
large after the anticrossing. The opposite should hold for the
probability PS(s) of occupying "j i. The two probabilities should
coincide at the anticrossing, where PGM(s*)¼ PS(s*)E0.5.
Measuring the instantaneous probabilities PGM(s) and PS(s)
would therefore provide information about the approximate
position of the anticrossing.

We measure the instantaneous probabilities PGM(s) and PS(s)
by annealing the system slowly, with tf¼ 100 ms, but interrupting
it at s¼ sd by rapidly moving to s¼ 1 within 20 ms. This rapid
evolution takes approximate snapshots of PGM(s¼ sd) and
PS(s¼ sd). PS is determined by summing over the probabilities
of observing all 256 local minima of HP at the end of the
evolution. Such a measurement gives a representation of the equi-
librium distribution up to some s, beyond which thermal
relaxation timescales become exceedingly long (see Supple-
mentary Fig. S5 and Supplementary Note 3 for more details).

Figure 2d shows measurements of PGM(s) and PS(s).
As expected, PGME1$ PSE0 before the anticrossing. The total

probability of states other than the global minimum and the 256
local minima is o0.1%. The two data sets cross near the
theoretically predicted s*, where PGM¼PSE0.5. For s4s*,
PGME1$PS becomes large. As the tunnelling amplitudes Di(s)
are reduced towards the end of annealing, the relaxation between
the energy levels becomes slower and slower, and finally
the probabilities freeze due to extremely slow relaxation23.
The ground-state probability at the freeze-out point, therefore,
determines the final success probability. As a result, the
probabilities saturate for s\0.66 because of the diminishing
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Figure 2 | The examined problem instance and its energy spectrum.
(a) Depiction of the 16-qubit problem instance studied, with corresponding
values of hi and Jij. Each circle represents a qubit and each line represents a
coupler. The coupling between any two qubits not connected by a line is
zero. (b) The energy scales Di(s) for all i and E(s) near the anticrossing.
(c) The lowest energy levels of the Hamiltonian, relative to the ground-state
energy E0, as a function of s. States corresponding to the global minimum
GMj i (green) and the superposition of the 256 local minima "j i (blue) are

labelled. The calculated minimum gap is gmin/kB¼0.011 mK and
dE/kB¼ 50.5 mK. Inset: the lowest two energy levels near the anticrossing.
(d) Measured instantaneous probabilities of occupying GMj i (green
symbols) and "j i (blue symbols) for T¼ 19.9 mK and tf¼ 100 ms. At the
anticrossing, both probabilities are E0.5. The dashed red line marks the
theoretically predicted position of the anticrossing. The error bars depict
the s.e.m., assuming each sample is independent.
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Figure 3.13: Copy of Fig. 2(c) in Ref. [34]. Difference between each energy level and
the instantaneous ground state versus time. In the inset, a zoom on the avoided
crossing region, which is engineered to be extremely narrow.

3.4 Final remarks

In this study, we have investigated the role of the bath temperature and the spin-

coupling direction in a simple dissipative LZ model, showing that thermally assisted

AQC requires a transverse component of the coupling and is generally effective only

in the fast driving regime. In this setting, we have also benchmarked the Bloch-

Redfield QME, reporting a very good reliability, especially for a purely transverse

system-bath interaction.

We can now try to discuss the results of Ref. [34] in the light of our findings.

Ref. [34] deals with an explicit realization of an approximate two-level system LZ

dynamics using 16-qubit of the D-WaveR© machine. For the reader’s convenience, in

Fig. 3.13 we have reproduced Fig. 2(c) of Ref. [34], which illustrates the scheme of

the energy levels for that model. The gap at the anti-crossing between the two low-

lying instantaneous eigenstates is engineered to be rather small, ∆ = gmin = 0.011

mK/kB, compared to a rather large energy separation, δE ≈ 50.5 mK/kB, from

all the higher-lying states. In the experiment, several annealing runs are performed

at different driving velocities and temperatures, with T ranging from Tlow = 19.9

mK up to 100.8 mK. Particularly interesting are the first four temperature datasets,

ranging from Tlow up to Thigh = 34.9 mK, where the two-level-system approximation

is reasonable, since kBT < δE. The extrapolation of the lowest experimental anneal-

ing data down to T = 0 (see Fig. 3 of Ref. [34], reproduced here in Fig. 3.14) allows

to extract Pgs(v, T = 0), which closely matches a Landau-Zener type of expression.

This is, in a sense, not surprising, because of the exact results of Refs. [90, 91]; it is

also perfectly in line with the Fermi golden rule findings in the incoherent-tunnelling-

dominated regime associated with a significant sub-ohmic flux noise [102], as well

as with the seminal analysis by Ao and Rammer [89]. But, as we have discussed,

a LZ form is rather generic: it does not tell you if the coupling is predominantly

in the longitudinal σ̂z-direction, or if there is some component of transverse noise.
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The finite-T experimental curves with T = 19.9 ÷ 34.9 mK are in some sense an

argument in favour of the fact that there should be some transverse noise affecting

the annealing dynamics. Indeed, Fig. 4 of Ref. [34] (reproduced here in Fig. 3.14)

clearly shows that Pgs(v, T ) is considerably improved over the T = 0 curve in its

fast-driving tail, which would be impossible with a purely longitudinal noise. Con-

sistently with our findings, this “thermally assisted” QA turns into a detrimental

effect in the slow-driving regime. What is hard to explain from our very rough mod-

elling is the fact that the experimentally extracted Pgs(v, T ) remains quite different

from 1/2 — the value you would expect at T = ∞ — at temperatures which are

incredibly large compared to the minimum gap, kBT/∆ = 1809÷ 3172. A detailed

understanding of the experimental findings needs a more refined modelling, possibly

including time-dependence of the couplings to the environment, as well as the pos-

sible presence of sub-ohmic noise components, very hard to tackle with traditional

QME weak-coupling techniques. Actually, more than one year after our publica-

tion, the study presented in Ref. [104] reproduced qualitatively the results of the

experiment in Ref. [34]. The authors developed a theory that includes both low

and high-frequency noise, treating the low-frequency one non-perturbatively. They

directly studied the complicated 16-qubits problem, without focusing however on

the simpler dissipative Landau-Zener model.

In the future, the role of a σ̂y-coupling, which we have not explicitly addressed,

might also be worth looking at. Indeed σ̂y is precisely the Hamiltonian term realising

the shortcut to adiabaticity [105], or transitionless quantum driving, in Berry’s ter-

minology [106], in our LZ problem: this is clear from the presence of the φ̇t σ̂
y term

in the rotated Hamiltonian in Eq. (B.25), see also Ref. [107]. Clearly, the possible

time-dependence of the bath-couplings, inherited by projecting the two lowest-lying

instantaneous eigenstates into an effective two-level system, might also play a role,

especially because the larger transverse field present before the anti-crossing might

favour thermal excitations over the thermal relaxations phenomena occurring after

the anti-crossing [34]. Further work is necessary to fully elucidate all these aspects.
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relaxation rates between GMj i and "j i. (The saturation point and
value depend on tf ; see Supplementary Fig. S5 and Supplementary
Note 3.)

To examine the impact of noise on QA, we consider the effects
of varying T and tf. In the case where tfoota, passing through the
small-gap anticrossing quickly will approximately swap the
probabilities of the two crossing states, as depicted in Fig. 1.
For T¼ 0, this would give vanishingly small PGM. Because GMj i
dominates the excited state just before the anticrossing, increasing
T is expected to increase PGM. As T approaches dE/kB, the energy
separation between GMj i and "j i, and higher eigenstates, those
latter states will be populated, thus reducing PGM. Therefore, a
peak in PGM as a function of T is expected at TpeaktdE/kB.

Figure 3 shows experimental measurements of the final success
probability PGM as a function of T for different tf. All curves,
except for those with tf Z200 ms, show an initial increase
with T up to a maximum. For T]40 mK, the benefits of thermal
noise diminish as the system becomes thermally excited to the
eigenstates that are at energy dE/kBB50 mK above the lowest two
states, depicted in Fig. 2c.

It should be emphasized that the enhancement with
temperature observed in this experiment is a result of having a
small-gap anticrossing separated from all other states by a large
energy gap. In more general cases, when several excited states
have comparable energy gaps with respect to the ground state
with no small-gap anticrossings, increasing T would decrease the
probability of success, as observed in Fig. 3 for T440 mK.

The degradation of PGM for high temperatures is instructive,
but there is something important to be learned from the
low-temperature limit as well. An open system with T¼ 0 has
been theoretically predicted to behave similarly to a closed system
for such an anticrossing10,34–36. In this experiment, it was
infeasible to reduce T below B20 mK. Instead, to obtain a crude
estimate of PGM at T¼ 0, we extrapolate the curves in Fig. 3 (blue
squares). In Fig. 4a, the data shown in Fig. 3 are plotted as a
function of tf for different T. We fit (blue dashed line) the formula

for closed-system probability, equation (4), to the extrapolated
points (blue squares) using ta as the fitting parameter, giving
ta¼ 57.2 ms. The fact that the extrapolated points (T¼ 0) could
be fit with equation (4) supports the prediction above. All T40
curves fit very poorly to this equation.

Discussion
Despite the influence of thermal noise, it can be seen in Fig. 4a
that 0.45tPGMt0.8 at tf¼ ta for all T40 studied. These
probabilities are comparable to PGM¼ 0.63 expected for the
closed system. This is because the timescale to reach equal
thermal occupation of two anticrossing states is determined by a
relaxation time proportional to gmin

$ 2 (refs 9, 10), similar to ta in
equation (4). It is important to note that for a single, unbiased
qubit near s*, we estimate a decoherence time that is millions of
times shorter than ta (see Supplementary Note 2). The fact
that PGM similar to that of a closed system can be reached in
time ta, despite the significantly shorter decoherence time,
supports theoretical predictions that QA can be performed in
the presence of small environmental noise4–12.

We can also extract the value of gmin for this instance based on
the value of ta found from the fitting above. In equation (4), n is
only weakly dependent on Hamiltonian parameters, whereas gmin
is exponentially sensitive37. We therefore use the value of
n/kBE5.3 K, obtained from the computed spectrum in Fig. 2c,
to calculate gmin based on the above ta. The result, gmin/
kB¼ 0.021 mK, is about twice as large as that predicted in
Fig. 2c. This is within the expected uncertainty, considering the
exponential sensitivity of gmin (see Supplementary Note 1).
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relaxation rates between GMj i and "j i. (The saturation point and
value depend on tf ; see Supplementary Fig. S5 and Supplementary
Note 3.)

To examine the impact of noise on QA, we consider the effects
of varying T and tf. In the case where tfoota, passing through the
small-gap anticrossing quickly will approximately swap the
probabilities of the two crossing states, as depicted in Fig. 1.
For T¼ 0, this would give vanishingly small PGM. Because GMj i
dominates the excited state just before the anticrossing, increasing
T is expected to increase PGM. As T approaches dE/kB, the energy
separation between GMj i and "j i, and higher eigenstates, those
latter states will be populated, thus reducing PGM. Therefore, a
peak in PGM as a function of T is expected at TpeaktdE/kB.

Figure 3 shows experimental measurements of the final success
probability PGM as a function of T for different tf. All curves,
except for those with tf Z200 ms, show an initial increase
with T up to a maximum. For T]40 mK, the benefits of thermal
noise diminish as the system becomes thermally excited to the
eigenstates that are at energy dE/kBB50 mK above the lowest two
states, depicted in Fig. 2c.

It should be emphasized that the enhancement with
temperature observed in this experiment is a result of having a
small-gap anticrossing separated from all other states by a large
energy gap. In more general cases, when several excited states
have comparable energy gaps with respect to the ground state
with no small-gap anticrossings, increasing T would decrease the
probability of success, as observed in Fig. 3 for T440 mK.

The degradation of PGM for high temperatures is instructive,
but there is something important to be learned from the
low-temperature limit as well. An open system with T¼ 0 has
been theoretically predicted to behave similarly to a closed system
for such an anticrossing10,34–36. In this experiment, it was
infeasible to reduce T below B20 mK. Instead, to obtain a crude
estimate of PGM at T¼ 0, we extrapolate the curves in Fig. 3 (blue
squares). In Fig. 4a, the data shown in Fig. 3 are plotted as a
function of tf for different T. We fit (blue dashed line) the formula

for closed-system probability, equation (4), to the extrapolated
points (blue squares) using ta as the fitting parameter, giving
ta¼ 57.2 ms. The fact that the extrapolated points (T¼ 0) could
be fit with equation (4) supports the prediction above. All T40
curves fit very poorly to this equation.

Discussion
Despite the influence of thermal noise, it can be seen in Fig. 4a
that 0.45tPGMt0.8 at tf¼ ta for all T40 studied. These
probabilities are comparable to PGM¼ 0.63 expected for the
closed system. This is because the timescale to reach equal
thermal occupation of two anticrossing states is determined by a
relaxation time proportional to gmin

$ 2 (refs 9, 10), similar to ta in
equation (4). It is important to note that for a single, unbiased
qubit near s*, we estimate a decoherence time that is millions of
times shorter than ta (see Supplementary Note 2). The fact
that PGM similar to that of a closed system can be reached in
time ta, despite the significantly shorter decoherence time,
supports theoretical predictions that QA can be performed in
the presence of small environmental noise4–12.

We can also extract the value of gmin for this instance based on
the value of ta found from the fitting above. In equation (4), n is
only weakly dependent on Hamiltonian parameters, whereas gmin
is exponentially sensitive37. We therefore use the value of
n/kBE5.3 K, obtained from the computed spectrum in Fig. 2c,
to calculate gmin based on the above ta. The result, gmin/
kB¼ 0.021 mK, is about twice as large as that predicted in
Fig. 2c. This is within the expected uncertainty, considering the
exponential sensitivity of gmin (see Supplementary Note 1).
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each sample is independent.
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equal to 0 or 1 yields undefined ttotal.
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Figure 3.14: Copy of Fig.s 3-4 of Ref [34]. Left panel: Final ground state probability
PGM versus the measured temperature T . Notice the (very rough) extrapolation of
the T = 0 data by the dashed lines. Right panel: (a) Final ground state probability
versus the annealing time (inversely proportional to our annealing velocity v). The
blue dashed line indicates the extrapolated T = 0 data, while the others correspond
to finite T . Notice how finite T probabilities are above the T = 0 ones in the
fast driving regime, consistently with our results. (b) Total time needed to achieve
PGM = 0.99 by running each annealing of length tf several times, versus tf . From
these data, due to dissipation, it seems advantageous to perform very fast annealing
runs several times, rather than one very slow and long one.
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Chapter 4

Optimal working point in

dissipative QA

In this chapter we present our second work, published in Ref. [32], in which we

investigate how dissipation from a thermal bath can affect the QA dynamics on a

quantum spin-1/2 Ising chain in driven transverse field. It is a simple realization of

the general QA Hamiltonian written in Eq. (1.3), where the driven transverse field

plays the role of the parameter s(t) connecting target and driving Hamiltonians.

Although simple, this model presents a second-order phase transition from order to

disorder [108], very useful to study the performance of QA while crossing a critical

point, where the gap is closing polynomially in the system size and hence no adiabatic

time-scale exist in the thermodynamic limit. To estimate the closeness to the final

ground state, one defines the so-called density of defects, quantifying the number of

anti-aligned spins with respect to the perfectly ferromagnetic final ground state [109].

For a closed system, taking s(t) = t/τ with τ the annealing time, the density of

defects is known to behave as ndef(τ) ' τ−1/2, following a Kibble-Zurek (KZ) scaling

law [109]. Therefore, the density of defects monotonically decreases as τ becomes

larger — that is, the driving is more adiabatic.

The presence of dissipation, however, leads to a different physics. There have

been a few studies on the topic: some of them have employed a classical Markovian

noise superimposed to the driving field [38, 110, 111] or a Lindblad master equation

with suitable dissipators [112, 54]; others have considered the effect of one or several

bosonic baths coupled to each spin along the transverse direction [113, 114, 115, 116].

The general common feature that emerges from these studies is that the density of

defects stops following the KZ scaling after a certain τ , and starts to increase again.

This can be seen in Fig. 4.1, where we report some results presented in Ref.s [110, 54].

This effect has been referred to as anti-Kibble-Zurek (AKZ) 1 [110]. This is, in turn,

1It is worth mentioning that the term “anti-Kibble-Zurek” appeared for the first time in a
completely classical setting, the adiabatic dynamics of multiferroic hexagonal manganites [117],
with the crucial difference that the deviation from the expected KZ scenario is there seen as an
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This so-called residual energy density is known to scale
universally for W ¼ 0 as a function of the ramp time in a
KZM quench [49]. Finally, the energy spread of the final
state [34,50]

ΔE ¼ fTr½ρðτÞH2ðτÞ� − Tr½ρðτÞHðτÞ�2g1=2=N ð18Þ

per particle is obtained in a similar manner. For numerical
simulations we choose the system size N ¼ 1024 for which
there are no important finite-size effects and a range of
values for the ramp time where universal KZM scaling is
observed for W ¼ 0.
The dependence of the density of excitations nW on the

ramp time τ is shown in Fig. 2(a) for several values of the
noise strengthW. For short ramp times τ, the effect of noise
in the control field is negligible and the density of
excitations scales as a power law in agreement with the
KZM prediction, nW ∝ τ−1=2. For longer ramp times, noise-
induced effects dominate the nonadiabatic dynamics, lead-
ing to the growth of nW with the ramp time τ (for fixedW).
This is the anti-KZ regime, where decreasing the annealing
rate 1=τ results in a higher excitation of the system. In the
limit of very long times, nW is completely governed by the
anti-KZ contribution and approaches 1=2, as confirmed by
the analytical estimate derived in Ref. [37].
The interplay between the approach to adiabaticity and

the accumulation of noise-induced excitations also appears

in other observables, including the residual mean energyQ.
For W ¼ 0, Q scales as the density of defects in our model
and for W2 > 0 an analogous anti-KZ regime is observed
after surpassing an optimal ramp time [see Fig 2(b)]. The
optimal time does depend on the observable. In particular,
energy fluctuations exhibit the anti-KZ behavior at earlier
stages of the dynamics, as shown in Fig 2(c). We can define
the difference between the number of excitations generated
in the presence and absence of noise (with strength W),
δnW ¼ nW − n0. The data in Fig 2(d) confirm that for
moderate ramp times and small values of Wm noise-
induced generation of excitations is well characterized
by a heating rate r, supporting Eq. (1). In this regime,
the excess of excitations exhibits a linear growth δnW ≃ rτ.
Deviations from it as a function of the ramp time are
expected and observed for longer ramps.
We next demonstrate the validity of the scaling ansatz (1)

relating the optimal ramp time to the noise strength. The
heating rate is set by the amplitude of the noise fluctuations
W2 as seen in Fig. 3. Ultimately, this scaling is dictated by
the quantum speed limits for open systems [51,52].
Minimizing the density of excitations as a function of the
ramp time for different noise strengths, we determine the
scaling of the optimal ramp time onW. A linear fit to the data
shows that the density of excitations is minimized when the
ramp time is τopt ¼ aðW2Þb with a ¼ 0.193� 0.003 and
b ¼ −0.669� 0.004 in excellent agreement with the theo-
retical prediction τopt ∝ ðW2Þ−2=3, e.g., following Eq. (2).
This sets an upper limit to the ramp time in quantum
annealing protocols, above which anti-KZ behavior domi-
nates, and the density of excitations increases with the
ramp time.
In conclusion, we have provided a natural mechanism to

explain the anti-Kibble-Zurek behavior in the quantum
critical dynamics of a thermally isolated system driven by a
noisy control fields. Our results show the limits to adiabatic

(a) (b)

(c) (d)

FIG. 2. Anti-Kibble-Zurek behavior induced by a noisy control
field. (a) The density of excitations upon completion of the
annealing schedule for different values ofW as a function of ramp
time τ. The numerically exact value surpasses the power-law
scaling predicted by the KZM when W2 > 0. (b) A similar
dependence is observed in the residual energy density Q.
(c) Noise-induced effects are more pronounced in the energy
spread ΔE and already manifested for short ramp times. (d) The
difference between the density of excitations generated in the
presence and absence of noise scales linearly as a function of
ramp time τ for fast ramps with W2τ < 1, at a characteristic
heating rate. Deviations are noticeable for long ramps.

FIG. 3. Universal scaling of the optimal annealing time. The
scaling of the optimal annealing time τopt that minimizes
the density of excitations as a function of heating rate r, verifies
the universal prediction in Eq. (2). Inset: The heating rate r is
shown to scale linearly as a function of square of the strength
of noise W2.
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FIG. 1. Final excess energy as a function of the annealing
time, for the free-fermion model (7) coupled to an environ-
ment which induces a pumping mechanism, as in Eq. (8):
L

(1)
n = c†n. The various data sets denote different values of the

dissipative coupling κ, as listed in the legend. Here we simu-
lated the annealing protocol of Eq. (5) for chains of L = 103

sites. Black squares denote data for κ = 0, which obey a
power-law behaviour for τ > 1 with the KZ scaling exponent
γ = 0.5 (dashed line).

modes at different momenta, once a Fourier transform
has been employed. As a consequence, the density ma-
trix at time t factorizes into different contributions for
the various modes:

ρ(t) =
⊗
k

ρk(t). (12)

The relevant Hilbert space for each positive momentum
k has dimension 4, and thus the Liouvillian dynamics
can be easily followed inside it. We recall that, for the
unitary Schrödinger dynamics, a further decomposition
into independent 2× 2 problems was possible, due to the
additional conservation of the fermionic parity (which is
now violated by the dissipative decaying terms).

The excess energy per site ε during the annealing pro-
tocol is thus obtained via a numerical integration of the
linearized Liouville equations for each k mode (B2). For
numerical convenience, we restricted the initial point of
the annealing procedure (5) to tin = −5τ , and checked
that the results are not appreciably affected by this
choice [49]. We studied systems up to L = 103 sites and
annealing times up to τ = 103; a fourth-order Runge-
Kutta integration procedure with time step dt = 10−2

has been employed.
Fig. 1 shows the behaviour of the excess energy at the

end of the annealing protocol, ε(0), for various values of
the dissipation strength κ, as a function of the annealing
time τ . In the absence of dissipation (κ = 0), we recover
the Kibble-Zurek (KZ) scaling [46, 47]

ε(τ) ∼ 1/τγ with γ = 1/2, (13)
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Dissipation strength κ
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100

101

ε o
p

t
—
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t

FIG. 2. Optimal excess energy εopt (orange squares) and cor-
responding annealing time τopt (violet diamonds), as a func-
tion of the dissipation strength κ. Numerical data (symbols)
are obtained using the same parameters as in Fig. 1, and
nicely follow a power-law behaviour (dashed lines) with slope
1/3 and −2/3, respectively.

which can be obtained by the knowledge of the Ising criti-
cal exponents associated to the phase transition at Γc = 1
across which the system is driven. A finite dissipation
κ > 0 induces a competition between the KZ mechanism
of defect generation due to the crossing of a gapless point
(which is progressively reduced, with increasing anneal-
ing time τ), and the production of defects generated by
the incoherent driving itself. Such competition clearly
emerges in Fig. 1 as a non-monotonic behaviour, which
generates an optimal working point for the annealing pro-
cedure in the presence of dissipation.

Let us now have a closer look at the non-monotonicity,
and focus on the optimal (minimal) value εopt reached
by the excess energy, and on the corresponding annealing
time τopt. Figure 2 displays how such quantities depend
on κ. Our numerical data nicely agree with a power-law
behaviour over more than two decades of κ values, such
that εopt ∼ κ1/3 and τopt ∼ κ−2/3. Below we show that
this behaviour can be easily predicted by assuming that
the KZ production of defects is totally independent of
that generated by the dissipation. The above mentioned
competition is thus explained in terms of an incoherent
summation of the two (independent) contributions.

A. Scaling of the optimal point

We start from the observation that, after the annealing
procedure, the final state of the closed system can be
easily written as a Bogoliubov state where excitations
are provided by pairs of quasiparticles with equal and

Figure 4.1: Closeness to the final ground state versus the annealing time for
Ref. [110] (left) and Ref. [54] (right), for different noise strengths. Almost all the
data display the AKZ behaviour, with the presence of a global minimum (the OWP),
even though in the left panel it is unclear whether this global minimum would appear
also at longer annealing times or not.

intrinsically linked to the presence of a minimum of ndef(τ) at some intermediate

τopt, known as Optimal Working Point (OWP).

In this work, we reconsider these issues in the setting of a thermal bath in

interaction with our system. Remarkably, we find that the OWP disappears below

a certain temperature, which depends on the system-bath coupling. The possible

situations we encounter are summarized in Fig. 4.2, where the density of defects is

plotted as a function of the annealing time τ , for various temperatures and fixed

system-bath coupling strengths. Notice that three different situations may emerge,

in which ndef(τ) either shows a global or local minimum at some τopt (i.e. the

global/local OWP), and situations where ndef(τ) deviates from the simple coherent-

dynamics KZ-scaling, but is still monotonically decreasing, hence no OWP is found.

Quite remarkably, as we shall discuss later on, the range of temperatures that are

relevant for current quantum annealers is such that one would predict the absence of

an OWP. We will further comment on the validity of the often-used assumption that

the density of defects can be computed as a simple sum of two contributions [113,

114, 110, 115, 54]: one given by the purely coherent dynamics, the other coming

from a time-evolution governed only by dissipators, i.e. neglecting the coherent

part. Since we consider also regimes for which relaxation processes after the critical

point are important, we will provide evidence that this additivity assumption breaks

down for large enough annealing times.

unexplained decrease of ndef(τ) for fast annealings, i.e., for τ → 0. This opposite trend leads to a
maximum of ndef(τ) for intermediate τ and, as far as we understand, has nothing to do with AKZ
which we will address here in our quantum mechanical framework.
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Figure 4.2: Density of defects versus annealing time for a quantum Ising chain
weakly coupled to an ohmic bath, at different bath temperatures T , compared to the
ideal coherent evolution (KZ) behaviour, ndef(τ) ∼ τ−1/2. The plot highlights the
three distinct behaviours we have found: ndef(τ) can i) display a global minimum
(green triangles), ii) a local minimum (blue circles), iii) converge monotonically
towards a large-τ thermal plateau (red squares). Here the system-bath coupling
constant is kept fixed at α = 10−2.

4.1 The dissipative quantum Ising chain in transverse

field

The quantum spin-1/2 Ising chain in a driven transverse field is described by the

following Hamiltonian [118]:

ĤS(t) = −J
N∑
i=1

[
σ̂xi σ̂

x
i+1 + h(t)σ̂zi

]
, (4.1)

where σ̂i ≡
(
σ̂xi , σ̂

y
i , σ̂

z
i

)
are the usual Pauli matrices on the ith site, N the number of

sites, J > 0 the ferromagnetic coupling strength, and h(t) ≥ 0 the external (driving)

field, which is turned off during the evolution. Periodic boundary conditions (PBC)

are assumed, i.e. σ̂N+1 = σ̂1. This problem can be analytically tackled by means

of a standard Jordan-Wigner transformation, followed by a Fourier transform [119,

120], which allows to rewrite Eq. (4.1) in terms of spinless fermions operators ĉk in

momentum space

ĤF
S =

∑
k>0

[
ξk(t)(ĉ

†
k ĉk − ĉ−k ĉ

†
−k) + ∆k(ĉ

†
k ĉ
†
−k + H.c.)

]
, (4.2)
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where ξk(t) = 2J
(
h(t) − cos k

)
and ∆k = 2J sin k. The k values in the sum de-

pend on the considered fermionic sector, since ĤF
S commutes with the fermion par-

ity [109]. The initial ground state belongs to the even-parity sector for any value

of the transverse field, hence the time-evolving state always belongs to that sector.

Due to this fact, one can restrict the choice of the k values to k = π(2n − 1)/N ,

with n = 1, . . . , N/2, thus fixing the antiperiodic boundary conditions (ABC) for

fermions. With this approach, one can very easily compute the dynamics of the full

system as the dynamics of N/2 two-level systems, overcoming the problem of the

exponentially growing Hilbert space.

Let us now introduce dissipation in this setting. As before, we assume a total

Hamiltonian in the form of Eq. (2.1), i.e. Ĥtot(t) = ĤS(t) + ĤB + ĤSB. In analogy

with Ref. [115], we write the system-bath interaction Hamiltonian as

ĤSB = −1

2

N∑
i=1

σ̂zi ⊗ B̂, (4.3a)

B̂ =
∑
l

λl(b̂
†
l + b̂l ), (4.3b)

where the b̂l are bosonic annihilation operators, and λl are the system-bath coupling

constants. The bath Hamiltonian is taken, as usual, as ĤB =
∑

l ~ωl b̂
†
l b̂l , where ωl

are the harmonic oscillator frequencies. The coupling between the system and the

environment is captured by the ohmic spectral function already defined in Eq. (2.6),

where α quantifies the system-bath coupling strength and ωc is a cutoff frequency.

Notice that here we are considering a single (common) bath, which is coupled to all

the spins along the z-direction, as done in Ref. [115]. This is, essentially, the quantum

version of a noise term acting on the transverse field, whose classical counterpart

was treated in Refs. [38, 110].

To solve for the dissipative dynamics induced by a generic form of the interac-

tion, one would in principle take into account the full system density matrix. But,

unfortunately, this becomes a very challenging problem as soon as the size of the

system grows above few sites. However, the specific choice of system-bath coupling

in Eq. (4.3a), which generates infinite-range correlations between all the spins in

the chain, allows us to proceed, after further simplifying assumptions, with simple

perturbative QMEs for two-level systems. The fact that the single bath operator

B̂ couples to a translationally invariant term,
∑

i σ̂
z
i = −2

∑
k>0(ĉ†k ĉk − ĉ−k ĉ

†
−k),

ensures momentum conservation for the fermions. As argued in Ref. [115], this in

turn implies that the self-energy for the one-body fermionic Green’s function is k-

diagonal, and all fermionic momenta connected to the external lines have momentum

k. Different momenta k′ 6= k appear only in closed internal loops. At the lowest

order level (second-order) and within the usual Markovian approximation, the tad-

pole diagram, which contains a loop, simply provides a shift of energy levels and
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can be neglected, while the only relevant self-energy diagram has momentum k in

the fermionic internal line [114]. This suggests that, at least at weak coupling and

within a Born-Markov approximation, it is legitimate to assume that each momen-

tum k does not interact with other momenta k′ 6= k, and that we could write the

coupling to the bath as

ĤSB =
∑
k>0

(ĉ†k ĉk − ĉ−k ĉ
†
−k)⊗ B̂k, (4.4a)

B̂k =
∑
l

λl(b̂
†
l,k + b̂l,k), (4.4b)

and ĤB =
∑

k>0

∑
l ~ωl b̂

†
l,k b̂l,k, where we have effectively replicated the original

unique bath into N/2 identical copies, one for each fermionic k-value, all with iden-

tical bath spectral function J(ω). This choice greatly simplifies the problem, since

the total Hamiltonian can be written as a sum in k-space:

Ĥtot(t) =
∑
k>0

Ĥk(t). (4.5)

This automatically leads to an ensemble of independent dissipative two-level systems.

Indeed, it is convenient to map the even-parity fermionic Hilbert space to a collection

of pseudo-spin-1/2 quasiparticles, one for each k > 0, with the identification | ↑ 〉k
≡ ĉ†k ĉ

†
−k|0〉, and | ↓ 〉k ≡ |0〉. Introducing the pseudo-spin Pauli matrices τ̂ k ≡(

τ̂xk , τ̂
y
k , τ̂

z
k

)
to represent such two-dimensional space, the Hamiltonian for each k

mode reads

Ĥk(t) =
(
ξk(t) + B̂k

)
τ̂ zk + ∆k τ̂

x
k +

∑
l

~ωl b̂†l,k b̂l,k . (4.6)

Hence, as anticipated, each driven two-level system is coupled with its own bath of

harmonic oscillators through a τ̂ zk term. It is worth to stress that this simplifying

assumption of k-decoupled baths does not modify the thermal steady state that the

system reaches at long time, as we will explicitly show in a short while.

Summarizing the previous discussion, for our specific choice of the system-bath

coupling, the dissipative dynamics of a translationally invariant quantum Ising chain

can be computed by studying the time evolution of N/2 two-level systems in mo-

mentum space, each coupled to an independent identical bath, described by a Gibbs

density matrix at temperature Tb = (kBβb)
−1, where kB is the Boltzmann’s constant:

ρ̂B =
e−βbĤB

Tr
{

e−βbĤB
} . (4.7)

One might wonder how reasonable is our rather special choice of bath in repre-

senting the dissipative dynamics of an Ising chain. To answer this question, we have

looked at the relaxation towards equilibrium at fixed values of the transverse field,
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by solving the corresponding Bloch-Redfield QME — see Appendix (B.3) — through

a IV order Runge-Kutta method. Any reasonable weakly coupled bath at tempera-

ture Tb should allow the system to reach thermal equilibrium values for the operators

one wants to measure. This is indeed what our Bloch-Redfield QME does, but the

equilibrium temperature T that the system reaches is actually given by T = Tb/2,

for a reason which is discussed in detail in Appendix C. In essence, a peculiarity of

our bath-coupling is momentum conservation. For each of the N/2 sectors at fixed

k there would be four different possible states, {ĉ†k|0〉, ĉ
†
−k|0〉, ĉ

†
k ĉ
†
−k|0〉, |0〉}, but the

dissipative dynamics remains always restricted to just two of them, {ĉ†k ĉ
†
−k|0〉, |0〉},

i.e. those with presence or absence of pairs of fermions with opposite momenta.

States with only one fermion of momentum k or −k, {ĉ†k|0〉, ĉ
†
−k|0〉}, cannot be

reached. This does no justice to the equilibrium thermodynamics, which takes into

account all states in the Hilbert space, 2N = 4N/2, and not only a dynamically

conserved subspace of dimension 2N/2. It turns out, however, that accounting for

such a part of the Hilbert space simply amounts to having a temperature T = Tb/2,

see Appendix C for details. Hence, in all the plots we always indicate the effective

temperature T = Tb/2 that the system would reach at thermodynamic equilibrium,

rather than the bath-temperature Tb used in our simulations.

4.2 Numerical results

Before presenting our results, it is mandatory to introduce the QA protocol we are

going to simulate, and the figure of merit we will use to quantify its performance.

We choose to vary the external field h(t) in Eq. (4.1) in the time interval t ∈ [0, τ ],

where τ denotes the total annealing time, and implement a standard linear schedule

h(t) = (1− t/τ)h0, where h0 is the initial value of the field. In this way, the

annealing crosses the zero-temperature critical point of the quantum Ising chain,

hc = 1, separating a paramagnetic phase (h > hc) from a ferromagnetically ordered

phase (h < hc) in the σ̂x direction. In all the numerical calculations, we fix the

number of sites at N = 1000. Concerning the bath, we choose ~ωc = 10J as cutoff

frequency in the ohmic spectral function. The initial condition ρ̂
(k)
S (0) is chosen to

be the ground state of Ĥ
(k)
S (0) for h(0) = h0 � 1 (we fix h0 = 10). The time

evolution of ρ̂
(k)
S (t) is then calculated by integrating the corresponding equations of

motion by means of a standard fourth-order Runge-Kutta method. These equations

are provided in Appendix B.3.

To assess the quality of the annealing, we compute the average density of de-

fects [109, 121] over the ferromagnetic classical Ising state. In the original spin

language, the operator counting such defects reads

n̂def =
1

2N

N∑
i=1

(
1− σ̂xi σ̂xi+1

)
. (4.8)
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Translating it into fermions and pseudo-spins, we can write the desired average as:

ndef(t) =
1

N

∑
k>0

Tr
{
n̂

(k)
def ρ̂

(k)
S (t)

}
(4.9)

where n̂
(k)
def = 1− τ̂ zk cos k + τ̂xk sin k.

In the following, we discuss the dependence of the final density of defects ndef(t =

τ) on the annealing time τ , for different system-bath coupling strengths α and

temperatures T = Tb/2. In particular, we characterise the regimes for which an

OWP is present or not, and study how the defect density approaches thermal values

for long annealing times. We also analyse the conditions under which the processes

of coherent and incoherent defect production can be regarded as independent, and

highlight regimes in which this assumption fails.

4.2.1 The optimal working point issue

Let us start by looking at the behaviour of the final density of defects ndef(τ) as

a function of the annealing time τ . In Fig. 4.3 we consider α = 10−3 and 10−2,

for which we have seen in the previous chapter that our perturbative approach is

reliable [31], and different values of T . For sufficiently high temperatures, we observe

a clear AKZ trend: after the initial decrease, ndef(τ) attains an absolute minimum

at some value nopt = ndef(τopt) — corresponding to the OWP τopt — and then starts

to increase again towards a large-τ plateau at n∞ = ndef(τ → ∞). By decreasing

T , however, the plateau value n∞ can become smaller than nopt, hence τopt would

correspond to a local minimum — surrounded by two inflection points where the

second derivative changes sign — and should be called, strictly speaking, a “local

optimal working point”. A further reduction of T leads to the disappearance of

the local minimum at τopt — by a merging of the two inflection points —, with a

monotonic decrease of ndef(τ) as τ grows. By comparing the two plots, it is clear that

the presence of an OWP is determined by the interplay between the temperature T

and system-bath coupling strength α.

Fig. 4.4 displays the final density of defects for a fixed temperature, kBT = J ,

while scanning α in the range [10−4, 10−1]: we see that very weak couplings favour an

AKZ behaviour, while stronger couplings tend to lack an OWP. Moreover, it appears

neatly that ndef(τ) exhibits a convergence, for large τ , towards a value n∞(T ) which

depends only on the temperature T . We have verified that such limiting value

coincides with the final (h = 0) thermal value ntherm(T ) ≡ nTdef(h = 0), indicated by

a horizontal dashed line in Fig. 4.4 and calculated from the equilibrium average

nTdef(h) =
1

N

∑
k>0

Tr
{
n̂

(k)
def ρ̂

T
S (h)

}
, (4.10)
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Figure 4.3: Density of defects versus annealing time τ for (a) α = 10−3, (b) α =
10−2, for different effective temperatures T , as indicated in the legend. The arrows
indicate the direction of increasing temperatures. The trend for high T is of AKZ
type, with an emergent OWP. At lower T and/or higher α values a monotonic trend
smoothly appears, with the absence of OWP.
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Figure 4.4: Density of defects versus annealing time τ for kBT = J , at different
coupling strengths α. Note that, for large enough annealing times, ndef(τ) converges
towards the thermal value.

where ρ̂TS (h) is the system thermal state at bath temperature Tb = 2T , when the

transverse field is h. The explicit calculation of ntherm(T ), following Appendix C,

leads to

n∞(T ) ≡ ntherm(T ) =
1

2

(
1− tanh (βJ)

)
. (4.11)

Notice that, for each two-level system, the final gap at t = τ is 4J < ~ωc. Hence,

the bath influences the dynamics until the end. This is at variance with the dissipa-

tive Landau-Zener model, where the final gap is usually much bigger than the bath

cutoff frequency and the final ground state probability does not fully reflect thermal

equilibrium with the bath [124, 94]. Figure 4.5(a) summarizes the values obtained

for nopt(T ) versus T , for various α. The stars mark the temperatures Tup(α) where

nopt(T ) crosses the (infinite-time limit) thermal value ntherm(T ): given α, only for

T > Tup the minimum at τopt is an absolute minimum of ndef(τ). For T < Tlow(α) the

minimum disappears completely — ndef(τ) is a monotonically decreasing function of

τ . For Tlow(α) < T < Tup(α), nopt survives only as a local minimum. Summarizing,

for the range of α we have investigated (the weak-coupling region α < 10−1) one

can construct two characteristic temperature curves, Tlow(α) < Tup(α) and a phase

diagram, sketched in Fig. 4.5(b). Notice that the two curves are difficult to extrap-

olate from the data for α → 0 because the simulations would require a too large

time-scale to observe the presence or absence of the local minimum in nopt. We can

however argue, on rather simple grounds, that Tup(α → 0) should drop to zero as

∼ 1/ log(1/α). Indeed, as seen from Fig. 4.5(a), nopt(T, α) appears to be roughly

linear in T in the region where it crosses the thermal curve, nopt(T, α) ' AαT , with
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Figure 4.5: (a) Dependence of nopt on T , for various values of α. Each curve
defines an upper value Tup(α) at which nopt(Tup) = n∞(Tup) (marked by stars), and
a lower Tlow(α) at which the local minimum defining nopt disappears. (b) Phase
diagram in the T −α plane with Tup(α) and Tlow(α). A proper OWP only exists for
T > Tup(α). The black solid line is a fit of Tup(α) using Eq. (4.13), with C = 2.08
and D = 12.3. The red dashed line is a fit with Tlow(α) = cα−b

√
α− αc, where

we find αc = 5.5 · 10−4, c = 3.58, and b = 0.22. The shaded area alludes to the
typical range of temperatures of interest for the D-WaveR© hardware [122, 123], with
kBT ' 12 mK and J & 80 mK.
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Figure 4.6: Density of defects versus time for τ = 105, kBT = J and different
system-bath coupling strengths. The arrow at tc marks the value of t at which the
transverse field crosses the critical value, h(tc) = hc. For α = 10−2, where the
defects density has fully converged (see Fig. 4.4), ndef(t) is almost superimposed to
the exact instantaneous thermal one computed from Eq. (C.4).

a slope Aα which, as we have verified, depends on α in a power-law fashion. Since

ntherm(T ) ∼ e−2J/kBT for small T , we can write the implicit relationship:

nopt(Tup, α) ' AαTup ' e−2J/kBTup . (4.12)

Assuming a power-law for Aα we get, up to sub-leading corrections,

Tup(α) ∼ C

log 1
α +D

(
log log 1

α

) . (4.13)

where C,D are constants. This functional form fits our numerical data in a remark-

ably good way. The behaviour of the Tlow(α) curve is considerably less trivial. On

the practical side, it is computationally harder to obtain information on the tem-

perature below which a local OWP ceases to exists. Our data suggest that there

might be a critical value αc ≈ 5.5 ·10−4 below which a local OWP exists even at the

smallest temperatures, but this might be an artifact of some of the approximations

involved in our weak-coupling QME. All in all, the phase diagram is quite clear — at

least for weak-moderate values of α — in predicting the presence of a true OWP only

for relatively large temperatures T . We will discuss this in the concluding section.

The fact that the system converges to a thermal state for long annealing times

is quite reasonable, and perhaps expected. Indeed, if the thermalization time-scale

becomes smaller than the annealing time-scale, one would expect that the system’s
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state remains close to the instantaneous thermal equilibrium state at every time

during the whole dynamics. Figure 4.6, where we plot ndef(t) vs time at fixed

kBT = J and fixed annealing time τ = 105, confirms this expectation. In Fig. 4.6 the

dashed line indicates, as a guide, the “instantaneous” exact thermal value nTdef(h(t))

computed according to Eq. (4.10) (see App. C for details), while the arrow at tc
marks the value of t where the transverse field h(t) crosses the critical point, h(tc) =

hc = 1. We observe that, for increasing couplings α, the curves tend to be closer

and closer to the instantaneous thermal one, since the thermalization time-scale

decreases.

4.2.2 Interplay between coherent and incoherent defects produc-
tion

As mentioned above, in absence of dissipation, the defects produced are due to

violations of adiabaticity in the coherent dynamics,

d

dt
ρ̂

(k)
coh(t) = − i

~

[
Ĥ

(k)
S (t), ρ̂

(k)
coh(t)

]
, (4.14)

and would be given by

ncoh
def (t) =

1

N

∑
k>0

Tr
{
n̂

(k)
def ρ̂

(k)
coh(t)

}
. (4.15)

As well known, ncoh
def (t = τ) obeys the usual KZ scaling [125]. In the present case,

for the Ising chain, ncoh
def (τ) ∼ τ−1/2.

In the literature related to dissipative QA, it is often found that the density of

defects can be regarded as the sum of two independent contributions:

ndef(t) ≈ ncoh
def (t) + ndiss

def (t) . (4.16)

The second contribution, ndiss
def (t), should be due to a purely dissipative time-evolution

of the system state,

d

dt
ρ̂

(k)
diss = −

([
τ̂ zk , Ŝk(t) ρ̂

(k)
diss

]
+ H.c.

)
, (4.17a)

ndiss
def (t) =

1

N

∑
k>0

Tr
{
n̂

(k)
def ρ̂

(k)
diss(t)

}
, (4.17b)

where in Eq. (4.17a) we employed the Bloch-Redfield QME without coherent evolu-

tion, with Ŝk(t) being the bath-convoluted system operator defined in Eq. (2.28). In

particular, based on this “additivity” assumption, Refs. [113, 114] computed scaling

laws for the defects density in presence of dissipation due to several thermal bosonic

baths independently coupled to the system. In Ref. [115], an “additive” scaling law
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Figure 4.7: Test for the additivity assumption Eq. (4.16) for the formation of de-
fects. We compare ndef(t = τ), calculated with the full Bloch-Redfield evolution
(continuous curves, filled symbols), to the sum of ncoh

def (τ) plus the purely-dissipative
evolution contribution ndiss

def (τ) (dashed curve, empty symbols).

for the same model, derived for the case of a single bath coupled to the system,

is shown to be in excellent agreement with the density of defects obtained from a

dissipative QME time evolution. However, a crucial requirement for these scaling

laws to hold is that thermalization effects after the critical point has been crossed

must be negligible: indeed, in Refs. [113, 114], the adiabatic sweep is stopped at

the critical point or immediately below it, so giving no time to the system to “feel”

the thermal environment; in Ref. [115], the analysis is carried out for a very small

system-bath coupling α, so that the thermalization time is extremely long, much

longer than the characteristic annealing time scale. As a consequence, after the crit-

ical point crossing, the system is very weakly affected by the bath and the additivity

assumption still holds.

Here we are considering an annealing protocol that can leave enough time to

the system to thermalize after the critical point crossing: indeed, the quantum

critical point is crossed when h(tc) = (1 − tc/τ)h0 = 1, in our units, hence tc =

(1 − 1/h0)τ = 0.9τ , for h0 = 10. This means that, after the critical point, the

system has tavail = 0.1τ time to relax to the thermal state, i.e. a time proportional

to the annealing time τ . Therefore, for all the τ values for which tavail is comparable

or larger than the bath thermalization time, the effect of the bath after the quantum

critical point will be not negligible.

Figure 4.7 shows a test of the additivity assumption for four different bath tem-

peratures at fixed coupling α = 10−2; for each temperature, we compare the defects

density obtained via the usual Bloch-Redfield QME with that obtained by the sum
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of ncoh
def and ndiss

def . For τ small enough, the additivity assumption always holds, since

tavail is too short, i.e. there is not enough time to feel the effect of the bath after the

critical point is crossed. However, for longer annealing times the additivity starts to

fail: the lower the temperature, the worse it is. In particular, we see that additivity

would always predict the presence of an OWP, but in some regimes the interplay be-

tween coherent and dissipative effects is non-trivial and the two contributions cannot

be considered separately. Note also that for kBT = 5J the additivity assumption

seems to hold for every annealing time, even after converging to its thermal value.

However, this is probably because both values tend to converge to the maximum for

the density of defects, and therefore additivity holds better.

4.3 Final remarks

In the work presented in this chapter, we have revisited some of the issues related to

QA in the presence of dissipation. In particular, we have investigated under which

conditions it is possible to find an “optimal” annealing time, the optimal working

point (OWP), that minimizes the number of defects, and therefore maximizes the

annealing performance.

Interestingly, a proper OWP can be seen essentially only in a high-temperature

regime, kBT & 0.5J . For temperatures which might be relevant for current [122,

123], and presumably future quantum annealers, kBT � J , schematically sketched

by a shaded area in the phase-diagram of Fig. 4.5(b), we found that ndef(τ) would

be monotonically decreasing (hence without OWP), except for very weak bath cou-

plings, α . 10−3. In the intermediate temperature regime, ndef(τ) displays a local

minimum at finite τ , but the actual global minimum is attained as a τ → ∞ ther-

mal plateau. The previous considerations would apply to experimental realizations

where the coupling to the environment can be considered to be weak and ohmic,

which apparently is not the case for the D-WaveR© hardware [122, 123], where 1/f

noise seems to play an important role [126]. The extension of our study to cases

where the bath spectral density has different low-frequency behaviours, such as sub-

ohmic or with 1/f components, is a very interesting open issue which we leave to

future work.

Previously related studies [113, 114, 115] on the same model did not detect all

these different behaviours, because they either stopped the annealing close to the

critical point [113, 114] — to highlight some universal aspects which survive in

the presence of the environment — or considered an extremely small, α ∼ 10−6,

system-bath coupling [115]: this amounts, in some sense, to effectively disregard-

ing thermalization/relaxation processes occurring after the critical point has been

crossed. Furthermore, we found that additivity Ansatz on the density of defects,

Eq. (4.16), breaks down as soon as the bath thermalization time is effectively shorter

than the characteristic time-scale for the system dynamics.
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Figure 4.8: Comparison between our dissipative QA results (points) and sudden
quenches from h0 = 10 to h0 = 0 followed by thermal relaxation (lines), for α = 0.01
and different temperatures. Horizontal black lines identify the expected thermal
values for each temperature.

Another interesting outcome of our calculation is the answer to the following

question: if the long-time limit of a dissipative QA dynamics is thermalization, is

it useful to do QA at all? Wouldn’t it be better to suddenly quench the system

to zero transverse field and wait for thermal relaxation to occur? To answer this

question, we compare in Fig. 4.8 the data obtained by our dissipative QA dynamics,

with those obtained, using the same QME, from a “sudden quench” protocol —

from h0 = 10 to h0 = 0 — followed by thermal relaxation with the environment at

given T , for three values of temperature, kBT/J = 0.35, 0.75, 5, and α = 0.01. The

results illustrate that a dissipative QA is in general a better strategy, especially for

short-intermediate times, and/or in presence of an OWP.

A final comment deserves the issue of how general might be the picture emerg-

ing from our specific model. It is hard to put forward general arguments on this

issue, but the results we obtained suggest that the picture might apply to more

complicated models. Consider, for simplicity, a disordered quantum Ising chain

ĤS(t) = −∑i

[
Jiσ̂

x
i σ̂

x
i+1 + h(t)σ̂zi

]
, with Ji ∈ [0, 1], in the presence of a thermal en-

vironment. The classical thermal expectation value for the density of defects at tem-

perature T (for h = 0) will no longer be exponentially small — ntherm(T ) ∼ e−∆/kBT

with ∆ = 2J the excitation gap —, since the classical problem is now gapless: on

general grounds, for a power-law density-of-states of excitations ρ(∆) ∼ ∆ω one

expects a power-law for the thermal density of defects ntherm(T ) ∼ Tω+1. Hence,

ntherm(T ) can be made quite small by a sufficiently small T . On the contrary,

the quantum coherent dynamics is made very slow — indeed, logarithmically slow,
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ncoh
def (τ) ∼ 1/ log2 (γτ) — by the infinite-randomness quantum critical point with ex-

ponentially small gaps [127, 121]. Dissipation typically tends to increase the density

of defects, ndef(τ) > ncoh
def (τ) ∼ 1/ log2 (γτ), hence we generically expect an extremely

slow approach to thermalization for τ → ∞: it is not unreasonable to think that

such a slow approach to a small thermal value ntherm(T ) occurs monotonically from

above, rather than from below, through an intermediate OWP. Clearly, a full proof

of this conjecture would require more work on the dissipative disordered quantum

Ising chain.

In conclusion, we believe that QA protocols realized with quantum annealers for

which thermal effects are sufficiently weak, at sufficiently low temperatures, should

not show any OWP, but rather a monotonic decrease of the error towards a large

running time thermal plateau. Furthermore, it would be tempting to move away

from the reference quantum Ising chain toy-model, and explore the effects of dis-

sipation in more sophisticated models. The use of quantum trajectories [76] or

of tensor-network approaches, recently extended to deal with open quantum sys-

tems [128, 129], could help in addressing generic one-dimensional (or quasi-one-

dimensional) systems, which would be hard to study analytically.
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Chapter 5

Dissipation effects in topological

pumping

This chapter deals with dissipative effects in the periodically-driven Rice-Mele model,

which is a simple model to describe topological adiabatic quantum pumping. Through

our study, presented in our third work [47], we reveal a mechanism by which an en-

vironment at low enough temperature can help the pumping performance against

undesired non-adiabatic effects.

The scientific literature on the topic is very limited. Ref.s [130, 48] have taken

into account thermal effects by using a thermal initial state, instead of the Hamil-

tonian ground state, followed by a unitary dynamics. Within such a framework,

Ref. [130] found that charge quantization is robust against non-zero temperatures

in the initial state when a single pumping cycle is considered. On the other hand,

in the limit of an infinite number of pumping cycles, Ref. [48] found that thermal

corrections are exponentially small for low enough temperatures, but they become

increasingly relevant when the temperature approaches the insulating gap. Concern-

ing papers where a genuine dissipative dynamics is considered, Ref. [131] studied

the Qi-Wu-Zhang model through a Lindblad Markovian quantum master equation,

where they found that the pumped charge, starting from the quantized value, de-

creases monotonically to zero with increasing noise. However, the effect of a physical

thermal reservoir on the system’s dynamics has never been considered in topological

pumping, to our knowledge.

A former study on the periodically-driven (non-dissipative) Rice-Mele model [48]

showed that, for slightly non-adiabatic pumping, the pumped charge deviates from

the quantized value quadratically in the driving frequency. Here we remarkably

find that a bath at low enough temperature can fight such deviation, leading to

a pumped charge which can be much closer to perfect quantization. This is what

in our work we call ”thermally assisted Thouless pumping” [47]. Since a bath at

zero temperature can only absorb energy from the system, we intuitively explain
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Figure 5.1: Pictorial representation of the Rice-Mele model Hamiltonian.

this effect as the system being cooled down to its instantaneous ground state every

time it gets excited by the non-adiabatic driving. This argument, however, does not

consider the Berry phase accumulated during the path (which might be destroyed

by dephasing), so it cannot be exhaustive. We therefore seek further insight in terms

of Floquet bands. It is known that perfect quantization can be obtained whenever

the lowest-energy Floquet band is completely populated, while the other Floquet

bands are empty. We thus compare the lowest-energy Floquet population for the

cases of coherent and dissipative evolutions, confirming that, whenever a dissipative

improvement is found, the latter is always higher than the former.

5.1 The Rice-Mele model

The Rice-Mele model [46] is one of the prototypical models for realizing topological

adiabatic pumping. It consists of a bipartite lattice on which spinless fermions hop

on nearest-neighboring sites. There is no interaction between the particles, but

the hopping terms and the on-site potentials are periodically driven in time. The

dynamics is governed by the Hamiltonian

ĤS(t) = −
N∑
j=1

[
J1(t) ĉ†j,B ĉj,A + J2(t) ĉ†j+1,Aĉj,B + H.c.

]
+

+ ∆(t)
N∑
j=1

[
ĉ†j,Aĉj,A − ĉ

†
j,B ĉj,B

]
,

(5.1)

where N is the number of diatomic cells, ĉ†j,A(B) creates a fermion on site A(B) of the

jth cell, J1(t) and J2(t) are respectively intra-cell and inter-cell hopping terms and

∆(t) modulates the staggered on-site energies. A visual representation of the Rice-
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Mele model Hamiltonian is given in Fig. 5.1. Notice that periodic driving requires

that ĤS(t+τ) = ĤS(t), where τ is the driving period. We assume periodic boundary

conditions (PBC), which preserve translational invariance every two sites. We take

advantage of this and Fourier transform the fermionic operators for the A and B

sites

ĉj,A(B) =
1√
N

BZ∑
k

eikjaĉk,A(B) , (5.2)

where the sum over the discrete wave-vectors k = 2πn/(Na), with n = 0, 1, . . . , N−1

and a the diatomic cell length, runs inside the first Brillouin Zone (BZ). By applying

this transformation to Eq. (5.1), we block-diagonalize the Hamiltonian in sectors of

different momentum k,

ĤS(t) =

BZ∑
k

ĤS(k, t) = (5.3a)

=
BZ∑
k

[
ĉ†k,A ĉ†k,B

]
ĤkS(t)

[
ĉk,A
ĉk,B

]
, (5.3b)

where ĤkS(t) = R(k, t) · σ̂ is a 2× 2 operator, expressed in terms of σ̂ = (σ̂x, σ̂y, σ̂z)

three Pauli matrices and R(k, t) a 3-dimensional vector with real components

Rx(k, t) = −J1(t)− J2(t) cos(ka) ,

Ry(k, t) = −J2(t) sin(ka) ,

Rz(k, t) = ∆(t) .

(5.4)

The time-evolution of the system’s state ρ̂S(t) is then fully characterized by the

independent dynamics of N two-level systems labelled by their momentum k — call

them ρ̂kS(t) — governed by their corresponding k-fixed Hamiltonian ĤkS(t).

Let us analyse the spectral properties of each 2-dimensional k-fixed subspace in

Eq. (5.3b). By diagonalizing ĤkS(t), one immediately realizes that the two energy

bands are

E±(k, t) = ±|R(k, t)| = ±
√
J2

1 (t) + J2
2 (t) + 2J1(t)J2(t) cos(ka) + ∆2(t) . (5.5)

The energy gap Egap(k, t) = 2|R(k, t)| never vanishes except for one point (k∗, t∗),

defined by

k∗ = π/a

J1(t∗) = J2(t∗)

∆(t∗) = 0 ,
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for which Egap(k∗, t∗) = 0. This is a crucial property for Thouless pumping in this

model, as will be explained in Sec. 5.1.2.

5.1.1 The pumped charge and the current operator

In the periodically-driven Rice-Mele model, the three parameters J1(t), J2(t) and

∆(t) are changed in time in a periodic fashion, so that ĤS(t+mτ) = ĤS(t), where

τ is the period and m is the number of cycles. A relevant problem in this setting

is to quantify how much charge we were able to move during the mth period, the

so-called pumped charge, which is defined, in the thermodynamic limit, as

Qm = lim
L→∞

1

L

∫ mτ

(m−1)τ
dt Tr

{
Ĵ(t)ρ̂S(t)

}
, (5.6)

where L = Na is the chain length, ρ̂S(t) is the time-evolved system’s state and Ĵ(t)

is the total current operator. As discussed in Appendix D, this quantity must be

exactly an integer, provided the evolution is unitary, the driving is adiabatic and the

system has a band insulator ground state throughout the whole dynamics [43, 42].

To compute Eq. (5.6), we need to express the current operator Ĵ(t) for this model.

In real space, we can compute it either by enforcing the continuity equation [132] or

by taking the derivative of the Hamiltonian with respect to a Laughlin flux piercing

the ring [133]:

Ĵ(t) = i
a

2~

N∑
j=1

[
J1(t) ĉ†j,B ĉj,A + J2(t) ĉ†j+1,Aĉj,B − H.c.

]
. (5.7)

It is convenient to express Eq. (5.7) by moving to momentum space through Eq. (5.2):

the current operator then splits into a set of operators acting separately on each k-

Hilbert space. Analogously to Eq. (5.3b), we can thus write the current operator

as

Ĵ(t) =
∑
k∈BZ

[
ĉ†k,A ĉ†k,B

]
Ĵ k(t)

[
ĉk,A
ĉk,B

]
(5.8)

where

Ĵ k(t) =
a

2~

[
J2(t) sin(ka) σ̂x +

(
J1(t)− J2(t) cos(ka)

)
σ̂y

]
. (5.9)
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Using Eq. (5.9), we can write the pumped charge in Eq. (5.6) as1

Qm =

∫ π
a

−π
a

dk

2π

∫ mτ

(m−1)τ
dt Tr

{
Ĵ k(t)ρ̂kS(t)

}
, (5.10)

where ρ̂kS(t) is the time-evolved state relative to the two-level Hamiltonian ĤkS(t) in

Eq. (5.3b). Notice that the currents defined above have the physical dimension of

a velocity, [l]/[t]. Therefore, the pumped charge is dimensionless, since k has the

dimension 1/[l]. In general, a very interesting regime in periodically-driven systems

is the steady-state long-time limit, after the initial transient. To address such steady-

state behaviour, we take the limit of infinite pumping cycles and average over all of

them, getting the stationary pumped charge

Q = lim
M→∞

1

M

M∑
m=1

Qm , (5.11)

where M is the number of driving periods.

5.1.2 Driving protocols for topological pumping

To achieve quantization of the pumped charge, see also Appendix D, we have to

require that [43]:

1. the system must be a band insulator over the whole time-evolution. We there-

fore require the half-filling condition (i.e. N particles in the lattice), so that

we fill precisely and only the lowest energy band.

2. the driving must be adiabatic (τ →∞).

If these two conditions are fulfilled, the pumped charge is a Chern number and must

be therefore quantized, as discussed in Appendix D.

From a practical point of view, in this model the Chern number is equal to the

number of gapless points that are enclosed in each driving cycle. Therefore, if we

perform one pumping cycle, there are two distinct topological phases depending on

whether or not we encircled the gapless point during the driving. Fig. 5.2 illustrates

two topologically inequivalent paths in the parameter space described by (J1(t) −
J2(t),∆(t)). Notice that, for k = π/a, the gapless point is at the origin. Path A

encloses the gapless point and hence such a driving pumps a quantum of charge at

the end of one loop. Path B, on the other hand, leaves the gapless point outside

1We switched from a sum to an integral over k in the standard way:

lim
L→∞

1

L

BZ∑
k

f(k) =

∫
BZ

dk

2π
f(k) .
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A B

J1(t) - J2(t)

Δ(t)

Figure 5.2: Examples of possible paths in the Hamiltonian parameter space under
periodic driving. Notice that, with this choice of axes, the gapless point is at the
origin, marked by a red circle. Path A encloses the gapless point, therefore adiabatic
evolution would lead to Q = ±1. Path B, on the other hand, would bring Q = 0,
since it leaves the origin outside.

and therefore moves no charge at the end of the evolution. The intuition behind

this is the following: topological properties are independent of smooth variations

of the specific driving protocol chosen, as soon as adiabaticity is perfectly fulfilled

throughout the whole evolution. Therefore, we should be able to smoothly modify

the driving scheme and remain in the same topological phase. However, if we pass by

the gapless point, there is an inevitable breakdown of adiabaticity, since the adiabatic

time-scale goes as 1/E2
gap. Therefore, a path that encircles the gapless point cannot

be adiabatically connected to a path that leaves the gapless point outside. This

justifies the presence of the two topological phases.

In the following, we will be interested in the topological phase where we can pump

one quantum of charge per cycle. We therefore parametrize our driving parameters

so to enclose the gapless point in parameter space,

J1(t) = J0 + δ0 cosωt

J2(t) = J0 − δ0 cosωt

∆(t) = ∆0 sinωt ,

(5.12)

where ω = 2π/τ is the driving frequency and controls the degree of adiabaticity of

the driving. With reference to the parameter space illustrated in Fig. 5.2, within the

driving scheme in Eq. (5.12) we are drawing ellipses centered at the gapless point,

with amplitudes δ0 along the x-axis and ∆0 along the y-axis. In most of the results

shown below, for a direct comparison with Ref. [48], we fixed δ0 = J0 and ∆0 = 3J0.

We verified that our findings persist qualitatively also at different δ0 and ∆0.
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5.2 Dissipation in the driven Rice-Mele model

To account for the dissipative dynamics of a quantum many-body system, one would

need to keep all the density matrix components, whose number grows exponentially

with the size of the chain. This task is incredibly hard, especially if one wants to

reach the thermodynamic limit, necessary to see topological charge quantization.

To tackle this issue, we propose here a version of the Rice-Mele model in which

dissipation acts solely within each k-fixed subspace — where ĤkS(t) lives, see Eq. (5.3b)

— so that we can still factorize the full dynamics as coming from the independent

time-evolutions of N dissipative two-level systems, in close analogy with the dissi-

pative Ising chain we dealt with in Chapter 4. To be more specific, we choose to

include identical independent harmonic baths for each two-level system Hamiltonian

ĤkS(t), coupled in the usual Caldeira-Leggett spin-boson fashion,

Ĥktot(t) = ĤkS(t)⊗ 1 + (λ · σ̂)⊗ B̂k + 1⊗
∑
l

~ωlb̂†k,lb̂k,l , (5.13)

where λ specifies a unit vector for the bath coupling, B̂k =
∑

l λl(b̂
†
k,l + b̂k,l) and λl

are coupling constants. In terms of the original fermions, a σ̂z-bath coupling — given

by λ = (001) — would correspond to a term (ĉ†k,Aĉk,A− ĉ
†
k,B ĉk,B)⊗ B̂k. This will be

our standard choice unless otherwise specified. The interaction between system and

environment is encoded in the bath spectral function J(ω) =
∑

l λ
2
l δ(ω − ωl). We

will consider a standard Ohmic dissipation, modelled in the frequency continuum

limit as J(ω) = 2α~2ω exp(−ω/ωc), where α is the coupling strength and ωc is the

cutoff frequency.

5.3 Dissipative pumping results

We discuss here how a weakly coupled bath affects the pumped charge at different

driving frequencies and different bath parameters. The dynamics of the system

state ρ̂S(t) is obtained by computing the independent time-evolutions of ρ̂kS(t) for

each momentum k, by solving the Bloch-Redfield QME with RWA according to the

system energies, see Eq. (2.50), corresponding to the total Hamiltonian in Eq. (5.13).

To compute the pumped charge, we approximate the integral over k in Eq. (5.6)

with a discrete sum in the first Brillouin zone. All the calculations are performed

with sizes N which we have verified to be large enough to be representative of the

thermodynamic limit: in practice, N ∼ 100 is enough in presence of dissipation.

The bath coupling strength is taken to be α = 0.001, while the cutoff frequency ωc
in the spectral function is chosen to be much bigger than the widest spectral gap:

ωc = 1000J0/~. We comment upon different choices of ωc and α in Appendix E.

We observe that the stationary pumped charge Q converges, as α → 0, towards

a well-defined limiting value, see Appendix E. Our choice of interaction strength
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Figure 5.3: Pumped charge over the 1st period Q1 versus driving frequency ~ω/J0,
at bath temperatures T ranging from 0 to J0, compared to the coherent evolution
results of Ref. [48]. Inset : zoom of the ω → 0 region, showing the convergence to
finite values depending on T .

aims at capturing this limit, coherently with the weak-coupling regime in which our

approach is valid.

Let us start considering the behaviour of the pumped charge after a single cycle.

In Fig. 5.3 we plot Q1 versus the driving frequency ω in Eq. (5.12). On the one

hand, at larger values of ω, the bath has almost no effect, and the behaviour at

all temperatures remains almost identical to the coherent one, which coincides with

that reported in Ref. [48]. On the other hand, at smaller values of ω, the system

has enough time to “feel” thermal effects and in general moves away from the ideal

quantized pumping, corresponding to Q1 = 1. The charge converges to a finite value

which depends on the bath temperature T , see the inset of Fig. 5.3. We will return

to this later, while discussing the steady pumped charge.

These results change remarkably when pumping over a larger number of cy-

cles. We find that the charge pumped over the mth cycle, Qm, can overcome the

corresponding coherent result in presence of a thermal bath of sufficiently low tem-

perature. This is shown in Fig. 5.4. Observe that dissipation makes the convergence

to the infinite-time average much faster than the coherent case. Notice also that the

infinite-time average results are precisely described by the Floquet diagonal ensem-

ble formulas, Eqs. (5.20) and (5.21), shown by horizontal dashed lines. They will be

discussed later in Sec. 5.4.1.

Figure 5.5 shows the infinite-time pumped charge Q versus the driving frequency

ω, for both coherent and dissipative evolutions at different T . The dissipative results

come from Eq. (5.11) (with M = 100), while the coherent ones are obtained from
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Eq. (5.20), derived in Sec. 5.4 using Floquet theory 2. Observe that at T = 0 the

dissipative results are always well above the coherent ones. We remark that dissi-

pation at T = 0 restores a nearly quantized pumped charge Q = 1 away from the

strict adiabatic limit ω → 0. This dissipative improvement of the pumped charge

persists also at finite T , for large enough ω. We dub this phenomenon thermally

assisted Thouless pumping. This finding is independent of the specific approxi-

mation used for the QME. We show evidence for this in Sec. 5.5, where we compare

different forms of RWA and the case without RWA, seeing results in good qualitative

agreement (although not quantitative). Interestingly, in the small frequency regime

we observe that Q(ω → 0) ≡ Qm(ω → 0) for any m ≥ 1, i.e. the ω → 0 limit is

independent of the number of driving periods. This is because in the ω → 0 limit

the dissipative transient induced by the bath occurs within a single driving period.

Notice that in the literature [130, 48, 134] there have been discussions of thermal

effects in the driven Rice-Mele model by studying the coherent evolution starting

from an initial thermal state. We compared the results obtained from this approach

with the ones coming from the dissipative evolution described in the present paper:

In general, we observed completely different results, both in the short and in the

intermediate frequency ranges of study, as illustrated in Fig. 5.6. This is not sur-

prising, but worth mentioning. Fig. 5.6 is important also in another respect: we see

that in the dissipative case, if we take very different initial conditions, we get the

same asymptotic regime. This is not at all surprising in a dissipative system and

marks the difference with the asymptotic regime of the coherent case [135].

Observe how flat is the ω-behaviour of Q for the dissipative evolution at T = 0:

it would be interesting to pin-down if the corrections to the strict adiabatic limit

Q(ω → 0) = 1 change from power-law [48] to exponentially small in the presence of

zero-temperature dissipation. Unfortunately, this question is extremely difficult to

answer from our numerical data. Moreover, this aspect of the story is highly sensitive

to the type of weak-coupling approximation performed. Indeed, although the results

obtained with other approximations are in good qualitative agreement, they are

quantitatively different in that respect (see the discussion in Sec. 5.5). A similar

question might be posed concerning the behaviour of Q(ω → 0, T ) as a function of

the bath coupling temperature T , a question that is once again numerically elusive

and rather sensitive to the details of the QME used.

5.4 Floquet analysis

To get a deeper insight into the dissipative improvement discussed in Sec. 5.3, we

look at the density matrix in the basis of the Floquet states related to a unitary

evolution. In particular, one can identify a band of states, the so-called lowest-

2This is because the coherent results converge to the thermodynamic limit only at very large N
and M , so the approach using Eq. 5.11 is computationally longer and less precise.
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Figure 5.6: Comparison between results from the coherent evolution starting from
an initial thermal state at T = J0 (red squares) and the dissipative dynamics induced
by a bath at T = J0, both starting from an initial ground state (blue circles) and from
the thermal state at the same bath temperature (green diamonds). Here we have
a driving period τ = 20~/J0. The dissipative and coherent results are completely
different. Notice that the two dissipative evolutions converge to the same stationary
state.

energetic Floquet band [48, 47], with the property that it must be completely filled

in the case of perfectly quantized pumping, while the higher-energetic levels must be

all empty. Whenever one starts from the ground state and performs a non-adiabatic

driving, deviations from perfect quantization of the pumped charge imply non-zero

population of these higher-energetic Floquet bands. We prove here that, whenever

there is a dissipative improvement like in Fig.s 5.4 and 5.5, the population of the

lowest-energetic Floquet band for a dissipatively-evolved state is higher than the one

corresponding to unitary dynamics.

To start the discussion, let us introduce some important notions of Floquet theory

applied to charge pumping [48, 47]. Since the driving is periodic, i.e. ĤS(t) =

ĤS(t + τ), from Floquet theory [136, 78, 137] we know that the solutions to the

time-dependent Schrödinger equation for the closed system have the following form

|ψα(t)〉 = e−i
εα
~ t|uα(t)〉 , (5.14)

where α labels the possible solutions, |ψα(t)〉 are called Floquet states, |uα(t)〉 are

called Floquet modes and are τ−periodic, and εα are the quasi-energies. In the

present case, using k as a quantum number and α = ± for two Floquet states

|ψkα(t)〉 at each k, we can always rewrite the density matrix ρ̂kS(t) in the coherent
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Figure 5.7: Left panels: Stroboscopic dynamics of: (a) the coherences |ρk−+(mτ)|
and (b) the excited-Floquet band population ρk++(mτ), for k = {2/5, 1, 6/5}π. Here
T = 0 and τ = 20~/J0. Right panels: Intra-period dynamics of: (c) |ρk−+(t)| and
(d) ρk++(t) after stationarity is reached, for k = π. All the other parameters are fixed
as in panels (a)-(b). Observe the τ/2-periodicity. In (d), the red horizontal dashed
line shows ρk++ for the corresponding coherent evolution, much higher than the
dissipative result at T = 0. Inset in (d): Comparison between ρk++ for the coherent
case (red squares) and the time-average ρk++ =

∫ τ
0 dtρ

k
++(t)/τ for the dissipative

case (blue circles) versus k.

Floquet basis,

ρ̂kS(t) =
∑
α,β

ρkαβ(t) |ψkα(t)〉〈ψkβ(t)| , (5.15)

with ρkαβ(t) = 〈ψkα(t)|ρ̂kS(t)|ψkβ(t)〉.
Let us reconsider the dissipative improvement shown in Fig. 5.5 within a Flo-

quet framework. Fig. 5.7 shows that the stroboscopic dynamics of the coherences

|ρk−+(mτ)| (panel (a)) and of the excited-band populations ρk++(mτ) (panel (c)) con-

verge to stationary values for m → ∞. The phases of the coherences (not shown)

also converge to fixed values. After stroboscopic stationarity is reached, the intra-

period behaviour of these quantities is illustrated in panels (b) and (d), respectively:

observe a τ/2-periodicity in both cases.
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We construct the lowest-energy Floquet bands by choosing, for each k, the Flo-

quet mode with (period-averaged) lowest-energy expectation. The results shown in

Fig. 5.7(d) allow a direct comparison between the populations of the highest-energy

Floquet bands in the coherent and dissipative cases, showing that ρk++ is generally

reduced by several orders of magnitude in presence of dissipation at T = 0, hence

improving the topological pumping at finite frequencies. In the main figure, we fix k

and look at the dependence on time, while in the inset we plot the period-averaged

kth-population ρk++ vs the momentum k. In the inset, we note, incidentally, the

presence of a value of k where the coherent value shows an irregularity and the dis-

sipative value shows a peak. That peak corresponds to a Floquet quasi-resonance

which gives rise to a non-adiabaticity and increases the asymptotic dissipative pop-

ulation of the highest-energy Floquet state [138].

We conclude that dissipation moves the system towards the lowest-energy Flo-

quet state. This state is the one closest to the adiabatic ground state and is the one

which pumps a charge equal to the topological value, up to corrections exponentially

small in the driving frequency [48, 139].

5.4.1 The dissipative Floquet diagonal ensemble

Floquet theory is very useful to express the steady pumped charge Q. Consider the

Floquet states corresponding to a coherent evolution and write the density matrix in

this basis as in Eq. (5.15). Then, employing Eq.s (5.10) and (5.11), we can express

the pumped charge at stationarity as

Q = lim
M→∞

1

M

∑
α,β

∫ π
a

−π
a

dk

2π

∫ Mτ

0
dt e−

i
~ (εkα−εkβ)tF kαβ(t) , (5.16)

where

F kαβ(t) = ρkαβ(t) Jkβα(t) , (5.17)

with

Jkβα(t) = 〈ukβ(t)|Ĵ k(t)|ukα(t)〉 (5.18)

being the matrix element of the current operator between Floquet modes, hence an

explicitly periodic quantity. In the coherent evolution case [48], the density matrix

ρkαβ(t) turns out to be time-independent and related to the initial state |ψk(0)〉 as

ρk,coh
αβ = 〈ukα(0)|ψk(0)〉〈ψk(0)|ukβ(0)〉 . (5.19)

In turn, if the quasi-energies are non degenerate, when α 6= β, the k-integral will

vanish in the limit t→∞, since the oscillating phase factors e−i(ε
k
α−εkβ)t will lead to

destructive interference cancellations. More formally, this is a consequence of the

Riemann-Lebesgue lemma applied to the k-integration [135, 140]. Using this result
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in Eq. (5.16), and exploiting the infinite-time integration, it follows that only the

populations ρk,coh
αα = |〈ukα(0)|ψk(0)〉|2 of the Floquet bands come into play, and one

arrives at the so-called Floquet diagonal ensemble [135]

Q = Qcoh
d =

∫ π
a

−π
a

dk

2π

∑
α

ρk,coh
αα

∫ τ

0
dtJkαα(t) . (5.20)

In the dissipative case, ρkαβ(t) is generally time dependent. However, if we look

at the data in Fig. 5.7(b,d), we observe that the density matrix components ρkαβ(t)

become τ -periodic at stationarity. Hence, we can again apply the Riemann-Lebesgue

lemma as done in Ref. [140] and show that only the diagonal terms contribute,

arriving at the dissipative version of the Floquet diagonal ensemble formula for the

average pumped charge:

Q = Qdiss
d =

∫ π
a

−π
a

dk

2π

∑
α

∫ τ

0
dt ρkαα(t) Jkαα(t) . (5.21)

Fig. 5.4 compares this formula with the actual data obtained by evolving a state for

M cycles, with M large enough to reach stationarity. The horizontal dashed lines

show the predictions from Eq.s (5.20) and (5.21), highlighting that the dissipative

Floquet diagonal ensemble of Eq. (5.21) characterizes the stationary pumped charge

extremely well.

As in Ref. [48], the asymptotic pumped charge can be related to the properties of

the Floquet quasienergies. To do that, a result coming from our numerics is crucial:

if we approximate ρkαα(t) at stationarity with its average value on one period ρkαα,

we get corrections to the pumped charge of the order ∼ 10−6. So, to a very good

approximation we can replace ρkαα(t) with ρkαα. With this approximation, using

arguments strictly similar to those of Ref. [48], we find that the asymptotic pumped

charge can be written in the form

Qdiss
d =

1

~ω

∫ π
a

−π
a

dk
∑
α

ρkαα ∂kε
k
α , (5.22)

which looks very similar to Eq. (4) in Ref. [48], obtained for a coherent dynamics.

Because the derivative with respect to k can be recast as the derivative with respect

to an external flux [48], this equation is also strictly analogous to Eq. (19) of Ref. [79],

where pumping in a dissipative superconducting nanocircuit was considered.

5.5 Test of the generality of the results

All the dissipative results shown in Sec. 5.3 were obtained using the Bloch-Redfield

QME with RWA in the energy basis, see Eq.s (2.50) and (B.7), and by fixing the
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Figure 5.8: Q vs driving frequency ω for the dynamics induced by the Bloch-Redfield
equation under different approximations. For all the cases, we still find a remarkable
improvement over the coherent results if T is low enough. Notice, in particular, the
good agreement between the two different RWA schemes.

system coupling operator along σ̂z, i.e. λ = (0, 0, 1). Here we aim at generalizing

our results to other QMEs and other coupling directions, showing that these cases

are in good qualitative agreement with the ones shown in Sec.5.3.

We therefore repeated the calculations shown in Sec. 5.3, but this time with

the dissipative evolution computed by means of the Bloch-Redfield QME without

RWA, see Eq.s (2.25) and (B.17), and with RWA in the Floquet basis, see Eq. (2.62)

and (B.35). In Fig. 5.8, we plot Q versus the driving frequency for the three different

QMEs employed, analogously to Fig. 5.5 in Sec. 5.3. There, “no RWA” stands for the

QME without RWA; “RWAenergy” corresponds to the QME with RWA in the energy

basis — the one used for the results in the main text —; finally, “RWAFloquet”

points at the results obtained from the QME with RWA in the coherent Floquet

basis. We observe that the improvement over the coherent curve is obtained in

all the three cases, suggesting some generality for this behaviour. Furthermore,

the results obtained from the two versions of the RWA seem to match quite well,

especially at smaller frequencies. Nevertheless, the data are quantitatively different,

especially the ones obtained without RWA. For example, at T = 0.75J0 and in the

frequency range studied, one might get or not an improvement over the coherent

case depending on the approach used.

Let us now move to the study of system-bath coupling operators different from

σ̂z. We focus here on the case in which each two-level system is coupled to the

reservoir via the σ̂x operator, which would correspond to choosing λ = (100) in

Eq. (5.13). Fig. 5.9 shows the result for Q vs the driving frequency. We see that
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Figure 5.9: Q vs driving frequency ω for a bath coupled to the system via the
σ̂x operator (λ = (100)). We observe a qualitative agreement with the results in
Fig. 5.5, corresponding to a coupling along σ̂z (λ = (001)).

there is no qualitative difference with the result shown in Fig. 5.5, corresponding

to a coupling via σ̂z. We tried also other coupling operators (for generic λ) and we

obtained qualitatively similar results.

5.6 Final remarks

In the present chapter [47], we analysed the role of dissipation from a somewhat

idealized thermal environment — coupling independent baths to each fermionic k-

mode — on topological adiabatic pumping in the Rice-Mele model. We found that

a low-temperature bath can assist against undesired (inevitable) non-adiabatic ef-

fects. Dissipation induces this improvement because it increases the population of

the lowest-energy Floquet band. Indeed, the pumped charge would be essentially

quantized — up to exponentially small terms — when this band is completely filled.

Our findings are qualitatively independent of the system-bath coupling chosen as

long as we stay in a weak coupling regime. We also remark that the phenomena

we see are qualitatively robust if we change the specific approximations behind the

quantum master equation we use (although the quantitative details are different).

The fact that thermal effects can be beneficial is remarkable and interesting for

future experimental realizations. We stress that the effect is not related to a bath

engineering, exploited in the literature for other topological models [20].

A further step towards a deeper understanding would be to study more realistic

couplings to the environment, e.g. via operators acting on sites in real space, which
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break the entanglement in physical space. However, this analysis requires more

sophisticated approaches [76, 141, 61], and is left to future studies.

Another interesting direction would be to study topological measures, such as the

Uhlmann phase [142] and the Ensemble Geometric Phase (EGP) [134]. In particular,

it would be interesting to inquire if the Uhlmann phase of the asymptotic time-

periodic effective density matrix has a relation with the pumped charge, in analogy

with the Berry or the Aharonov-Anandan geometric phase in the coherent cyclic

case [79, 43].
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Final discussion and outlook

This PhD thesis described research activity in the field of driven-dissipative quantum

systems, with special focus on quantum annealing and topological adiabatic quantum

pumping. Dissipation was induced by interaction with a thermal bosonic reservoir,

modelled as a Caldeira-Leggett bath. Almost all the studies have been carried out

assuming weak system-bath couplings and the Born-Markov approximation, so to

justify the use of the Bloch-Redfield QME to compute the dissipative dynamics.

We first tackled the dissipative Landau-Zener problem. On the one hand, we

benchmarked the QME to understand its regimes of reliability: despite the approx-

imations involved in its derivation, we found it works surprisingly well, beyond our

expectations. On the other hand, we shed light upon the mechanism of thermally-

assisted quantum annealing, which we found to happen only whenever the system

and the bath couple (at least partially) along the direction of the tunnelling am-

plitude. We never observed such an effect for couplings longitudinal to the driving

field, neither for ohmic nor for sub/super-ohmic bath spectral functions.

We then studied dissipation in quantum annealing while crossing a second-order

phase transition in the quantum spin-1/2 Ising chain in transverse field. We charac-

terized the regimes of bath temperatures and system-bath interaction strengths for

which one can observe an optimal annealing time or not, concluding that the current

quantum annealing hardware should show no optimal annealing time. Therefore,

slower annealings should lead to better results, as for unitary evolutions. More-

over, we found that the additivity Ansatz for the density of defects only holds when

the annealing time is shorter than the relaxation time. We also studied whether

exploiting relaxation without driving could be favourable over dissipative quantum

annealing, finding that this is never the case.

Finally, we turned to dissipative effects in topological adiabatic quantum pump-

ing. Under unitary dynamics, one observes quadratic-in-ω deviations from the quan-

tized value, where ω is the driving frequency; however, we reported that a low-

temperature reservoir can decrease such deviations considerably, providing what

we called ”thermally-assisted Thouless pumping”. We analysed this effect in the

Floquet framework: the thermal improvement implies a higher population of the

lowest-energy coherent Floquet band.

Overall, although our modelling of dissipation is somewhat idealized, it permit-
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ted us to reveal basic effects that are very likely to persist in real systems. In

particular, it is clear from our results that dissipation can be a surprisingly good

resource — rather than an obstacle — towards the realization of quantum technolo-

gies. However, a deeper understanding of driven-dissipative systems is still needed

and much work has to be done in this direction.

In the future, it would be very interesting to focus on more general models, tak-

ing into account also disorder and interactions. This is important, for example, in

quantum annealing, where solving an optimization problem requires generically to

deal with a spin-glass system [27]. The study of dissipation in these settings is, how-

ever, a very challenging problem, due to the exponentially-large Hilbert space and

the need to compute the full density matrix. Nevertheless, more refined numerical

techniques like quantum trajectories [73, 74, 75, 76] and tensor networks [68, 21] can

partly serve for this purpose and are definitely worth exploring.

Another intriguing extension of our work would be to model more realistic

system-bath couplings, accounting for non-Markovian effects and/or different bath

spectral functions (accounting for low-frequency noise, for example [104]). This task

requires more advanced and computationally heavy numerical tools [58, 63, 62, 143]

that go beyond the standard Bloch-Redfield approach we outlined in Chapter 2.

In this thesis, we have always modelled the bath to reproduce unavoidable dissi-

pation in real systems. However, it would be fascinating to reverse the perspective

and engineer the dissipative dynamics to accomplish specific tasks, like preparing

quantum states as steady states of open systems. One could, therefore, devise the

environment at will, with dissipators that can be fully controlled and even driven in

time. This line of research goes under the name of ”reservoir engineering” [14, 15, 16].

Finally, another point that is worth exploring is related to topological measures

for generically mixed states. Referring to the dissipative topological pumping dis-

cussed in Chapter 5, the results at T = 0 in Fig. 5.5 showed persistence of charge

quantization even in the non-adiabatic regime. It would be very interesting to find

a relation between the pumped charge and some other topological measure, such as

the Uhlmann phase [142] or the Ensemble Geometric Phase [134].
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Appendix A

Correlation functions for

harmonic uncorrelated baths

In this appendix, we compute more explicitly the bath correlation functions. To

specialize the discussion to the cases studied in this thesis, we assume here that the

baths acting on the system are uncorrelated. This means that only diagonal terms

in the correlation functions can be non-zero, so that Cνν′(t) = δν,ν′Cνν(t). We can

compute more explicitly Eq. (2.10), to get

Cνν(t) =
∑
l

λ2
lν

[
eiωlνtfB(ωlν) + e−iωlνt (fB(ωlν) + 1)

]
, (A.1)

where 〈 · 〉eq = Tr{ · ρ̂B} and fB(ωlν) = 〈b̂†lν b̂lν〉eq is the usual Bose distribution

function. We can transform the sum into an integral by using the spectral function

defined in Eq. (2.5), to write

Cνν(t) =

∫ ∞
0

dω Jν(ω)
[
eiωtfB(ω) + e−iωt (fB(ω) + 1)

]
=

=

∫ ∞
0

dω Jν(ω)

[
coth

(
~ω

2kBT

)
cos (ωt)− i sin (ωt)

]
,

(A.2)

where in the second expression we have explicitly split the real and imaginary parts.

The Fourier transforms of the correlation functions can now be expressed as

γνν(ω) =

{
2π Jν(|ω|) fB(|ω|) for ω < 0

2π Jν(ω) (fB(ω) + 1) for ω > 0
(A.3)

Notice that, by taking the ratio γνν(−ω)/γνν(ω) = e−β~ω, all details about the

bath spectral function Jν(ω) disappear completely, and the result is essentially a

consequence of a detailed balance condition. The limit of Eq. (A.3) for ω → 0
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depends on the details of the spectral function chosen. For the ohmic case in Eq. (2.6)

we get

γνν(ω → 0) = 4π~αν kBT . (A.4)

For the super-ohmic case the limit is zero, while for the sub-ohmic one it is infinity

and therefore hard to handle.

A popular belief in the community is that the correlation function of an ohmic

bath decays exponentially in time for large temperatures, while it shows a long

polynomial decay only at low temperatures. This implies the idea that the Bloch-

Redfield QME should be valid only at high temperatures, where it is possible to

define a time-scale for the validity of the Markov approximation. We want to prove

here that this argument is wrong and cannot invalidate the reliability of the QME

at low temperatures. Let us thus have a deeper look into the behaviour of the bath

correlation function. Dropping the ν index for simplicity, notice that the imaginary

part of C(t) is temperature independent, as can be seen from Eq. (A.2). Therefore,

we can extract it from the easy T = 0 case,

CT=0(t) =

∫ ∞
0

dωJ(ω)e−iωt = 2α(~ωc)2 Γ(s+ 1)

(1 + iωct)s+1
, (A.5)

so that, for s = 1, we have

Im{C(t)} = Im{CT=0(t)} = −4α(~ωc)2 ωct

(1 + ω2
c t

2)2
. (A.6)

Hence, the imaginary part of C(t) scales as t−3 for t� 1/ωc. The bath correlation

function, for a generic s in Eq. (2.7), can also be expressed analytically:

C(t) = α(~ωc)1−s(kBT )1+sΓ(s+ 1) ×

×
[
ζ

(
s+ 1,

1 + β~ωc − iωct
β~ωc

)
+ ζ

(
s+ 1,

1 + iωct

β~ωc

)]
,

(A.7)

where Γ(x) is the Gamma function1 and

ζ(z, u) =

∞∑
n=0

1

(n+ u)z
(A.8)

is the Hurwitz Zeta function. Fig. A.1 illustrates the behaviour of the real part of

C(t) at different bath temperature regimes: we observe a polynomial decay as t−2

for all temperatures. A slight signature of exponential decay can be seen only at low

1For x integer, the Gamma function gives

Γ(x+ 1) = x! .
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Figure A.1: First row: Real part of the bath correlation function vs time for
different temperature regimes. Second row: Log-log plot of the absolute value,
to highlight the power law scaling at large times. The orange line represents t−2.
In the low temperature case, there is a tiny region with exponential decay around
t = 100 — as can be seen from the inset in linear-log scale —, but then the power
law starts again.

temperature and intermediate times (see the inset in Fig. A.1), making contact with

the study in Ref. [77]. Therefore, C(t) decays polynomially as t−2 for all temper-

atures and, if the popular belief was correct, the Markovian approximation should

never be appropriate and the Bloch-Redfield QME should never give good results!

However this is not the case, as we see from our benchmarks in Chapter 3: we give

extensive evidence for the reliability of the Bloch-Redfield QME at all temperature

regimes.
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Appendix B

Dissipative evolution equations

for two-level systems

Suppose we have a generic two-level system. Its Hamiltonian, apart from constant

energy shifts, can always be written in the Pauli basis as

ĤTLS(t) = R(t) · σ̂ , (B.1)

i.e. it is described by a real vector R(t) with three components and σ̂ is the vector

of Pauli matrices. We consider a coupling to one common environment, with inter-

action Hamiltonian ĤSB = Â ⊗ B̂ and the operator acting on the system Hilbert

space is in a generic direction in pseudo-spin space,

Â = λ · σ̂ , (B.2)

with |λ| = 1. For this system, we are going to derive now explicit differential time-

evolution equations starting from the Bloch-Redfield QME.

B.1 Adiabatic evolution and RWA

We derive here the evolution equations for an adiabatic evolution, assuming that

there is no gap closing throughout the whole dynamics. This holds for all the cases

studied in the present work: the Landau-Zener model has a finite gap ∆ by definition,

while the Rice-Mele model has just one gapless point, but we never explore it during

the dynamics we study. Therefore, we can use Eq. (2.50). Neglecting the Lamb shift

term, which only renormalizes the frequencies proper of the coherent dynamics in a

small fashion, and dropping the time-dependence from the operators for simplicity,
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we can write

d

dt
ρ̂S = − i

~

[
ĤS, ρ̂S

]
+
∑
ab

γabba 〈b|ρ̂S|b〉 |a〉〈a| +

− 1

2

∑
b

(∑
a

γabba

)
( |b〉〈b| ρ̂S + H.c.) +

∑
a

γaaāā |a〉〈a|ρ̂S|ā〉〈ā| ,
(B.3)

where we remind that |a〉 is one eigenstate of ĤS(t) and we denoted with |ā〉 its

respective opposite eigenstate.

In order to go on with the calculation, it is very convenient to write all the

operators in Bloch notation.1 We will write the time-evolved system state as

ρ̂S(t) =
1

2
(1 + r · σ̂) (B.4)

and the system’s eigenstates as

|a〉〈a| = 1

2
(1 + ra · σ̂) . (B.5)

This will be particularly convenient because the ground and excited states of the

two-level system in Eq. (B.1), in the notation above, are simply represented by

rgs = −R

E
≡ −R̃

rex = +
R

E
≡ +R̃ ,

(B.6)

where |R̃| = 1 by construction. There are some generic quantities we have to

compute. Let us start with

|b〉〈b|ρ̂S =
1

4
(1 + rb · σ̂) (1 + r · σ̂) =

=
1

4

[(
1 + rb · r

)
1 +

(
r + rb + i(rb × r)

)
· σ̂
]

and, consequently,

〈b|ρ̂S|b〉 = Tr {|b〉〈b|ρ̂S} =
1

2

(
1 + r · rb

)
.

1The following identity will be extremely useful to carry out the calculations:

(a · σ̂) (b · σ̂) = (a · b) 1 + i (a× b) · σ̂
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The last term in Eq. (B.3) shows factors like

|a〉〈a|ρ̂S|b〉〈b| =
1

8

[ (
1 + (ra + rb) · r + ra · rb + i(ra × r) · rb

)
1 +

+
(

(1 + rb · r)ra + (1 + ra · r)rb + (1− ra · rb)r +

+ i (ra × r + r× rb + ra × rb)
)
· σ̂
]
,

which simplify considerably if we take b = ā, since this implies rā = −ra, leading to

|a〉〈a|ρ̂S|ā〉〈ā| =
1

4

(
r− (ra · r)ra + i ra × r

)
· σ̂ .

Finally, the rate terms to be computed are

γabba =
α2

~2
γ(∆ba) 〈a|(λ · σ̂)|b〉〈b|(λ · σ̂)|a〉 =

=
α2

~2
γ(∆ba) Tr

{
|a〉〈a|(λ · σ̂)|b〉〈b|(λ · σ̂)

}
=

=
α2

~2
γ(∆ba)

1

2

(
1− ra · rb + 2 (λ · ra)(λ · rb)

)
,

γaabb =
α2

~2
γ(0) 〈a|(λ · σ̂)|a〉〈b|(λ · σ̂)|b〉 =

=
α2

~2
γ(0) Tr

{
(λ · σ̂)|a〉〈a|

}
Tr
{

(λ · σ̂)|b〉〈b|
}

=

=
α2

~2
γ(0) (λ · ra)(λ · rb) .

With all these ingredients ready, one can now compute all the terms appearing in

Eq. (B.3). Putting all the pieces together, we can write

ṙ =
2

~
R× r− ARWA

diss · r− bRWA , (B.7)

where the first term on the r.h.s. gives the coherent evolution, while the other two

cause dissipation effects and look as follows:

ARWA
diss =

 γD,x γxy γxz
γxy γD,y γyz
γxz γyz γD,z

 (B.8)

bRWA = R̃ γR tanh(βE) , (B.9)
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where

γD,i =
(γR

2
+ γϕ

)
+ R̃2

i

(γR

2
− γϕ

)
(B.10)

γij = R̃iR̃j

(γR

2
− γϕ

)
. (B.11)

and we defined the time-dependent rates

γR =
SX(2E/~)

~2

(
1− (λ · R̃)2

)
, (B.12)

γϕ =
SX(0)

~2
(λ · R̃)2 , (B.13)

which, in a time-independent setting, are the so-called relaxation and pure-dephasing

rates, respectively. To write them, we employed the Fourier transform of the sym-

metrized correlation function, SX(ω) = γ(ω) + γ(−ω). For an Ohmic spectral den-

sity, the γ(ω) rates are given by Eq.s (A.3) and (A.4).

B.2 Adiabatic evolution without RWA

Here we focus on the Bloch-Redfield QME before applying the RWA, keeping all the

non-secular terms that having been neglected in the previous approach.

We have to start from Eq. (2.25), using the second Markov approximation to

express the Ŝ(t) operator as in Eq. (2.28). It is no more convenient to use the

system eigenstates basis, as in Sec. B.1. We express all the operators in Bloch

vector notation instead, according to Eq. (B.4). Neglecting all the time-dependence

indices for simplicity and defining |R| = E, ω = E/~ and R̃ = R/E, we can write

the free system evolution operator as

Û0S(t, t− τ) ' e−iĤS(t)τ/~ = cos(ωt)1 + u · σ̂ , (B.14)

where u ≡ −iR̃ sin(ωt). Then, we can express the convoluted operator in Eq. (2.28)

as

Ŝ(t) '
∫ t

0
dτC(τ)e−iĤS(t)τ/~(λ · σ̂)eiĤS(t)τ/~ = s · σ̂ , (B.15)

with s = λΓc(2ω) + (R̃ × λ) Γs(2ω) + R̃(R̃ · λ) (Γ0 − Γc(2ω)), upon defining Γ0 =∫∞
0 dτC(τ), Γc(ω) =

∫∞
0 dτC(τ) cos(ωτ) and Γs(ω) =

∫∞
0 dτC(τ) sin(ωτ). Within

this notation, the Bloch-Redfield QME without RWA, Eq. (2.25), looks

ṙ =
2

~
R× r− 2α2

~2

{
i(λ× s− λ× (s× r) + c.c.

}
=

=
2

~
R× r− 2α2

~2

{
iλ× (s− s∗)− λ×

(
(s + s∗)× r

)}
.

(B.16)
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Carrying out the calculation until the end, one eventually gets a differential equation

of the form of Eq. (B.7),

ṙ =
2

~
R× r− Ano RWA

diss · r− bno RWA , (B.17)

where

Ano RWA
diss =

γ̃D,x γ̃xy γ̃xz
γ̃yx γ̃D,y γ̃yz
γ̃zx γ̃zy γ̃D,z

 , (B.18)

bno RWA =

 γR

0

γzx

 tanh(βE(t)/2) . (B.19)

The rates are

γ̃D,i = γR + γϕ − γ̃ii , (B.20)

γ̃ij = λj
(
R̃i(R̃ · λ) (SX(2E)− SX(0))− λiSX(2E)

)
. (B.21)

B.3 Evolution equations in the instantaneous system

energy eigenbasis

We show here the differential equations used in Ref.s [31, 32] to compute the dynam-

ics of Landau-Zener-like Hamiltonians. In these works, the equations were written

in a time-dependent basis, to make contact with previous works [101, 95].

We consider thus a system governed by the Landau-Zener Hamiltonian

ĤLZ(t) =
ε(t)

2
σ̂z +

∆

2
σ̂x , (B.22)

under the influence of a single bath coupled as ĤSB = Â⊗ B̂, with

Â = sin θ σ̂x + cos θ σ̂z . (B.23)

We perform a time-dependent rotation on all the operators in the Bloch-Redfield

QME, so that

H̃S(t) = R̂†(t)ĤS(t)R̂(t) =
E(t)

2
σ̂x , (B.24)

where E(t) =
√
ε2(t) + ∆2, R̂(t) = exp(iφ(t)σ̂y/2) and φ(t) = arctan(ε(t)/∆). With

this choice, relaxation will happen only along the specific σ̂x component, giving

the possibility of highlighting more clearly the two time-scales of relaxation and

dephasing [85]. Notice that, as a consequence of the time-dependence of the change
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of basis, a new term appears in the QME because

∂tρ̃S(t) = ∂t(R̂
†(t)ρ̂S(t)R̂(t)) =

= ∂tR̂
†(t)R̂(t)ρ̃S(t) + ρ̃S(t)R̂†(t)∂tR̂(t) + R̂†(t)∂tρ̂S(t)R̂(t) ,

(B.25)

where ∂tR̂
†(t)R̂(t) = −iφ̇(t)σ̂y/2. Following the same approaches used before with-

out rotation, we can compute the explicit equations from the Bloch-Redfield QME

with and without RWA. For both cases, neglecting time dependence indices for sim-

plicity, and using ρ̃S = (1 + r̃ · σ̂)/2, we can write

∂tr̃ = Acoh · r̃− Adiss · r̃ + b , (B.26)

with the following coherent matrix

Acoh =

0 0 −φ̇
0 0 E

φ̇ −E 0

 . (B.27)

If we employ the RWA, we find

Adiss =

γR 0 0

0 γD 0

0 0 γD

 , (B.28a)

b =

γR

0

0

 tanh(βE(t)/2) . (B.28b)

Notice how the purely dissipative dynamics of populations and of coherences are

completely decoupled. For a time-independent problem, relaxation would happen

only along σ̂x, while dephasing would take place only along σ̂y and σ̂z, giving rise

to classical rate equations. If we instead do not use the RWA, we get

Adiss =

 γR 0 −γxz
0 γD + γR

2 0

γzx 0 γD − γR
2

 , (B.29a)

b =

 γR

0

γzx

 tanh(βE(t)/2) . (B.29b)

The time-dependent rate constants corresponding, for a time-independent problem,

to the usual “relaxation” γR, “pure dephasing” γϕ and “decoherence” γD rates [85]
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are defined as

γR(t) =
π

2~2
coth

(
βE(t)

2

)
J(E(t)/~) cos2(φ(t) + θ) (B.30a)

γϕ(t) =
2πα

~β
sin2(φ(t) + θ) (B.30b)

γD(t) = γϕ(t) +
1

2
γR(t) ; (B.30c)

moreover, if we do not employ the RWA, we have the following two extra terms:

γzx(t) = − π

4~2
coth

(
βE(t)

2

)
J(E(t)/~) sin 2(φ(t) + θ) (B.31a)

γxz(t) =
πα

~β
sin 2(φ(t) + θ) . (B.31b)

B.4 Periodic evolution and RWA in the Floquet basis

We proceed here to derive a rate equation for computing the steady state of a

dissipative periodically-driven quantum two-level system. This is used in Chapter 5

to compute the steady pumped charge in the dissipative Rice-Mele model. Consider

thus the density matrix elements in the Floquet basis as

ρab ≡ 〈ψa(t)|ρ̂S(t)|ψb(t)〉 (B.32)

so that, for a two-level system, ρ+− is the coherence term, while ρ−− is one of the two

populations. For simplicity, we assume no degeneracies in the differences between

quasi-energies and neglect the Lamb-shift Hamiltonian. Starting from Eq. (2.62), we

can thus write a QME where coherences and populations are decoupled. Regarding

the coherence, we have

ρ̇+− = −1

2

(
γ̃−++− + γ̃+−−+ + γ̃++++ + γ̃−−−− − 2γ̃++−−

)
ρ+− , (B.33)

where it is possible to show that the real part of the coefficient on the r.h.s. is

negative [83, 79] so that, eventually, coherences are zero in the steady state. One of

the two populations obeys instead the following equation:

ρ̇−− = γ̃−++−ρ++ − γ̃+−−+ρ−− , (B.34)

which is a rate equation that will eventually reach an equilibrium value. Hence,

because ρ++ = 1− ρ−−, we can very simply evaluate the steady state of the system
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by requiring ρ̇−− = 0, to get

ρss−− =
γ̃−++−

γ̃−++− + γ̃+−−+
,

ρss++ = 1− ρss−− .
(B.35)
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Appendix C

Thermal defects density

calculation

In this appendix, we compute analytically the equilibrium thermal defects density

for an ordered transverse-field Ising chain with a fixed h. To start, recall that the

Hamiltonian in Eq. (4.1) conserves the parity of the number of up (or down) spins.

As a consequence, the Hilbert space can be partitioned into even and odd parity

sectors. This partitioning survives also when moving to the spinless fermions picture,

so that we can think the Hamiltonian in Eq. (4.2) as being the even fermion block

of the total Hamiltonian ĤF
even ⊕ ĤF

odd. Observe that, considering ĤF
even only, we

account for N/2 two-level systems, hence a total of 2N/2 states. Let us, for a moment,

assume that we treat these N/2 two-level systems in a thermal state at temperature

Tb. For a given momentum k, we reduce the basis states to just absence/presence of

pairs of opposite momentum and diagonalize the Hamiltonian Ĥ
(k)
S = ξkτ̂

z
k + ∆kτ̂

x
k

to get

Ĥ
(k)
diag =

[
εk 0

0 −εk

]
, (C.1)

where εk =
√
ξ2
k + ∆2

k. Therefore, the corresponding thermal state is given by

ρ̂
(k)
therm ≡

e−βbĤ
(k)
diag

Tr
{
e−βbĤ

(k)
diag
} =

=
1

eβbεk + e−βbεk

[
e−βbεk 0

0 eβbεk

]
.

(C.2)

This state is expressed in the basis of the eigenstates of Ĥ
(k)
S , which are combinations

of the original basis states | ↑ 〉k ≡ ĉ†k ĉ
†
−k|0〉, and | ↓ 〉k ≡ |0〉. The corresponding

creation operators η̂†k, in terms of which Ĥ
(k)
diag = εk(η̂

†
kη̂k − η̂−kη̂

†
−k), are simply
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related to the original fermionic operators by

ĉk = ukη̂k − vkη̂
†
−k , (C.3)

where (uk, vk) = (εk + ξk,∆k)/
√

2εk(εk + ξk). Writing the defect density operator

n̂
(k)
def in Eq. (4.9) in terms of the η̂†k, the corresponding expectation value over the

thermal state finally reads

nTbdef =
1

N

∑
k>0

Tr
{
n̂

(k)
def ρ̂

(k)
therm

}
=

=
1

N

∑
k>0

[
1− yk

(
1− 2 Tr

{
η̂†kη̂kρ̂

(k)
therm

})]
=

=
1

N

∑
k>0

[
1− yk tanh

(
βbεk

)]
,

(C.4)

where yk ≡ (∆k sin k − ξk cos k)/εk and Tr
{
η̂†kη̂kρ̂

(k)
therm

}
= fF (2βbεk), with fF (x) =

1/(1 + ex) being the Fermi distribution function. Notice the factor 2 in the Fermi

function argument, due to the fact that excitations here consist of two fermions,

and cost an energy 2εk. Eq. (C.4) gives the density of defects for a system that

thermalizes with a bath at temperature Tb, but can only explore states with pairs

of fermions with opposite momenta.

The original problem, however, was a transverse-field Ising chain, and we are

evidently making violence to the correct thermodynamics by looking only at the

even-fermion sector of the Hilbert space: the counting of states, 2N/2, as opposed to

the 2N states of the full Hilbert space, is a clear witness of that error. Thinking in

terms of the correct approach to the problem, one would immediately realize that

the very fact that the fermionic boundary conditions, and hence the required k-

vectors, change when the fermionic parity changes, brings a non-trivial “interaction”

between fermions, which does not allow for a simple thermodynamical free-fermion

calculation. However, one can devise the following shortcut, which should be correct

in the thermodynamic limit N →∞, when the difference in the k-vectors associated

to the two parity sectors is negligible. Let us assume that we keep the N/2 k-vectors

fixed to those selected by the ABC boundary conditions for fermions, but allow also

for the singly occupied states ĉ†k|0〉 and ĉ†−k|0〉. For each of the N/2 values of k, we

have 4 states, hence 4N/2 = 2N states in total. The Hamiltonian at fixed k, in the

basis given by {ĉ†k|0〉, ĉ
†
−k|0〉, ĉ

†
k ĉ
†
−k|0〉, |0〉}, is now four-dimensional, and given by

Ĥ
(k)
full =


0 0 0 0

0 0 0 0

0 0 εk 0

0 0 0 −εk

 . (C.5)
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Figure C.1: Thermodynamics of the defects density in the transverse-field Ising
chain for kBT = J . The PBC thermodynamics (orange solid lines) is calculated
with Eq. (C.7), while the OBC thermodynamics (red solid lines and diamonds)
corresponds to Eq. (C.11). The blue solid circles are PBC-QME relaxation dynamics
data for N/2 two-level systems for Tb = 2T .

To get the thermal equilibrium state, we exponentiate Ĥ
(k)
full:

ρ̂
(k)
full =

1

Zfull


1 0 0 0

0 1 0 0

0 0 eβεk 0

0 0 0 e−βεk

 , (C.6)

where Zfull = 2 + e−βεk + eβεk . Building on this result, we can compute the defect

density starting from the second line in Eq. (C.4), but noting that now we have

Tr
{
η̂†kη̂kρ̂

(k)
full

}
= f(βεk). Therefore, it follows that

nfull
def =

1

N

∑
k>0

[
1− yk tanh

(βεk
2

)]
, (C.7)

where yk is defined exactly as before. A comparison of this equation with Eq. (C.4)

shows that, restricting to states with only pairs of fermions with opposite momenta,

the density of defects at thermal equilibrium corresponds to the true thermodynamic

one, provided the temperature of the bath is rescaled by a factor 2, i.e. T = Tb/2.

Properly speaking, the expression in Eq. (C.7) is exact only in the thermody-

namic limit N →∞. One might wonder how close it describes the equilibrium ther-

modynamics for a finite value of N . Here, an exact and consistent reference value

can be easily obtained for an Ising chain with open boundary conditions (OBC),
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where the spectrum does not depend on the fermionic parity. The price to be paid

is that the diagonalization is not a trivial k-sum of 2 × 2 problems. Nevertheless,

for a given value of the transverse field h, the problem can be always reduced to an

ensemble of N two-level systems. The standard result is then [119, 144]

ĤOBC =

N∑
m=1

ε̃m

[
η̃†mη̃m − η̃mη̃†m

]
(C.8)

where η̃†m are the creation operators for the eigenstates with energies ε̃m, defined as

η̃m =
N∑
i=1

(
gm,iĉi + hm,iĉ

†
i

)
(C.9)

The real coefficients gm,i, hm,i, together with the energies ε̃m, can be computed

numerically [119, 144]. The thermal state is thus the normalized matrix exponential

of Eq. (C.8):

ρ̃
(m)
therm =

1

eβε̃m + e−βε̃m

[
e−βε̃m 0

0 eβε̃m

]
. (C.10)

We can finally express the defect density operator in Eq. (4.8) by using the η̃m
operators, and then compute its expectation value on the thermal state (C.10):

nOBC
def =

1

2
− 1

N − 1

N∑
m=1

(
Ãm fF (2βε̃m) + B̃m fF (−2βε̃m)

)
(C.11)

with

Ãm =
N−1∑
i=1

gm,i(gm,i+1 + hm,i+1) , (C.12a)

B̃m =

N−1∑
i=1

hm,i(gm,i+1 + hm,i+1) . (C.12b)

In Fig. C.1 we show the results for the density of defects at kBT = J versus N , for

two different values of the transverse field: the critical value h = hc = 1, and a value

in the ferromagnetically ordered phase, h = 0.5 < hc. The plot reports the results

obtained by three different approaches: i) the PBC formula in Eq. (C.7) (orange

solid lines); ii) an explicit QME relaxation with Tb = 2T (blue circles); iii) the exact

OBC evaluation, following Eq. (C.11) (red solid lines and diamonds). Notice that

the convergence of the PBC results to the thermodynamic limit is exponentially

fast in N , while the OBC data show 1/N finite-size scaling corrections. This is

illustrated in Fig. C.2, where we show the finite-size scaling of both the PBC data

(top) and OBC results (bottom) to the common thermodynamical limit for kBT = J
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and h = 0.5, 1.



108

N

10

-16

10

-14

10

-12

10

-10

10

-8

10

-6

10

-4

10

-2

10

0

 0  2  4  6  8  10  12  14  16  18

 

 

h = 0.5

h = 1.0

exponential fits

10

-5

10

-4

10

-3

10

-2

10

-1

10

0

10

1

10

2

10

3

 

 

h = 0.5

h = 1.0

polynomial fits

(a)

(b)

h = 1
h = 0.5

h = 1
h = 0.5

N

exponential fits

polynomial fits

n
fu

ll
d
e
f
(N

)
�

n
fu

ll
d
e
f
(N

!
1

)
n

O
B

C
d
e
f

(N
)
�

n
O

B
C

d
e
f

(N
!

1
)

Figure C.2: Difference between density of defects for (a) PBC and (b) OBC and the
expected thermal value at the thermodynamic limit, plotted versus the number of
sites N , for h = 0.5, 1. Panel (a): the scaling is exponential in N . Panel (b): the
scaling is polynomial in N ; our best fit gives a convergence with 1/N .



109

Appendix D

The origin of pumping

quantization

In this appendix, we will review the main ingredients that lead to pumping quantiza-

tion in a periodically-driven non-dissipative non-interacting model [43, 42]. Specifi-

cally, we will see that, under specific conditions, the pumped charge in the thermo-

dynamic limit

Q = lim
L→∞

1

L

∫ τ

0
〈ψ(t)|Ĵ(t)|ψ(t)〉 (D.1)

is equal to a Chern number and must be therefore quantized. Here, L is the

chain length, |ψ(t)〉 is the time-evolved state and Ĵ(t) is the total current opera-

tor. Eq. (D.1) is precisely Eq. (5.6) for m = 1, computed on a state that remains

pure over the whole evolution.

Consider non-interacting electrons subject to a periodic potential, as for the

Rice-Mele model in Sec. 5.1. Due to the independence of the particles, we can focus

on the single-particle Hamiltonian

ĤS = p̂2/2m+ V̂ (x) , (D.2)

where V̂ (x) is the periodic potential. Its eigenstates are the famous Bloch wave-

functions |ψnk〉 = eikx̂|unk〉, with 〈x + a|unk〉 = 〈x|unk〉 and a the lattice constant,

and k denotes the quasi-particle momentum while n is the band index. A convenient

common choice is to work with a Hamiltonian whose eigenstates are the |unk〉 states,

so that they have the same periodicity of the Hamiltonian. This is achieved by the

transformation

ĤS(k) = e−ikx̂ĤS eikx̂ =
(p̂+ ~k)2

2m
+ V̂ (x) . (D.3)

Eq. (D.3) gives us the possibility to express the current operator in a rather conve-

nient form,

Ĵ(k) =
p̂+ ~k
m

=
1

~
∂kĤS(k) , (D.4)
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which will turn out to be very useful shortly.

Now, let us require that the ground state of our system is an insulator at all the

times of our driving, i.e. there is a finite gap between the ground and first excited

state during the whole dynamics. We then start from the ground insulating state at

t = 0, which can be written as

|Ψ(0)〉 =
occ∏
n

BZ∏
k

|unk〉 , (D.5)

and drive the system adiabatically, coming back to the initial Hamiltonian after a

time τ , the period of the time-evolution. According to the adiabatic theorem [28],

the time evolution of the state |Ψ(0)〉, up to first order in 1/τ and up to a global

phase, can be written as |Ψ(t)〉 =
∏occ
n

∏BZ
k |ψnk(t)〉, where

|ψnk(t)〉 = |unk(t)〉+ i~
∑
m 6=n

|umk(t)〉〈umk(t)|∂tunk(t)〉
Em(t)− En(t)

, (D.6)

with En(t) being the eigenvalue of ĤS(k, t) corresponding to the eigenstate |unk(t)〉.
We can now compute the current corresponding to the time-evolved state |Ψ(t)〉.

At fixed band n and momentum k, up to first order in 1/τ , we have

〈ψnk(t)|Ĵ(k)|ψnk(t)〉 = 〈unk(t)|Ĵ(k)|unk(t)〉 +

+ i
∑
m 6=n

[
〈unk(t)|Ĵ(k)|umk(t)〉〈umk(t)|∂tunk(t)〉

Em(t)− En(t)
− c.c.

]
.

(D.7)

The first element on the r.h.s. is

〈unk(t)|
1

~
∂kĤS(k, t)|unk(t)〉 =

1

~
∂kEn(k, t) , (D.8)

where the equality follows from the Hellmann-Feynman theorem. Regarding the

second term on the r.h.s. of Eq. (D.7), we can use the identity

〈unk(t)|∂kĤS(k, t)|umk(t)〉
En(k, t)− Em(k, t)

= 〈∂kunk(t)|umk(t)〉 , (D.9)

together with the fact that 〈∂kunk(t)|unk(t)〉 is purely imaginary, to write Eq. (D.7)

in a very interesting way:

〈ψnk(t)|Ĵ(k)|ψnk(t)〉 =
1

~
∂kEn(k, t)− i

(
〈∂kunk(t)|∂tunk(t)〉 − c.c.

)
=

=
1

~
∂kEn(k, t)− Bn(k, t) .

(D.10)
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The quantity Bn(k, t) = i (〈∂kunk(t)|∂tunk(t)〉 − c.c.) is the Berry curvature associ-

ated to the adiabatic evolution of the state |unk(t)〉 [41]. It inherits very intriguing

topological properties: indeed, let us now compute the current by summing over all

the occupied band indices and integrating over the whole first Brillouin zone. Since

the ground state is always a band insulator, the k-derivative of the energies gives

null contribution after integration and summation. The pumped charge can thus be

expressed as

Q = −
occ∑
n

∫
BZ

dk

2π

∫ τ

0
dtBn(k, t) , (D.11)

that is a double integral of a Berry curvature. This is a topological object: it is

usually called Chern number and it must be an integer [42, 40].

All the above discussion holds under the assumption of independent electrons.

However, this result can be recovered even in case of interacting electrons and disor-

der, provided that the system remains an insulator throughout the whole dynamics,

by using the so-called trick of twisted boundary conditions [133, 42].
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Appendix E

Spectral function parameters for

the Rice-Mele model

Let us first focus on how the stationary pumped charge Q changes as the interaction

α is changed over different orders of magnitude. Fig. E.1(a) shows this for the

case of τ = 20~/J0 and T = J0: we observe that Q converges to a finite value

for α → 0 and that it remains almost constant for weak enough couplings. Since

we want to reproduce the perturbative regimes, for which our approach is valid,

we select α = 0.001, indicated by the arrow in the plot. One might also choose

weaker couplings, but then the number of periods needed to reach stationarity would

increase considerably, requiring much longer simulation times.

We turn now to the issue of choosing the cutoff ωc in the bath spectral function.

Generally ωc is taken to be the largest energy scale of the system, so that the dy-

namics becomes insensitive to the detail of this parameter. In the present case, since

the system energy gap is always of the order of J0 and we consider temperatures

T ≤ J0, we require ~ωc � J0. The behavior of Q vs the cutoff ωc, see Fig. E.1(b),

shows the range of cutoff frequencies for which we observe a convergence of Q. We

therefore selected ~ωc = 1000J0. Fig. E.1(b) is also useful to illustrate the effect of

some basic dissipation mechanisms. If ωc is much smaller than the minimum system

energy gap, the probability of having jumps between energy levels is negligible and

the result tends to become again insensitive to the cutoff value. Then, the only rel-

evant dissipation mechanism comes from pure dephasing, given by γϕ in Eq. (B.13).

Notice however that γϕ ∼ T and hence it vanishes at T = 0. This is consistent

with what we observe in Fig. E.1(b) for ~ωc � J0, Q is insensitive to the cutoff;

moreover, for T = 0, we recover precisely the coherent result, pinpointed by the

horizontal dashed line.
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strenght α and (b) cutoff frequency ωc, both for fixed τ = 20~/J0. Panel (a): The
bath temperature is T = J0. We observe convergence for small enough α, and the
arrow points to the value α = 0.001, employed for all the results presented in the
main text. Panel (b): We consider bath temperatures T = 0, J0. The horizontal
dashed line indicates the value of Qcoh

d , the pumped charge at stationarity for the
corresponding coherent dynamics.



115

Acknowledgements

I first would like to thank my supervisor Prof. Giuseppe Santoro for guiding me

through the intricate world of physics research: I learnt a lot working with him in

these years of collaboration.

I want to thank Mary and my parents for their continuous support and for being

pillars in my life, on which I can count in every difficult moment.

Then, a special thank goes to the fellows of the office ”310”: Francesco, Juraj

and Jacopo, plus the ”CM adopted” Milo. We had a great time together and I

would really love this to never end. Many thanks also to my friends of the SISSA

volleyball team, both past and present, with whom I enjoyed a lot of moments here.

Even when we were losing all the matches, it was a great fun to be all together.

There are so many people that I met in these years and that I would like to thank,

but it is hard to mention them all... Thanks to all of you, the time spent here in

SISSA was fantastic!



116



117

Bibliography

[1] D. J. P. MacFarlane A. G. J. and M. G. J., “Quantum technology: the sec-

ond quantum revolution,” Philosophical Transactions of the Royal Society of

London. Series A: Mathematical, Physical and Engineering Sciences, vol. 361,

2003.
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