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We study the non-equilibrium evolution of a one-dimensional quantum Ising chain with spatially
disordered, time-dependent, transverse fields characterised by white noise correlation dynamics.
We establish pre-thermalization in this model, showing that the quench dynamics of the on-site
transverse magnetisation first approaches a metastable state unaffected by noise fluctuations, and
then relaxes exponentially fast towards an infinite temperature state as a result of the noise. We also
consider energy transport in the model, starting from an inhomogeneous state with two domain walls
which separate regions characterised by spins with opposite transverse magnetization. We observe at
intermediate time scales a phenomenology akin to Anderson localization: energy remains localized
within the two domain walls, until the Markovian noise destroys coherence and accordingly disorder-
induced localization, allowing the system to relax towards the late stages of its non-equilibrium
dynamics. We compare our results with the simpler case of a noisy quantum Ising chain without
disorder, and we find that the pre-thermal plateau is a generic property of spin chains with weak
noise, while the phenomenon of pre-thermal Anderson localization is a specific feature arising from
the competition of noise and disorder in the real-time transport properties of the system.

I. INTRODUCTION

Modern experimental advances in control of cold
atoms1 have revived the interest in non-equilibrium
physics2 and in real-time dynamics occurring in isolated
quantum systems3,4. Besides fundamental questions re-
garding eventual thermalisation of closed interacting sys-
tems, the current interest in out-of-equilibrium physics
stands mainly in the possibility to engineer novel phases
of matter or in realising phenomena that do not have a
counterpart in traditional statistical mechanics, arising
when a quantum many body system is driven far away
from equilibrium for significantly long times. Noticeable
examples range from Floquet topological insulators5,6

to time crystals7,8, encompassing pre-thermalization9–11

and dynamical phase transitions12.

Another prominent example of non-ergodic phase of
matter, nowadays accessible with cold gases experi-
ments13–15, is provided by the inhibition of transport
in low dimensional disordered systems16,17 – a feature
persisting even in the presence of many-body interac-
tions18–20. While the primary setup to study localiza-
tion effects in condensed matter platforms are isolated
quantum systems, in any practical implementation, cou-
pling to the environment is unavoidable, and understand-
ing the interplay of a strongly localized system with
an external equilibrium (or non-equilibrium) bath is of
paramount importance, both for experiments, as well as
to understand the robustness of Anderson (and many-
body) localization to ergodic perturbations. In this re-
spect, the natural expectation that a bath can facili-
tate hopping in an otherwise localized system, has been
confirmed by theoretical studies21–31 and by a recent

cold atoms experiment, where controlled dissipation orig-
inates from environmental photons32. Despite suggest-
ing the expected fragility of localized systems to bath-
induced decoherence, these works have also demonstrated
that the interplay of localization and dissipation can im-
print interesting signatures on the evolution of physical
observables before the eventual onset of relaxation.

In this work, we aim at showing how the character-
istic features of an Anderson insulator – the inhibition
of energy transport across the system – can persist at
intermediate time scales in a simple, archetypical, dis-
ordered quantum spin system perturbed by Markovian
noise, by inspecting observables sensitive to transport
properties. The dynamics arising after a quantum quench
of isolated, disordered spin models does not tend towards
a steady state in the long time limit33,34, while a qua-
tum Ising model coupled to a Markovian bath via its
transverse field thermalises efficiently with correlations
spreading in a light-cone fashion35,36 (see for instance
Ref.37 for further recent developments in this direction).
Here we merge together these two scenarios, considering
the quantum quench dynamics of a disordered quantum
Ising chain in one dimension (equivalent to a quadratic
model of spinless fermions on a lattice), driven by time-
dependent noisy transverse fields, and benefiting of these
two previously studied cases33–36 as a benchmark for our
results. Despite the fact that the localized phase of non-
interacting fermions on a lattice is destroyed by the cou-
pling to a heat bath23,24,32,38,39, our findings show that on
intermediate time scales transport can still be impeded
by disorder, and only at longer times quantum coherence
is wiped out by the noise, thermalization is established,
and energy is free to redistribute across the system.
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This phenomenon bears analogies with prethermaliza-
tion in weakly non-integrable systems11,40,41, where dy-
namics is first dominated by features of the perturbed
integrable hamiltonian and only at later times – when in-
elastic collisions induced by integrability breaking chan-
nels become effective, the system is capable to relax and
dynamics is attracted by a thermal state. Using a simi-
lar logic, we first establish the existence of an analogous
intermediate regime in our model studying the dynamics
of simple observables, as the on-site transverse magne-
tization, and then we show that remnants of Anderson
localization can persist at intermediate times, focusing
on specific features of energy transport which become
manifest when the Ising chain is prepared in a spatially
inhomogeneous spin state.

II. A QUANTUM ISING CHAIN
WITH NOISE AND DISORDER

We consider the real-time dynamics of the transverse
field quantum Ising chain in one dimension42

H0 = −
n∑
j=1

(
σxj σ

x
j+1 + hσzj

)
, (1)

where σx,y,zj are Pauli matrices acting on the site j of
the chain, and h is a uniform transverse magnetic field.
This model is characterized by two mutually dual gapped
phases separated by a continuous quantum phase tran-
sition at h = 1; it is exactly solvable by a Jordan-
Wigner transformation mapping it onto a system of free
fermions, which is then diagonalised by a Bogoliubov ro-
tation42. This makes the Ising chain in Eq. (1) equiva-
lent to a collection of free fermions, γk, with momenta
kj = ±π/n(2j + 1) where j = 0, . . . , n2 − 1.

We will be interested in studying the dynamics of an
Ising chain subject to an inhomogeneous time dependent
noise. For this sake at t = 0 we switch on a space
and time-dependent Gaussian white noise, ηj(t), super-
imposed to the uniform transverse field, h, on each site j
of the chain, as described by the operator

V (t) =

n∑
j=1

ηj(t)σ
z
j . (2)

The Gaussian field ηj(t) is chosen with zero average
〈ηj(t)〉 = 0, and is characterised by the two-point func-
tion,

〈ηi(t)ηj(t′)〉 = Γδijδ(t− t′). (3)

At a fixed time t, ηj(t) describes an inhomogeneous con-
figuration of transverse fields along the quantum Ising
chain, from site j = 1 to j = n, drawn from a Gaus-
sian distribution of variance Γ; the memoryless nature
of ηj(t) ensures that these spatial disorder configurations
are generated in an uncorrelated fashion at every time t.
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Figure 1. (Colors online) Expectation value of the local trans-
verse magnetization, 〈σz

j (t)〉, as a function of time, t, after a
quench from h0 = 4 to h = 2 of the transverse field of the
quantum Ising model Eq. (1); here n = 256. The green line
corresponds to dynamics without noise, and sets the value of
the pre-thermal plateau attained under influence of homoge-
neous (blue line) or inhomogeneous (red line) noise along the
transverse field direction (Γ = 0.1). As discussed in the main
text and shown in the figure, relaxation towards the asymp-
totic equilibrium value occurs faster in the latter case. The
inset displays the early stages of the magnetization dynamics.

We are therefore considering the non-equilibrium dy-
namics of the model

H = H0 + V (t), (4)

describing a quantum Ising chain with competing time-
dependent noise and spatial disorder along the direction
of the transverse field. Equivalently, Eq. (4) describes
disordered, non-interacting fermions on a one dimen-
sional lattice and driven by a time-dependent Markovian
noise.

The evolution of the density matrix of the system, ρ̃(t),
is ruled by the equation of motion

d

dt
ρ̃(t) = −i[H + V (t), ρ̃(t)]. (5)

Following a standard procedure (see for instance
Refs.43–45 and the Appendix), it is possible to derive
a local-in-time master equation for the dynamics of the
density matrix, ρ̃(t), averaged over different realisations
of the noise field, ρ(t) ≡ 〈ρst(t)〉,

d

dt
ρ(t)= −i[H, ρ(t)]−Γ2

n∑
j=1

[
σzj ,
[
σzj , ρ(t)

]]
, (6)

which we solve numerically starting from different initial
non-equilibrium conditions, in order to extract dynamics
of observables of interest in this work. In the following,
we will consider both quantum quenches of the transverse
field – the system is prepared in the ground state of the
Hamiltonian (1) with a given value of h0 and evolved
at later times under the influence of the noise and at a
different value of the average transverse field h – as well



3

t
k

h�k�
†
ki

t

h�k�
†
ki

k

Figure 2. (Colors online) Population, 〈γkγ†k〉, of Bogolyubov modes as a function of the momentum, k, and time, t, after
a quantum quench of the transverse field, in the presence of spatially homogeneous (left) and inhomogeneous (right) noise.
The modes close to the band edge k∗ = 0, π (marked with red continuous lines) undergo a slower evolution under the effect of
uniform noise, while, in the instance reported in the right panel, populations relax for any momentum k swiftly towards their
asymptotic infinite temperature value, 〈γkγ†k〉(t→ ∞) = 1/2. Parameters in the plots are the same as in Fig. 1: h0 = 4, h = 2,
Γ = 0.1, n = 256.

as the dynamics starting from spatially inhomogeneous
spin states.

Before discussing the results, we recall that the im-
pact of a spatially homogeneous Markovian noise, η(t),
on the quench dynamics of the quantum Ising chain has
been previously studied by two of us in Refs.35,36, using
Keldysh diagrammatics methods. As in the presence of
an inhomogeneous field ηi(t), an analogue master equa-
tion for ρ(t) can be derived for the homogeneous case,
Vg(t) ∝ η(t)

∑n
j=1 σ

z
j , and reads

d

dt
ρ(t)= −i[H, ρ(t)]−Γ2

n∑
j,j′=1

[
σzj ,
[
σzj′ , ρ(t)

]]
. (7)

The numerical solution of Eq. (17), and the analytical
results of35,36, will be used in the following to benchmark
our findings with the non-equilibrium dynamics of the
model (4) and its master equation (6).

III. PRE-THERMALIZATION
INDUCED BY MARKOVIAN NOISE

We first show that after a quantum quench h0 → h, the
effect of an homogeneous, η(t), and an inhomogeneous,
ηi(t), noisy transverse field have a qualitative, similar im-
pact on the dynamics of single-site observables. In partic-
ular, we consider the local transverse magnetisation, σzj ,
at a given site j, and we calculate numerically the evolu-
tion of its expectation value, averaging over the density
matrix ρ(t). Fig. 1 shows that 〈σzj (t)〉 reaches, after a
first relaxation process, a plateau with an expectation
value close to the one acquired after a quantum quench
of the Ising chain without noise (if Γ� |h− 1|, as in the
homogeneous case35,36). This behaviour is akin to the
phenomenon of pre-thermalization in isolated systems,
since it precedes the decay of 〈σzj (t)〉 towards its actual
equilibrium value, which is set by the infinite tempera-
ture state – since the Markovian noise, ηj(t), can heat
the system indefinitely.

The runaway of 〈σzj (t)〉 from the pre-thermal state (to-
wards the asymptotic, infinite temperature one) is expo-
nential in time, 〈σzj (t)〉 ∝ e−Σt, with the rate of decay
Σ ∝ Γ (as one can easily check from the numerics), in the
presence of the inhomogeneous field ηj(t), while, when
the Markovian noise is homogeneous, 〈σzj (t)〉 drops alge-

braically as ∼ 1/
√
t for t� 1/Γ (Fig. 1); this latter result

was already found in Refs.35,36, and we have confirmed
its validity from the numerical solution of the Lindblad
dynamics given by Eq. (17).

The different relaxational laws in the two cases are due
to the role played by the two modes k = 0, π, which are
slow when the Ising chain is driven by an homogeneous
noise field and can significantly affect late-time dynamics.

For time-dependent perturbations proportional to the
total transverse magnetisation like Vg(t), the occupation
number of the two Bogolyubov modes close to the band
edges, k∗ = 0 and k∗ = π, are conserved quantities

[nk∗ , H0 + Vg(t)] = 0, with nk = γ†kγk. This commu-
tator vanishes continuously when the limits k → 0, or
k → π, are taken, implying that the relaxation rates,
Υk, of the modes close to the band edges vanish contin-
uously as well, Υk ∝ k2, see also Ref.36, and determin-
ing a slow, algebraic relaxation of one point functions
(as the on-site transverse magnetization 〈σzj (t)〉), which
can be expressed as bi-linears of Bogolyubov operators,
and whose dynamics is accordingly determined by the ex-

pectation values 〈γkγ†k(t)〉 – after coherences, 〈γ†kγ
†
−k(t)〉,

have been suppressed by noise-induced dephasing. In
contrast, for inhomogeneous time-dependent fields as in
Eq. (2), there are no soft modes slowing down quantum
evolution and dissipation drives quickly the system to-
wards the asymptotic steady state of dynamics. The two

panels of Fig. 2 show a three-dimensional plot of 〈γkγ†k〉
as a function of time, t, and momentum, k, respectively
for homogeneous (left panel) and inhomogeneous (right
panel) noisy transverse fields. According to the above
discussion on quasi-particles relaxation rates, the figure

shows that 〈γkγ†k〉 relaxes uniformly for all momenta k
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in the presence of competing noise and disorder, while in
the presence of global noise, the modes with wave-vectors
close to k∗ = 0, π approach slowly their asymptotic equi-
librium value.

IV. PRE-THERMAL ANDERSON
LOCALIZATION

We now extend our study to the energy transport prop-
erties of the noisy chain (4). First of all, we consider as

initial state |ψ0〉, an inhomogeneous spin texture (with-
out performing a quench of the transverse field, h0 = h),
preparing a region of spins polarised along the positive ẑ
direction at the centre of the chain,

|ψ0〉 = | ↓1↓2 ... ↓n/2−m−1↑n/2−m↑n/2−m+1 ... ↑n/2+m↓n/2+m+1 ... ↓n−1↓n〉; (8)

the block of size 2m+ 1 < n in the state (8) is delimited
by two domain walls, separating regions with different
spin polarizations. We let evolve the system under the
Lindblad dynamics (6), and study the flow of local en-
ergy,

h`(t)=−σx` σx`+1−
h

2
(σz`+σz`+1), (9)

governed by the equation

〈ḣ`(t)〉 = 〈j`(t)− j`+1(t) + Σ`(t)〉, (10)

where j`(t) = h(σy` σ
x
`−1−σy` σx`+1), and Σ`(t) =

4Γ2(σx` σ
x
`+1), and where the average over the state ρ(t)

has been taken. The term Σ`(t) changes into Σ`(t) =
4Γ2(σx` σ

x
`+1−σy` σ

y
`+1) when the noise perturbation is ho-

mogeneous, Vg(t). Eq. (10) is straightforwardly derived,
evolving the local energy (9) with the Lindbladian dy-
namics encoded in Eq. (6).

Fig. 3 shows time evolution of the expectation value of
the rate of energy flow 〈ḣ`(t)〉, at every site l, starting
from an inhomogeneous spin state of the type (8) with
m = 5, in a chain of length n = 80.

The left side of Fig. 3 corresponds to evolution under
the collective homogeneous noise field, Vg(t), while the
right side shows dynamics driven by the inhomogeneous
one. The difference among the two is noticeable. In
the first case, a linear light-cone propagation rules the
transport of the energy, initially stored in the region of
size 2m+1 at the center of the chain, towards the borders;
this finding is consistent with the light cone structure
of spin correlation functions in a quantum Ising model
driven by global noise, Vg(t), found in Refs.35,36.

The most striking effect is demonstrated in the second
panel of Fig. 3. The fields ηi(t) act equally as spatial dis-
order and Markovian noise (see discussion after Eq. (3)),
and they compete in order to determine the transport
properties of the model (4). Energy transport is inhib-
ited at short times: a disordered non-interacting model
undergoes Anderson localization at any disorder strength
in one dimension16,46 and this is reflected in the trapping

h�z
j i

t
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���Figure 3. (Colors online) Rate of energy flow 〈ḣ`(t)〉 as a

function of time, t, in a quantum Ising chain of size n = 80,
prepared with ten spins polarised in the positive ẑ direction
at its centre (m = 5). The left panel corresponds to en-
ergy transport in the presence of homogeneous noise along
the transverse field, while in the case of inhomogeneous noisy
transverse fields (right panel), ballistic transport is inhibited
by Anderson localization (in the time window 0 < t . 2, for
the instance of dynamics realised in the figure). Blockade of
energy transport is ruled out by decoherence after a transient
(see right panel again), with 〈ḣ`(t)〉 approaching eventually

the infinite temperature state. Dynamics of 〈ḣ`(t)〉 has been
simulated with h = 2 and Γ = 1.5 in the figure.

of energy within the region of size 2m+1 at the center of
the Ising chain (cfr. with right panel of Fig. 3). However,
since disorder-induced localization originates from quan-
tum interference among wave packets scattering against
disordered lattice centres (represented by the fields ηj(t)
on the sites j), the blockade of energy transport will per-
sist until decoherence induced by the Markovian becomes
sizeable. At that point, quantum coherence is washed
out, Anderson localization disappears, and energy is left
free to spread. However, at comparable times, 〈ḣl(t)〉
will approach the trivial infinite temperature state, as
it occurs in the dynamics of the on-site transverse mag-
netization, 〈σzl (t)〉. The effect is prominent for a disor-
der variance, Γ, comparable to the transverse field, h;
for smaller values of Γ, energy transport would become
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sizeable again, consistently with previous studies report-
ing diffusion in noisy Anderson models38,39. However, Γ
cannot be excessively large since it also controls the time
scales for the onset of decoherence and, accordingly, for
the disappearance of energy localisation effects (from nu-
merics we observe that this occurs at times of the order of
1/Γ). Therefore, the inhibition of transport occurring at
intermediate times and reminiscent of Anderson localiza-
tion requires a variance, Γ, sufficiently large to start with
a localised state, but at the same time tuned to make the
effect visible for an appreciable time window.

The phenomenon above can be described as a pre-
thermal Anderson localization: despite the fact that a
disordered system coupled to an infinite temperature
bath cannot display a localized phase, the confining effect
of disorder is active at intermediate time scales (for the
instance of dynamics realised in the right panel of Fig. 3,
this occurs in the time window 0 < t . 2). This is remi-
niscent of pre-thermalization in non-integrable closed sys-
tems, where features of the weakly perturbed integrable
dynamics can persist at intermediate times before even-
tual equilibration (ruled by integrability breaking pertur-
bations) occurs11,40,41.

We remark though that the energy flux ḣl(t) wouldn’t
display any appreciable evolution in a one dimensional,
disordered, quantum Ising chain without noise, since en-
ergy transport would be inhibited by Anderson localiza-
tion. This explains the unusual pre-thermal dynamics
of ḣl(t), compared, for instance, to the one in Fig. 1.
Specifically, in the spirit of pre-thermalization, the dy-
namics of ḣl(t) is first ruled by the disordered spin chain
without noise (displaying accordingly no significant evo-
lution), while at later times the thermalising effect of
the noise becomes significant and induces relaxation to a
fully mixed state.

This atypical form of pre-thermal dynamics, where a
first relaxational process is absent, is therefore a spe-
cific feature of the observable employed to monitor en-
ergy spreading in the Ising chain, and a consequence of
lack of transport dynamics in a one dimensional Ander-
son insulator. On the other hand, the dynamical fea-
tures displayed in the evolution of one-point observables,
as 〈σzj 〉(t) (Fig. 1), would be insufficient to reach conclu-
sive statements on the presence of Anderson localisation
in the first relaxational plateau of a system coupled to
a noisy environment like the one discussed in this work.
A possible extension to demonstrate a cleaner two step
relaxation in the dynamics of energy transport, could
consist in considering a disordered quantum spin chain
supporting a many-body localisation transition. Deep in
the MBL phase, each spin can be expanded in the basis of
local integrals of motion, and will undergo a non-trivial
dynamics, exhibiting in general a long-time equilibrated
expectation value (as discussed for instance in47). Ex-
tending a similar analysis to the study of transport sen-
sitive quantities, like ḣl(t), could further substantiate our
claim of remnants of disorder induced localisation effects
in a two-step dynamical relaxation process.

V. PERSPECTIVES

An interesting extension of our result would consist
in studying the robustness of the pre-thermal Ander-
son phenomenon to integrability breaking perturbations
of the Ising hamiltonian (1) (e.g. a next-neighbour
spin-spin interaction in the transverse direction, U ∝∑
i σ

z
i σ

z
i+1), in the spirit of the many-body localiza-

tion problem (MBL)18–20. Since the many body local-
ized phase shares, at strong disorder, some features of
a genuine Anderson insulator48–51, we expect a qualita-
tive similar phenomenon as the one reported in Fig. 3 to
manifest (see Refs.26,52 for related studies). We believe
however that generalising a transient MBL behaviour to
more complex spin chains (XXZ spin chain) or to dif-
ferent microscopic degrees of freedom (disordered Bose-
Hubbard model), has the potential to highlight a richer
phenomenology compared to the one established in this
work. On short/intermediate time scales, where pre-
thermal effects set in, this kind of extensions should be
accessible with state-of-art numerical methods.
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VII. APPENDIX: DERIVATION OF EQ. (6)

We consider the average, over different realizations of
the noise, of the stochastic unitary dynamics (Eq.(5) in
the main text)

d

dt
〈ρ̃(t)〉 = −i〈[H + V (t), ρ̃(t)]〉. (11)

The result in Ref.43 gives an exact result for the following
mean values, provided the noise is Gaussian:

〈V (t)ρ̃(t)〉 =
∑
ij

∫ t
0
dt1χij(t, t1) σzi

〈 δρ̃(t)

δηj(t1)

〉
,

〈ρ̃(t)V (t)〉 =
∑
ij

∫ t
0
dt1χij(t, t1)

〈 δρ̃(t)

δηj(t1)

〉
σzi , (12)

where χij(t, t
′) is the two point correlation function of the

noise resolved in time and space, and where we have used
the hermiticity of V (t). Substituting the latter results in
Eq. (11), we find

d

dt
〈ρ̃(t)〉 = −i[H, 〈ρ̃(t)〉]+

− i∆h
∑
ij

∫ t

0

dt1χij(t, t1)
[
σzi ,
〈 δρ̃(t)

δηj(t1)

〉]
.

(13)
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We now need to evaluate the response function
δρ̃(t)/δηj(t1) occurring in Eq. (13). We assume that at
the initial time, the system and the noises are uncorre-
lated, and following Ref.44, we first formally integrate
Eq. (11) in time, and then take a functional derivative
with respect to ηj(t1) and t, finding

d

dt

δρ̃(t)

δηj(t1)
= −i

[
H + V (t),

δρ̃(t)

δηj(t1)

]
. (14)

The variational derivative satisfy the same Liouvillian
equation of the stochastic density matrix, δρ̃(t), therefore
we can write

δρ̃(t)

δηj(t1)
= −iΓG(t, t1)[σzj , ρ̃(t1)]G†(t, t1), (15)

where G(t, t1) = T e−i
∫ t
t1
dτ(H+V (τ))

.

Rewriting Eq. (15) as

δρ̃(t)

δηj(t1)
= −iΓ[G(t, t1)σzjG

†(t, t1), ρ̃(t)], (16)

and substituting in Eq. (13) we end up with

d

dt
〈ρ̃(t)〉 = −i[H, 〈ρ̃(t)〉]−

+ Γ2
∑
ij

∫ t

0

dt1χij(t, t1)×
[
σzi ,
〈

[G(t, t1)σzjG
†(t, t1), ρ̃(t)]

〉]
.

which for the kind of delta-correlated Markovian noise
considered in our work, see Eq. (3) in the main text,
yields directly Eq. (6) of the main text, which we use to
simulate the non-equilibrium dynamics of the model.
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