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Transport in out-of-equilibrium XXZ chains:
non-ballistic behavior and correlation functions

Lorenzo Piroli,! Jacopo De Nardis,? Mario Collura,®> Bruno Bertini,! and Maurizio Fagotti®

1SISSA and INFN, via Bonomea 265, 34136, Trieste, Italy
2 Département de Physique, Ecole Normale Supérieure / PSL Research University, CNRS, 24 rue Lhomond, 75005 Paris, France
3The Rudolf Peierls Centre for Theoretical Physics,
Ozford University, Ozford, OX1 3NP, United Kingdom

We consider the nonequilibrium protocol where two semi-infinite gapped XXZ chains, initially
prepared in different equilibrium states, are suddenly joined together. At large times, a generalized
hydrodynamic description applies, according to which the system can locally be represented by
space- and time- dependent stationary states. The magnetization displays an unusual behavior:
depending on the initial state, its profile may exhibit abrupt jumps that can not be predicted
directly from the standard hydrodynamic equations and which signal non-ballistic spin transport.
We ascribe this phenomenon to the structure of the local conservation laws and make a prediction for
the exact location of the jumps. We find that the jumps propagate at the velocities of the heaviest
quasiparticles. By means of time-dependent density matrix renormalization group simulations we
show that our theory yields a complete description of the long-time steady profiles of conserved

charges, currents, and local correlations.

The role of integrability in modern many-body quan-
tum physics could hardly be overestimated, having
strengthened our understanding of ground-state and
thermal physics for the better part of the last century
[1-4]. In the past two decades there has been an un-
precedented and increasing interest in the nonequilibrium
dynamics of isolated systems, and integrable models have
been the ideal environment where to investigate out-of-
equilibrium physics (see [5] for a volume of recent ped-
agogic reviews on the subject). This is intimately con-
nected with the development of new experimental tech-
niques in cold atoms, which now allow us to probe almost
unitary quantum nonequilibrium dynamics [6-16].

One problem that has catalyzed an impressive amount
of theoretical efforts is the characterization of the long-
time steady state reached in an integrable system pre-
pared in an out-of-equilibrium state. In the simplest in-
stance, the system is initially prepared in a homogeneous
equilibrium state, and perturbed by a sudden change in
one of the Hamiltonian parameters (a so-called quantum
quench [17]). Tt is now established that local observables
relax and can be quantitatively described by a General-
ized Gibbs Ensemble (GGE), a statistical ensemble built
taking into account all the local and quasi-local conserved
operators [18-20].

More recently, increasing attention has been devoted to
the more general and complex case where the system is
initially prepared in a inhomogeneous state, for example
by joining together two macroscopically different homo-
geneous states. Initially, analytical understanding was
restricted to either free systems [21-38] or conformally
invariant models and Luttinger liquids [39-50], while gen-
uinely interacting systems were mainly investigated nu-
merically, or relying on ad hoc conjectures [51-58]. A
breakthrough came in the past year, with the introduc-
tion of the so-called generalized hydrodynamics [59, 60].
A significant number of studies have already been de-
voted to further investigate some of its most interesting
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FIG. 1. Pictorial representation of the quench protocol. After
joining together two semi-infinite XXZ chains, quasiparticle
excitations are created. Different types of quasiparticles move
with different maximum and minimum velocities ¢F. The
heaviest quasiparticles move with velocity (s (cf. Sec. [IB1).

aspects [61-68]. Indeed, such approach is extremely flex-
ible, allowing one to study, for instance, nonequilibrium
dynamics in the presence of localized defects [69, 70], or
of confining traps [61]. Furthermore, it has been shown
that the hydrodynamic picture not only gives an ex-
act description at infinite length- and time- scales but
can also be a surprisingly good approximation at finite
scales [65-67] or in the presence of small integrability
breaking terms [61]. These developments also boosted
the study of linear and non-linear transport in integrable
systems, which is a topic of long-standing interest and
with a long history [71-86]. Hydrodynamic approaches
led to important results on several open questions, such
as the nature of spin and charge Drude weights [87, 88].
In addition, related ideas were recently employed for the
computation of the time evolution of the entanglement
entropy after a global quench [89].

According to the hydrodynamic picture, at large times
t local subsystems at distance x from the junction reach
different stationary states depending on the “ray” x/t,
see Fig. 1. Stationary states describing observables
on a fixed ray are characterized by appropriate GGEs
or, equivalently, by appropriate distributions of quasi-



momenta (or rapidities) of the elementary excitations.

The derivation of the hydrodynamic equations pro-
posed in [59] and [60] is based on the existence of a com-
plete set of conservation laws. Remarkably, the conser-
vation laws in the XXZ chain have a different structure
in the gapped and gapless regimes [82, 90-95]. Only the
latter case, however, has been analyzed theoretically [60],
so it is natural to wonder whether and why qualitative
differences emerge in the space-time profiles of local ob-
servables.

In this work we settle this issue. We provide a de-
tailed analysis of the space-time profiles of local con-
served charges, currents and local correlations in the
gapped regime. The most remarkable phenomena are
observed when the sign of the magnetization in the ini-
tial state is not the same on the two sides of the junction.
In that case, observables display a different behavior de-
pending on how they transform under spin flip. In partic-
ular, the magnetization exhibits abrupt jumps, which can
not be predicted directly from the hydrodynamic equa-
tions obtained in [60]; the jumps are the signature of non-
ballistic transport. We derive an equation that describes
the location of the jumps, and relate them to the velocity
of the heaviest quasiparticles. This information comple-
ments the structure unveiled in [60], so as to provide a
complete description of the long-time steady profiles of
all local observables in the gapped regime. Moreover, we
discuss the emergence of non-analyticities in the profiles
of observables, revealing their connection with the quasi-
particle content of the theory.

The manuscript is laid out as follows. In Section I we
introduce the XXZ model and its thermodynamic Bethe
ansatz (TBA) solution. In Section II we describe the
quench protocol and review the hydrodynamic approach.
Section III shows how to determine the jumps in observ-
ables which are odd under spin flip. In Section IV we
analyze profiles of densities of charges, currents and cor-
relation functions, and discuss the implications of the
jumps for the spin transport. Section V contains our
conclusions.

I. THE MODEL

We consider the XXZ spin-1/2 chain described by the
Hamiltonian

L1
2
— T T Yy Z %
H = (878541 + 85851+ Asisi ], (1)
i—_L
I=—3
where s§ = %0']‘?‘ (¢ = m,y,2) and of are Pauli
matrices. We assume periodic boundary conditions,

namely s = s* .. We focus on the case A > 1, where
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the Hamiltonian (1) is gapped, and make use of the
parametrization

A = coshn, n>0. (2)

We denote the energy density operator by ej;, i.e.
H =3, e;. The eigenvalues of (1) can be constructed
exactly by means of the Bethe ansatz method [2, 96]. In
that framework, eigenstates are characterized in terms
of rapidities A € [—7/2,7/2] of the so-called magnons,
fulfilling some appropriate quantization conditions. As
the theory is fully interacting, these particles can create
bound states of any size n [2] (n = 1 corresponds to un-
bound magnons). In the thermodynamic limit L — oo,
the number of magnons diverges and the stationary states
with nonnegative magnetization (we will come back to
this point later) are characterized by the densities of their
quasi momenta. For each bound state type there is a den-
sity of rapidities (or root density) p,(A). These densities
are such that, in a large finite volume L, Lp, (\)d\ gives
the number of magnonic bound states of length n with
rapidities in the interval [\, A\ + dA). The root densities
can be thought of as the generalization to interacting
models of the occupation numbers in free systems. In
the XXZ chain with A > 1, they characterize the ex-
pectation value of any local operator which is invariant
under spin flip (see the discussion in Section I A).

Along with the rapidity distributions p,(\), it is
customary to introduce the hole distribution functions
pP(N\); they describe allowed values of the rapidities
which are not occupied in the state. Distributions of
particles and holes are related by the TBA equations

oo

pn(/\) + pZ()‘) = an()‘) - (Tnm * pm)(/\) : (3)

m=1

Here we introduced the so called scattering kernel
Tm (X)), which reads as

Tnm(A) = (1 - 6nm)a'\nfm\(A) + 2a\n7m|+2()‘)

+ ...+ 2an+mf2()\) + aner()‘) ) (4)
where the functions a,, () are given by
1 sinh (nn)
an(A) = ()

7 cosh(nn) — cos(2\)
The convolution between two functions is defined as fol-
lows

/2

(frg)(N) = / dufO—we(w). ()

—7/2

Given the distributions p,(A) and p"()), the following
combinations

PN = pa(A) + ph(V) _ N

a0

are usually called total root densities and filling func-
tions, respectively.

Un(X)

A. Conserved quantities and rapidity distributions

Being integrable, the model described by the Hamil-
tonian (1) admits a macroscopically large set of local



and quasi-local conserved charges {S7, Q;n)} [90]. Here
S§* = >, s} indicates the total magnetization in the z

direction and le) + &L is the Hamiltonian (1). The
expectation values of these charges can be taken as the
quantum numbers used to classify the eigenstates of the
Hamiltonian in the thermodynamic limit. As shown in
[91, 92], there is a one-to-one correspondence between the
distribution of rapidities p, () and the conserved quanti-
ties. In the gapped regime, given the expectation values
of the charges, the distributions p,, () read as

pn(A) = X (A) + X (N) = X1 (A) = X1 (V). (8)

Here n >0, the quantities X, ()\) are the generating
functions of the expectation values of {Q;n)}, and

X,[Li](/\) = X, (A £1in/2). Importantly, equation (8) can
be “inverted”: given the distributions {p,}, the expecta-
tion values of the density g of a generic conserved charge

Qe {Q§n)} is given by

@ =Y [ ar a0 (9)
n=1

where the functions g, () are called single-particle eigen-
values or bare charges. For example, the single-particle
eigenvalues of the energy density (shifted by A/4) are
gn(A) = —msinh(n)a, (N).

For A > 1, the conserved charges generated by X, ()
are invariant under spin flip O — IIOIl, with
IT =[], o7, so the functions X, (A) do not change if they
are computed in the state where all the spins are flipped.
As aresult, the stationary states with magnetization (S*)
and —(S*) are described by the same set of rapidity dis-
tributions p, () [92, 93]. This is a crucial difference with
respect to the regime |A| < 1, where also odd conserved
charges are generated by some X,,(\), and states with
opposite magnetization are described by different distri-
butions p, () [87, 95]. For A > 1, p,(A) are sufficient
to characterize only the expectation values of the ob-
servables which are even under spin flip, including the
absolute value of the magnetization

) =5 -3 [arnp

= lim l/dA plt(N) >0, (10)
n—oo

where in the second step we used the TBA equations (3).

Since, in the present understanding, S* is the only odd
conserved charge, only an additional “bit” of information
is required to fully characterize the state. Specifically, it
is widely accepted that it is sufficient to supplement the
set of p,(A) with a binary variable f = £, which bears
information about the sign of the magnetization. We
indicate by |p,f) a state with sign of the magnetization
equal to § and rapidity distributions given by p,(\). Ex-
pectation values in the state |p,f) are denoted by ().

For operators O, even under spin flip, we have

(0e) = (0:) (11)
while for odd operators O, we have

(0a) =1(00)" . (12)

Note that (s*)" is that given in Eq. (10).

B. Universal dressing equations and velocities

Let us consider the system in a large, finite volume L.
In the thermodynamic limit, the state is described by the
root densities p, (), or, equivalently, by the filling func-
tions ¥, (A). Excitations on this state can be constructed
by injecting an extra string of size n with rapidity A. This
operation induces a change in the expectation values of
the conserved charges

(@) = (@) +a3(\). (13)

Here ¢%()\) is called “dressed charge” and is an O(L?)
deformation of the charge due to the presence of the new
particle of type n with rapidity A. Its derivative with
respect to A, ¢%/(\), can be expressed as a linear integral
equation which takes the following universal form

GO = o) = | 3 T = @0)| V). (14)

Here g, (A) is the bare charge (¢f. Eq (9)), i.e., the charge
computed with respect to the reference state with all
spins up. We note that the bare charge p,, () for the mo-
mentum is such that p/,(A\) = 27a, (), so from Eq. (14)
and Eq. (3) it follows

P (V) = 2mp,(N). (15)

We indicate with €, () the dressed energy of the particle
excitations. From the momentum and the energy we can
extract the group velocity of a particle excitation of type
n and rapidity A [97]

_0e,(N) g,V

n

Copi(N) - 2mph (M)

un(A) (16)

We stress that the dressing equations (14) are valid for
any integrable model (with diagonal scattering), provided
that its scattering kernel T, (A) is known.

C. Currents

A current Jg, is defined in terms of the density of
charge g, via the following continuity equation

Jger1 —Jqe =ilq,, H]. (17)



Requiring J, ¢ to vanish in the reference state, the opera-
tor J 4.0 is determined up to operators with zero expecta-
tion value in any translationally invariant state. Impor-
tantly, currents are generically not conserved and, after
a quantum quench, their expectation values undergo a
non trivial time evolution.

An important result of Refs [59, 60] was to suggest
how to compute the expectation value of a current in a
“generic” stationary state in generic TBA solvable sys-
tems. The result takes the simple form

Jy=3 / A g NoaNpa(N) . (18)

For A > 1, this expression applies to the current of every
charge but S*. In particular, in the case of the energy
current this expression can be rewritten as [60]

F)1= 3 [ enth) pu e
n=1

= [ e =@, )

(1)

2,n

where g5, ()\) is the bare charge corresponding to the

1 s
second local conserved charge Qé ) This is in accordance

with the well-known relation >, J., = gl). The spin
current has to be supplemented with the information on
the sign of the magnetization (c¢f. Sec. TA) and reads as

=[x g (e

dXpl (Nvn(N) 5 (20)

o
=5 Jm

in the second step, we used the equations (14).

II. THE QUENCH PROTOCOL AND THE
HYDRODYNAMIC EQUATIONS

A. The Initial State

As discussed in the introduction, in this work we con-
sider the nonequilibrium dynamics resulting from joining
two semi-infinite chains with different macroscopic prop-
erties. In particular, we focus on the case where two
chains are at thermal equilibrium with different values of
temperature and magnetic field. The initial state is then
given by

e BLHL+(Bh)LST, e—BrHRr+(Bh)RSE

Zr, ZR ’

Po = (21)

where the operators with the subscript L (R) are defined
by restricting the sums of their density to the negative
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(positive) sites, while Z; and Zp are appropriate con-
stants that ensure normalization.

Starting from p,, the region where local observables
are thermal remains macroscopically large: at any time
t, as a consequence of the Lieb-Robinson bounds [98], far
away from the junction local observables are always de-
scribed by thermal states. In integrable models, however,
there is a region of width ~ t around the origin where ob-
servables are described by a family of non-thermal sta-
tionary states, as pictorially represented in Fig. 1. The
characterization of this family, which was called Locally
Quasi-Stationary State in [69], is the subject of the next
subsection.

B. The Hydrodynamic Equations

In integrable models, like the XXZ spin-1/2 chain,
there are stable quasiparticle excitations which propa-
gate at different velocities and scatter elastically with
one another. They are responsible for the propagation of
information throughout the system [97]. In many cases of
interest, at large time- and length- scales, the quasipar-
ticle excitations behave like free classical particles, and
the effects of the interactions can be taken into account
by letting the velocity of the quasiparticles to depend on
the state. In particular, if the initial state is the junc-
tion of two homogeneous states, one can infer that, at
large times, local observables moving on a certain “ray”
¢ = j/t are characterized by a (-dependent steady state
ps(C), c.f. Fig. 1. Indeed, different rays receive infor-
mation from different quasiparticles. The hydrodynamic
equations are derived under this assumption.

We note that the state becomes equivalent to p,(¢)
only when both the time and the distance from the junc-
tion approach infinity at fixed ratio. By fixing the po-
sition and increasing time, the observables explore the
entire family of stationary states, eventually ending up
in the state p,(0). The state p,(0) is known as nonequi-
librium steady state (NESS).

The state p,(¢) has been characterized in Refs. [59,
60], using that the expectation values of the local and
quasi-local charges determine the rapidity distributions.
Specifically, the root densities p,, ¢(A) of the state p,(()
have been shown to satisfy the following continuity equa-
tion

COcpncN) = O [tncNpac V], (22)

where the velocity v, () is given in Eq. (16). Here we
are working in the limit of infinite times and distances at
fixed ray ¢, where Eq. (22) is exact. One could also try
to extend this equation to describe finite-time dynamics.
However, further terms would appear. In particular, we
can easily identify two kinds of finite-time corrections to
the naive finite-time version of (22)

atpn,a:,t + 6.L 'Un[pn,x,t]pn,w,t =0. (23)



The first type of corrections is related to the introduction
of finite length scales, which make the thermodynamic
description only approximate. While such corrections
could in principle be written in terms of root densities, it
is difficult to estimate them in practice. The second kind
of corrections are due to the fact that currents are not
generically conserved. Indeed, as discussed in [68] for the
specific case of a noninteracting model, the expectation
values of the currents take the form (18) only if the state
is stationary. These corrective terms can not be generi-
cally written in terms of root densities. Nevertheless, for
particular classes of initial states, such corrections might
be very small, leading to accurate quantitative predic-
tions [65-67].

Assuming that, for any A and n, the equation
¢ =vnc(A) has a unique solution (no exceptions are
known), the solution to Eq. (22) is most easily written in
terms of the filling functions 9, (\) as follows

Unc(A) = Un,r(Nbc—v, (3) T Vn,L(MN)00, ()-¢- (24)

Here 6, is the Heaviside theta function, which is nonzero
and equal to 1 only if x > 0, while the “left” and “right”
filling functions 9, (A\) and 9, r(A) are those charac-
terizing the state at infinite distance from the junction
on the right and on the left hand side, respectively. In
our case, they correspond to thermal states with inverse
temperatures 7, and g, and read as

1
th —
ﬂn,L/R()\) - 1+ eﬁL/REflh,'L/R(’\) ’

(25)

where 531 L r(A) is the thermal dressed energy, which sat-
isfies

st},lL/R(/\) =en(A) +hr/r

iTnm * In [1 + 6_5633*””']] (A). (26)

m=1

+571

We stress that the solution (24) is implicit: it depends
on vp ¢(A), which in turn depends on the state. These
equations can be generally solved numerically by simple
iterative schemes.

Ref. [60] focused on the XXZ chain for |A| < 1. The
derivation proposed is very general and can be applied
also to the XXZ chain for A >1; (22) continues to hold
also there. To completely characterize the states, how-
ever, there is a missing ingredient: we need to understand
the behavior of the sign f (¢f. Sec. IA). Only once the
behavior of f¢ is known, the hydrodynamic description
becomes complete. This problem will be addressed in
the next section.

1. Light Cones

The structure of the solution (24) allows us to infer
some general properties of the profiles of the local observ-
ables as a function of the ray (. To that aim, let us con-
sider a ray ¢ < miny[v, ¢(A)], that is to say ¢ < vy c(N)

for any X\. From (24) it follows that the state at that
ray has no information about the bound states of type
n coming from the right hand side. Since we assumed
that the equation { = v, ¢(A) has a unique solution and
lim¢ s — oo Up ¢ (A) is finite, we have

(<vnecN) & <)) VA (27)

where ¢, ()) is the solution to the equation

(A =v,6,00(N) VAL (28)
Using (27), one can easily prove
¢ < minfv,,¢(N)] < ¢ <mind, () (29)
and
min G (A) = G, (30)
where (,, is the solution to the equation
G = minfo, . (V)] (31)

We call ¢, the “negative n-th light cone”. The ray ¢, is
the one where the first particles of type n coming from the
right become visible. Analogously, we define the “posi-
tive n-th light cone” (" as the solution to the equation

G = maxfy, ¢+ (V). (32)

For ¢ > (', there is no bound state of type n coming
from the left hand side.

When ( is close to CELE, the profiles of the local ob-
servables have a typical square root behavior (O) ~

9¢ crctV F(+ Qﬂf. These non-analytic points are visible
in the numerical solutions of (22), see, e.g., Figs 2 and
3. This is essentially the same behavior seen in noninter-
acting models, where, close the light cones, observables
display universal properties that belong to the KPZ uni-
versality class [26, 34].

Finally, we note that, quite generally, the images of
the velocities shrink in the limit of large n, and the ve-
locities converge to a constant lim,_ o Up,c(A) = Voo,
independent of A. As a consequence, the following limits
exist

lim ¢ = lim ¢ = (oo . (33)
n— o0 n— oo

In the following, we analyze in detail the behavior of
space-time profiles of local observables in correspondence
of this ray. In particular, we show that odd operators
might exhibit a discontinuous behavior depending on the
initial state, signalling the presence of non-ballistic trans-
port. Further details on the fine structure of the profiles
near (o, will be presented elsewhere.



III. BALLISTIC AND NON-BALLISTIC
TRANSPORT FOR A > 1

The XXZ model (1) is integrable and, like any other in-
tegrable model, is characterized by excitations that prop-
agate ballistically. This allowed us to develop the hydro-
dynamic theory presented in Section II B as a kinetic the-
ory of particle excitations moving throughout the system.
However, in some cases, symmetries may prohibit ballis-
tic transport of certain quantities, leading to sub-ballistic
(such as diffusive) behavior. This happens in the gapped
regime |A| > 1, where the spin-flip invariance of the root
densities (8) results in a non-ballistic propagation of the
spin degrees of freedom. Specifically, there is a region
D, of size |D| ~ t* with a < 1, where the magnetization
experiences finite variations. Clearly, the magnetization
profile as a function of the ray ¢ = x/¢ becomes discon-
tinuous at the ray ¢ corresponding to the region D. The
description of the sublinear scaling region D goes beyond
hydrodynamics, and most of the past investigations have
been numerical [79, 99-101]. Here we show that the hy-
drodynamic picture can provide useful information even
in such cases. In particular, we point out that a sub-
ballistic region generically emerges by joining states with
opposite total magnetization. Moreover, we demonstrate
that such sub-ballistic behavior does not correspond al-
ways to the NESS region ( = 0, but it can be developed
at finite rays (.

A. The sign of the odd operators

Let us focus on the case where the two halves of the ini-
tial state have magnetizations of opposite signs, frfr < 0
(¢f. TA). For our initial state (21), this situation is real-
ized when hphr < 0. Here we show that the profiles
of all local operators O that are odd under spin-flip de-
velop a discontinuity at a given ray (, as clearly visible
in Fig. 5. More precisely, we prove that the sign ¢ has
a single discontinuity at a ray ¢, whose position is fixed
by the rapidity distributions p,(\) of the left and right
states.

We start by considering the continuity equation for the
magnetization

COc(ic (s%)¢) = 0 (Fe (T4)E) (34)

where <sz>zr and (JS>Zr are the expectation values in
a state with positive magnetization; they are given by
Eqgs (10) and (20). From the continuity equation (22) for
the root densities it follows

O (s%) =0 (Ta) (35)
Using this in (34) we find
(T} = ¢85k = 0. (36)

The solution to this equation is a piecewise constant func-
tion of ¢ equal to 1 (f¢ is a sign), which can be written

as
f( = fR 94,1)2 + fL 91127( : (37)

Here we have used that the equation

(38)

has a unique solution. This can be proved by integrating
the continuity equation (35), which gives

JEs®)E
(s%)¢

where we called ¢ a zero of ¢ — vg. Since, by definition,

¢ —vf = : (39)

<sz>+ > 0, the right hand side is equal to zero only for
¢ = (, that is to say, the solution to (38) is unique.

The solution ¢ has a nice interpretation in terms of
light cones (cf. Sec. IIB1). Considering the velocity v
and using the identities (10) and (20), we have

J A\ c(N)plh ((N)
f dA Pz,g()\)

As observed in Section 11 B 1, the images of the velocities
shrink in the limit of large n (¢f. Sec IIB 1), thus we find

v¢ = lim (40)

n— oo

VE = Voo - (41)

The solution ¢ to (38) is then identified with the accu-
mulation point (., for the light cones.

Eqgs (37) and (41), together with (24), fully character-
ize the state in the hydrodynamic limit. Despite the no-
tion of f is outside the TBA description, Eq. (41) suggests
that the information about the sign of the odd operators
is carried by the heaviest bound state. This result is not
surprising if one looks at the behavior of the spin den-
sity and related current in the gapless regime (JA| < 1)
for root of unity points A = cos(n/n), with n an integer
number. In that case there are n species of excitations
and the information about the sign of the magnetization
is encoded in the last two species [95]. This can be seen
in Fig. 6, in the cases A = cos(7/3) and A = cos(7/7):
the spin density and current do not change sign before
the particles of the last two species (which have the same
velocities) have become visible. In the limit A — 17,
n approaches infinity, and the last two species are sent
to infinity. If this property does not break down in the
gapped regime, the sign of the odd operators should not
change before the light cones of the heaviest bound states.
Since, for A > 1, the corresponding velocities approach
a constant, (., has to be exactly the ray where the sign
changes.

Remarkably, the sign of the front’s velocity can give
global information about the magnetization profile. For
example, if the front moves towards the side with larger
magnetization (in modulus), the absolute value of the



magnetization can not be monotonous inside the light
cone. This can be proved by reductio ad absurdum. Let
us assume that the absolute value of the magnetization
is smaller on the right hand side, so the front is propa-
gating to the left, i.e. it has negative velocity. If (sz>C+ is
monotonous, using the continuity equation (35), we have

0> [¢]0; (s%) =sgnCac (J){ . (42)

Integrating this equation from —oco to the accumulation
point ¢ gives

(J)E >0, (43)

where we used that the current outside the light cone is
zero. The inequality in (43) can not be satisfied because
<JS>Z:r has the sign of { = g which was negative by
assumption (c¢f. Eq. (38)).

IV. RESULTS

In this section we elaborate on our predictions for the
profiles of local observables as a function of the ray ¢ and
show a comparison with time-dependent density matrix
renormalization group (tDMRG) simulations. The pre-
dictions are obtained by taking the expectation value of
local observables in the state p (), which we represent
microcanonically by |p¢,fc), where pe and f. are com-
puted by first solving (22) and then (37).

The tDMRG simulations are obtained for finite lattices
of L sites, with L € [80,120], imposing open boundary
conditions. In order to initialize the system in the state
(21), we proceed as follows:

(i) We prepare each half-chain in the mixed product
state Hj ePMrL/rs;  In terms of locally purified matrix
product states (MPS), such a state only needs a two-
dimensional ancillae and an auxiliary bond dimension
x = 1. (i) We implement imaginary time evolution us-
ing second-order Trotter decomposition of the operator
o e Br/rH | with imaginary time-step dB = 1073, (i)
We evolve both the initial left and right mixed product
states up to the desired temperatures.

After joining together the two open chains, the sys-
tem is unitarily evolved using second-order Trotter de-
composition of the evolution operator, with time-step
dt = 1072. During the time evolution, the bond di-
mension of the MPS is dynamically updated, up to a
maximum value Xpax = 200. For this reason, the max-
imum time we can reach keeping the accumulated error
reasonably small is £ =~ 20.

Exploiting the structure of the matrix product state,
we can easily measure any local observable, including
charge densities, currents and, more in general, corre-
lation functions.

-2 -1 0

¢ ¢

FIG. 2. Space-time profiles of densities and currents of spin
and energy. Solid black lines display the theoretical predic-
tions, while points correspond to the exact time evolution
computed by tDRMG simulations up to times ¢t = 20. Verti-
cal dashed lines represent positive and negative light cones of
the different n-quasiparticle bound states, see Sec. [l B 1. The
corresponding rays ¢ = ¢F, with n = 1,2, 3, are displayed as
gray dashed lines, while the black dashed line corresponds to
the largest string ¢ = (oo -

A. Homogeneous magnetization signs: light cones

Let us start by considering the case where the sign of
the magnetization is homogeneous in the initial state and
f¢ is constant throughout the light cone. In this setting
the qualitative behavior of the space-time profiles does
not differ much from the one in the gapless regime.

In Fig. 2 we report the space-time profiles of local
observables after the sudden junction of two infinite-
temperature states with different (but positive) magne-
tizations. One immediately sees that the profiles are not
smooth, presenting a number of cusps. These are the
non-analytic points discussed in Sec. [I B 1, and their po-
sitions {¢F} can be predicted by solving Egs (30) and
(32). As discussed in Sec. II B 1, these points have a nat-
ural interpretation in terms of moving quasiparticles: (;*
and ¢, correspond to the rays where the quasiparticles
of species n, coming respectively from the left and from
the right, become visible.

The first light cone is where the profiles begin to devi-
ate from a constant function. This ray corresponds to the
velocity of the fastest particles (the unbound magnons in
our case). Note that, since the system is interacting, the
maximal velocities on the two sides are generically differ-
ent from one another. This is the case for the data re-



ported in Fig. 2. As the dispersion law of quasi-particles
is smooth, the profiles are expected to remain smooth
between two consecutive light cones.

Cusps are also present in the gapless regime studied in
[60]; depending on the initial state, they can be more or
less marked.

As the rapidity distributions p,,(\) completely charac-
terize the state, the solution to the hydrodynamic equa-
tion (22) allows us to investigate further light-cone prop-
erties, going beyond the analysis of conserved charges
and currents. To that aim, we use some recently de-
veloped formulae [102] for the expectation values of lo-
cal observables in generic eigenstates of the gapped XXZ
Hamiltonian. In particular, we have computed nearest
and next-to-nearest neighbor correlations inside the light-
cone. Our results are reported in Fig. 3. Once again,
cusps are clearly visible. We also observe an interesting,
non-monotonic behavior of transverse correlators. Fig. 3
also displays data from tDMRG simulations, which are
found to be in very good agreement with our predictions,
further corroborating the validity of our results.

Br=0,(Bh)L =1 Br=0,(Bh)r=2 A=2

(0707 1) (0707.0)

0.01
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FIG. 3. Space-time profiles of local correlators, same nota-
tions as in Fig. 2. Note that the absolute value of correlators
along the z-direction is two orders of magnitude smaller than
that along the z-direction. In the former case the visible small
ripples on the theoretical curves are numerical artifacts.

Finally, before turning to the next section, we pro-
vide a dedicated analysis of the celebrated NESS en-
ergy current, corresponding to <J@><=0. Fig. 4 shows
its value as a function of the anisotropy A, in the case
where the two semi-infinite chains are initially prepared
at different temperatures and with vanishing magnetic
fields. The energy current has a non-monotonic behavior
in A, reaching a peak when A ~ min(ﬂgl,ﬁgl). Fur-

<J6>NESS
0.100f ' '
0.010
0.001
10~4
5 - Brr=12
10 Brr=24

0 5 10 15 20
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FIG. 4. NESS energy current (Je),_, as a function of the
anisotropy A. The initial state is prepared by joining to-

gether two semi-infinite chains with vanishing magnetic field
and different temperatures.

thermore, for the chosen values of the initial parameters,
the maximum is reached for A > 1. The current is al-
ways seen to vanish exponentially for A — oo, as one
can clearly see from the logarithmic plot in Fig. 4. As a
function of the temperatures, it approximately behaves
as ~ exp[fAmin(ﬂR,ﬂL)/Q}.

B. Heterogeneous magnetization signs: spin-jumps

We now turn to presenting our results for the case
where the semi-infinite spin chains are initially prepared
in equilibrium states with different magnetization signs
fr = —fL = —F.

In light of the discussion in Sec. IIT A, we expect the
observables that are odd under spin-flip to abruptly flip
their sign at ( = (. This is nicely displayed in Fig. 5,
where we reported our theoretical predictions and nu-
merical data from tDMRG simulations.

In order to test our predictions of the jumps against
numerics, we proceed as follows. We fix a local observable
O, and compute its profiles starting from two different
initial states pél) and p(()z). These states are chosen to
differ only in the sign of the magnetic field on the right.
For the first state we have f;, = f and fgr = f, while, for
the second one, fr, = § and frp = —f. We then define the
ratio

()

tr(Ou(t)py”)

This ratio is such that

. sgn(Coo — C) HOIH = —Oi
lim R (t) = 45
Jirm Ry (®) {1 MO, = O;. (45)
We remark that the analytic calculation of the profile of
O; is not required to test this prediction; this allows us
to consider also observables for which we are not able to
calculate the profile. For example, in Fig. 5 we also report



R]f?c(t) for O; =0j0; ,07,,. We see from the figure
that we are able to successfully test (45) against tDMRG
data, even though no formula involving the root densities
is currently available for computing the expectation value
of this operator.

In all the cases considered, the tDMRG simulations
are compatible with our predictions, but the corrections
are not always small. In particular, a slow, sub-ballistic
behavior is expected at the discontinuity of the profiles,
which contributes to the presence of large finite-time ef-
fects. As a result, the tDMRG simulations can not reach
sufficiently long times to observe an actual discontinuous
behavior. We ascribe the differences between our pre-
dictions and the tDMRG data to such numerical prob-
lems; our analysis of how the tDMRG data approach
their asymptotic values supports that conclusion.

A=2

Br=0,(Bh)L =1 Pr=0,(Bh)gr=-2
fo G

03
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0.5

FIG. 5.  Space-time profiles of energy and magnetization
(top) and spin-spin correlation functions (bottom), same no-
tations as in Fig. 2. The function RSO is computed as
the ratio between two different profiles: the first is the profile
of the correlator (o707, ) obtained by joining thermal states
with pr, = 1, B = 0 and pur = —2, Br = 0; the second is
the profile for ur, = 1, fr = 0 and ur = +2, fr = 0. The
plot for RS9 is obtained analogously from the correlator
(oi0o7110712). Note that the odd operators show a genuine
discontinuity at (- ~ —0.086 (black vertical dashed line).

The abrupt jumps in the profiles of odd observables
displayed in Fig. 5 find no correspondence in the gap-
less regime. It is then important to understand how such
discontinuities arise as the value of the anisotropy is con-
tinuously varied from A < 1 to A > 1. Some data are
reported in Fig. 6. We see that, while the profiles remain
always continuous for A < 1, they become increasingly
sharp as A is increased, finally developing a discontinuity

Br=0,(Bh)r = -2

~001 0.1
~0.02 0.05
P~
% .
~003 O~ | |
e
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FIG. 6. Space-time profiles of densities and currents of spin
and energy. Different plots correspond to different values of
A, in the gapless regime A = cosw/¢, with £ = 3,7 and
in the gapped regime A = 1.2. The small circles on top of
the profiles indicate the positions of the light cones ¢ for
each values of A. Note that the number of light cones in the
gapless regime is finite as the number of species is also finite.
In the gapped regime instead there is an infinite number of
light cones converging to the ray (-, where the magnetization
density and the spin current change sign.

at A = 1.

C. Zero to finite magnetization: sharp front

In this section we finally consider the situation where
one of the two semi-infinite chains (say, the left one) is
initially prepared in a thermal state with vanishing mag-
netic field, while the other (the right one) has a non-
zero magnetic field. This is a limiting case of the ones
presented in the previous subsections. For this quench
protocol, the long-time magnetization profiles have def-
inite sign as a function of the ray (. Accordingly, the
profiles of all local observables are simply obtained from
the solution to the hydrodynamic equation (22), in anal-
ogy to the situation discussed in Sec. IV A. In this case,
however, the solution displays some interesting proper-
ties which are worth discussing in a detailed fashion.

The first example is a problem of release into the vac-
uum. The right part of the system is prepared in the
state with all spins up (the vacuum), while the left part
is in an infinite temperature state with vanishing mag-
netic field. The numerical solution to the hydrodynamic
equations (22) is displayed in Fig. 7. We clearly see that
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FIG. 7. Space-time profiles of densities and currents of spin
and energy, same notations as in Fig. 2. Remarkably, we see
that the leftmost light cones of the magnetization and of the
energy profiles do not coincide. This is due to the special
properties of the initial state, as explained in detail in the
main text.

the leftmost light cones of the magnetization and energy
profiles do not coincide. This remarkable property can
be seen as a corollary of our theory on the sign of the
odd operators.

In order to show this, we consider the two situa-
tions where tiny magnetic fields, respectively positive
(hr, = h.) and negative (hy, = —h,), are initially turned
on in the left semi-infinite chain. On the left hand side
of the first light cone ¢; the magnetization will be non-
vanishing, <sz)foo = +e. By integrating the continuity
equation (42) for the magnetization from (i to (i, we
find

Coo ¢
i/g dz(sz>j+/ dz(sz>j:C1+<sz>Z} F (e,
(46)
where we used (37) and that the spin cwrrent is zero

outside the light cone. Taking the difference between the
two cases gives

Coo
lim/ dz (s*)T =0. (47)
¢

e—=0 J, —
1
Since (sz)zr is nonnegative, (47) implies

lim (s*)7 = lim (s*)F

homso ¢ T S0 1C T 0 V<o (48)

It is now reasonable to assume that the magnetization
profile for h;, = 0 can be obtained as the limit h. — 0
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FIG. 8. Space-time profiles of densities and currents of spin
and energy, same notations as in Fig. 2. The magnetization
exhibits a non-monotonic behavior, which is naturally inter-
preted as a thermoelectric effect.

of the profile where the left magnetic field is positive but
small. In fact, this is actually implicit in the numerical
solution to the hydrodynamic equation (22). This simple
argument shows that the magnetization profile for hy, = 0
is vanishing for all the rays ¢ smaller than (.

This is a general property, and is observed every time
the initial state has vanishing magnetization on one of its
two halves. For example, this is also the case displayed
in Fig. 8, where the right magnetic field is finite.

In Fig. 8, the magnetization profile exhibits an inter-
esting non-monotonic behavior. The latter is naturally
interpreted as a thermoelectric effect and is observed also
when the initial halves of the chain have the same non-
vanishing magnetization but one part is much colder than
the other.

Finally, we point out that the magnetization profile in
Fig. 8 seems to develop a discontinuity at the accumula-
tion point (.. Our numerical analysis of the profiles with
increasing right magnetic fields seems to suggest that the
front could in fact be continuous, albeit extremely sharp.
Near the accumulation point (.., the profile varies very
quickly over a region that approaches zero in the limit
where the right magnetic field is sent to zero. This could
be at the basis of the apparent discontinuity displayed
in Fig. 8.



V. CONCLUSIONS

We have considered the time evolution of local ob-
servables after the junction of two semi-infinite XXZ
chains initially prepared in thermal equilibrium with
different temperatures and magnetic fields. We focused
on the gapped regime |A| > 1, where interactions are
larger in the direction of the anisotropy. Our analysis
is complementary to the one of [60], where the gapless
case |A] < 1 was studied.

By means of tDMRG simulations and hydrodynamic
equations, we analyzed in detail the emergent space-
time profiles of conserved charges, currents, and local
correlations. We showed that the particle content of the
model can be inferred from the profiles, which display
two cusps for each species of excitations. Moreover, we
showed that sub-ballistic behavior emerges considering
observables that are odd under spin flip in the case
where the magnetizations in the two semi-infinite chains
have opposite signs. Specifically, the long-time profile
of odd observables exhibits abrupt jumps, which signal
the presence of non-ballistic transport. The location of
the jumps, (s, can not be predicted directly from the
hydrodynamic equations satisfied by the root densities.
Our main result is to derive an equation that describes
the ray (., completing the characterization of the
long-time steady profiles of all the local observables.
It would be interesting to analyze in greater detail the
sub-ballistic behavior around (., as done in [100] for
(oo = 0. This is a challenging numerical problem, which
we leave to future investigations.

The form of the hydrodynamic equations employed in
our work is extremely general and is expected to hold in
all Bethe ansatz integrable models or in models where
stable particle excitations can be constructed [103]. In
particular, we expect discontinuities in the space-time
profiles of odd operators in every model with root den-
sities invariant under some discrete symmetry. This is,
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for instance, the case of the Hubbard model [104], where
the root densities are in one-to-one correspondence
with spin-flip and charge-flip invariant commuting fused
transfer matrices [87, 105].

Finally, we note that inhomogeneous quantum
quenches prove to be an excellent setting where to
study the particle content of the model: the space-time
profiles of local observables can be used as effective
“spectroscopes” of collective excitations, as the ap-
pearance of singularities in the profiles of the local
observables is connected with the presence of more
species of quasiparticles. This method is complementary
to others suggested for homogeneous quenches, based,
for instance, on the computation of local correlations
[106] or entanglement entropy and mutual information
[89, 107].
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