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INTRODUCTION

The main subject of research presented in this monograph is the develop­
ment of radio-wave tomography methods as a means of remote non­
destructive testing, diagnostics of the internal structure of semi-transparent 
media, and reconstruction of the shapes of opaque objects based on multi­
angle sounding. Considering the meaning of the word tomography, note that 
it derives from two Greek words: xopo<; -  a layer and ypacpeiv -  to write. 
Thus, tomography means literally “to write a layer,” i.e., to investigate a 
structure layer-by-layer. The difference between tomography and other com­
putational diagnostic methods is that information from the same test element 
is recorded in multiple integral projections, i.e., many times from different 
angles relative to the imbedded inhomogeneities.

It has been over 50 years now since researchers in this field learned how 
to “clear up” these projections and recover the structure of inhomogeneities 
layer-by-layer. For the most part, this became possible, thanks to the devel­
opment of new computational methods and computer technologies. Huge 
dataflows were “smoothly” layered as images of “crosscuts” of the internal 
structure of objects in a non-destructive fashion. At the present time, com­
puter tomography is rightfully considered as an “absolute” diagnostic tech­
nique in medicine. Radio-wave tomography is similar to X-ray and magnetic 
resonance tomography, but it deals with electromagnetic radiation in the ra­
dio-frequency band. In this case, the wavelength is comparable to the size of 
the inhomogeneities, and diffraction effects and effects of multiple interac­
tions hold much significance. For that reason, this form of tomography is 
sometimes called diffraction tomography. Without dwelling on all the differ­
ent methods and approaches of diffraction tomography that are currently 
available, let us focus instead on active location (detection) wave tomogra­
phy, which is of vital importance, e.g., for security systems.

In recent years, the use of manufactured and homemade improvised ex­
plosive devices in acts of terrorism and local armed conflicts has become 
more frequent. There have been numerous reported cases of the transporta­
tion of such devices and other prohibited items in hand luggage and under 
clothes in airports, and also in stadiums and other crowded places. Put very
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simply, the problem of designing a highly efficient means for remote detec­
tion of prohibited devices and articles is of urgent interest. It is of particular 
importance in view of different public events being held on Russian territory.

Radio wave systems are preferable in the development of contactless de­
tection devices for a variety of reasons. In the first place, radio waves are 
practically harmless to human health. This is their crucial difference from 
ionizing X-rays. Second, the potential range of application of these systems 
is quite wide: in crowded public places, in special-forces raids for detection 
and tracking of people hiding behind walls, detection of injured persons after 
emergency events, etc. There is also a great demand for contactless and com­
puter-aided systems for quality control in building construction, timber proc­
essing, and other industries.

The variety of physical processes involved in radio wave detection, taking 
place in natural and simulated complex environments and involving complex 
objects, underlies the complexity of the mathematical descriptions of such 
processes and the urgency of solutions of the tomography problem as well.

The main object of this monograph is to describe physical-mathematical 
models of systems designed to reconstruct images of hidden objects, based 
on tomographic processing of multi-angle remote measurements of scattered 
radio and acoustic (ultrasonic) wave radiation. One way or another, radio­
wave tomography is based on the ray-focusing effect (Chapter 1), which en­
ables the inverse transformation of wave projections of test objects and the 
propagation medium. It is safe to say that almost all of the methods that are 
available or under development right now may be considered under this as­
pect. Multiple effects (scattering and diffraction) of interactions of the wave 
fields with inhomogeneities of the propagation medium can be considerably 
reduced by the use of spatiotemporal radiation focusing.

In the course of research on this problem a number of working laboratory 
tomographs have been developed together with the associated software, which 
assist in the assessment of the potential of the system and its key parameters 
such as resolution, range of action, and response time. The fact that the devel­
opment of a radio-location tomograph is possible is not in doubt -  it has been 
demonstrated by numerous published results [1-45] and by our own research. 
The American millimeter-band radio vision system SafcScout (Fig. 1.1) in use 
at the Domodedovo airport (Moscow, Russia) is solid evidence of this fact. 
General Electric, Smiths, Philips, as well as Rapiscan and Diehl, are considered 
to be essential players in the safety system market. L-3 Communications offers 
their own effective and proven system ProVision/SafeView.
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The latest advanced screening system by Smiths Heimann is presented in 
Fig. 1.2. From the looks of it, the microwave sounding sensor panel is a 
multi-element array of controllable reflective elements.

Fig. 1.1. SafeScout 100 Scanner. Fig. 1.2. The Latest Screening System Model 
by Smiths Heimann.

Inspection of the figure reveals that radio-frequency electromagnetic 
sounding is combined with a magnetic induction system for screening hidden 
metallic objects. This is a real-time working system. As the screening is pro­
vided just from the side of the sensor panel, so the subject is asked to per­
form a 180-degree turn in the center of the monitored area (the highlighted 
circle in Fig. 12) with hands raised. The screening of one person in this way 
takes 10-30 sec and the resolution obtained is no better than 1 cm. The com­
plexity of this system plus its substantial cost and low resolution are the main 
disadvantages of this setup.

The drawbacks of most current safety systems designed for crowded 
places and areas with heavy human traffic are as follows:

- Microwave systems are very time consuming as things stand, it takes a 
lot of time to screen people as the antennas are moved mechanically.
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- The subject being screened must remain motionless for several seconds. 
Therefore, a doorway or a cabin is required which interrupts the constant 
human stream.

- It is not difficult to obstruct such a system, e.g., by wetting your outer 
garments with mineral water because the system operates in the millimeter 
wavelength band.

It should be noted that this interference is neutralized in ultra-wideband 
(UWB) systems where the working frequency spectrum lies within the range 
from 100 MHz to 18 GHz (Chapter 2). The use of UWB signals is considered 
to be the most promising approach from the standpoint of applications.

The development of a domestic radio-detection UWB tomograph requires 
the solution of a number of problems. The following systems are worthy of 
note: the Israeli scanner Raptor-1600 (Fig. 1.3), which is able to monitor the 
movement of large objects, e.g., a person moving behind a wall, and the Rus­
sian scanner Dannik developed by MAI (Fig. 1.4)

However, this does not exhaust all of the currently available possibilities. 
The development of an optimal antenna array configuration is, of necessity, 
the first step in this process. This development would include the relative 
placement of the receiving and transmitting antennas and a determination of 
their minimum number required for tomographic imaging. The solution of 
this problem is one of the objectives of ongoing research. This includes a 
determination of the optimal sequence of radar measurements to provide the 
required data digitization in a short period of time. Moreover, considerable 
attention must be paid to the development of fast algorithms for real-time 3D 
image restoration of scanned objects based on radio sounding data.

The antenna array optimization problem alluded to above also arises from 
the need to minimize the number of antennas in order to reduce antenna array 
costs while holding the number of artefacts to a minimum. From the latter 
half of the 20th century onward, several methods of antenna array optimiza­
tion for radio astronomy and aircraft detection have been developed. The an­
tenna array optimization problem is a natural outgrowth of the problem re­
ferred to as antenna array design with minimum redundancy. Accordingly, 
the antennas should be arranged in such a way as to avoid similar measure­
ment data from each antenna for a given search angle of the radar.

Over the past few decades a great deal of research has been conducted 
and field-proven results have been obtained in the far-field zone of narrow- 
band antenna arrays. However, a subject of particular interest to the authors
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Fig. 1.3. The Raptor-1600 Scanner. Through Wall Radar Life Detector.

Fig. 1.4. Dannik-5 Scanner, developed by Moscow Aviation Institute (MAI).
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is antenna arrays for ultra-wideband radiation, which are designed to charac­
terize objects located in the array focusing area. So far, this issue has not 
been investigated as there has not been any urgency to research the near-field 
zone of antenna arrays. In this context, the near-field zone is considered as 
the region of space at a distance on the order of the dimensions of the array. 
In other words, this refers to the Fresnel diffraction zone.

The next problem is the development of efficient mathematical support to 
reconstruct tomograms from the wave projections of probed scenes contain­
ing hidden objects. In this context, the two following requirements come to 
the forefront: adequate restoration accuracy and real-time performance of the 
system. There is some contradiction here, which is formulated as “Fast is not 
always best.” According to domestic and foreign experts, a resolution that is 
not worse than 1 cm is an appropriate value for safety systems. Reconstruc­
tion should be performed in real-time mode, for instance, in a minute. The 
task is complicated when it is impossible to obtain complete measurement 
data. This situation arises when the scanning is performed non-equidistantly, 
in motion, or when the object to be detected is hidden inside a building or 
under clothing near the body. This and related kinds of problems stipulate the 
necessity of a consistent theoretical study, backed up, of course, by experi­
mental work. In other words, the mathematical (theoretical) part cannot be 
separated from the experimental (measurement) part.

It is critical to stress that wave tomography must utilize phase information 
from wave projections of the examined objects in an essential way. A phase 
information record is provided by radio-frequency holography, in which the 
result of interference of the background wave and the object wave is re­
corded. The wave projection record is in fact a radio-hologram record. From 
general considerations it is clear that large aperture synthesis is the preferable 
method for post-processing these projections since it provides the highest 
spatial resolution. There are now a large number of variations of this method 
under continuous development.

Electromagnetic radiation interacts with electrophysical inhomogeneities 
in the propagation medium. In contrast to electromagnetic radiation, acoustic 
radiation interacts mainly with density inhomogeneities. In this context, us­
ing ultrasound for tomography of an inhomogeneous medium provides a 
wide range of additional possibilities, particularly for determining the type of 
material that the hidden items are made of. Combining radio-wave and 
acoustic sounding creates interesting possibilities, e.g., for detection of ex­
plosive materials (EMs).
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The current state of research on remote ultrasonic sounding has revealed 
that practically all of these methods are based on contact measurements. This is 
evidenced, for example, by the topic of the All-Russia Scientific Conference 
“Session of the Scientific Council of the Russian Academy of Sciences for 
Acoustics and XXIVth Session of the Russian Acoustical Society” held on 
September 2011 in Saratov. The reason is that ultrasound is strongly attenuated 
by air. The only ultrasonic sounding system (sonovision) which is actually ef­
ficient in air is bat echolocation. Some insects also generate ultrasound, but 
rather for scaring and masking from bats. The practical use of ultrasound in a 
liquid medium or through immersion liquids (e.g., in metal working, medicine, 
etc.) is well known. Preliminary studies hold out the hope for the effective use 
of ultrasound for purposes of near-field tomography in air (Chapter 10).

The general purpose of this work is to develop
• physical and mathematical models of an image reconstruction system 

for an inhomogeneous medium based on tomographic processing of multi­
angle projection records of scattered radio-wave and acoustic radiation;

• key elements of the modeling system;
• subsystems and elements of a multi-angle measuring tool;
• experimental measurement techniques;
• evaluation of potential and actual performance-based specifications for 

a detecting tomograph with different measurement and sounding schemes.
The wide practical application of UWB tomography is still limited, on the 

one hand, by considerable engineering problems in generating and receiving 
UWB radiation, and by complications, on the other hand, that arise when de­
scribing and interpreting simultaneously manifested physical phenomena of 
the interaction of the radiation with matter. These phenomena include multi­
ple scattering, diffraction, wave interference and absorption of ultra-wide- 
bandwidth radiation from arbitrarily placed and randomly oriented inhomo­
geneities of different size. A multitude of combinations of these effects hin­
ders solution of the direct problem -  a description of the integral effects of 
the wave disturbance. It should be noted, however, that direct problems, even 
of high complexity, are solved by nature itself as waves reach the observation 
points in one way or another. Solution of the inverse problem and recon­
struction of the distribution of inhomogeneities in the tested volume is prob­
lematic under such conditions in any event. Researchers have no choice but 
to solve such inverse problems. These tasks are generally referred as ill- 
posed problems, which require the use of regularizing algorithms. The most 
stable inverse problems are the simplest ones, which account for the domi-
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nant mechanisms of the interaction of waves with the propagation media and 
make it possible to single out (identify) such mechanisms (Chapters 1-3).

Inverse problems are of crucial importance for applications such as 
sounding the optically opaque media. When radio-frequency radiation pene­
trates into such a medium, analysis of the transmitted and scattered fields 
makes it possible to reconstruct its internal structure. This internal structure 
consists in the spatial distribution of the permittivity. Steep permittivity gra­
dients are typical for interfaces and for immersed objects (Chapter 5). A typi­
cal example is searching for hidden archaeological graves, underground ca­
bles, or anti-personnel landmines (Chapter 6) and ground covers (Chapter 7) 
as well as detection and identification of prohibited items in stowed luggage 
and in hand-carried items. Problems of this sort are not simple, but a great 
number of efficient solutions have been developed for them based on radia­
tion focusing. With regard to a radio-opaque object, radiation hardly pene­
trates it, so the solution of the inverse problem in this case reduces to recon­
structing the shape of the object on the basis of an analysis of scattered (re­
flected) radiation (Chapter 4).

Interesting directions for the future development of radiotomography in­
clude techniques for implementing incoherent radiation (Chapter 8) and low- 
frequency magnetic fields (Chapter 11). These and other examples of the use 
of radiotomographic methods, presented in this monograph, far from exhaust 
the full spectrum of potential applications. Radiotomography, especially us­
ing UWB radiation, is in a state of continuous intensive development. One 
thing that is new here is the use of UWB radiation for nonlinear radio­
detection (Chapter 9). The development of visualization techniques for to­
mographic imaging is of great relevance for applications (Chapter 12).

A large body of experimental data and their interpretation was obtained 
within the framework of international collaboration with leading scientists 
from Magdeburg University (Magdeburg, Germany), the Institute for Non- 
Destructive Testing (Saarbriicken, Germany), and Tohoku University (Sen­
dai, Japan). The authors are deeply indebted to Professors A. Omar, M. 
Kroning, and M. Sato for their collaboration, and also to their colleagues. 
This monograph incorporates the most interesting results of other authors but 
is focused primarily on original in-house research which was conducted 
through the kind offices of S.A. Slavgorodsky, I.S. Fedyanin, R.N. Satarov, 
I.Yu. Kuzmenko, T.R. Muksunov, K.V. Zavyalova, E.S. Berzina, A.A. Mu­
ravyova, M.D. Sovpel, A.A. Kozik, N.N. Yerzakova, I.S. Tseplyayev, and 
many more. The authors extend their appreciation to everyone...



Chapter  1

FUNDAMENTALS
OF WAVE DETECTION TOMOGRAPHY

The chapter is based on summary results of papers [2, 4-10].

1.1. The method of Fourier synthesis from shadow projections

Fourier synthesis (FS) is the main method for tomogram reconstruction in 
modem computer tomography. It is based on a layer-by-layer reduction of 
multi-angle shadow projections of a tested object using the direct and inverse 
fast Fourier transforms (FFT and IFFT). Let us clarify the principle of this 
method. When a shadow projection is made, the measured quantity f ( y , cp) -  
the absorbed radiation intensity -  is measured as a result of building up the 
absorbed radiation intensity along a straight line:

oo

/0 '> < p ) =  J  g ( x c o s c p - y s in c p ,x s in c p  +  y c o s c p j c ic .  (1 .1 )
—00

This straight line (scanning direction) is drawn at the angle cp to the initial 
coordinate system (Fig. 1.1).

In the terminology of integral geometry the shadow function f (y ,  cp) is 
an integral projection of the density distribution of the sounded object 
g (A \T ). If we now calculate the FFT of the shadow function

00
F(K,cp)= |  exp{/Ky}/(y,cp)t/y, (1.2)

-0 0

the function obtained follows directly the spatial spectrum (SS) of the 
sounded object g(X ,Y) ,
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F ( K,tp) = G (u -  - k sirup, v = Kcoscp), 

which is defined as

G(u,v )  = |  |  exp{ iuX + i v Y } g ( X , Y ) d X d y  ■
-CO -00

The only difficulty lies in the fact that one spectrum (/r(K,cp)) is represented 
in the polar coordinate system, and the other one (G(m,v) ) -  in a Cartesian 
system. Simple interpolation from one coordinate system to the other over­
comes this difficulty. Then the required characteristic object function (CF) is 
evaluated with the help of the two-dimensional IFFT:

CO CO
g { X , Y )  = (2rc)-2 J J exp { - iu X  -  ivY}G(u,v)dudv  . (1.3)

-oo “CO

Expression (1.1) corresponds to the solution of the direct problem, and trans­
formations (1.2) and (1.3) correspond to the inverse problem. Such an ap­
proach is widely used in X-ray and magnetic resonance tomography where 
phase information is discounted and collimating measurement systems for 
shadow projections are implemented. The above-described operations are 
presented in Figs. 1.2-1.5 by the example of tubular test object.
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x, cm y, cm

Fig. 1.2. Initial characteristic function Fig. 1.3. Shadow function
of the object g ( x , y ) . of the object F(K,cp).

Fig. 1.4. Reconstructed spatial frequency Fig. 1.5. Reconstructed characteristic function 
spectrum for the object G(w, v ) . of the object g( x , y ) .

It must be emphasized that all of the required operations are performed 
using fast algorithms in real time. This is the main advantage of Fourier 
synthesis. The given example assumes that the object is semi-transparent; 
however, all of the above results are applicable to opaque objects as well. In 
this context, transmission radiography of test objects is considered, i.e., the 
situation in which the receiver and radiation points are located on opposite
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sides of the object, and diffraction and interference effects are not taken into 
account. Neglect of these effects for wave tomography is the main obstacle 
for direct application of Fourier synthesis in this instance.

1.2. Double focusing method

In radio-wave tomography, when the radiation wavelength X is compara­
ble to the dimensions of the inhomogeneities t , diffraction and interference 
effects become important and cannot be ignored. Projections and recon­
structed images become blurred. Moreover, in this context the influence of 
multiple interactions and absorption (attenuation) of radiation also has to be 
reckoned with. Sounding is not necessarily of a transmission nature, but can 
also be multipositional and more often radar based, when the radiation and 
receiving points coincide but only their common position relative to the 
sounded object varies.

In the general case, sounding is most often multi-angle, i.e., the target is 
viewed from different spatial perspectives. The sounding problem becomes 
quite complicated in reference to solution of the direct problem (identifying 
the field for given sources and media) and the inverse problem (reconstruct­
ing the distribution of sources and/or medium parameters) as well. Accurate 
analytical solutions of these problems are possible only for a limited number 
of canonical objects and environments. However, the existence of a solution 
to the direct problem is always guaranteed by the uniqueness theorem for the 
solution of Maxwell’s equations. This problem itself is uniquely solved by 
nature -  the solution of the direct problem is the one that can be measured 
experimentally. This is not the case for inverse problems. These problems are 
solved manually. In general, solutions of the inverse problem are approxi­
mate in any case. A criterion of applicability of an approximation is the de­
gree to which it conforms to the experimental data. As a rule, a solution of 
the inverse problem corresponds to a certain approximate solution of the di­
rect problem. The more accurately this problem considers the dominant 
mechanisms, the more accurate the solution of the corresponding inverse 
problem is.

Let us elucidate the statement of the problem. If /(r,) is the distribution 
of radiation sources (currents) localized in a certain volume V], then the field



1.2. Double focusing method 15

generated by these currents at the point r in a homogeneous medium 
is defined as

£ ( r ) =  J J J y (r,)G o (r, - r ) A -  (1 .4 )

This is a convolution equation. Here G0(r) = exp(/&|r|)/4ji|r| is the free- 
space Green’s function, in other words, the solution of the tree-space Helm­
holtz equation:

AG0(r) + *2G0(r) = -5 (r). (1.5)

The quantity k = 2n\fz/k=2nfyfe/c is the associated wave number, 
e = e' + /e" is the complex permittivity of the background medium, /  is the 
frequency of monochromatic radiation or the spectral frequency in the case 
of pulsed radiation. Determination of the field E (  r) is a simple direct prob­
lem. The inverse problem involves solution of integral equation (1.4) and re­
construction of the distribution y(r,) from measured values of £ ( r ) . If this 
field was measured at all points in space, then the solution would be obtained 
by the simple operation of deconvolution. Usually, the field E { r) is meas­
ured on some given surface 5 . In this situation, inverse radiation focusing is 
implemented to reconstruct the distribution of currents y(r,) when the re­
ceived radiation is focused (gathered) on some point in space rF as a result of 
integration:

U(rF ) = JJ W(rF ,rs )E(rs )dS = JJJy(r, )Q(rF ,r, ) d \ , ( 1.6)

where IT(rF,rs) is some focusing function, and

£?(*> -'ri) = fJ w(rF -r, XA) (r, -  ri )ds
s

is the kernel of the new integral equation for / ( r , ) . This function Q(rF,r,) 
is the system instrument function (SIF), in other words, it describes the re­
sponse of the system to a point source: y(r,) = 5(r, - r 0) . Here r0 is the ac­
tual position of this point source. This function is called the point spread 
function (PSF) in optics.
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When the focusing function fV(rF ,rs) is successfully (optimally) chosen, 
the kernel Q{rF ,r̂ ) should be well localized in the vicinity of the point 
rF = I-, , or at least depend on the difference between the points rF and r , : 
Q{rF , r,) a Q(rF -  r,). In the case, equation (1.6) is a convolution equation:

G(rF) * J J j 7(r,X?(rF -  r,)d \  , (1.7)
V\

which is solved by standard means, for example, by implementing Wiener 
filtering with regularization. The best result will be obtained when the kernel 
of equation (1.6) is close to a 5-function:

Q(Jf  _ ri) ~ S(rF -  r,),

then it can be written as

j ( ri )~U(rF ).

This is the desired solution of the inverse tomography problem. There is just 
one thing left to do -  figure out how to define the focusing function 
W(rF ,r,) .

As is shown in Appendix 1, the function [2]
un \ 4 dG.(rF r )W(rF ,rs) = —----- j -----= W( rF - r s)

i an
should be taken as the focusing function in the case of monochromatic radia­
tion with wave number k,  where G,(r) = exp(-iT:|r|)/47t|r| corresponds to a 
so-called convergent wave while the function G0(r) is referred to as a diver­
gent wave. This function is the second independent solution of the Helmholtz 
equation (1.5). It is important here that

4

# G 0(r, -rJW 'O y - r s)dSt =
s

§ G 0(rf  -  rs) dG^ j~ * > -dS - S*(|r, -  rF\).

The integration is performed here over a closed surface that encloses the 
points rF and r , , and the surface normal is chosen to be the inwardly- 
pointed one. In this case, the so-called spread 5-function arises
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which transforms in the limit to the ordinary one-dimensional 8-function: 
lim 8*(|r,-iy|) = 5(|rl - r F|).

Figure 1.6 illustrates this point.

Fig. 1.6. SIF in the case of complete focusing by a closed aperture -  
the spread 6-function.

When the integration surface (the scanning aperture of the receiving an­
tenna) is open, localization will be partial and maximized (take a stretched 
form) in the direction normal to the aperture surface (Fig. 1.7). Thus, the SIF 
takes the form

The above-described choice of the focusing function fV(rF,rs) is physi­
cally justified and corresponds to inverse focusing where radiation incoming 
from a given point in space -  the focusing point rF -  is summed in-phase. 
To align the phases of incoming partial waves the convergent Green’s func­
tion G,(rF - r 5) is used.
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x, cm

Fig. 1.7. SIF in the case of partial focusing by an aperture of finite size.

It should be noted that the form of the SIF is the result of recording the 
interference pattern in the vicinity of the focusing point. The SIF will take a 
stretched form (Fig. 1.7) if monochromatic radiation and a receiving aperture 
of finite size are used for sounding. This means that the best resolution is 
achieved in the cross direction ( ~ X = c j f ), and the worst resolution, in the 
longitudinal direction. In general, the SIF depends on the sounding radiation 
frequency, which determines the oscillating nature of the SIF and its spatial 
variation. By using pulsed (multifrequency) radiation, localization of the SIF 
can be increased, and the spatial resolution will be increased as well, par­
ticularly with distance.

Using the reciprocity principle, it may be noted that similar focusing can 
be performed by the radiating aperture. The cross focusing obtained in this
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way provides good localization of radiation or, more accurately, localization 
of the radiation-matter interaction (Fig. 1.8). Implementing cross focusing 
considerably weakens the role of multiple interactions between radiation and 
matter.

Under double focusing, the resultant signal is proportional to the intensity 
of inhomogeneities in the intersection region of focusing of the radiation 
field and focusing of the received field. The localization region is found by 
taking the product of the corresponding focusing functions.

Fig. 1.8. Cross focusing of radiation.

It should be noticed straight away that focusing of the two fields is possi­
ble at the hardware level using lenses, mirrors, and prisms as well as at the 
computer post-processing stage when the phase distribution is recorded. The 
wave phase is crucial for the realization of focusing. When waves interfere in 
the focal region, the partial waves add together in-phase (coherently), ampli­
fying the intensity of the resulting wave. Outside of the focal region the par­
tial waves add together out of phase and there is only partial or rather no am­
plification of the wave intensity. All of this is compatible with bringing Fres­
nel zones into the picture in the analysis of a zone that is significant for wave 
propagation.

If the transmitting and receiving apertures of the sounding system are 
collocated (monostatic location), multiple interactions are also decreased in 
this case but only in the direction transverse to the sounding direction 
(Fig. 1.7). Longitudinal multiple interactions can be attenuated either by in-
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creasing the aperture size, for example, by using synthetic aperture radar 
(SAR) or by pulsed radiation. Monostatic sounding (tomography) is most 
interesting in practice and is used the most often.

Note that direct realization of the described focusing method is a time- 
consuming operation because of mechanical scanning or multiple multi­
dimensional summations. It should also be emphasized that in defining the 
focusing function lV(rF ,rs) it is crucial to assign the phase correctly in order 
to ensure that the waves from the focal point add together in-phase. The am­
plitude of this function is not important for focusing.

1.3. Radio-wave tomosynthesis technique

The radio-wave tomosynthesis technique (RWTS) is a generalization of 
FS to the case of wave fields. Formally, the method reduces to re-expressing 
relation (1.7) in the spectral representation

0(K) = j(K)Q(K)
and proceeding from there to deconvolution with regularization

j ( r) = 7 -^ 7  f IT j(K)exp(/Kr)</3K ,
(2ti)3 jjj

where j ( k ) = —— ------U(k ) . (1.8)
Q( k )Q (K) + a

The following spatial spectra are introduced here:

j'OO = JJJ j ix )exp(-/Kr)c/3r ,

£?(*) = JJJ £?(r)exp(-/Kr)d3r ,

£/( k ) = JJJ f/(r)exp(-/Kr)t/3r ,

where a  is a regularization parameter that depends on the measurement 
noise level.

The solution in the form (1.8) is rarely used owing to laboriousness and 
weak localization of the result of focusing in the longitude direction. A simi­
lar, but much simpler, solution is the one based on two-dimensional spectral 
analysis of the radiation distribution in the form (1.4).
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If the Green’s function in formula (1.4) is represented in the form of a 
two-dimensional plane-wave spectrum, then, according to Weyl’s formula

.  oo co ,

G0(r) = -— -y f f -^ -e x p O 'K r^ V  , (1.9)
( 2 * ) 2 i i 2 K r

K = (Kx,Ky ,Kz ) , K± = (Kx,Ky ) , Kz = yjk2 - k / ~ K y2 = J k ^ - K 2 ,

for the field in the z plane (Fig. 1.9) it is possible to write 

£ ( 1-) = - ^  J  J  -i-exp(iKr)i(K )</ 2K1 .
( 2 r c )  .<0 ^ 0  Z K z

Taking the two-dimensional Fourier transform of this field results in the sim­
ple expression

oo oo

£ ( kj_’z )=  f  J exp(-/K±r)£(r)i/2rx = -— exp(/Kzz)} ( k ) .

Fig. 1.9. Planes o f  radiation sources and receivers.
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It follows that the three-dimensional spatial spectrum of the distribution of 
radiation sources (currents) is expressed in terms of the two-dimensional 
spectrum of the observed field:

j'OO = JJJ y'(r, )exp(-«Kr, ) d \  = ̂ -e x p (- /K 2z)E(K1 ,z ) .
V\ 1

It must be borne in mind that the third spectral component is expressed in 
terms of the first two components:

Kr = yjk2- K x2- K y2 = yjk2 -  K±2 .

In other words, the 3-D vector of spatial frequencies lies on a sphere of ra­
dius k:

Kx2 + K 2 +Kr2 =k2 .

It is necessary to cover all wave numbers k = 2nfc and, equivalently, all frequen­
cies /  of the recorded radiation to fill out the spatial frequency spectrum. Next, 
the spatial frequency spectrum of the quantity j'(k ) must be converted from the 
(Kj .k^,!:)coordinate system into the Cartesian system (k^ k^ k .) by inter­
polation. The desired 3-D source distribution is then reconstructed as follows:

/ ( r) = JJJ j'(K)exp(iKr)r/3K .

Fast algorithms are available to perform this inverse Fourier transform.
The considered approach generalized and combines the two approaches 

addressed in Sections 1.1 and 1.2. For brevity, we shall call it the RVTS 
technique. In the final count, the idea formulated above lies at the basis of all 
tomographic methods, including the Stolt method [1.28].

The central idea of this method is to get the spatial spectrum of the re­
ceived signal in a given aperture to be directly proportional to the spatial 
spectrum of the sources. How this result is achieved becomes clear if we turn 
to the Huygens -  Fresnel principle.

Let the wave field distribution E0(r) be defined in the plane z = 0 
(Fig. 1.10). According to the Huygens-Fresnel principle, the field in the z 
plane can be calculated using the formula

£ ( r ) : .2j f £ 0(r,/ C°(J ; r- L s ,

where dS = dxdy , r5 = (x,y,z = 0), and r  = (x,y,z).
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Fig. 1.10. Field transfer from one plane to another.

Using Weyl’s formula (1.9), the two-dimensional spectra of the field can be 
written as

00 00

£ ( kx,z) = J J exp(-/Kxr)£(r)c/2rx =exp(/K2z)£0(kx,z = 0).
-00 —00

Of importance here is the exponential factor, which is the transfer function of 
free space (the background medium):

//(K) = exp{/Kzz } .

Thus, reconstruction of the spatial spectrum of the sources reduces to elimi­
nation of this factor, which physically means inverse radiation focusing (see 
Section 1.2). Multiplication of the obtained expression by the phase factor

//,(K) = exp{-/Kzz}

eliminates the spatial field divergence and corresponds to inverse focusing in 
the plane z = 0. According to this focusing method, this operation is effected 
by convolution of the field with the focusing function

J dn
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1.4. Location tomography

1.4.1. Inverse focusing

As noted above, implementing radiation focusing reduces the effects of 
diffraction and multiple interactions so that the dominant wave interactions 
can be described in the single-scattering approximation. We write an expres­
sion for the singly scattered field in the so-called Bom approximation where 
a point source located at the point r0 generates secondary currents in an in­
homogeneous medium in the form

where AE(r,) is the spatial distribution of the permittivity disturbance in the 
propagation medium. In this case, expression (1.4) transforms to

This field corresponds to the so-called bistatic location scheme. The gener­
ating point coincides with the receiving point r0 = r in monostatic location, 
so that the received radiation is described by the expression

The spatial distribution of the quantity As(r|) is of interest for tomography. 
There are some peculiarities in the solution of this problem pertinent to the 
approach discussed above: a change in the position of the receiving point is 
realized simultaneously with a change in the position of the source.

Using the pulse signal

in bistatic as well as in monostatic location generates a response of the form

y(r,) = A:2Ae(rl)G0(r1 - r 0),

£ ( r,r0) = JJJ Ae(r, )G0 (r, -  r0 )G0 ( r, -  r )d \ l . (1 .10)
y,

( 1. 11)

s o (0  = JS0 (2ji / ) e x p ( - /2jt /  t)df

S(r,r0,/) = j £ ( r ) S 0(27i /) e x p ( - /2 ;i /  t)df
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Here k0 = 2nf0/c is the wave number corresponding to some average fre­
quency of the signal spectrum. In the case of a point-like inhomogeneity

Ae(r,) = Ae„8(r, - r 10)

the integral is evaluated as follows:

frio-rol + h o - r l j

(4n)2|ri o - rollri o - r l
S(r ,r0,t) = k02A£0

and generates the characteristic pattern depicted in Fig. 1.11. Time t is plot­
ted along the vertical axis, and the coordinate r  of the observation point is 
plotted horizontally. The pulse waveform in each vertical cross-section is 
represented as a gray-scale image. Such a pattern is called a diffraction hy­
perbola.

Fig. 1.11. Diffraction hyperbola.
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In our opinion, out of the entire set of existing approaches the focusing 
synthesis technique is the most promising. In this technique localization of 
the radiation-matter interaction can be realized in series or in parallel. This 
approach is reminiscent of the inverse projection method, which is widely 
known amongst mathematical tomography methods, but, in contrast to it, this 
approach deals with predominantly coherent radiation. As its final result, it 
delivers a significant gain in spatial resolution and computation speed. Syn­
thesis of focusing is based on the idea of representing the act of focusing as 
the result of multi-beam interference of coherent waves, when these wave 
fields interfere in-phase at a selected point -  the focal point ( rF ). In the case 
of monochromatic radiation (1 .10) this operation is performed by multiplying 
the complex amplitude of the received field at each receiving point rm for 
each transmitting point r0 n by the focusing function

M(*>. rm. ro,„) = exp{-/*(|i> -  r j  + |i> -  r0 „|)}.

As a result, we obtain the following function:

t / (rF) = Z Z M(rF’rm’r0.«)£ (rm>r0,n)- 0-12)
m n

The central idea of this operation is to interfere all possible waves in-phase at 
a given focal point rF . Scanning the sounded region with the focusing point 
delivers the distribution of inhomogenities in space. If sounding is performed 
at a set of frequencies f k , i.e., at a set of values of the wave number 
k = 2nfk/ c , summation (superposition) of the set of interference patterns 
U(rF ,k) will decrease the level of side lobes and increase the magnitude of 
the central peak at the focusing point. Mathematically, this can be written as

U(rF ) = ^ U ( r F ,k). (1.13 a)
k

If pulsed radiation is used, the last equation means that focusing should be 
over both space and time:

(1.13b)

m̂,n
IV -  r„ + IV -  r.0,nwhere

c
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In the case presented in Fig. 1.11, the focusing procedure is equivalent to in­
tegration (summation) over a hyperbola. So this focusing method is called 
the (diffraction) hyperbola summation method in some papers [6], This ap­
proach is, by its definition and realization, equivalent to using spatiotemporal 
matched filtering, where the focusing function acts as the transfer function of 
the matched filter. We call this approach the inverse focusing method (IFM).

Note that the contribution by weight of each term in sums (1.12) and 
(1.13) is important to enhance the quality of the focused images, but correct 
phasing of the terms plays a much larger role. Amplitude weighting of the 
terms influences the side-lobe level and the possible appearance of artifacts.

Radiation focusing alone as an interference phenomenon can be realized 
in two ways: physically or mathematically. Physically, this means the use of 
physical equipment such as lens, mirrors, prisms, phased antenna arrays. 
Mathematically, it means using computer software. The latter is of particular 
interest because, on the one hand, it affords to analyze the experiment data in 
deferred processing mode as thoroughly as it needed, and, on the other hand, 
to perform such analyses quickly by the use of fast algorithms.

A wave field, which is formed as the result of focusing, is a quasi-parallel 
(collimated) beam of electromagnetic radiation. According to calculations, 
the phase and amplitude of a wave-front in the focusing region are close to a 
plane wave. So, the interaction of focused radiation, including UWB pulses, 
with media and objects imbedded in them can be considered in the approxi­
mation of a collimated beam. Let us consider some peculiarities of location 
sounding, i.e., sounding with one-sided access to the object being inspected.

1.4.2. Single focusing on environmental boundary

Let us suppose that the measurements at the frequency /  = ck/2n result in 
a scattered field distribution £ (p 0, / )  over a certain plane above the surface 
of the sounded medium (Fig. 1.12).

The method of synthesized aperture radar makes it possible to reconstruct 
the volume distribution of inhomogeneities by inversion of integral (1 .10). 
To obtain this distribution, we focus the field at some point on the interface 
of the media pF . As is well known, the operation of focusing consists in the 
in-phase interference of scattered field amplitudes at the chosen focusing 
point. To provide such interference, it is necessary to compensate the phase 
differences from the transmitting antenna to the focusing point and from the 
focusing point to the receiving antenna.
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Fig. 1.12. Detection o f  hidden inhomogeneities.

The result of focusing of the scattered field at some point pF  on the sur­
face can be written with the help of a convolution integral

F ( p F ’ f )  = J f £(Po J ) M (P f  ~ P o> /V 2Po .
s

where A /(p ,/)  = expj-ik0^2y/p2 + h 2 jj is the simplest form of the corre­

sponding weighting function (focusing function), and the integration is per­
formed over the entire observation plane S , which is the synthetic aperture 
plane. The hidden object, or inhomogeneity, is located in the lower half­
space with refraction index n .

With regard to representation (1.10), the focused field can be written as

F ( P F ’ f ) = JJjA £(Pi>zi )Q (P \ ,p F , Z \ , f ) d 2rx , (1.14)

where
Q { p \ - > p F ' z \ ’ f )  =  J J G q (p, - p 0,Z|) A/(pf  - p 0,/)cfp0 (1.15)

is the system response to a point-like inhomogeneity located at the point r , , 
i.e., this is an instrument function at the frequency/for focusing at the point 
pF on the surface.
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Note that the field in the focusing region becomes homogeneous in the 
case of a large aperture S , and integral (1.14) transforms to an integral of 
convolution type, and thus can be approximately written as

(?(Pi>Pf >zi>/) * Q(Pf  ~9\,z\ J )  ■

This allows the instrument function for one focusing point to be applied 
approximately for other points. Only the displacement between these two 
points p = P/r ~P! is important here. Figure 1.13a presents gray-scale plots 
of numerical calculations of the instrument function Q(p ,z ,f )  for free space

x, cm x, cm

Fig. 1.13. Instrument function of the system in the frequency domain: a is for free space; 
b is for a medium with n = 3; c is in the transverse approximation for a medium with n = 3.
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( n = 1) at the frequency / =  10 GHz, when the synthetic aperture is 50 cm 
and its height /i = 30 cm. Darker regions correspond to the larger amplitude 
values. The amplitude of the instrument function for a medium with refrac­
tion index n = 3 is shown in Fig. 1.136. It can be seen that the region of 
maximum response of the medium to the point scatterer will be extended 
vertically if the refraction index of the lower medium n is increased. In other 
words, increasing the electric phase difference relative to its geometrical path 
results in a marked extension of the focusing region in lower medium.

It should be stressed that such focusing will localize the inhomogeneities 
in the horizontal plane only, and vertical focusing is not possible at this stage. 
From general considerations, it would clearly be more appropriate to select a 
focusing point directly in the investigated medium. However, such focusing 
is connected with cumbersome mathematical calculations and high time ex­
penditures for data processing as well, for example, up to four hours, as was 
mentioned in paper [1]. As can be observed in Figures 1.13 a and b, the 
wave-refraction effect will extend the surface focusing into the medium, at 
least for points that are located not too deeply. The higher the refraction in­
dex n , the stronger this effect becomes.

With due regard for the extension of the instrument function in the 
vertical direction, let us suppose that refracted plane waves are propagated 
in the lower medium transversely to the medium boundary. Let us empha­
size that the higher the refraction index n of the investigated medium, the 
more accurate the approximation becomes. In this case, the expression for

k]z simplifies: k1z = \lk2n2 - k^ &kn = k\, and the factor exp(/A:1z), which 
appears in Eq. (1.15), can be taken outside the integral:

where F(k) is the transmission coefficient of a plane wave through the 
boundary of the two media [3].

Reversing the order of integration in integrals (1.14) and (1.15) and em­
ploying approximation (1.16), the expression for the focused field can be 
written as

f (Pf J ) =  f  exp(/2 te1)JjAe(p,,zl)01 (pF - p l, / ) ^ 2p1̂ 1, (1-17)

d 2k x s

(1.16)

0

- 0 0
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where £?±(Pf ~ P |, / )  = C?(Pf “ P,.^ = 0 ,/ )  =
= | jM ( p F -p o ,/)G ^ (p | - P 0)^Po

5
acts as the transverse instrument function of the system at the frequency / .  
Figure 1.13 c presents a gray-scale plot of a numerical calculation of the 
transverse instrument function QL ( p , / )  for the frequency /  =10 GHz. It 
can be seen that this function duplicates the instrument function quite accu­
rately for the refraction index n = 3 down to a certain depth zmax, then the 
approximation is no longer applicable. Localization of the instrument func­
tion Q± ( p , / )  over p determines the potential resolution of the system in 
the horizontal plane.

To obtain the three-dimensional instrument function, we apply the Fourier 
transform to the focused field (1.17) at all frequencies at which the measure­
ments are performed. As a result, we can write

F ( P f >‘ ) = J ̂ (p F,/)exp(-/27t f t ) d f  =

= JJJ Ae(p„z, )Q± (̂ pF - P| - r, j</2pi<*i, 0 -18)
v \

where

2± ( pf -  P i zi) = J(?± (Pf ~ Pi’/ ) exP[~/27t /  ( ' -  2 / c) l #

the instrument function of the system in the space-time domain. Numerical 
calculation for the frequency band from 0.5 to 17 GHz has revealed that the 
function Q± is localized in three dimensions (Fig. 1.14). The calculation was 
performed under the assumption that the depth of point-like inhomogeneity 
zi=2.5 cm.

Within the framework of the adopted approximations, it is sufficient to 
write the solution of the convolution equation (1.18) to reconstruct the spatial 
distribution of the inhomogeneities Ae(p , ,z,). This is a well-known prob­
lem, which is usually solved by using Wiener filtering with regularization. 
However, the established fact of good localization of the instrument function 
of the system makes it possible in the first approximation to assume that
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Ae(PF ’ zf )~  ^ (p F ,2nzF / c )  =
QO

= { exP(-J2 ^ f  ) | j £ ( p 0,/)A /(p /r - p 0, f ) d 2p0df. (1.19)
-90 S

The accuracy of the resolution in this case is determined by the scale of lo­
calization of the instrument function of the system.

0

-5

§ -io

-15
-10 -5 0 5 10

x, cm

Fig. 1.14. Three-dimensional instrument function of the system.

Taking the adopted approximations into account, solution of the inverse 
problem reduces to focusing of radiation at a point of the medium near the 
surface and taking the inverse Fourier transform over frequency. The fast 
Fourier transform makes it possible to significantly speed up data processing.

The proposed algorithm was successfully implemented for tomography of 
antipersonnel landmines buried in moist sand (see Chapter 6).

1.4.3. Two-step focusing approach

The method of fixed focusing onto the medium interface, presented 
above, is especially efficient if the lower medium is strongly refracting [4], 
In this case, the lower medium acts as a refractive prism, which keeps the ra­
diation focused like on the surface. This situations change in the case of a 
weakly refracting medium or if the refraction index of the lower medium is 
lower that that of the upper medium. Partially focused radiation bergins to 
diverge in the lower medium. This happens, for example, when sound propa-
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gates from air into water. To correct this situation, additional focusing (sec­
ond focusing) is needed. Let us consider how that can be done.

We assume that the monochromatic wave radiator and receiver move in 
parallel to plane medium interface at some distance from it. Location sound­
ing of the medium is performed by monochromatic waves with a definite 
step, and the radiation point coincides with the receiving point and is located 
at a constant height h = const in the air above the surface of the medium.

Let us suppose that focusing at a certain point on the medium boundary 
has been performed. To correct the situation, the additional (second) focusing 
should be performed. We do this using the convolution integral

^l(PFl.Ai,/) = /J^(PF./)A/,(P/,-pjr,\/)(rf2pF ), (L20)

where M l(pF , f )  = e\p[-ikn2yjpF2 + h 2~\ is the weight function of focusing; 
ri = (Pf >M 's the focusing point in the lower half-space; S is the plane of 
the medium boundary, which is also the plane of the second synthetic aper­
ture. It is assumed that the refractive index is known. The function A/, in Eq. 
(1.20) depends only on the difference of arguments by virtue of the assumed 
uniformity of the synthetic aperture.

Taking Eq. (1.17) into account, the focused field can be written as

Fi(P F iA / )  = n j A£(P,’zi)£MPi<PFiA</)(rf2P i)^ i - O-21)
<i

where

£?i(Pi>Pf 1’^i>/) = JJ£?(Pi>z1’Pf ) ^ i(Pfi — Pf ’^iX^ Pf ) (l-22)

corresponds to the system response to a point-like inhomogeneity located at 
the point r , , i.e., it is the instrument function of the system at the frequency 
/  for focusing on the point pF below the medium boundary.

If the aperture S  is large, the integrals transform into convolution inte­
grals, then it is possible to write

£?i(Pi’Pfi’z1’^i) =
= î JjGo (Pi — Po>)^(Pf _ Po> /)^  Po J J ^ i(Pfi — Pf ’^iX*̂  Pf )- (l-22) 

Of course, this is an approximate result. Making the substitution
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G02(p, - p 0) = g(Pi - P o ) , equation (1.20) can now be written as follows:

0i(Pi»Pfi»zi> ^)=
= *l2JJg(Pl -p 0)M(Pf -PoW l(Pfl “ Pf X^ P oX^Pf ). 0-24)

Carrying out this integration, we obtain

0, =A:2^ -Jg (-K 2 X)M(K3X)A/1(K31)exp(/K31(pFI -p,))(</2K3J  =

= £?i(P/n — Pi»̂ i»zi)> (1-25)

where g(-K2±), M(k31), and M,(k31) are the spatial spectra of the func­
tions g (p ,-P o ), M(p,h , f ) ,  and M x(pf , f ) ,  respectively.

On the basis of Eq. (1.25), integral (1.21) transforms into a convolution 
integral and can now be approximately written as

1̂ (P /i A / )  =  JJJ Ae(Pi >z\ )Qi (Pi ~  P / i . ■̂ . f ) dr\ ■
V\

The function g^p .A ,,/) acts as the instrument function in the focusing sys­
tem with double synthesis of the focusing effect. Figure 1.15a presents a 2-D 
gray-scale plot of the system instrument function when two-step focusing is 
performed at a depth of 10 cm below the medium boundary.

x, cm x , cm

Fig. 1.15. Instrument Function (IF): a -  in two-step focusing; 
b -  approximate representation.
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Let us admit the approximation in which the waves propagate along the 
normal to the surface in some region near the focusing point. This region will 
be localized in the horizontal plane and extend vertically to a great height . 
In the given region it is possible approximately to write the instrument func­
tion as

Q\ = 0 i(Pfi -  Pi, z\ - h x)~ Q\i (Pfi “ Pi )exp(2ifei[zI -A ,]).
With this taken into account, the focusing field takes on the following form:

F(9 f A )  = J J (^ 2Pi) ^ iA£(Pi-ziX?i±(Pfi -Pi)exp(2/Aw[z, -  A,]),

where A = co/c. If we now transform from the frequency domain to the time 
domain by means of the inverse Fourier transform, it is possible to obtain 
depth resolution and approximately recover the image of the scattering in­
homogeneities Ae(py,z^):

~ J dpldzlAE(p],zl)Qil5[zF -[z, -  A,]]27t/(2«/c)» Ae(pF ,zF) ,

where zF is the focusing depth, and tF = 2nzF /c is the time it takes for the 
wave to travel to the focusing point and back.

The obtained formula solves the tomography problem by implementation 
of two-step focusing.

1.4.4. Group focusing approach

The two-step focusing method can prove to be insufficient in a number of 
situations, for example, in a multilayer background medium or, on the con­
trary in a homogeneous medium. The focusing should be performed in such a 
case in series or parallel at all distances. Let us elucidate the essence of the 
proposed solution in the particular case of a homogeneous background me­
dium in the single scattering approximation

Here A, = A = 27t//c is the wave number corresponding to the background 
medium. The Green’s function is written in this case as a spherical wave field:

£ (P o> /)= JJJAe(p|,Zi)G02(P| - p 0>2i)d2P\dzx. (1.26)
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Go (Pi "  Po>zi) = exp{/A:V(Pi-Po)2 + ̂ i2} / W ( P i ~ P  o f  + z \2 ■ 

If we differentiate equation (1.26), we can write

= JJJ Ae(P|,z, )G2 (p, - p0,z, y 2p,</z,,

where

G 2 (Pi “ Po-zi ) s  exp ji2£^(p, -  p0 )2 + z 2 } /4 n V (P i-p 0)2 +z,2 .

This function admits a plane-wave decomposition of the spectrum (Weyl’s 
formula):

^ ( P i  P0’Zl)~
( 2 * ) ‘

- J J
exp{/(Kx( p ,-p 0) + KzZ|)}

2k , ( ^ i )-

where k z = yj(2k)2 - k 2±  . Taking this representation into account, we can 
write

E\ K ' / )  = J f exp{/ulPo}̂ | -  - 1 ^ 2p0 =

:J|jA e(p„Zi) exp{i(u±p, +« z,)} j2_
--------- z-.------------ d Pidzu2  i u ,

(1.27)

where uz = yl(2k)2- u 2x . This expression implies that the spatial frequency 
spectrum of the inhomogeneities coincides with the obtained expression for 
£, (u±, / )  to within a constant factor:

Ae(ux,uz) s  JJJ Ae(p,,z, )exp{/(uxp, + uzz, )}d2 p,dz, =

= 2/uz£ 1(u1, / ) .  (1.28)

In the final count, the three-dimensional inverse Fourier transform re­
mains to be performed to recover the spatial distribution of the inhomogenei­
ties. There is only one calculational peculiarity here if expression (1.27) is 
used, and that is the need to transform from time frequencies /  to the corre­
sponding spatial frequencies
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U Z  = yl(2 k )2 -  ui  = ' J i W / c ?  -  u i , (1.29)
which is realized by interpolation. Expression (1.28) realizes the idea of the 
focusing method at all distances.

Figure 1.16 displays the result of simulation when the above-described 
group focusing method was used. The result of numerical simulation of the 
distribution of the real part of the radio-location response from a point-like 
inhomogeneity with the coordinates x = 20 cm, y -  0 cm, and z = 150 cm 
is presented in the upper part of Fig. 1.16.

6 7  8 9 10 11 12
/  GHz

Fig. 1.16. Location sounding problem: a -  simulation modeling; h -  result of 
reconstruction a point-like inhomogeneity using the group focusing method.
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Sounding was performed within the limits ± 50 cm along the x axis, in 
the plane y = 0 cm in the frequency band 6-12 GHz. The solution result, the 
tomogram reconstructed in the plane y  = 0 cm, is shown as a gray-scale plot 
in Fig. 1.166. It is obvious that the prescribed inhomogeneity is restored un­
ambiguously.

Here and below, the problem of large aperture synthesis with radiation 
focusing is called radio-wave tomosynthesis. Equation (1.28) in this case is a 
generalization of the Stolt method and it takes into account the difference 
between the functions G0 (p ,- p 0,z ,) and G2 (p, - p0,Z|). It should be 
noted that this substitution acts as a selection of the window function and 
does not affect the focusing procedure.

The proposed method is applicable in the case of a multilayer medium. It 
suffices, for this purpose, to replace the exponential factor exp{/u2 z,} in 
formula (1.27) by the combined factor

which accounts for the phase difference for all previous layers with depths 
z ■ and refractive indices rij . The normal projection of the wave number in

each of the layers is calculated as

As an experimental test of this approach, a model medium was constructed 
from three foam-concrete blocks with equal depth of 10 cm (Fig. 1.17a). A 
thin test layer made from five aluminum foil strips with equal width of 2 cm 
(Fig. 1.176) was placed between the second and third blocks. The aluminum 
test layer is indicated by an arrow. The measured refractive index of the 
foam-concrete was n = 1.44. A radio image of the test layer obtained by the 
proposed method is shown in Fig. 1.176 as a gray-scale plot. Sounding was 
performed using UWB pulses with a pulse duration of 200 ps.

The radio image reproduces the actual size and positions of the aluminum 
strips with a resolution of at least 2 cm. If the background medium is 
inhomogeneous, the resolution will be a bit worse (see Chapter 2).
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0 20 *,cm
Fig. 1.17. Experiment to validate the group focusing approach: a -  a wall made of foam- 
concrete blocks; b -  test object inside the wall and its radio image.

1.5. Summary

The methods and approaches developed in this chapter form the basis of a 
common approach called radio-wave tomosynthesis. The fundamental idea of 
this approach is to develop a focusing effect as a result of partial wave inter­
ference. The connection between radio-wave tomosynthesis and multidimen­
sional matched filtering and other methods has been pointed out.

It has been demonstrated that the focusing effect, which is the basis of 
wave tomography, significantly reduces the effect of multiple interactions 
and amplifies the role of the dominant mechanisms of the radiation-matter 
interaction.

The emphasis has been upon location sounding, where the radiation and 
receiving points are located in the same half-space. Many of the algorithms 
proposed for the solution of the inverse problem reduce to fast algorithms 
and admit of real-time operation.

Most of the solutions considered have been borne out by numerical 
simulation and real experiments.



Chapter  2

RADAR TOMOGRAPHY 
OF HIDDEN OBJECTS

The tomographic methods described in Chapter 1 were validated by nu­
merical simulation. But their experimental testing is of greater interest. The 
aim of the present chapter is an objective assessment of these methods’ 
resolution. The working models developed here may serve as prototypes of 
commercial radio-tomographs. Results of papers [1-6] are summarized in the 
present chapter.

2.1. Basic experimental setup

The basic setup for UWB radio-wave sounding includes: a scanner, an 
XY positioner (Fig. 2.1), a scanner control unit, a TMR8140 stroboscopic os­
cilloscope (Fig. 2.2), a personal computer, and a transceiver module 
(Fig. 2.3).

The transceiver module is worthy of note. The original design of the 
UWB antenna is implemented in this device (Fig.2.4). The antenna is con­
structed as a combined antenna which consists of two electric antennas (a 
TEM horn and an asymmetrical dipole) and a magnetic antenna of spiral 
shape. The overlap of the near-field zones of these unlike (electric and mag­
netic) antennas makes it possible to considerably reduce the presence of re­
active fields and extend the bandwidth as a result. Figure 2.5 plots the fre­
quency characteristic of the smallest of the antennas shown in Fig. 2.4. The 
bandwidth of this antenna is 1-18 GHz. The voltage standing wave ratio 
(VSWR), which is a specification used to rate antennas, does not exceed 2.

The displacement of the antenna phase center for the frequency spectrum 
does not exceed its diameter. The design of the antenna was developed by 
Associate Professor J. I. Buyanov.
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Fig. 2 .1. Scaled-up two-dimensional scanner for UWB measurements.

Fig 2.2. TMR8140 stroboscopic oscilloscope and Fig. 2.3. Transceiver module,
bipolar pulse generator with a duration of 0.1 ns.
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Fig. 2.4. UWB antennas of snail type.

Fig. 2.5. VSWR frequency dependence of snail type antennas.

The directivity pattern of the antenna, by virtue of its small size, is quite 
wide in both the azimuthal and the elevation plane (30-70°). Directivity pat­
terns (DPs) of the antenna, measured at two frequencies (3 GHz and 9 GHz), 
are shown in Fig. 2.6.
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Fig. 2.6. Azimuthal DP of a snail type antenna.

Signals with durations of 100, 200, and 1500 ps were analyzed for radio­
sounding. Equipment from TRIM, Ltd. -  Research and Production Enterprise 
(St. Petersburg, Russia) (TRIM Ultrawideband Measurement Systems) was 
used to generate and receive the UWB signals. The pulse repetition rate of 
the strobe was 100 kHz. Analysis of signal forms and spectra (Fig.2.7) re­
vealed that pulses with durations of 100 and 200 ps were most relevant for 
radio-tomography. These signals in particular should provide proper spatial 
resolution, and their spectra are well-matched to the chosen design of the 
transceiver antenna.
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f  GHz

Fig. 2.7. UWB pulses of different duration (a) used for sounding, 
and their spectra (6): curve / -  100 ps; curve 2 -  200 ps; curve 3 -  
1500 ps.

A typical signal with a duration of 100 ps, reflected from the test object, 
is shown in Fig. 2.8. The signal is of indented form, and the central peak is 
delayed by the travel time from the object to the antenna module.
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Figure 2.9 displays a sample raster image of recorded signals from scan­
ning the test object. The line-by-line rasters presented here are set one above 
another. In this case, horizontal flyback of the scanner starts immediately af­
ter direct scanning of the previous line.

Fig. 2.9. Raw data of tested section.
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This considerably shortens the scanning time. It is important that the 
characteristic diffraction hyperbola, which indicates the localization of the 
object, is distinctly visible at every step.

The scanner control unit contains a USB-to-COM converter based on the 
FTDI 245BM chip. This makes it possible to transform low-current USB 
command signals into eight binary output signals, which after being routed 
through matching amplifiers are directed to the stepper motor control of a 
two-coordinate scanner. There are four windings in each stepper motor, 
where the current in each of them assigns the motor state. The control unit 
makes it possible to position the scanner antenna module along two axes in­
dependently. In general, the experimental setup allows the transceiver an­
tenna module to be repositioned within an 84x84 cm square region in the 
plane with an accuracy of 2 mm and a speed of up to 3 cm/s.

Employing monostatic radiometry methods to solve problems of tomog­
raphy in most cases supposes the use of a single antenna for both reception 
and transmission in a way that facilitates more accurate reconstruction of the 
radio-wave image of the tested object, all other things being equal. In UWB 
tomography, use of a single antenna is complicated by technical difficulties 
associated with isolation of the transmitting and receiving antenna paths. It 
proved to be impossible to find suitable directional couplers providing isola­
tion of not less than 30 dB in the UW frequency band. Development of a fast 
UWB switch is another independent task.

It was experimentally determined that the antennas must be separated by 
a distance of not less than 20 cm to get isolation of 25-30 dB between the re­
ceiving and transmitting antennas; however, this is unacceptable in UWB 
tomography.

To increase the decoupling from the transmitting antenna to the receiving 
antenna, a metallic screen was used, whose shape and geometric dimensions 
were determined experimentally. It turned out that an acceptable result was 
achieved when the screen had a shape close to that of an ellipse with major 
and minor semi-axes of 9 and 5 cm, respectively. A photograph of the assem­
bly of antennas with screen is shown in Fig. 2.3.
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2.2. UWB tomosynthesis of objects hidden in buildings 

and hand luggage

Figure 2.10 displays experimental data for a flat test object in the shape of 
a metal-coated stepped triangle. Each step is 5 cm (Fig. 2.10a). Processing of 
the radio-scanning data was performed by means of the algorithm described 
in Section 1.4.1. The result of single focusing at the actual distance to the 
object is presented in Fig. 2.106. The object’s shape is fully recovered, but 
there is outline blur, which is estimated as * 2  cm.

40
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-40

-40 -20 0 20 40
x, cm

Fig. 2.10. Test object -  stepped triangle: 
a -  true shape; b -  reconstructed radio tomogram.

Research on the possibility of tomography of hidden objects is of prime 
interest from an applications point of view. An example of such an experi­
ment is shown in Fig. 2.11, where an object of triangular shape, made of 
metallic foil glued on paper was placed between two foam-concrete blocks of 
thickness 10 cm each. The blocks and the object were situated at a distance 
of 80 cm from the scanner.

The observed location signals are plotted as a time series in Fig. 2.12, 
which is seen to fluctuate wildly. What we see here is multiple reflections 
caused by reflection from the medium boundaries and by reflections from the 
test triangle itself.
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Fig. 2.11. Experiment on tomography of a thin metallic object 
in a foam-concrete wall.

Fig. 2.13 displays results of a location radio-scan for a scene with a hid­
den object. Figure 2.14 presents results of reconstructing the image of the 
wall with the hidden object inside it. The object can be clearly made out, 
which means that there is range resolution.
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Fig. 2.13. Radio-wave scan of a scene with a hidden object.

-40 -20 0 20 40
x, cm

Fig. 2.14. Reconstructed image of the foam-concrete wall: 
a -  focusing on the foreground; b -  focusing on the hidden object.
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Thus, the possibility of visualizing hidden objects inside a wall by means 
of radio-waves has been demonstrated. It can be seen that the resolution of 
the hidden object has been degraded somewhat, and is close to 2-3 cm.

From physical considerations it is clear that the spatial resolution of wave 
tomographic images has a limit which is defined primarily by the size of the 
focusing area in the transverse direction and by the spatial extension of the 
applied pulses in the longitudinal direction. Let us clarify that.

We start with transverse localization. Focusing is possible within the so- 
called Fresnel diffraction zone, i.e., the zone in which the radiation point is 
observed with measured phase difference at different points of the recording 
aperture. If the size of the recording aperture is D , and Acp = ti/ 16 is the ef­
fective phase difference over the receiving aperture, then the depth of the 
Fresnel zone for radiation with the wave length X is defined as the distance

H F = 4 D 2/X.

Focusing degrades as the distance r approaches the limiting depth H F 

by an amount proportional to the ratio y = r/HF . If the diameter of best fo­
cusing on the center of the closed aperture is defined by the localization 
value 8*(p) and is equal to the wavelength X, i.e., the diffraction limit (see 
Section 1.2), then it will be increased by an amount that is proportional to 
y as the boundary of the Fresnel zone is approached:

px =Jl(l + y)3Jl(l + ?tr/4D2). (2.1)

For example, if the frequency /  = 12 GHz and r = 90 cm and D = 84 cm, 
the resolution will be estimated as p± = 2.52 cm. This is close to the experi­
mentally observed value. But this estimate is approximate.

Let us turn now to the case of longitudinal resolution. It is defined by the 
efficient pulse duration r or by pulse frequency bandwidth A/ ~ 1/x, so that 
the longitudinal resolution is estimated by the relation

Pjl =cx/2 = c/2Af.

This estimate gives the value P|| = L5 cm for a pulse with a bandwidth on 
the order of 10 GHz. This corresponds to the observed values.
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An experiment with two metallized cylinders was performed to assess the 
lo;s of spatial resolution with increasing distance to the object. The cylinders 
w:re separated by a distance of 6 cm in the transverse direction (Fig. 2.15).

Fig. 2.15. Experiment with metallized cylinders: 
1,2 -  cylinders, 3 -  scanner.
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The test objects were placed at distances r = 90, 135, and 180 cm. The 
tomograms obtained are displayed in Fig. 2.16. The positions of the cylinders 
are marked by the numbers 1 and 2, and an artefact is indicated by the num­
ber 3. The single cell size is 5x5 cm. According to formula (2.1), the esti­
mates of the transverse resolution for these ranges are p i =2.8, 4.3, and 
5.7 cm, respectively. It is seen that the resolution at short distances is suffi­
cient to observe inhomogeneities, but as the distance is approached at which 
resolution is lost (r = 180 cm), the likelihood of artefacts appearing in the 
image increases. It is interesting that the longitudinal resolution in this case 
does not vary since the working bandwidth remains unchanged -  after all, the 
sounding pulse is one and the same.

Fig. 2.16. Estimation of degradation of spatial resolution 
at different distances to the test cylinders, cm: a -  90; b -  135; c -  180.
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Practical implementation of the proposed technique for the tomography of 
building structures is of special interest. A plastered brick wall, which sepa­
rates two rooms, was chosen for the experiment. The wall is 16 cm thick and 
gives the appearance of having a smooth surface. Layer-by-layer scanning 
revealed that the inner structure of the wall is considerably nonuniform 
(Fig. 2.17).

First, electric circuit wiring was detected hidden under plastering. It 
shows up in Fig. 2.1 la  as a blurred vertical inhomogeneity with an extended 
shape. The wiring leads to a socket, which is located at the bottom of a pic­
ture. Current flows through the wire. It can be seen that the wiring is laid im­
properly and does not lie entirely in the same plane considering that it is hid­
den deeper in the upper part of the wall. Second, the bricklaying is not uni­
form at all, mortared brick layers are readily visible (Fig. 2.17ft). Partitions 
inside the hollow bricks are visible as well.

60

40

Eo

20

0

Fig. 2.17. Radiogram of inhomogeneities inside a plastered brick wall that is 16 cm thick: 
a -  cross section depth is 2 cm; b -  cross section depth is 9 cm.

To estimate the resolving power of the radiotomograph, an attempt to 
visualize a special test inhomogeneity was made. This inhomogeneity con­
sisted of a set of five parallel metallized strips, each of which was 2 cm wide 
(see the left side of Fig. 2.18). The strips were fastened to the back side of the 
wall. Traces of the strips are clearly distinguished in the tomogram of the
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corresponding layer (look at the central part of Fig. 2.18). Inhomogeneities 
inside the wall act as local prisms which deform (distort) the image in both 
the vertical and the horizontal direction. This can be seen by looking at strips 
4 and 5 in the tomogram which appear to be shifted lower from the set of 
strips 1-3 by about 1-2 cm. Moreover, strips 4 and 5 are shifted left by 2 cm. 
The image of strip 5 is nearly out of the vision plane of this layer of the to­
mogram by 16 cm. It bears noting that surface irregularities of the back side 
of the wall are visible in the figure as well (see the right-hand side and the 
upper part of Fig. 2.18).

0 20 40 60
x, cm

Fig. 2.18. Radio tomogram of metallized strips 
fastened to the back side of a brick wall with thickness 16 cm.

An experiment with the same metallized strips (Fig. 2.19) in air was per­
formed to estimate the resolving power of the tomograph in a homogeneous 
medium. As could be expected, the result was impressive (Fig. 2.20). The 
transverse spatial resolution was at least 2 cm. UWB pulses of 200 ps dura­
tion were used for sounding, and the distance from the scanned plane to the 
strips was 40 cm.
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Fig. 2.19. The experimental scene with metallized strips in air.

Fig. 2.20. Radio tomogram of metallized strips 
set in an open space in front of a brick wall.
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UWB tomography is especially effective for luggage inspection. A plastic 
suitcase with a plastic gun and a bottle of water inside it is shown in 
Fig. 2.21. Figure 2.22 presents the tomography of this scene.

Fig. 2.21. Plastic suitcase (a) and case contents (b).

Fig. 2.22. UWB tomogram of case contents.



2.3. The results of UWB tomosynthesis of objects in media with metallic inclusions 57

2.3. The results of UWB tomosynthesis of objects 

in media with metallic inclusions

The experimental setup described above (see Fig. 2.1) was used for tomo­
synthesis of images of hidden objects in media with metallic inclusions. First 
off, a wooden carrying box reinforced with metal bands was sounded 
(Fig. 2.23). The dimensions of the box were 47x41 x 19 cm.

Fig. 2.23. UWB-scanner and carrying box.
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A metal-coated stepped triangle was placed in the box. Each step of the 
triangle was 5 cm in length. There was a 2x2 cm square hole in the center of 
the triangle (Fig. 2.24).

Fig. 2.24. Test object inside the box.

Scanning was performed by moving the transceiver antenna module in the 
OXZ plane with a step of 1 cm. The scanning area had dimensions 60x50 cm. 
The test object was fastened to the bottom of the box at a range of 39 cm, as 
shown in Fig. 2.24. Range is reckoned in the OZ direction from the trans­
ceiver antenna module.

As a result of UWB-scanning and data processing a 3D-tomogram of the 
contents of the box was obtained (Fig. 2.25). Cross-section (a), which corre­
sponds to the upper cover of the box at a range of 18.5 cm, reveals the rein­
forcing tape along the perimeter of the cover and a metal handle in the center 
of the cover.

Wooden latches at the back side of the front of the box can be observed in 
cross-section (b), which corresponds to a range of 21.5 cm. Cross-section (c) 
corresponds to a range of 22.5 cm. The same inhomogeneities are visible in it.
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Fig. 2.25. Tomogram of metal-band reinforced wooden box and contents.
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The test object, a triangle with a central hole, is visible in cross-section (d) 
corresponding to a range of 39 cm. Cross-section (e) at a range of 42 cm cor­
responds to the back of the box. The back of the box and a radio shadow 
from the test object are clearly visible in cross-sections (e) and (/).

A radio shadow appears since the test object is metal-coated and therefore 
radio opaque.

According to the results of the experiment, it may be concluded that im­
plementation of tomosynthesis algorithms makes it possible to tune out inter­
ference caused by echo signals reflected from the reinforcing elements. The 
obtained tomogram allowed us to determine the depth of the test object with 
an accuracy better than 0.5 cm and visualize its shape as well.

Next, let us consider experimental results of visualization of an object 
placed in an open metal container. A metal safe with dimensions 
64x48x41 cm was used for this purpose (see Fig. 2.26). The door of the safe 
was taken off its hinges. Figure 2.27 shows the safe from behind.

Fig. 2.26. Test object inside the metal safe.
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Fig. 2.27. Back view of the safe.

On completion of scanning a tomogram was obtained which showed the 
distribution of inhomogeneities in the tested space. Radio images of cross- 
sections at different ranges are presented in Fig. 2.28. Figure 2.28a presents a 
cross-section corresponding to the upper cover of the safe at a range of 
18.5 cm. The front frame of the safe stands out distinctly in the tomogram. 
The cross-section corresponding to a range of 19 cm is shown in Fig. 2.28h. 
This tomogram demonstrates the sunken frame used to hang the door. The 
cross-section corresponding to a range of 53 cm is shown in Fig. 2.28c. In 
this tomogram the test object with central hole is distinctly visible. The cross- 
section at a range of 62 cm is shown in Fig. 2.28d. This cross-section images 
the back wall of the safe.

Based on the experimental results, it may be concluded that implementing 
tomosynthesis algorithms makes it possible to tune out interference caused 
by echo signals reflected from the walls and bottom of the metal container. 
The obtained tomogram allows the depth of test object to be determined and 
the shape of the object to be visualized as well.
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Fig. 2.28. Radio images of sounded area at different distances.

Big trucks inspection in order to prevent the transportation of prohibited 
articles such as weapons, explosives, etc. is a major problem at access control 
points (ACPs). There are special-purpose X-rays detectors for that purpose, 
but it is not possible to equip all of the critical ACPs owing to the high cost 
of the equipment. A relatively cheaper radio-wave system for detecting and 
visualizing hidden objects can be implemented to search dump trucks and 
similar vehicles. It is depicted in Fig. 2.29.

The system is basically a docked array of UWB-antennas, which are 
switched by electromechanical switching devices. When a truck moves 
through this system at low speed, it will be possible to sound the truck body 
in order to detect hidden objects under the load (soil, sand, etc.) A prototype 
of this system is shown in Fig. 2.30.



Fig. 2.29. Advanced system for detecting and visualizing hidden objects at ACPs.

Fig. 2.30. Clocked array of UWB-antennas.
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2.4. Tomography using linearly frequency-modulated radiation

The best possible resolution in the radio range can be obtained in the milli­
meter frequency range. This is the range where practically all American radio 
scanner prototypes work. It is an important fact that the resolution in this band 
is usually sufficient to recognize fine details of an object, while the penetration 
remains on a reasonable level. Let us get down now to experimental results to 
determine the potential and actual capabilities of this technique.

We consider a sounding scheme where the transceiver antenna is trans­
lated in the xOy plane (Fig. 2.31). Emission and reception of the radio signal 
are frequency-stepped with a fixed step using linear frequency modulation 
(LFM). This sounding scheme fully simulates using a planar antenna array. 
The test object was placed at a fixed range (30 cm) from the sounding plane. 
The central frequency was 94 GHz and the deviation bandwidth was 5 GHz.

Fig. 2.31. Experimental setup for radar sounding of objects hidden under clothes.
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The horn antenna directivity was wide enough to cover the sounding field 
totally from any sounding point. The experiment was carried out at the 
Fraunhofer Institute for Nondestructive Testing (IZFP, Germany).

In accordance with expectations, the obtained radio-image was severely 
blurred. Figure 2.32a presents the spatial distribution of one of the quadrature 
components of the received signal at the moment of maximum contrast. In 
this particular case a plastic revolver was sounded. A haloing of the interfer­
ence pattern is clearly visible in the image, which was obtained with a step of 
1.5 mm. This confirms the information content of the obtained radio-images. 
Figure 2.32ft presents the reconstructed tomogram using the algorithm devel­
oped below, together with a photograph of the object, so ignore this for now 
and read further.

To develop a SAR-based algorithm for data processing, let us turn to a 
model of the interaction of the waves and the medium inhomogeneities in the 
single scattering approximation of (see Eq. (1.11))

£(Po J )  = *2 JJJ Ae(p„z,) G l { R J ) d 1^ d z , ,
i'

where G0(R ,  f )  -  exp{ ikR}/4nR  is the free-space Green's function for

radiation at the frequency /  and k = 2 n f / c , R = \](p 0 -  Pi )2 + 2f . The 
quantity Ae characterizes the distribution of sounded inhomogeneities in the 
volume V.

Fig. 2.32. Radiotomography of a hidden revolver: a) original radio image, 
h) photograph and reconstructed radio tomogram of the object.
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If a narrow-band LFM signal is used
S0(t) = A(t)exp{2ni(f0 + at/2)t}

the mixer output signal for any location point p0 is written as

5 (Po>0* ( M ( 0 ) 2 J J J Ae ( p , , z, )G2(R ,f0 + at)d2p\dzx.
v

Here kQ -2n  f 0/ c . If, using the Fourier transform, we now transform to 
the spectral domain, then we can write

00

S(p0, f )  = J  S(p0,t)exp{i2nf t}dt*
—OO

* k2j j j  Ae(p,,z, )Gq (O,/0)5a ( v -  2aR/c)d2pIdzl, 
v

in the case of a sufficiently wide bandwidth of the sounding signal, where 
the function

M / ) =  J  A2(t)exp{i2nf t}dt
—00

is the smeared 8-function in frequency. Thus, a particular range from the 
source point to the sounding point under the integral will be associated with 
some specific frequency v .

We next perform the operation of image focusing in the transverse coor­
dinates of the observation points p0, which is performed by successive sum­
mation, with wave phase compensation , of the received signals which are 
scattered by a point with prescribed coordinates (pF ,zF ) . This operation is 
performed using two-dimensional convolution in the plane of the equivalent 
antenna array:

S(pF,zF, / )  = J"|s(p0, / ) e x p j - 2nik02^(p0 -  pF )2 + z\ \d2p0 .

Reversing the order of integration, the integral is rewritten as follows: 

5(P/r,2 /r,/) = JJ|A e(p1,Z1)0 (p 1,pF,Z| ,ZF, /> /2p16fe1,
V
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where

Q (  Pi 5 P f  ’ z \ > Z F  ’ / )  =
a  *o JJG 2 (i?,/0 )5^ ( /  -  2a/?/c) exp { -  2nik0 2i/( p0 -  PF )2 + 4  }</2p0.

Calculations show that for a sufficiently large observation area and the 
frequency assigned as /  = f F = 2azF/ c , this function will be homogeneous 
in its arguments, so that

0(Pi>Pf »zi>zf «./f ) ® £?_l(Pi — P f ’ z f ) ^ a ( z \ ~ z f )  ■

The following notation was introduced

Q 1 ( p l — P f , z F )  =  k 0 j j G  ( ^ , / 0)exp|-2ni*o2>/(po-pF) Po >
So

R f  = V(Po_ Pl) +ZF •
As a result, we can write

S ( P f >z f J f  )  =  J JAe(Pi-zf )0 x(Pi _ P f’zf  )^2Pi •

The kernel of this integral is localized so that we can write approximately 

^s(Pf ,zf )~ ^(Pf ,zf , / f )/?(zf )> <7(zf ) = JJ0_l(Pi>zf )^ Pi •

In fact, this representation delivers the solution of the inverse problem. It 
is in full conformity with SAR technology.

To provide a step-by-step demonstration of the feasibility of this method, 
we carried out a numerical simulation of LFM-sounding of a scene consisting 
of three point scatterers. Figure 2.33a schematically depicts their locations. 
The simulation was performed for the case in which f0 = 94 GHz, 
a  = 1.21013 s~2, and the measurement time is 5.1 ms. The result of numerical 
simulation of the real part of S(p0,/) is shown in Fig. 2.33 b.

Figure 2.34 presents a gray-scale plot of the real part (cosine quadrature) 
of the function S(p0,r), obtained by taking the Fourier time transform (a), 
and the final tomogram of the test scene (b). It can be seen that the spatial 
resolution in depth is markedly poorer than the transverse resolution. An 
identical result was obtained by processing real experimental data for three 
metal rods.
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Fig. 2.33. Location of three point scatterers (a) and their initial radio-image (b).
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Fig. 2.34. Source image spectrum of test objects (a) and its radiotomogram (h).

The result of applying the proposed algorithm to actual experimental data 
with a plastic toy revolver is displayed in Fig. 2.32b. It can be seen that a 
resolution on the order of 2-3 mm has been achieved, which is sufficient for 
detailed detection of the revolver. Similar results were obtained with a ce­
ramic knife and other objects.
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Thus, numerical simulation results confirm the feasibility of the proposed 
technique for reconstructing the distribution of medium inhomogeneities by 
implementing an LFM-signal. The developed algorithm is encoded as the ap­
plication RADIO IMAGE in C++ with a user-friendly interface. It is cur­
rently in use for interactive data processing at the Fraunhofer Institute for 
Nondestructive Testing (IZFP, Germany). Thanks to algorithms based on the 
fast Fourier transform (FFT), the total image processing time does not exceed 
30 s.

2.5. Summary

The experimental research described above demonstrates the prospects of 
the techniques proposed in Chapter 1 for radio-wave tomography of the in­
ternal structure of hidden semi-transparent objects and the external form of 
opaque objects as well.

The unified technology lying at the basis of these techniques, itself based 
on synthesis of the focusing effect in the spectral domain and the time do­
main, has been confirmed by numerous practical examples. Especially wor­
thy of note is the use of UWB radiation.

The design elements and modeling setups proposed in this chapter can be 
considered as prototypes for development of commercial systems of radio vi­
sion. Use of the step-scan technique allowed us to reveal the potential and 
actual capabilities -and estimate the limits -  of radio tomography to obtain 
maximum spatial resolution.



Chapter 3

TRANSMISSION TOMOGRAPHY

Transmission radio-tomography is tomography that is concerned with 
end-to-end scanning of the test area. A particular case of this tomography is 
shadow projection tomography and the Fourier synthesis method described in 
Section 1.1. As noted above, in contrast to X-ray and NMR-tomography the 
wave projections that arise here cannot be considered as purely shadow pro­
jections. Wave diffraction and interference, as well as multiple wave interac­
tions, are nearly always important for radio-waves. Using the double focus­
ing method, which is described in Section 1.2, makes it possible to reduce the 
influence of multiple interactions, but not completely. Such phenomena as 
diffraction and interference cannot be described solely within the framework 
of single interactions; and this fact must be taken into account in any effort to 
invert wave projections and solve the tomography problem, at least in any 
description of the dominant effects. As will be shown below, ray-optical 
phenomena such as an increase in the phase taper (eikonal) of partial waves 
must be taken into account when scanning semitransparent objects and me­
dia, and that means multiple interactions, but on individual rays. So as not to 
complicate the problem, we immediately point out that we have in mind here 
the so-called phase approximation of the Huygens-Kirchhoff method, which 
is, in our opinion, the most efficient and simple approach in the transmission 
wave tomography of semitransparent media. Chapter 3 integrates the results 
of papers [1-6]. The approximation of the physical theory of diffraction suf­
fices to describe the transmission tomography of the shapes of opaque ob­
jects. This will be discussed in Chapter 4.

Let us start from a description of experimental setup for transmission to­
mography and primary data processing.
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3.1. Experimental Setup

The setup provides direct focusing as well as inverse focusing at the 
hardware level. The basic optical circuit and a photograph showing the exter­
nal appearance of the transmission tomography setup are shown in Fig. 3.1. 
The current system makes it possible to measure the complex transmission 
coefficient of the wave channel. Measurements of the amplitude and the 
phase of the radiation penetrating the object were performed using a P4-36 
panoramic transmission coefficient meter. This meter is outlined by the 
dashed rectangle in Fig. 3.1a.

Fig. 3.1. Basic optical circuit (a) and photograph (b) 
of the transmission tomography setup.
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To improve the accuracy of measurement of the phase values of the re­
corded field (i.e., of the scanned area), a reference channel and an informa­
tion channel are included in the circuit. The setup operates in the range 8-12 
GHz with mid-frequency 10GHz. Vertical wave polarization was applied.

The radiation was focused with two lenses made of plaster. Each lens is 
32 cm in diameter, and the focal distance is 16 cm. The focusing system and 
amplitude-phase distribution of the field in the focusing area are depicted in 
Fig. 3.2. The point of combined focusing of both lenses is denoted as rF .

x, cm
Fig. 3.2. Focusing system (a) and computed amplitude-phase distribution 

of the field in the focusing area (b).
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The region of localization of focusing has the shape of a solid of revolu­
tion 3 cm in diameter and 30 cm in length. Figure 3.2b depicts the distribu­
tion of the calculated values of the phase and amplitude of the focusing field 
in the case when the transmitting and receiving apertures are separated by 90 
cm. Intensity contours, which define the active zone of the wave channel, are 
displayed in the middle of the figure. The active zone, which is important for 
propagation of radiation, is the region of maximum interaction of the field 
with the propagation medium. Of course, this is true for relatively weak in­
teractions. The distribution of phase values is represented in gray-scale. The 
field in the focusing region has approximately a planar phase front and small 
phase shifts across the wave channel. In other words, an approximately col­
limated wave beam is realized.

The amplitude-phase distribution of the wave projections was recorded 
with the P4-36 meter and controlled with a personal computer. The true ac­
curacy of the measurements was estimated as ± 1 dB for the amplitude and 
+ 5° for the phase.

Linear motion of the test object and its rotation about the active zone of 
the wave channel were used to obtain multi-angle wave projections of the 
object. The platform was constructed on the base of an xy flatbed recorder. 
The control voltages were assigned using two digital-analog converters 
(DAC), which were controlled by the PC.

3.2. Tomography of semitransparent objects 

in the phase approximation 

of the Huygens -  Kirchhoff method

Tomographic scanning of an inhomogeneous test scene was performed by 
means of the setup described above. The test scene consisted of two semi­
transparent figures -  two cylinders, one of circular cross section and the 
other, of square cross section, filled with polystyrene beads.

Full-angle images of the distribution of the amplitude attenuation and 
phase disturbance of the wave field are displayed in Fig. 3.3. Variation of the 
measured values are displayed in gray scale. The areas that are darker gray 
correspond to more intense amplitude attenuation and greater phase distur­
bance, respectively. The axial symmetry of two figures reflects the double
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redundancy of the obtained projections because rotation of the object by 180° 
should not change these projections. The observed differences of opposite 
projections indicate a good level of measurement accuracy. The differences 
can be averaged during processing.
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Fig. 3.3. Full-angle images of the distribution of amplitude attenuation (a) 
and phase disturbance (6) of the wave field when the test scene is scanned.
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The shape of the scanned objects is depicted in Fig. 3.4a. It should be no­
ticed that an abrupt (nonmonotonic) attenuation of the amplitude of the trans­
mitted radiation is observed when a focused ray is transmitted through the side 
boundaries of the object, and then the amplitude increases. This is shown in 
Fig. 3.3b and can be explained by the ray refraction effect at the side bounda­
ries. Everything varies monotonously in the phase image -  ray transmission 
through the side boundary does not cause nonmonotonic changes in the phase 
(Fig. 3.3b). Note the smaller phase disturbance due to the rectangular cylinder 
in contrast to the circular cylinder. A distinctive characteristic here is the horse- 
shoe-shaped gaps in the images, which is explained by passage of the focused 
ray through the space between the cylinders.

Fig. 3.4. Shape of test scene objects (a) and reconstructed tomogram (b).

One way or another, the obtained wave projections (Fig. 3.3) do not re­
semble to the shapes of the test objects (Fig. 3.4a). For adequate reconstruc­
tion of the tomogram, dominant effects of the interaction of radiation with 
the propagation medium must be taken into account. Let us consider an ana­
lytical model of wave projections.

If the source of the sounding wave is a point source, then we can write for 
the field in the observation plane S2 (see Fig. 3.2a)

E(r2, r ,) = 2 JJ G0(rj0 -  r x) dG^ ~ r^  dS 0 .
So
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The phase approximation of the Huygens-Kirchhoff method (PAHKM) is 
founded on the physical assumption that the main contribution to the radia­
tion disturbance transmitted through an object comes from phase differences 
in medium. It is assumed that these differences can be described in the geo­
metrical optics approximation so that the wave projection of the medium in­
homogeneities can be written as

where the integration in the exponential factor is performed along the line 
r2 -  rs0, and A/j is the disturbance of the refraction index relative to the ho­
mogeneous background medium. Numerous experimental and theoretical re­
sults confirm the considerable capabilities of PAHKM to describe the propa­
gation of short waves in inhomogeneous media.

Implementing double (counter) lens focusing of radiation at the transmit­
ting and receiving ends of the sounding trace reduces to two convolutions 
with the focusing functions

4rfG.(rF - r ,)  . 2
^ i(rF-ri) = T ------ f ----- and W2(rF ,rs) = T G.(rF - r 2) .

i dn i

The focusing point rF lies in the plane S0. The role of focusing functions 
in the experiments is provided by lenses which were made of plaster. The 
smeared-out 6-functions appearing here (see Eq. (1.8)) bound the range of 
integration in the transverse direction, and thus

r .^ r ^ r .^ r ^ r ^ V S ,  *
s, s2

wexp|/^|Aw(x')o!x:'J. (3.1)

This result delivers the solution to the problem of wave transmission to­
mography. It now suffices to extract the eikonal in the obtained result

/(y ,0 ) = J An(x)dx' = ̂ -arg(f/(y,0));

the problem then reduces to the canonical problem of Fourier synthesis dis­
cussed in Section 1.1.

£'(r2, r l) = 2 jjG 0(rj0 - r 1)-
dn

-exp I J An(x
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Figure 3.4b presents the result of processing of experimental data which 
were processed in this way. As can be seen, the obtained results are in good 
agreement with the shape and geometrical dimensions of the sounded ob­
jects. For a central wavelength of 3 cm, the resolution of object details is es­
timated to be about 1 cm.

3.3. Summary

Transmission radio-wave tomography is a direct development of X-ray 
and NMR-tomography, but, in contrast to these methods, it takes account of 
the wave nature of radiation, which is manifested in multiple diffraction and 
interference interactions.

It has been shown that double counter focusing provides effective local­
ization of the interaction of radiation with matter, and reduces the impact of 
multiple interactions. It has been established that phase relations are of par­
ticular importance here, and that the phase approximation of the Huygens- 
Kirchhoff method provides an efficient means with which to describe them. 
It has been demonstrated that obtaining the phase portrait of the wave projec­
tions in this approximation reduces the inverse problem to shadow projection 
tomography.

All of the results presented in this chapter have been validated with nu­
merical simulations and confirmed experimentally.



Chapter 4

RADIO-TOMOGRAPHY 
OF OPAQUE OBJECTS

When sounding radiopaque objects, the radiation does not penetrate them, 
so the main information provided consists in their shapes. Of course, surface 
reflectivity is also an important factor, but the recovery of object shapes pro­
vides far more information about the object. This information is essential, 
e.g., for identification of hidden objects, and for estimation of their integrity 
and dynamics. All metallic objects and living beings come under the heading 
of such objects. The water content of dielectric objects renders them opaque. 
Object in radio-location (radio-detection) makes it possible to specify type of 
aircraft, its purpose and weapon systems, and also to detect underground ca­
bles and other underground structures. The range of possible applications is 
extremely wide. Chapter 4 summarizes working results of papers [1-7],

4.1. Transmission tomography of the shape of opaque object

Let us start out with transmission tomography. In transmission scanning 
of radiopaque objects the radiation is presented as a diffraction field. This 
problem is approximately described by the method of physical diffraction 
theory, according to which the diffraction field is evaluated as (see Eq.

The integral is taken here over the illuminated part of the surface Sout, which 
is perpendicular to the direction of sounding of the primary wave £0(rs) 
(Fig. 4.1). According to Babinet's principle, this same field can be repre-

( 1. 11))

'out
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sented as E (r) = E 0(r) + £ j( r ) , where the integral

(4.1)

is the secondary field (response field) produced by the opaque object. The 
function F(rs) bounds the integration area lying inside the terminator plane 
created by the primary wave ^ ( r , ) .  In other words, F(rs) = l inside the 
terminator, and = 0 outside of it.

All possible terminators create a set of shadow projections, whose inver­
sion is possible by means of the Fourier synthesis technique described in 
Section 1.1. The characteristic function of the terminator F(rs) can be re­
constructed by the method of radio-wave tomosynthesis described in Sec­
tion 1.3. The inverse focusing method (Section 1.4.1) is an equivalent tech­
nique for reconstructing the characteristic function of an object.

The following modeling experiment (Fig. 4.2) was performed to illus­
trate the proposed approach. An opaque object was placed on a turntable 3.

Fig. 4.1 .Wave scattering on an opaque object: 
1 -  terminator plane.
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Fig. 4.2. Scheme (a) and photograph (b) of experimental setup 
for transmission tomography of an opaque object.

This makes it possible to perform multi-angle measurements of the diffrac­
tion field. The object was illuminated by transmitting antenna 2, which was 
moved behind the object along a straight line.

Simulation of the diffraction field was based on calculation of the 
Kirchhoff integral (4.1). The result of numerical simulation of the diffraction 
field in the scalar approximation for one of the sounding angles is presented 
in Fig. 4.3. Here the spatial distribution of one of the quadratures of the field 
for a frequency of 18 GHz is displayed for the case of a point source which is 
50 cm distant from the center of the simulation area. Shadow and penumbral 
areas are clearly seen. A similar picture is obtained for other sounding angles 
as well.

Data obtained by numerical simulation of the field along the line segment 
y = 25 cm were treated as measurement data. The object was rotated by 360° 
with a step of 360°/64. Thus, 64 measurements were simulated at different 
sounding angles.

The inverse problem -  the problem of tomography -  was solved by the 
inverse focusing technique described in Chapter 1. If £(x,cp) is the complex 
amplitude of the diffraction field behind the object at different coordinate 
values of the sampling point ( x ) within the interval L for different angles of
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Fig. 4.3. Cross section of opaque triangular cylinder (a) 
and its (calculated) diffraction field (b).

rotation of the object ( cp) relative to the measurement system, then the prob­
lem reduces to finding the integral

n
U(xF ,yF ) = j  dq>$dxM(xF ,yF \x,(p)E(x,<p). (4.2)

-n L

The focusing function is defined as
_________M(xF ,yF \x,(p) =

= exp {-/*(>/( -  X ) 2 + (yF - Y ) 2 + ^l(xF - x0)2 +(yF - y0)2 )j,

X  = /?sincp + xcostp , T = -,/?cos(p + ;csin<p,

*o = -f?o sin<(>, y0 = ^costj),

where R and Rq are the distances from the scanning line L and from the 
radiation source to the center of rotation, and (x0,_y0) are the coordinates of 
the radiation point. The coordinates of the focusing point are reckoned with 
respect to the stationary object (Fig. 4.4).

Reconstruction of the shape of a test object in the form of a triangular 
cylinder was simulated. Results are presented in Fig. 4.5. It can be seen that 
the angular areas of the test object are quite sharp, but the faces of the object
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Fig. 4.4. Coordinate system.

x, cm

Fig. 4.5. Tomogram of test object 
(calculation).

are slightly blurred. This latter result is caused by the fact that the faces fall 
in the shadow or penumbra area in most transmission projections. It should 
also be noted that this method does not allow visualization of objects that 
have concavities, because the concave areas always fall in the shadow area.

The numerical simulation results were completely confirmed by experi­
ment. The experiment was performed according to the scheme depicted in 
Fig. 4.2a. The experimental setup included: a fixed radiating antenna 1, a 
mobile receiving antenna 2, and a turntable 3 on which the test object was 
placed. The turntable was mounted to the line scanner and could be moved in 
a straight line. The range of motion of the receiving antenna was L = 60 cm, 
the distance from the center of rotation of the object to the line of antenna 
movement was R = 23 cm, and the signal frequency was 18 GHz. The widths 
of the sides of the triangular cylinder (side lengths of its triangular face) were 
195, 185, and 155 mm. UWB antennas described in Section 2.1 were used as 
the receiving and transmitting antennas. The object was rotated on the turn­
table in the angular range from 0° to 180° in 32 positions. The shadow image 
(tomogram) of the object displayed in Fig. 4.6 was reconstructed by proc­
essing the measured field using formula (4.2).

It can be seen that the shape of the object was reconstructed, however 
with some distortions which are associated with measurement noise and the 
finite value of the wavelength (A. = 1.7 cm). Increasing the frequency (de­
creasing the wavelength) of the sounding radiation should increase the reso-
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lution of the image of the object and thereby present its shape more clearly. 
This can be checked most easily with ultrasound. Ultrasonic transceiver sen­
sors operating at a frequency of 40 kHz are widely available. Noting that the 
speed of ultrasound in air is v = 330 m/s, we obtain the value X =  v / f  = 8.25 
mm for the wavelength. We decreased the wavelength by about a factor of 
two. The experimental setup used was the same, but we shortened the scan­
ning interval to L  = 37.5 cm.

-20 -10 0 10 20 
x, cm

Fig. 4.6. Reconstructed tomogram 
of triangular cylinder.

Results of measurements of one of the quadratures of the wave projection 
for the triangular cylinder are presented in Fig. 4.7, and results of reconstruc­
tion of its shape are shown in Fig. 4.8. It can be seen that the spatial resolu­
tion has been substantially improved even though the scanning interval was 
shortened somewhat.

The experiment with ultrasonic transmission tomography was repeated 
with two test objects of different shapes: a square cylinder with a side length 
of 57 mm and a round cylinder 28 mm in diameter. Corresponding results are 
presented in Figs. 4.9 and 4.10. It can be seen that the objects differ from 
each other, the object separation is about 7 cm, and one object is twice as 
large as the other one. However, the shape of the square cylinder is hardly
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discernible, and the spatial resolution achieved is no better than 3 cm. Ar­
guably, it can be said that the method of shadow transmission wave projec­
tions is not efficient at reconstructing the shapes of objects that produce self­
shadowing and mutual-shadowing effects.

ip, deg

Fig. 4.7. Measurement results for wave 
projection of triangular cylinder

Fig. 4.8. Ultrasonic tomogram 
of triangular cylinder

-20 -10 0 10 20
cp, deg x< cm

Fig. 4.9. Measurement results for wave 
projection of a square and a round cylinder.

Fig. 4.10. Ultrasonic tomogram 
of a square and a round cylinder.
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4.2. Multi-angle tomography of radiopaque object shapes

The location sounding scheme that is the most efficient at reconstructing 
the shapes of opaque objects is the one in which the radiating and transmit­
ting antennas are located on the same side of the object. First, this scheme is 
the easiest to realize, and second, there is no shadowing at most of the 
sounding angles. As was pointed out above, this last circumstance has a sig­
nificant effect on the accuracy of reconstruction of the shape of an opaque 
object.

The main mathematical methods of inverting wave projections for radio­
location purposes were considered in Section 1.4. However, there are a num­
ber of peculiarities in the scanning of opaque objects. Let us consider them.

First of all, let us consider how the surface integral for the field scattered 
by an opaque object with an uneven surface can be converted into a volume 
integral. The initial integral for the field backscattered by a perfectly reflect­
ing object is given by

Here the vector rs = (x',y',Zs(x',y')) has as its third component the function 
z = Zs(x',y' ) , which describes the shape of the upper (visible) part of the 
object (see Fig. 4.11). If we now introduce the function 8( z ' - Z s(x',y')) un­
der the integral, we can write

where the vector N = (-dZs/dx' ,-dZjdy' , 1) describes the direction of the 
normal to the visible surface of the object. We now introduce the character­
istic function of the object F(r)  equal to 1 and 0 inside and outside the ob­
ject, respectively. This is simply the Heaviside step function:

or

E(r) = -JJJ8(z' -  ZJ(*',>/))(NV')G02(r' -  r)dx'dy'dz' ,
V

= x[Zs(x,y) - z ]  = j j j 5(r -  r ’)d \ ' •
v
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Fig. 4.11. Defining the characteristic function of the object.

This integral for the field can now be written as

E(r) = JJJ (V'f(r')V)G0V  - r)dx'dy'dz .
v

Integration by parts gives

E(r) = -JJJ F(r')AGQ2(r' -  r)dx'dy'dz'.
v

In the case of sufficiently high-frequency signals, (& |r |» l )  it follows (see 
Appendix 2) that

E(r) = (2kf JJJ F(r')G02(r' -  r )dx'cfy'dz'. (4.3)
v

This relation is similar to Eq. (1.11), but the characteristic function F (r ) , 
which describes the shape of the opaque object, acts as the unknown function 
here.

In the case of partial scanning of the object by the sounding point, the 
form of the characteristic function is uniquely determined only for the illu-
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minated areas, so the shape of the object can be reconstructed for those areas 
only. Panoramic scanning of the object from all sides is required for com­
plete reconstruction of the shape of an opaque object (Fig. 4.12).

Fig. 4.12. Object viewed from all sides.

The inverse focusing technique described in Section 1.4.1 can be imple­
mented to reconstruct the characteristic function. Toward this end, it suffices 
to apply formulas (1.12) and (1.13) in sequence. In the case of cylindrically 
shaped objects (Fig. 4.12) and circular scanning with some radius R , the 
calculations using these formulas reduce to the following operations: convo­
lution over the angular position of the sounding system and summation over 
all sounding frequencies. Both operations are realized by means of FFT algo­
rithms, i.e., fast algorithms operating in real time. Figure 4.13 displays the 
result of numerical simulation of tomography of the scene depicted in 
Fig. 4.12, for circular scanning, as depicted in the figure, with radius R = 30 
cm in the frequency bandwidth from 1 to 18 GHz. The image is presented as 
its negative for illustrative purposes: the darker areas correspond to higher 
values of the tomogram. There is good agreement in dimensions and mutual 
arrangement of both rectangular cylinders. The resolution achieved here is 1- 
2 cm. The observed peripheral artefacts are due to edge effects caused by a 
non-optimal choice of the time window in the FFT.
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Fig. 4.13. Result of numerical simulation 
using the inverse focusing method.

Experiments were performed on the setup shown in Fig. 4.2 with the tri­
angular cylindrical object used previously. The measurements were per­
formed using the R4M-18 vector network analyzer produced by MICRAN, 
Russian Research and Production Company (Tomsk). The scanning radius 
was R = 67 cm, and the frequency bandwidth was 1-18 GHz. The distribu­
tion of one of the quadratures of the radar response is presented in Fig. 4.14 
as a function of scanning angle and scanning frequency. It can be clearly seen 
that the distribution is sharper in the high-frequency range.

The corresponding spatial spectrum of the radar responses (the real part), 
converted into Cartesian coordinates, is displayed in Fig. 4.15a. The recon­
structed shape of the characteristic function of the object is shown in 
Fig. 4.156.

It can be seen that the spatial resolution of the obtained images is on the 
order of 1.5 cm. This sharp resolution is achieved thanks to a wide frequency 
bandwidth of 1-18 GHz. In contrast to the transmission scheme, there are no 
shadowing effects in multi-angle location sounding.
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Fig. 4.14. Measured distribution of the radar response 
of a triangular cylindrical object.
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Fig. 4.15. Spatial spectrum (a) and reconstructed tomogram (h) 
of the test object.
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4.3. Unilateral location tomography of the shapes 

of radiopaque objects

Let us consider the situation where location (detection) of an opaque ob­
ject is performed at a certain frequency in some plane S. We make use of the 
inverse focusing method in the form (1.12). A sa result, we can write the re­
sult of focusing as

= r0,n )£'(rm. ro,„) = j j  dSM (rF ,rs)E(rs),  (4.4)
m n s

where the focusing function is expressed as

M(rF ,rs) = exp{-2/*|rF - r s|}.

Changing the order of integration in (4.4), we have
£/(»>) = j|jF(r')Q(r',rF )dx'dy'dz' .

v
With a sufficiently large area of synthesis of focusing ( k2S  »  1), the instru­
ment function can be represented in simplified form as was done in Section 
1.4.2:

Q{t',tf )  ̂(2 k)2 j |  A /(.y,rs)G0V  -  rs)dS *
s

* Q(r' -  rf ) =  Q± (p' -  pF ,f)exp{2ik(z' - z F )j ,

where Q±(p'-pF , f )  is the transverse instrument function defined in for­
mula (1.14). The reason for this is the physical fact that the wavefront in the 
focusing region takes a form similar to a collimated beam, as shown in 
Fig. 1.7. If good transverse localization of AFTS is achieved, then the fol­
lowing approximate equality can be assumed to hold

(/(rF ) s U ( p F ,zF ) = exp{2ik[Zt (pF ) - z F ]}ffdxdyQ_L(p ,/ ) ,

P = (x,y)-

This expression is in fact the solution of the inverse problem of reconstruct­
ing the shape of the illuminated part of an opaque object:

Z s ( P F ) ~ zF = ^ arS
U( Pf ’zf ) 

U ( 0 , z f )  '
(4.5)
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The higher the sounding frequency, the greater will the localization of radia­
tion be for transverse focusing, and the more accurately will the shape of the 
opaque object’s surface be reconstructed.

Two important points should be noticed here:
1) since the function arg(z) in expression (4.5) is a multivalued function, 

reconstruction of the total phase should be performed on neighboring seg­
ments of the phase profile;

2) the best result is obtained by averaging multi-frequency measurements.
The solution obtained here was checked by numerical simulation in the

example of reconstruction of the surface of a parabolic mirror. The solution 
of the direct problem of reflection of a plane wave from a parabolic mirror 
was obtained in the approximation of the Kirchhoff method. Figure 4.16a 
displays the distribution of one of the quadratures of the field at a fre­
quency of 1 GHz in the receiving aperture, which is located above a perfect 
parabolic mirror with a diameter of 5 m. The focus is located 1.8 m from 
the mirror vertex, and the sounding aperture is shifted upwards from 
the focus by 40 cm. The field of the reflected wave has good rotational 
symmetry. In the presence of a deformation (Fig. 4.166), the symmetry is 
degraded.

x, m

Fig. 4.16. The distribution of one of the quadratures of a reflected wave field in the aper­
ture of a parabolic reflector antenna in the absence (a) and in the presence (b) of a defor­
mation.
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Fig. 4.17. Reconstructed shape of a parabolic mirror with a local deformation (indicated 
by the arrow) and aperture of the sounding antenna.

A dish antenna of 66 cm in diameter with a focal length of 30 cm was in­
vestigated to validate the method experimentally (Fig. 4.18a). The sounding 
distance was 56 cm. The antenna was scanned by ultrasound. The signal fre­
quency was 40 kHz, which corresponded to a wave length of 0.82 cm and 
electromagnetic radiation with a frequency of 36 GHz. From the scattered 
field data, the shape of this paraboloid was reconstructed. It was found that 
the shape was nearly ideal. The distribution of detected deviations over the 
mirror surface is shown in Fig. 4.18ft. The lighter areas correspond to down­
ward deviations from the regular shape, and the darker areas, to upward de­
viations. It can be seen that the mirror antenna has smooth distortions of its 
shape extending over its entire surface and reaching 1 cm at its periphery, 
and local dimple-shaped non-uniformities up to 2 mm in depth. This is in 
good agreement with the positions of flaws indicated in Fig. 4.18a.

Implementation of the solution (4.5) of the inverse problem enabled re­
construction of the profile of the parabolic mirror (Fig. 4.17) and detection of 
the shape and position of a small deformation in the mirror (indicated by the 
arrow) as well. Good agreement between the predefined and reconstructed 
shapes of the mirror was observed.

x, cm
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Fig. 4.18. Surface of a real parabolic antenna: a -  external view; 
b -  reconstructed distribution of deviations of its shape from that 
of a perfect mirror.
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4.4. Recovery of the focusing properties 

of combined reflector antennas

Solution (4.5) for calculating the distortions of the surface of a reflector 
antenna, discussed in Section 4.3, is of practical significance. The point here 
is that systems in which surface distortions of the reflector antenna are pres­
ent lose their ability to focus signals efficiently and, as a result, lose their 
ability to distinguish signals from background noise and distinguish signals 
coming from neighboring angular directions. There are a number of factors 
giving rise to defects on reflector antennas. These include thermal deforma­
tions, defects in the materials the antennas are made from, operational dam­
age (damage incurred during the course of use), etc. All of these lead to deg­
radation of system performance or even to complete system breakdown. 
Large antennas mounted on communication and remote sensing satellites are 
especially sensitive to distortions. Actual replacement of such antennas is 
hardly possible, and the devising of a curvature-correction systems is quite a 
difficult engineering task. Distortion of the optimal shape of a parabolic re­
flector ultimately results in partial or complete failure of the satellite system, 
which in turn leads to significant time and money lost on satellite repair.

The solution for tomographic measurement of the shape of a reflector an­
tenna proposed above can be used to achieve additional focusing of signals in 
the antenna focal plane without resorting to mechanical correction of such 
distortions (deformations). Thus, the power gain of the antenna can be re­
stored simply by suitable signal processing. Correcting for the effect of such 
deformations is possible on the mathematical level provided the phase- 
amplitude spatial distribution of the field is completely recorded by an an­
tenna array located near the reflector focal plane (see Fig. 4.17). Thus, the 
problem that needs to be solved is split into two interrelated tasks: first, to 
define the geometrical surface flaws of the large satellite reflector antenna 
and second, to take these flaws into account when restoring the antenna 
power gain without resorting to mechanical correction of the reflector.

To solve the first problem it is proposed to use measurements of the field 
from a known reference source and radio-tomography to reconstruct the sur­
face curvature of the reflector antenna. This problem is solved by applying 
the fast Fourier transform, followed by reconstruction of the reflector antenna 
flaws using the phase distribution of the spatial spectrum of the recorded 
field (see Section 4.3). At the basis of this solution lies the assumption that 
all distortions of the spatial distribution are caused by geometrical distortions
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of the reflector antenna surface, and also by a high residual localization of the 
field near the focus even in the presence of surface flaws.

The spatial frequency spectrum for the deformed mirror, calculated using 
the 2D Fourier transform, is shown in Fig. 4.19a. The asymmetry of the 
spectrum is caused by deformations. Using a perfect mirror here would give 
the spectrum shown in Fig. 4.196. To reconstruct the shape of the deformed 
mirror, it is sufficient to recalculate the spatial frequency spectrum onto the 
aperture plane of the mirror and then, using the inverse Fourier transform, to 
reconstruct the distribution of the complex amplitude. The shape of the mir­
ror is uniquely determined by the phase distribution of the complex ampli­
tude over the aperture. In essence, this procedure is described in Section 4.3.

-1 0
kz, 1/m

-1 0 1
kx, 1/m

Fig. 4.19. Spatial frequency spectrum in the receiving array of a combined reflector an­
tenna before (a) and after (b) correction for antenna surface deformation.

A reference source located near the mirror is considered to be a conven­
ient tool to eliminate the effect of deformations. The corresponding spatial 
frequency spectrum in the receiving array is found by convolving the spec­
trum of the reference source (known) with the transfer function of the focus­
ing system, which includes within itself the effect of geometrical distortions. 
In the case of any other source, the spatial frequency spectrum in the receiv­
ing array also results from convolution of its (unknown) spectrum with the 
same transfer function of the focusing system as mentioned above. Elimi­
nating the imperfect transfer function of the focusing system from these rela-
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tions makes it possible to calculate the actual spatial frequency spectrum of 
this source. Convolution of this spectrum with the transfer function of a per­
fect paraboloid yields maximum gain at the focal point. It is significant that 
all of this can be performed at the microprocessor level without resorting to 
any mechanical manipulations of the mirror surface. As a result, the antenna 
power gain can be restored to its maximum possible value. The equivalent 
directivity pattern (DP) of such an antenna is symmetric in contrast to the 
distorted initial DP (Fig. 4.20). As illustrated in the figure, the maximum 
value of the amplitude has been increased, and the width of the DP has been 
reduced.

Fig. 4.20. Directivity pattern of reflector antenna before (curve 1) and after (curve 2) 
correction of surface deformation.

Thus it becomes possible to reconstruct the shape and restore the power 
gain of a satellite-based antenna without resorting to mechanical correction 
of the curvature of the mirror. Both problems are interrelated and solved us­
ing computer technologies and, what is most significant, they permit the use 
of fast algorithms, i.e., their solutions can be realized in real-time. The effect 
of focusing-defocusing on signal detection from different directions is illus­
trated in Fig. 4.21.
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t/J t s  t c  t  D
Fig. 4.21. Example of simultaneous reception of signals from different directions (A-D):

I -  perfect antenna, 2 -  defocused antenna, 3 -  restored (compensated) antenna.

4.5. Summary

Radio-tomography of radiopaque objects reduces to reconstruction of 
object shapes. Multi-angle wave sounding enables one to reconstruct their 
shapes and corresponding spatial frequency spectra.

Transmission tomography of the shapes of opaque objects is limited by 
the requirement that no area on the surface of the object overshadow other 
areas. There are fewer limitations due to shadowing requirements in unilat­
eral location tomography. The approximation of geometrical diffraction the­
ory suffices to describe the diffraction effects that arise.

The results obtained using these methods have a wide range of applica­
tion. The reconstruction and correction of distortions of the curvature of large 
parabolic reflectors by means of wave sounding is one example.



Chapter 5

DOPPLER TOMOGRAPHY

As has already been pointed out, there are a number of advantages of us­
ing microwaves in remote detection of prohibited items concealed under 
clothing or in hand luggage over other forms of radiation. Thus, using high- 
intensity X-rays is potentially hazardous for individuals, and every time it is 
implemented it should be strictly regulated. This also pertains to particle ra­
diation, i.e. neutrons, protons, electrons, etc. The use of ultrasound runs up 
against the fact that it is strongly attenuated as it penetrates air and clothing. 
The use of optical and infrared radiation is limited by their low ability to 
penetrate through clothes. The same disadvantages are encountered in the 
terahertz band and, moreover, the currently available element base for this 
band is not sufficiently developed and is not yet ready for extensive use. It 
follows that preference should be given to radio wave systems in the micro- 
wave band. In the first place, radio waves are almost completely safe and do 
not lead to negative health outcomes. This is their key distinction from X- 
rays. Secondly, the range of applications of radio waves is potentially quite 
wide: they have been successfully put to use in crowded spaces, during spe­
cial-forces raids for detecting and tracking the movement of people hiding 
behind building walls, detecting people who have been injured in natural dis­
asters, etc.

However, the microwave systems in current use are elaborate stationary 
systems of high cost -  more than $250,000. Looking for an alternative ap­
proach based on Doppler measurements is the aim of this chapter. According 
to preliminary estimates, the alternate solution that we propose will cut the 
costs of such an equipment package by more than a hundredfold. Moreover, 
the working instrument can be rather compact and operate under any condi­
tions, including field conditions. Chapter 5 integrates the results of papers 
[4-13].
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5.1. Microwave Doppler sensor

and location (detection) sounding

Let us consider the operation of a microcircuit that goes under the name 
of a microwave Radar based motion detection module (RMM) of the type 
CON-RSM1700 [1], which operates at a frequency of 24 GHz (Fig. 5.1). 
Sensor size is 25.0x25.0x6.2 mm, and its market price is about €10. The ra­
diating power does not exceed 16 dBm (40 mW), so an RMM is absolutely 
safe from the perspective of human health. Such sensors can be easily com­
bined into sensor arrays, thanks to their small size.

+5 V 

Ground 

Output

Generator

Mixer

Fig. 5.1. Doppler motion sensor CON-RSM1700 (a) 
and its block diagram (b).

Basically, the sensor under discussion is a compact short-range radar sta­
tion [2]. Key sensor elements are a reference-frequency generator, transmit-
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ting (T) and receiving (R) antennas, and a mixer (Fig. 5.1). The output signal 
is typically passed through a differentiating circuit. The reference-frequency 
generator produces a signal with frequency co0 of the form u0 = cos(co0r ) , 
which is fed to the radiating antenna (T) and then, somewhat attenuated, to 
the mixer. The signal ux = Acos(o)0t-2kV t-(p) incoming from the receiv­
ing antenna (R) is sent to the second input of the mixer. A and cp here denote 
the amplitude and phase of the signal reflected from the test object, V is the 
velocity of the object relative to the sensor. Signal multiplexing and averag­
ing are performed in the mixer:

U(t) = m0m, = A0A[cos(2kVt + cp) + cos(2co0/ -  2kVt -  cp)] =

= ̂ A0Acos(2kVt + <p).

After the output signal has passed through the differentiating circuit, it takes 
the following form:

^ -  = -VkA^As\n(2kVt + (p) ,

or, in the general case,
dU dr . . . .  ,- j -  = - — kA0Asm(2kr + (p), (5.1)

where r = Vt.
Depending on whether the RMM moves in the forward or the reverse di­

rection relative to the test object, the factor V = dr/dt will be either positive 
or negative, and the Doppler shift frequency will either increase or decrease 
(Fig. 5.2). The case was considered here when the test object has a sharp 
boundary. Reflections from long parts of the object do not result in a Doppler 
effect and are not detected by the sensor.

For a constant speed, expression (5.1), which describes the output signal 
of the RMM, coincides to within a constant factor with the quadrature com­
ponent of the received signal

S(t) = A sin(2kr + 9),

which contains information about amplitude and phase of the signal reflected 
from the test object. This is clearly demonstrated in Figure 5.2, b, where the 
signal records are antisymmetric in relation to reversing the direction of mo­
tion of the RMM. Thus, the microwave motion sensor provides an objective
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measurement of one of the quadratures of the field and can be used for 
sounding objects of different shapes. On this basis, it is proposed to apply the 
Doppler effect in the tomographic examination of hidden objects, and in the 
reconstruction of object shapes using the SAR technique.

Fig. 5.2. Explanation of operating principle of an RMM: a -  diagram of motions; b -  
actual signal records when the sensor moves forward (curve 1) and backward (curve 2); 
c -  synchronous values of coordinates (curve I) and sensor velocity (curve 2).
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5.2. Simulation modeling

Thus, the basic idea of the method involves applying the Doppler effect as 
a means of continuous recording of information about the integral amplitude 
and the phase of a received radio signal along the trajectory of motion. For a 
location system with a wide directivity diagram, the received signal is the re­
sult of interference of waves reflected from spatially distributed objects. Only 
local inhomogeneities will make a contribution to the signal here, but long 
homogeneous segments, even if they reflect strongly, will not affect the 
Doppler signal, as their contribution falls into the non-registered zero Dop­
pler frequencies. The recorded Doppler radio signal provides a basis for 
processing and reconstructing the inhomogeneity distribution using the SAR 
technique. The possibility exists to adjust the focusing depth and thereby to 
obtain the tomographic image. For processing of this type, the system in­
strument function (SIF) must be defined, which is the spatial and temporal 
location response to a point scatterer. The SIF analog in optics is the point 
spread function. Reconstruction of the SIF can be achieved either theoreti­
cally by simulation with trajectory parameters taken into account, or experi­
mentally, when a local segment of the image is selected corresponding to a 
point scatterer.

Let us elucidate the model of formation of the SIF. If the location (detec­
tion) system moves at a velocity V along the Oy axis at a height H 
(Fig. 5.3a), and the point scatterer is located at a point with coordinates 
r0 = (x0,y0,0) , then the signal received at the observing point at some speci­
fied time t is written as follows:

E0(x,t) = A0G2
2 exp {2i* [ (x -  x0 )2 + (Vt -  y0 f  + H 2 ] 

[ (x _ x0)2 + (Fif-_y0)2 + / / 2J

1/2

(5.2)

where G is the antenna directivity diagram, A0 is the reflection coefficient, 
k = 2nf/c  is the wave number for radiation with central frequency f. 
The parameter x here is the coordinate of the antenna system transverse to 
the direction of motion, i.e., it is the coordinate of the position of the micro- 
wave sensor in the antenna array. The scanning direction is indicated by the 
arrow in Fig. 5.3. The functionE 0(x,t) calculated in this way can be inter­
preted as the system instrument function.
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Fig. 5.3. Simulation modeling scheme (a) 
and calculated form of the SIF(ft).
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Figure 5.3b presents the form of the function Re{£0(x,r)} for the point 
scattererr0 = (0,0,0) in location scanning with microwave sensors at the ve­
locity V = 30 cm/s at a height of H = 30 cm. The working frequency was 
/  = 24 GHz. The calculation was performed for the beam angle of the tran- 
sceiving antenna equal to 36° with the beam maximum oriented at an angle 
of 45° to the horizontal. The scanning step for the transverse coordinate was 
chosen to be Ax = 5 mm. As expected for such a wide beam, the SIF was 
found to be weakly localized.

If there are several reflectors or the tested (sounded) inhomogeneities 
have a distributed character, the radar image (wave projection) is more com­
plicated. The example of simulation modeling where four inhomogeneities 
(objects) are distributed diversely is presented in Fig. 5.4. Three of the inho­
mogeneities were assigned as point inhomogeneities, and the remaining one 
as a long rod (Fig. 5.4a). This scene with inhomogeneities was configured 
intentionally to be similar to the full-scale experiment described below. The 
simulation was calculated for the case of 32 sensors. Figure 5.4b displays the 
solution of the direct problem -  calculation of the radar image for the chosen 
scene with inhomogeneities. Interference of signals coming from all four 
objects is clearly observed: traces of reflections from the rod are visible in 
the upper part of the image, and in the lower part, traces of the point-like in­
homogeneities are seen. It is important that the influence of the directivity 
diagram of the microwave sensors was taken into account in the calculation. 
This is manifested in the asymmetrical intensity distribution of the reflections 
in the upper and lower parts of the image for the point-like inhomogeneities.

Processing the location signal £(x ,/)in  the case of a complex distributed 
target can be performed with the SAR technique. It is sufficient to perform 
the computer aided inverse focusing of the received radiation, or, what is 
completely equivalent, to apply two-dimensional matched filtering using the 
SIF [3]. This operation is performed using double convolution with the com­
plex-conjugate of the system instrument function:

fV(x,y = Vt) = E(x,t)®E'0(x,t). (5.3)

Figure 5.4c shows the form of the function so obtained |JF(x,y)|. All of the 
reflectors are located at the positions where they were assigned initially. The 
reason for the achieved effect is obvious: the SAR technique provides radia­
tion focusing with a large aperture equal to the size of the scanning area or,
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more precisely, to the size of the spot that is illuminated by the directivity 
diagram on the sounded surface. A standard situation arises: the wider the di­
rectivity diagram, the more blurred is the source location imaging, but the 
better is the resolution for image processing using the SAR technique.

-10 0 10 x, cm

Fig. 5.4. Results of simulation modeling: a -  source scene with four inhomogeneities; 
b -  solution of the direct problem; c -  solution of the inverse problem.
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5.3. Positioning system and manually-operated 

Doppler scanner

To experimentally check the working efficiency of the proposed approach, 
Doppler measurements were conducted at a frequency of /  = 24 GHz. 
A scene with inhomogeneities chosen for this purpose is shown in Fig. 5.5a. 
A metallic rod 0.6 cm in diameter is located in the upper part of the scene, 
and three balls, which are 2.2 cm in diameter, are located in the lower part of 
the scene. The balls were taken from computer mouses. An array, which in­
cluded 16 of the Doppler microwave sensors described above was used for 
the measurements. The polarization of the microwave sensors was horizontal. 
Motion of the array (scanning) was performed manually with a speed of 
about 50 cm/s. Manual scanning was implemented to evaluate the possibility 
of simplifying and economizing the developed tomography system. Scanning 
was effected from a height of 7 cm above the plane with the inhomogenei­
ties. The scanning was performed many times in both the forward and back­
ward directions. A typical scanning result -  a wave projection of the test 
scene -  is shown in Fig. 5.5b.

Fig. 5.5. Scene selected for physical experiment (a) 
and its measured wave projection (b).
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As manual scanning cannot be perfect -  uniform and rectilinear -  so, this 
must be taken into account in the processing of the experimental data. For 
this purpose, a precise positioning system was used which monitored all six 
parameters of the motion of the linear array of microwave sensors: the three 
Cartesian coordinates of the center of the array and the three rotation angles 
of the array in space (Fig. 5.6). For positioning, a Wintracker III magnetic 
tracking system for 3D computer games was chosen. Judging from the ex­
perimental data, under conditions of manual scanning it is not possible using 
this system to reorient the motion of the array by an angle of less than 2°. 
However, the greatest impact on the quality of the location image was caused 
by irregular motion of the operator's hand at the beginning and end of each 
scan.

Fig. 5.6. Angular rotations of linear array 
of microwave sensors.

After the coordinates of each sensor were recorded, the experimental data 
were recalculated (reduced) to a uniform Cartesian grid by spline interpola­
tion. A sample cross section of the obtained image (the central cross section) 
is plotted by curve 1 in Fig. 5.1a. The initial segment of this curve (for lesser 
values of y) plots the response to the central ball in the test scene, and the 
following segment (for larger values of y) plots the response to the metallic 
rod.
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Fig. 5.7. Reconstruction of the SIF: a -  distribution of central sensor signal along the y  
axis (curve / -  measurement result, curve 2 -  the calculated SIF); b -  reconstructed two- 
dimensional SIF.

The presented cross-section or, to be more exact, a segment correspond­
ing to the central ball in the test scene, can be interpreted as the SIF cross- 
section. Matching this segment with the function (5.1), it is possible to recon­
struct the ideal form of the SIF. The ideal SIF obtained in this way has the 
cross-section displayed by curve 2 in Figure 5.1a. The two-dimensional form 
of the system instrument function is shown in Fig. 5.1b. It should be noted 
that the reconstructed SIF is similar to the SIF shown in Fig. 5.3b obtained 
by numerical simulation. The instrument function of the real system makes it 
possible using formula (5.3) to reconstruct the distribution of inhomogenei­
ties in the test scene. Here E(x, y) is understood as the reduced experimental 
data. The result of reconstructing the distribution of inhomogeneities in the 
test scene is presented in Fig. 5.8a.

As can be seen from Fig. 5.8a, the spatial distribution of inhomogeneities 
in the physical experiment has been faithfully reconstructed. Some of the er­
rors in the image can be explained by the need to interpolate reduced data in 
the transverse cross section -  spline interpolation was used to increase the 
number of points in the transverse cross section from 16 to 64, i.e., by a fac­
tor of four. Without resorting to interpolation, the transverse resolution could 
be increased by reducing the pitch between microwave sensors, for example, 
by a consecutive shift of the linear arrays, as shown in Fig. 5.9.
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Fig. S.8. Reconstructed image of the test scene: 
a -  with the positioning system; b -  without the positioning system.

Fig. 5.9. Manual microwave scanner.

The weak point of the system of manual Doppler radio-tomography is the 
need to apply a precise positioning subsystem to recalculate the experimental 
data to a uniform spatial grid. This operation adjusts the non-uniform motion 
of the operator's hand at the beginning and end of the scanning process. 
However, if just the middle scanned segment is of interest, where the hand 
movement is almost uniform, then the positioning subsystem can be omitted. 
The average speed V of hand motion in the center of the tested scene can be 
calculated by comparing the calculated SIF with the experimental data.
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In our case that speed was 52 cm/s. This makes it possible to recalculate 
the time scale of scanning into the coordinates in the direction of motion of 
the microwave sensor array. Then it is sufficient to apply procedure (5.3) 
aided by the obtained SIF. The result of this operation is presented in 
Fig. 5.8b. Here it is obvious that satisfactory quality is observed only in the 
central part of the scanned field, where the velocity of array motion is nearly 
uniform. But often this is entirely sufficient to come to a decision about the 
presence of hidden objects.

The technology of implementing Doppler microwave sensors proposed in 
this paper for the development of a manual radio-detection scanner is feasible 
and quite promising from the point of view of practical applications. We 
suppose that this system will find wide use, primarily in security applica­
tions.

5.4. Doppler subsurface tomography

For purposes of experimental testing of the applicability of the proposed 
approach for the tomography of inhomogeneities hidden under a planar inter­
face of two media, a series of laboratory experiments was conducted at 
Frauenhofer Institute for Nondestructive Testing (IZFP, Germany). Sounding 
was performed at the frequency / =  24 GHz using the moving horn-type an­
tenna shown in Fig. 5.10a. To eliminate clutter reflections as much as possi­
ble, the sounding height was lowered to H  = 30 mm. Three different objects 
were sounded. Thus, Figure 5.10ft presents the raw Doppler image of a 
wooden slat, a photograph of which is shown in Fig. 5.10c.

Data processing was performed at National Research Tomsk State Uni­
versity using the above-described technique incorporating large aperture 
synthesis. The result of SAR processing is shown in Fig. 5.10c/. To recon­
struct the SIF, a fragment was used containing the image of a small knot on 
the right-hand side of the slat. It can be seen that the image resolution has 
improved noticeably. The inhomogeneities hidden under the surface have be­
come visible. The scanning direction is indicated by the arrow.

Similar results were obtained for metal plates with holes of different 
shapes (circular, triangular, and square holes, and slits) hidden under a plastic 
layer (Fig. 5.11). To increase the resolution of the shapes of the holes, multi­
angle sounding of each plate was performed. The results of data processing 
for six sounding angles are presented in Fig. 5.11ft. The obtained resolution 
is on the order of 1 cm.
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Fig. 5.10. The Doppler tomography of a wooden slat: a -  measuring unit, 
b -  raw radar image, c -  photograph, d -  result of SAR processing.
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Fig. 5.11. Doppler SAR tomography of metal plates: 
a -  holes in plates, showing their shapes, b -  their radio-images.

These latter results are applicable, e.g., in tomography and identification 
of hidden radio-electronics or for crack detection. A significant point here is 
that the proposed SAR-based data processing reduces to performing a two- 
dimensional convolution, and this is efficiently realized using the 2D fast 
Fourier transform. The time required for data processing does not exceed 
30 seconds.

5.5. Summary

Doppler tomography is a special case of radio-wave tomography and 
mainly uses monochromatic radiation. The principal condition for signal de­
tection in this type of tomography is relative motion of the transceiver and 
the object. The effect of the frequency shift that arises due to motion of the 
transceiver is used to select the information signal and disaggregate its 
quadrature components, which contain within themselves the amplitude 
phase of the reflected signal.
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It has been demonstrated both theoretically and experimentally that radio­
wave tomosynthesis allows reconstruction of the image of small inhomoge­
neities. A design for a manual radio-tomograph based on Doppler motion 
sensors has been proposed.

A disadvantage of Doppler tomography is the impossibility of radio vi­
sion of large, uniform, or stationary objects. Its relatively simple design, the 
possibility of using standard motion sensors, and its overall low cost are con­
sidered among its obvious advantages.

All of the obtained results were confirmed by numerical simulations and 
physical experiments.
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GEOTOMOGRAPHY

The tomographic techniques described in Chapter 1 have been validated 
by the results of numerical simulations. However, their experimental verifi­
cation, which would provide the most objective estimation of current possi­
bilities, is of far greater interest. The implementation of radio-tomographic 
techniques in the solution of various practical problems was described in 
Chapters 2-5. The present chapter addresses the testing of methods of loca­
tion tomography in the context of problems of geolocation.

The problem of detecting dielectric inhomogeneities hidden underground 
or inside building walls has become an ever more urgent task at the present 
time. First of all, it relates to the widespread use of plastic antipersonnel 
mines, whose detection is impossible by means of standard magnetic induc­
tion mine detectors. Minefields remaining after various local conflicts on 
large terrains create a number of risks for peaceful human activity. A prob­
lem that was initially a military and technical task has become a humanitar­
ian one. Using radio-wave ground-penetrating radars is considered as the 
most promising direction in subsurface detection of dielectric objects. These 
systems assist in nondestructive underground searches for industrial purposes 
such as detecting lost communication lines, monitoring the condition of gas 
and water-supply pipelines, groundwater detection, and prospecting for min­
eral resources. Ground penetrating radars are widely used for archaeological 
purposes: for studying archaeological ground layers, searching for artefacts, 
etc. However, a number of problems arise in connection with difficulties in 
describing the interaction of waves with the medium and scattering inhomo­
geneities in contactless radio-wave sounding. These include interference cre­
ated by strong wave reflections at the medium interface and their attenuation 
in the ground, and also frequency dispersion and multiple scattering number.

This raises the question of fast and reliable processing of the data obtained 
from ground penetrating radars. A convenient tool for investigating inhomoge­
neities hidden underground is the SAR technique in the wide frequency band.
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Scattered radiation in this sounding technique contains more definite informa­
tion about scattering inhomogeneities in the medium. To obtain useful infor­
mation from scattered radiation data, the inverse problem of subsurface loca­
tion must solved, i.e., the distribution of inhomogeneities in the medium must 
be reconstructed on the basis of measurements of the scattered field and infor­
mation about the scattering inhomogeneities. Focusing the reflected signals is 
the basic technique for underground data processing.

The use of ground penetrating radars dates back to 1971 when the first 
measurements of sea ice thickness were performed based on the video pulse 
method introduced by M.I. Finkelstein in 1969. Unflagging interest in sub­
surface sounding in dielectric media was manifested in the 1990s owing to 
the widespread use of personal computers. Ground penetrating radars are 
most widely used today in rail and road inspection, locating and monitoring 
communication lines and archaeological objects, in estimating snow and ice 
cover, in monitoring concrete structures, in horizontal directional drilling and 
geological surveys, and in searches for hidden objects [1-9]. The following 
problems in the agricultural and forest sectors are solved thanks to the 
ground penetrating radar: the location of drain pipes, the occurrence of 
ground water and hydric soils, determination of the productivity of land and 
the salinity level of soils, spatially variable fertilizer application control, wa­
tering control, location of sandy pockets, trunks and roots analysis, and vis­
ual representation of tree cross sections.

Despite 40 years of experience there are still bottlenecks and unexplored 
facts. As experts have noted, the accuracy of determination of depth depends 
directly on the accuracy of determination of the permittivity of layers. Loca­
tion-based methods are not widely accepted in agricultural communities al­
though these methods may be conducive to more efficient fertilizing, moni­
toring of soil consistency, early detection of the formation of plow sole, etc. 
Chapter 6 summarizes the results of papers [10-20].

6.1. Contactless sounding and detection of antipersonnel mines

Radio-location subsurface tomography of dielectric objectss, including 
antipersonnel mines, is a challenging problem, whose solution is complicated 
by a number of factors. First of all, only location sounding is possible, in 
other words, unilateral (one-sided) sounding. There is no possibility in this 
case of introducing receiving or transmitting devices under the mines. 
Moreover, sounding should be performed without contacts since any ground
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contact is connected with the danger of triggering the explosive device. Wave 
reflections at the medium interface, irregularities in the medium interface, 
and wave attenuation in the ground have a strong impact o this type of 
sounding, as do also frequency dispersion and multiple scattering. It is obvi­
ous that the problem can be solved only by using UWB radiation and the 
SAR technique to process the data.

To test the location method proposed in Chapter 1 for the reconstruction 
of the distribution of inhomogeneities, an experiment with four dielectric test 
objects buried at different depths was carried out. The experimental setup 
presented in Fig. 6.1 was developed at Magdeburg University (Magdeburg, 
Germany) in cooperation with the authors of this monograph.

Fig. 6.1. Experimental set up: a -  scanning system; 
b -  uneven relief of sand surface after burying the test objects.

Three cases of plastic antipersonnel mines and a foam polystyrene object 
of stepped configuration where each step was 5 cm in size, were placed in 
wet sand at a depth varying from 1 to 25 cm. Photographs of these objects 
are presented in Fig.6.2a. In the course of the measurements, frequency 
scanning in the range from 0.5 to 17 GHz was implemented. The system of 
receiving and transmitting antennas mounted 14 cm apart was moved over a 
50x50 cm square test area in the horizontal plane with a step of 1 cm at a 
height of 30 cm above the sand surface. The results of reconstructing the 
shapes of the test objects and their location depths in cm are presented in 
Fig. 6.2b. It can be seen that the algorithm for reconstruction of the distribu­
tion of subsurface inhomogeneities (distribution of mines in wet sand) works
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as it should work, and the obtained resolution was about 2 cm, which is suf­
ficient for such types of objects.
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Fig. 6.2. Example of UWB-radio tomography of dielectric mines in wet sand, it the fre­
quency range 0.5-17 GHz: a -  photograph of test objects; b -  radio tomogram of object.

6.2. Random and incomplete ground penetrating 

radar technology

The purpose of this section is to work up algorithms for reconstructing the 
radio-tomogram of hidden objects and media when the matrix of measured 
wave projections is not complete, i.e., when the measurements do not cover 
the area needed to apply fast reconstruction algorithms. This can happen, 
e.g., when measurements in certain areas are not possible or there is a need to 
speed up the scanning process. Partial failure of the sensor matrix or the in­
tentional use of a sparse matrix are also related to this case. Experimental 
data obtained by the authors in 2011 at Tohoku University (Sendai, Japan) 
were used to verify the developed method.

6.2.1. Statement of problem and experimental data

The experiment was conducted in the laboratory test facility at the Center 
for Northeast Asian Studies, Tohoku University (Sendai, Japan) with stan­
dard ground sounding equipment operating in real time and augmented by an 
iGPS laser system for steady coordinate positioning (Fig. 6.3a). The coordi-
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nate positioning was effected with an accuracy not worse than 1 mm, which 
is one order of magnitude better than for determination of the phase center of 
the antenna. The radar unit was repositioned manually along a relatively ar­
bitrary path (Fig. 6.3b).

Fig. 6.3. Ground penetrating locator and measurement scheme.
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Fig. 6.4. Actual measurement path.
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A metal ball 15 cm in diameter was selected as the test object, and was 
buried in sand at a depth of about 20 cm. The approximate location of the test 
object is marked in Fig. 6.4 by an x. The shape of the reflected pulse signal 
was recorded at each point with a discretization of 512 points. The positions 
of the measurement points are marked with circles in Figs. 6.3b and 6.4. 
Typical shapes of the observed signal (a) and its spectrum (b) are shown in 
Fig. 6.5. As is well known, the initial (reference) shape and spectrum of the 
signal are determined by the choice of the type of radiation antenna and the 
characteristics of the radar driving oscillator. An antenna unit with a UWB 
antenna of bow-tie type was employed in the experiment. The selected sig­
nals need to provide sufficient spatial resolution (3-5 cm) and the necessary 
penetration depth of the radiation into sand (up to lm).
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Fig. 6.5. Shape of detecting signal and its spectrum.
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Since the selected sounding path is not a regular curve and does not com­
pletely cover the grid of observation points, as is needed in the standard SAR 
technique, the measurements can be considered as typical for incomplete 
measurements. The measured data are represented as gray-scale levels in 
Fig. 6.6 where they are plotted versus position along the measurement tra­
jectory (horizontally) and time (vertically).

Figure 6.6a displays reflections from the air-sand interface (upper part of 
the figure) and traces from diffraction hyperbolas, which are caused by signal 
reflections from a test object hidden in the sand. The darker areas correspond 
to larger values, and the lightest ones -  to smaller values. The reflections 
from the air-sand interface are the strongest, and against this background the 
reflections from test objects have lower contrast. A simple subtraction of the 
average signal from the air-sand interface can be applied to enhance the con­
trast of the reflections from the test object. The result of this operation is 
shown in Fig.6.66. The time series of the signal records are halved by elimi­
nating the less informative segments with a long time-delay.

Next, the transition to the amplitude image of the corresponding analyti­
cal responses was used at each measurement position to increase the contrast 
of the test image. Toward this end, all the time records of the signals u(t) 
were subjected to the Hilbert transform, as a result of which the correspond­
ing conjugate signals were calculated:

and the analytical signals w(t) = u(t) + z'v(r) were then calculated, where the 
signal amplitudes are defined as A(t) = |w(/)|. The resulting amplitude distri­
bution of the analytical response is shown in Fig. 6.6c. The areas, where the 
GPR antenna moved directly above the test object stand out distinctly in the 
obtained image. One such area, which is the closest to the metallic ball, is in­
dicated by the arrow in Fig 6.6b. The point marked by a cross in Fig. 6.4 falls 
in this position.

It is of interest now to get a picture of the distribution of the analytical re­
sponse in the observation plane. This distribution is displayed as squares of 
different intensity in Fig.6.7a. It can be seen that the largest values fall in a 
region with central point x = 2.9 m and y  = 3.0 m, i.e., in the area where the 
test object is placed. This can be traced out more clearly in Fig. 6.7b where 
the measured points have been interpolated over the selected area.

71 X - t
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Fig. 6.6. Ground penetrating radar data.
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Fig. 6.7. Distribution o f  the analytic response amplitude 
over the observation plane.

Thus it turns out that the test object is located somewhere below the point 
with the assigned coordinates within a region with diameter 0.4-0.5 m. To 
improve the in-depth and in-plane resolution of the inhomogeneity, a focus­
ing technique of any type should be implemented.
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6.22. Theoretical background

Three currently existing focusing techniques have proved themselves to 
be the most efficient (Chapter 1). These are summation over diffraction hy­
perbolas linverse focusing or diffraction summation method), multidimen­
sional matched filtering implementing the system instrument function (fo­
cusing with learning), and the Stolt migration (group focusing). There are 
also other focusing techniques, e.g., algebraic methods of reducing the prob­
lems to systems of algebraic equations, but their efficiency remains relatively 
low. Each of these three techniques has its own advantages and disadvan­
tages. Let us briefly enumerate them.

The summation over hyperbolas method is the simplest one. It performs a 
summation of the received signals introducing a signal delay to compensate 
for the return path to some chosen focusing point. The tomographic distribu­
tion of inhomogeneities can be reconstructed by searching through the cer­
tain spatial region layer-by layer with the focusing point. A disadvantage of 
this method is that the compensation is calculated individually for each point, 
so the total computation speed for testing large areas is low. Its advantages 
are: complete versatility and adaptability to monochromatic signals and ran­
dom spatial scanning.

The Stolt migration employs the fundamental association between tempo­
ral frequencies and longitudinal spatial frequencies, which in the case of 
UWB signals enables fast transformation of signal time compression into 
longitudinal focusing using the fast Fourier transform. This is the main ad­
vantage of the method. The fact that this method is applicable only just to the 
UWB signals and to plane-parallel scanning geometry is its obvious disad­
vantage.

Matched filtering occupies an intermediate place between the first and 
third methods described above. It bears noting that all three methods require 
a-priori knowledge or step-by-step fitting of the background refraction index 
n, which is defined in terms of the wave propagation velocity n = c/v.

From the point of view of using incomplete or non-equidistant measure­
ment data, only the first method -  the sum over hyperbolas -  is applicable as 
given, when the signal-to-noise ratio of the reconstructed image of the hidden 
objects is low. In the other two methods, interpolation of the source data over 
a uniform Cartesian grid is required.

Interpolation over missing points can be performed, of course, in different 
ways, e.g., by using spline interpolation or simple linear interpolation. But it 
is a time-consuming process. We propose to use a variant of Fourier interpo-
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lation, where points in the measurement matrix where data are lacking are 
filled in with zeros. Such a radar response (such as that displayed in Fig.6.7a) 
is transformed into the spatial frequency domain. Ungrounded (false) values 
appear at high frequencies (Fig. 6.8a) as a result of this zero filling. If those 
frequencies are filtered properly and the image is transformed back from the 
frequency domain to the spatial domain, this will provide the necessary in­
terpolation. Only two fast operations are needed here, namely the forward 
and the inverse Fourier transform (FFT and IFT).

Selecting the required filter is quite a difficult problem, but it can be 
avoided if the system instrumental function is transformed to the frequency 
domain as well. There are no spurious higher frequencies in the spectrum of 
the full instrumental function. Now it suffices to multiply the spectra of the 
image and the instrument function together, of course after taking the com­
plex conjugate (Fig. 6.86). It then remains to take the inverse Fourier trans­
form, so that both image interpolation and image focusing to the selected 
plane corresponding to the instrument function will be simultaneously real­
ized. Thus, the described procedure of obtaining the tomogram with interpo­
lation is accelerated by at least 20 fold in the scanning step, which is the 
slowest of all the required steps.

Fig. 6.8. Example of spatial frequency distribution of a radar image a) before and b) after 
multiplying by the corresponding spectrum of the instrument function.

Concerning the final goal -  a three-dimensional tomogram of the subsur­
face inhomogeneities -  there still remains the as-yet unperformed operation
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of constructing or measuring the system instrument function for each of the 
interesting layers. Here it must be home in mind that the refractive index of 
the lower background medium n practically always has significant contrast 
in comparison with the refractive index of air, which is equal to l. Since the 
sounding antenna is located in the air but the inhomogeneity is located in the 
lower medium, strong refraction of the wave occurs upon passage of the wave 
from the one half-space to the other. This phenomenon obeys Snell's law

«sinp = sina.

Still one more remark: if the possible depth of the inhomogeneities varies 
over a fairly narrow range, then in the construction of the instrument func­
tion, it is possible to use its value for some average depth, and not reconstruct 
for the entire range of depths.

6.2.3. Numerical simulation

The problem of incomplete data processing was simulated to provide a 
convincing demonstration of the efficiency of proposed solutions and to 
practice the algorithm for 3D-tomogram reconstruction as well. The sound­
ing path shown in Fig. 6.9 (n, b) was selected. Four point-like inhomogenei­
ties were tested, which were located in the same plane at a depth of 15 cm. 
The sounding procedure for a h i  m square test area was simulated in the 
frequency band 6 - 12 GHz.

Fig. 6.9. Sounding path of four point-like inhomogeneities.
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Figure 6.10a displays an image of the full radar response to the assigned 
group inhomogeneity. The measurements were simulated at a frequency of 
10 GHz. A 256x256 image frame with a 4-mm step was recorded. If only 
400 points are kept, that is, about 6% of all of the points marked in Fig.6.96, 
then the radar response will be incomplete.
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Fig. 6.10. Radar response to group uniformity with complete (a) 
and incomplete (b) data.

Fig. 6.11. Test tomogram over the complete (a) 
and incomplete (6) data.
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Figure 6.11 presents an example of reconstruction of the tomogram over 
complete and incomplete data for the four assigned inhomogeneities using 
the combined technique of matched filtering and Fourier interpolation pre­
sented in the previous section. It is clear that a true reconstruction of the dis­
tribution of inhomogeneities is achieved, which confirms the adequacy of the 
proposed algorithm.

6.2.4. Processing of experimental data

Having convinced ourselves of the potential feasibility of the method, let 
us turn to the processing of actual experimental data. The developed tech­
nique was applied to the experimental data described at the beginning of the 
section. To use this technique, the system instrument function first had to be 
reconstructed. It w'ould be better to perform special measurements over a suf­
ficiently detailed grid of measurement points. However, this is not always 
possible in practice. In this situation, it is possible to use the most successful 
subset of the measurements. In our case, such a subset is indicated in 
Fig. 6.6b. The vertical part of the measurement path near the cross mark in 
Fig.6.^ corresponds to this subset. This segment of the overall image is pre­
sented in Fig. 6.12a. This segment can easily be interpreted as a diffraction 
hyperbola of the instrument function.

Fig. 6.12. Parts of experimental data (a) 
and calculated (h) system instrument function.
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Using the technique presented above enabled us to determine the average 
refractive index of die background medium (sand) from the diffraction hy­
perbola of the instrument function. That value turned out to be about n « 2.0. 
The true depth (h ~ 20.0 cm) of the test object, a metallic ball, was evaluated 
next. Those data made it possible to calculate the form of the instrument 
function. The experimental and calculated data are in good agreement. The 
full form of the calculated instrument function is displayed in Fig. 6.13.

Fig. 6.13. Reconstructed instrument function 
of ground penetrating radar.

It now remains to perform the Fourier interpolation of incomplete data 
and matched filtering. Vertical and horizontal cross-sections of die recon­
structed three-dimensional tomogram are shown in Fig. 6.14. In addition, the 
transition to the analytical signal was performed at each point of the xOy 
plane, and its modulus, the envelope of the signal, was taken. This increased 
the possibility of an unambiguous interpretation of the result. The data ob­
tained are in good agreement with the results of direct measurements with a 
measuring rod.
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Fig. 6.14. Two orthogonal cross-sections o f tomogram 
reconstructed over incomplete experimental data.

The described algorithm is presented in the form of a control flow chart in 
Fig. 6.15. The key element of the chart is the procedure for calculating and
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filtering the spatial frequency spectrum, which plays the role of interpolation 
of an incomplete matrix of source data followed by focusing of the image of 
the hidden object.

Fig. 6.15. Flow chart o f  tomography over incomplete data.

The studies conducted in this section confirm the efficiency of the devel­
oped method for 3-D tomogram reconstruction from incomplete experimen­
tal data using Fourier interpolation and multidimensional matched filtering. 
Also, the technique of using total internal reflection to determine the average 
refractive index of the background medium. This technique can be realized 
by using fast algorithms and can work in real time. The described technique 
can be applied to speed up the visualization of hidden objects in UWB 
sounding. Moreover, it can be directly employed in current geolocation sys­
tems and in advanced systems for radiotomography of hidden objects. Fur­
ther gains in reduction of computation time are possible using the group fo­
cusing method.

6.3. Geolocation over a curved surface

This section describes three techniques for subsurface image reconstruc­
tion based on geolocation scanning over a curved (uneven) surface.

6.3.1. Inverse focusing

In this section we consider the profile of subsurface sounding shown in 
Fig. 6.16. It is assumed that the radiating and receiving antennas are inte­
grated and move along the curved surface h(xy). The synthesized frequency 
bandwidth was taken to extend from 5 to 10 GHz.
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Two cases of inhomogeneities were considered: a) a single inhomogene­
ity and b) a group inhomogeneity. Corresponding radar responses are pre­
sented in Fig. 6.17. We note that the solution of the problem for a flat surface 
would be take the form of a diffraction hyperbola, but the radar response for 
a curved surface resembles the shape of the surface.
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Fig. 6.17. Solution of the direct problem: o -  for a single inhomogeneity; 
b -  for four inhomogeneities.

Figure 6.18 presents the result of processing of the data displayed in 
Fig. 6.17 using inverse focusing (1.13). It can be seen that the transverse 
resolution is 3.5 cm and the longitudinal resolution is 6.8 cm. These values 
are close to the diffraction limit per the selected frequency bandwidth and the 
size of the synthesized aperture.
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Fig. 6.18. Images o f  point-like inhomogeneities reconstructed by inverse focusing: 
a -  for a single inhomogeneity; b -  for four inhomogeneities.

Inverse focusing is a relatively universal and easy-to-use technique. It 
provides the opportunity to consider surface irregularities and different ve­
locities of wave propagation in a stratified medium. The main drawback of 
this technique is the large volume of calculations.

6.3.2. The phase screen approximation

It is supposed in the phase screen approximation that the curvature of 
scanning surface is not high. In this case, the values of the field from a 
curved surface can be transferred to a relatively flat surface by correcting 
only the phase difference (by addition or subtraction) according to the fol­
lowing formula as if the wave were propagating along the normal to the av­
erage surface at each frequency:

E ( r) -> E(r)exp{-2iknh(x,y)},

where k = u>/c , and n is the refractive index of the lower medium.
Next, using the group focusing algorithm (analog of the Stolt migration) 

the tomogram of the distribution of scattering inhomogeneities in the lower 
medium can be calculated as if the medium interface were planar. The im­
ages so obtained are displayed in Fig. 6.19. The assigned distributions of in­
homogeneities are reconstructed, but the level of artefacts has increased.
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Here, the inaccuracy of the approximation becomes apparent. For lower cur­
vature the errors will be smaller.
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Fig. 6.19. Reconstructed images o f  point-like scatterers in the phase screen 
approximation: a -  for a single inhomogeneity; b -  for four inhomogeneities.

6.3.3. The Huygens-Fresnel interpolation

Interpolation based on the Huygens-Fresnel principle can be considered 
as the more accurate approximation. Let us consider it. The scattering inho­
mogeneities can be replaced by in-phase field sources at the doubled fre­
quency if the measurements are performed with a transceiver in line with Eq. 
(1.11). This approximation does not take into account the falloff of the field 
with distance after the scattering; however, since this measurements is less 
critical than the phase differences, it can be neglected. Thus, the direct prob­
lem for the scattered field (1 .1 1 ) is transformed into the problem of searching 
for the field sources:

, (6. 1)

v,
where y'(r,) w k2 Ae(rl) /47i|r1 - r |  is interpreted now as the distribution of 
sources, whereas in fact it is the distribution of inhomogeneities; 
C2 (r) = exp(/&2 |r|)/47r|r| is the Green's function for the lower homogeneous 
space of the background medium at the doubled frequency, where r is the 
point of radiation and reception, which lies on the curvilinear surface.
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Let us calculate the field E(r0) on the average plane z - 0  from the 
known field £(r) on the curvilinear surface S using the Huygens-Fresnel 
principle as follows [4]

£(r0) = 2 jjE (r )aG2(^ ~ r° W  (6.2)

where S is the curvilinear surface, where the measurements are to be per­
formed. Here, without incurring great error, we can make the following sub­
stitution:

dG2(r) dG2 (r) 
dn dz

It is important here that the field E{r0) is defined in a plane and the fast 
algorithm of group focusing (analog of the Stolt migration) described above 
can be applied to this field. The images shown in Fig. 6.20 were obtained as 
a result of applying interpolation (6.1) and the group focusing algorithm. The 
quality of the reconstructed images is substantially improved and the level of 
artefacts has been reduced.

x, cm x, cm

Fig. 6.20. Images of point-like inhomogeneities reconstructed by inverse focusing: 
a -  for a single inhomogeneity; b -  for four inhomogeneities.
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The quality of the reconstructed image is comparable to the quality of the 
image obtained by applying inverse focusing. In other words, Huygens-Fres- 
nel interpolation is actually equivalent in image quality to inverse focusing, 
but it allows the use of fast algorithms.

6.4. Geolocation of soil structure

This section describes the effectiveness of radar tomography for soil 
cover research. A comprehensive approach is proposed which combines the 
application of the OKO-2 ground penetrating radar (Fig. 6.21), the conven­
tional method of cross sectioning applied in soil science, and relevant soil­
testing parameters with mobile and laboratory research on the permittivity of 
hidden soil layers. The combination of several techniques enabled us to relate 
the electrical properties of soil to soil moisture and density and thereby detect 
the location of deep aquifers and reconstruct the actual local topography. 
This research was performed within the Timiryazevskoye forest district near 
the city of Tomsk.

Fig. 6.21. Antenna unit of the OKO-2 ground penetrating radar 
with central frequency 90 MHz.
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6.4.1. Contact measurements of soil characteristics

Several traces were cut under different soil conditions. Figure 6.22 pres­
ents one of the selected traces within the geomorphological slope with 3 m 
level difference in the Timiryazevskoye forest district near the city of Tomsk. 
The area is covered by green moss pine forest which is 80-90 years old, and 
the shrub layer consists of mountain ash undergrowth. Crown density is 40%. 
Soil cover includes bilberry, green moss, sedge, and several rare plants. Pro­
jective cover is 10-15%. Macrorelief is terrace above the Tom flood-plain. 
The mesorelief comprises the mid section and base of the slope with southern 
exposure, and the steepness is 3-5°. The parent material is pine forest sands.

Fig. 6.22. Geomorphological slope profile and land view.
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Sod-podzolic soil with loamy sand 
prevails in the sounding field. This 
type of soil is characterized by a thin 
humus horizon. The organic layer here 
does not exceed 3-4%. Small amount 
of humus, lack of structural aggre­
gates, predominance of sandy fraction 
in the soil texture predeteremine the 
high density of the structure of soil 
horizons over the entire soil profile.
The firmest soils are illuvial horizons 
(B horizons) which contain pseudo­
fiber layers. Pseudo-fibers consoli­
dated by organic mineral colloids 
slow down the process of filtration of 
atmospheric moisture filtering and 
prevent water evaporation from deep 
horizons. There are short term regen­
erative conditions over the pseudo­
fiber layers and under them. Mor­
phologically, this is manifested by 
smoke-blue tones and ferrous iron 
staining, and also by increased hu­
midity.

Two cross sections of soil were cut 
on this trace marked with a dashed 
line in Fig. 6.22. Figure 6.23 illus­
trates the morphology of sod-podzolic 
soil in the middle part of the slope 
(cross section 1). Soil samples were 
selected from genetic horizons of the 
cross section.

The complex permittivity of the 
samples was determined in a labora­
tory environment. The permittivity was measured by the waveguide-coaxial 
method with a P2M scalar network analyzer. The match between the calcu­
lated and measured values of the transmission coefficient and the standing 
wave ratio was monitored on a frequency of 90MHz. The temperature was

Fig. 6.23. Sod-podzolic soil profile 
(cross section 1).
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25°C. The density of samples in the measuring cell was taken into account. 
The value of the permittivity was renormalized for each sample with allow­
ance for the density: first, it was divided into the density of the soil sample in 
the measuring cell, then it was multiplied by the dry density in the cross sec­
tion. The dry density is the mass of a unit volume of absolutely dry soil in the 
undisturbed structure.

The soil moisture in the samples was measured by the dry-and-wet weight 
method in which the water content is calculated as the ratio of the weight of 
water in the sample to the dry weight of the sample. In this case, samples 
weighing from 10 to 25 g were dried in an oven at 105°C for 3 hours and 
then weighed. Then, they were oven dried once again for 3 hours and 
weighed once more. The weight difference between weighings was 0.004 g 
on average resulting in 0.1% error in the moisture measurement.

Figure 6.24 presents summary results of contact laboratory experiments 
for cross section 1. This cross section (Fig. 6.23) provides a clear view of 
three rust-colored pseudofiber layers 0.5-6 cm thick. They are distinguished 
by an increased value of the permittivity and density (Fig. 6.24). An in­
creased moisture content between the layers can also be seen.

Moisture, wt.%

Fig. 6.24. Depth-wise distribution of moisture, dry density 
and permittivity for cross section 1.
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Similar results were obtained for sod-podzolic soil from the dell (cross 
section 2). The results are shown in Figures 6.25 and 6.26.

Fig. 6.25. Sod-podzolic soil profile (cross section 2).
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Moisture, wt.%
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Fig. 6.26. Depth-wise distribution o f  moisture, dry density and 
permittivity for cross section 2.

6.4.2. Geolocation results

A georadar survey was conducted with an OKO-2 commercial GPR (LO- 
GIS Ltd., Ramenskoye, Moscow Region, Russia). A subsystem with bipolar 
sound pulses with a central frequency of 90 MHz was decided on for soil 
sounding based on its penetrating power. Sounding was conducted straight in­
line so that real cross sections were cut along this straight line (Fig. 6.22).

Since the profile was traced along the slope in a top-down way and 
sounding was conducted by a georadar set up directly on the ground, geomet­
rical distortions showed up in the radar image (Fig. 6.27). Horizontal move­
ment of the sounding antenna is plotted along the abscissa and the time de­
lays of the reflected signals are plotted along the ordinate. The reflected sig­
nal intensity is plotted in grayscale. The level of the underground aquifer is 
shown by curve 1. This curve was plotted using least-squares regression. The 
aquifer level should actually be horizontal. Correction for such distortions re­
sults in the image presented in Fig. 6.28. Here, curve 1 is turned into a hori­
zontal line, and the upper edge of the reflected signals corresponds to the ac­
tual topography. Thus, the presence of an aquifer made it possible to recon­
struct the actual local topography along the radar path.
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Fig. 6.27. Georadar reference profile. Fig. 6.28. Georadar profile taking
topographic features (relief) into account.

The next stage in georadar data processing was to compress the images 
measured by wide-angle radar aperture. The external manifestation of this ef­
fect is the presence of the so-called diffraction hyperbolas in the images. The 
traces of these hyperbolas show up in Fig. 6.29 as curves 2 and 3. The dif­
fraction hyperbolas are the radar response to a point-like inhomogeneity and 
the analog of the point spread function in optics. The aperture angle of the 
hyperbolas depends on the average refractive index n of the medium in 
which the inhomogeneities occur. By varying the aperture angle of the ap­
proximating curves it is possible to determine the average refractive index of 
the soil. In this case, n has is seen to be approximately equal to =2.5. This 
value corresponds to a value of the permittivity equal to e' = 6.5, which is 
close to the values presented in Figs. 6.24 and 6.26. Elimination of the point 
spread function is performed by large aperture synthesis or, what is equiva­
lent, by two-dimensional matched filtering.

However, before matched filtering can be applied, another operation 
needs to be performed, namely correction for exponential attenuation of the 
radiation with penetration depth into the medium, i.e., into the soil. Of 
course, this can be done only on average for the background medium.

The sequence of operations is as follows: 1) for all positions of the an­
tenna the time series (vertical records) are transformed into the amplitudes of 
the corresponding analytical signal; 2) the obtained amplitude profiles are 
averaged over all antenna positions. The average attenuation of the relative 
amplitude of the analytical signal, obtained by this method, is presented in 
Fig. 6.30. Its exponential approximation is represented by the dashed line.
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Correction for attenuation makes it possible to increase the relative contribu­
tion of the response signals from the deep layers.

Fig. 6.29. Diffraction hyperbola traces. Fig. 6.30. Exponential attenuation of radiation.

Combined execution of the above-mentioned procedures (matched filter­
ing and amplitude correction) delivers the final result -  a vertical cross sec­
tion along the radar path (Fig. 6.31). The results show that a number of fea­
tures in the obtained cross section match up well with the results of contact 
measurement.
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Fig. 6.31. Radar cross section of sounding path.
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This work demonstrates a high correlation between the structural features 
revealed by radar non-destructive sounding and by contact measurement. The 
procedures required for correct processing of the radar data are

- data correction for relief (local topography);
- reconstruction of the average refractive index, and vertical positioning 

of the data;
- amplitude correction for attenuation of radiation with depth.

6.5. UWB-sounding of media 

in a petroleum reservoir

In our studies of the formation of radiation wave projections using differ­
ent sounding techniques we showed that to solve the inverse problem, 
namely the problem of reconstructing the distribution of inhomogeneities, it 
is necessary, first of all, to localize the radiation in the propagation medium. 
Only under this condition does reconstruction of the structure of inhomoge­
neities become achievable, i.e., in real time and with acceptable accuracy. 
Realization of the localization effect can be achieved in two ways which are 
conceptually equivalent. These are computer-based focusing and physical fo­
cusing. A combination of both techniques is also possible. In this context, the 
requirement arises of developing a working model that could enable ra­
diotomography of different inhomogeneities (objects) in the medium ac­
cording to both schemes: the scheme with reflection (location) and the 
scheme with ray transmission. Of course, in this case localization of radiation 
is mandatory. To prove the efficiency of the working model we have used it 
in studies on simulated media which are typical for a petroleum reservoir.

A TMG-100010P01 bipolar generator was used as the transmission unit 
in the developed model radiotomograph with a pulse shape similar to one pe­
riod of a sine wave with an amplitude of ±8 V and a duration of 100 ps at the 
0.1 level of the amplitude with a pulse repetition rate of 100 kHz (signal 1 in 
Fig. 2.7). A TMR8140 stroboscopic oscilloscope was used to record the sig­
nals. A double mirror focusing system constructed in the Cassegrain configu­
ration (Fig. 6.32) as used to localize the region of interaction of radiation 
with matter. Such a design delivers lateral localization of radiation on the or­
der of 3-5 cm. The test substance (simulated medium) was placed into a 
measuring cell with planar boundaries.
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Fig. 6.32. UWB-radiotomograph setup for sounding simulated media 
of a petroleum reservoir.

Siliceous sand was used as the carrier fraction, and oil from the oil well 
■N°418 of the Mimoye field and from well >Ts 11 of the Kazanskoye field, 
Tomsk Region, was used as the filling fraction. A salt solution was prepared 
from distilled water and table salt. The percentage amounts of all compo­
nents were taken according to Table 6.1.

T a b l e  6.1

Medium structure in a petroleum reservoir
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2 Oil-Bearing Stratum 6 17 0 85 9 0 5
3 Gas Cap 4.5 17 0 85 0 10.5 1
4 Clay Cap 3 17 97 0 0 2
5 Water-Bearing Stratum 15 17 0 85 0 0 3
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The fundamental problem here is to investigate the pecularities of UWB 
pulse propagation in the specific media of a petroleum reservoir. The specific 
practical purpose is to investigate the propagation of UWB radiation in 
simulated media of a petroleum reservoir and evaluate the possible use of 
UWB radiation for well logging and navigation of drilling equipment in hori­
zontal drilling.

Interest in such research has grown more intense all over the world and in 
Russia as well. It is assumed a- priori that the use of UWB radiation provides 
relatively deep penetration into oil-bearing media while maintaining suffi­
cient spatial resolution. This research is based on the results of UWB ex­
periments and should give a direct answer to the question of the realistic use 
of UWB techniques for radio-wave well logging in the exploitation of hydro­
carbon deposits.

According to general ideas about the structure of the media of a petro­
leum reservoir, it was believed that the oil-bearing stratum lies between the 
gas cup and the water-bearing stratum, with the clay cap in between. It is 
supposed that radio-wave sounding should be performed within the oil­
bearing stratum, i.e., directly from the horizontal water-injection borehole 
filled with water-clay sludge.

Using a collimated beam helps evaluate the actual penetrating ability of 
the UWB-radiation by comparing the forms of the incident and transmitted 
pulses and also evaluate the electrical properties of the test media. Two rec­
ords of such signals are presented in Fig. 6.33.

The calculated spectra of the incident Sx(f) and transmitted S^if) signals 
enabled us to find the transfer function of a planar layer W(f) = S/f)/Sx(f), 
and, in the case of a planar layer, to determine the complex permittivity of 
the filling substance e = n2 using the formula

4/2
W(f)  = ------- ----------- ----------------exp(iknd) ,

(n + 1)2 - («  - 1)2 exp(2iknd)

where d is the layer depth and k - l n f / c  is the wave number for free space. 
This model considers all possible wave re-reflections which arise within the 
layer when a plane wave penetrates it. The obtained parameters of the main 
fractions can be used to determine the blend parameters (parameters of mix­
tures) according to the so-called refraction model, according to which

n = Y . nj wj '
j

where wj is the volume fraction of theyth component with complex index nj.
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Fig. 6.33. Shape of collimated UWB-pulse with duration of 100 ps while empty 
cell (curve 1) and cells (curve 2) filled with sand (a) and with oil-bearing sub­
stance (b) were examined in the open space. The cell thickness was 50 mm.

Figure 6.34 plots the permittivity values of the main media in a petroleum 
reservoir as a function of frequency.

The obtained spectra of complex blend permittivity (permittivity of mix­
tures) can be used to estimate pulse transmission and reflection within pure 
layers and any of their combinations as well. Calculated attenuation of a ra­
diation pulse is plotted in Fig. 6.35 as a function of penetration depth in a 
simple oil-bearing stratum. The signal envelope M  (amplitude envelope) is 
understood to be the modulus of the corresponding analytical signal.
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/ ,  GHz

/ ,  GHz

Fig. 6.34. Real and imaginary parts o f medium permittivity in a 
petroleum reservoir: curve 1 -  water-clay layer (well), curve 2 -  
oil-bearing stratum; curve 3 -  gas cap; curve 4 -  clay cup; curve 5 
-  water-bearing stratum.
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Fig. 6.35. Shape o f  the UWB pulse envelope (a) and attenuation o f  its 
maximum (b) depending on the penetration depth into the oil-bearing 
stratum.
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The calculations employed a so-called balanced optimal signal, for which

s A ‘) = s 0\ j J exP| - j \ ~ mp+i,exp -m— , / > 0 ,

T0 = T ^ \ \ n ( m ) .  
m - 1

T0 is the duration of the first (short) lobe of the pulse at the zero level. We 
set T0 = 1 ns and p = m = 6 .

It can be seen that the attenuation per unit length decreases smoothly from 
25 dB/m at the surface to a value of 5 dB/m at a depth of 10 m. This is 
caused by the rapid rate of absorption with depth of the high-frequency com­
ponents compared to the slower attenuation of the low-frequency compo­
nents. In the case of radio-sounding of a petroleum reservoir directly from 
the water-injection borehole, the strongest influence on the reflection of 
waves comes from the boundary of the borehole itself. The weighted differ­
ential technique (WDT) for extraction of weak signals from deep layers in­
volves extracting the contribution of the boundary reflection |T(f)| from

Fig. 6.36. Shape of reflected pulse after weighted differential proc­
essing for the oil-bearing stratum at 1-m depth for sounding of the 
petroleum reservoir in the downward (a) and upward (b) direction.
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the integral signal |T(/)| and normalizing. That technique reduces to calcu­
lating the following quantity

A O  J S ( 0 |
\Y(t)\ | n 0 |

- 1 .

This technique makes it possible to clearly delineate the difference be­
tween upward and downward sounding (Fig. 6.36), which is especially im­
portant for navigating the drilling equipment as well as tomographic recon­
struction of the three-dimensional structure of the media in a petroleum-gas 
reservoir. In the final analysis, the obtained result delivers a positive response 
to the question of the realistic applicability of UWB techniques to radio-wave 
well-logging for exploitation of hydrocarbon fields.

6.6. Summary

The methods and approaches considered in this chapter demonstrate the 
efficiency of UWB tomography techniques for georadar research. The sug­
gested approaches enhance the accuracy of current techniques and provide 
new efficient methods, e.g., for sounding of the media in a petroleum-gas 
reservoir and navigating the drilling equipment in horizontal and angular 
drilling.

Not without practical interest is random and incomplete scanning as well 
as scanning techniques over a curved surface. All results are confirmed by 
numerical simulation and comparison with experimental data. The results on 
practical radio sounding of soils at depths down to 6 m in combination with 
contact measurements of the vertical profile parameters are important.



Chapter 7

ULTRA-WIDEBAND TOMOGRAPHY 
OF LAND COVERS

The contents of this chapter generalize the results of papers [1-16].

7.1. Forest tomography

In recent years, interest in boreal forests, which are the lungs of the Earth 
accumulating carbon, has risen significantly. Hence, there is an increased in­
terest in the development of methods for remote monitoring of the condition 
of forest covers. Radio-engineering space-based assets in the microwave 
range are especially efficient for forest sounding. These are all-weather high- 
performance systems. For an adequate assessment of forest conditions, an 
unambiguous correspondence between radiophysical measurements and the 
results of conventional methods for measuring forest parameters must be es­
tablished. The potential for accuracy of the method identified by experimen­
tal research on a UWB radar functional prototype has become a subject of 
interest.

The authors carried out tests of the pulsed locator (radar) prototype to ac­
quire measurements of the parameters of a normal larch forest in the test field 
of the Forest Institute, Siberian Branch of the Russian Academy of Sciences 
(Pogorelki Village, Krasnoyarsk Region). The exterior of the antenna system 
and a block diagram of the UWB locator prototype for forest tomography are 
presented in Fig. 7.1.

For testing of forest areas a pulse driver with a 50-ps edge was developed 
and tested (see Fig. 7.2). The bandwidth of the radiated signal, extending 
from 500 MHz to 17 GHz, overlapped the frequency band of forest semi- 
transparency.

The transverse resolution of the UWB locator is defined by its directivity 
pattern (DP). Results of the actual DP evaluation, obtained from the signal
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reflected from a comer reflector, are presented in Fig. 7.3 (curve /). The am­
plitude of the corresponding analytical signal was used. Curve 2 plots the ap­
proximation, which as used in subsequent tomographic processing. The full 
width at half maximum (FWHM) of the DP locator was 4-5°. The snail-type 
UWB antennas described in Chapter 2 (Figs. 2.4 and 2.5) were used as feed- 
horns for the transmitting and receiving antennas to provide the required 
bandwidth.

Fig. 7.1. External view of antenna system and block diagram 
of the UWB locator for the forest tomography.

Fig. 7.2. The waveform of radiated pulses.
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V, rel. unitsIn forest tomography, it should 
be taken into account that the forest 
is simultaneously the object of 
sounding and the medium for radia­
tion propagation as well. It can be 
assumed in the first approximation 
that wave scattering arises on cer­
tain forest inhomogeneities (trunks, 
branches, leaves and needles), but 
direct and reflected radiation pene­
trates the forest canopy with multi­
ple attenuation. This means that the 
amplitude of the reflected signals 
will decay exponentially with dis­
tance from the scattering point. A 
graph of the experimental depend­
ence of the amplitude of the analytical signal, which corresponds to the azi­
muth-averaged radar response, is presented in Fig. 7.4. The slanting dashed 
line describes the exponential attenuation averaged over multiple angles.

0, deg

Fig. 7.3. Evaluation of the UWB Locator DP.

Fig. 7.4. Attenuation of the UW radiation.

It follows that the first operation of forest tomogram reconstruction is to 
align the multi-angle radar data by renormalizing them with respect to their 
average dependence. The second operation is compression of the radar re-
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sponse over time (distance). This is a quite routine procedure, which is real­
ized using matched filtering. It results in a maximum increase in the signal- 
to-noise ratio: the contributions of individual inhomogeneities become more 
localized and the noise is averaged out. The third, and less conventional, op­
eration is deconvolution, i.e., the operation of removing image blurring over 
the azimuth (bearing angle) due to the fmiteness of the antenna directivity 
pattern. Here, the approximating antenna DP is used, which was mentioned 
in the previous section. Deconvolution is performed using Wiener filtering 
with regularization.

Forest sounding was performed by scanning the azimuth (bearing angle) 
over the range from - 10° to + 10° and the elevation angle over the range from 
0° to 15°. The reconstructed tomogram of the forest test area is presented in 
Fig. 7.5 as a grayscale plot. The circles indicate the locations of trees in the 
landscape plan of the survey area. Figure 7.5 demonstrates good agreement 
of the obtained results with the landscape plan even up to the positions of in­
dividual trees. Such agreement was achieved in 70% of cases. Besides the 
marked trees, some additional inhomogeneities are visible in the tomogram, 
which seem to be large branches of the forest canopy.

y, m 

2

0

-2

10 15 x, m

Fig. 7.5. Forest landscape plan (circles) and forest tomogram.

Further increase in spatial resolution can be obtained (see Section 7.3) if 
we take into account the possibility of transforming from multi-angle meas­
urements of the distribution of the forest radar response to the equivalent 
spatial frequency spectrum. With the help of the Fourier transform, this 
spectrum is brought into a one-to-one correspondence with the spatial field
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distribution in an equivalent transverse aperture. The spatial field distribution 
reconstructed in this way can then be used for computer-aided focusing of 
the recorded field at any required distance and angle using the synthetic large 
aperture technique. The larger the inhomogeneity that is located at the fo­
cusing point, the more intense the response will be. By varying the location 
of the focusing point it is possible to achieve full scanning of the sounded 
area so that a tomogram of the inhomogeneous medium (the forest in our 
situation) can be obtained. Of course, the proposed procedure works only 
within the limits of the Fresnel diffraction zone.

7.2. Tomography of wooden constructions

This section discusses results of field tests of the nanosecond radar which 
were obtained in collaboration with personnel of the Department of Physical 
Problems, Buryat Scientific Center, SB RAS (Ulan-Ude). The testing was 
conducted at an arbitrarily chosen site with a comer reflector inserted into the 
scene as a test object.

The nanosecond radar developed at IHCE SB RAS (Tomsk) radiated 
short pulses with a duration of 10 ± 2 ns, with a peak power of 40 W, and a 
pulse repetition rate of 5 kHz on a carrier frequency of 10 GHz. The width of 
the DP of this radar was a  = 2.5°. These characteristics provided range reso­
lution of objects which are larger than 1.5 m in size. A logarithmic amplifier 
was used to increase the dynamic range of the radar. The radar orientation 
system allows to scan over a large angular range both in azimuth (bearing 
angle) and elevation angle. The waveform of the received pulse was recorded 
using a Tektronix digital oscilloscope with a sample rate of 10 GS/s and then 
processed on a NoteBook computer in MathCad.

A nondescript field on one of the test sites of BSC SB RAS near Istomino 
village was selected as the test area. This field was situated at a distance of 
60 m behind a wooden fence on uneven ground covered with scanty vegeta­
tion. The only object located on this wasteland was an unfinished wooden 
house. A trihedral comer reflector (CR) with an edge size of 30 cm situated 
at a height of 2 m was used for the purpose of calibration. During the meas­
urements, one comer reflector was placed inside the house in a window 
opening, the other one -  outside the house, on the green. Constant visual 
contact between the radar and the CR ensured accurate alignment of the opti­
cal axis of the CR with the direction to the radar.
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Tomographic measurements were preceded by measurements of the at­
tenuation of the response with distance to the CR and measurements of the 
radar directivity pattern. It was confirmed that the amplitude of the radar re­
sponse A fell off inversely as the square of the distance d2 up to the target 
against the background of which a relatively small interference contribution 
was observed due to the effect of the Earth’s surface. It was shown that al­
though the FWHM of the DP was not large (a = 2.5°), the contribution of the 
sidelobes was significant due to the extended dynamic range of the radar 
even when the radar antenna axis is raised above the horizon.

Tomographic measurements of the test site involved recording the radar 
response as a function of the azimuth angle a  with a step of 1 ° within a range 
of ±13° relative to some average direction. Per its elevation angle, the an­
tenna axis of the radar was oriented precisely toward the CR. Each recorded 
response matched the position of a corresponding reflection point in the 
Cartesian system:

x -dcosa , y = d sina  ,

where d = ct/2 and t was the corresponding signal time delay. The radar 
was taken to be located at the origin of the coordinate system. The resulting 
two-dimensional radar image A(x,y) for transformation to the tomographic 
image S was renormalized for geometrical attenuation with range:

S(x,y) = d 2 -A(x,y).
That procedure had already been used previously for forest tomography 
(Section 7.1). A tomographic image, reconstructed in that way, is presented 
in Fig. 7.6 in grayscale using the Contour Plot option in MathCad. The actual 
positions of the objects are marked off here with dashed lines. Locations of 
two comer reflectors (objects 2) are shown as triangles. The entire image is 
bounded in bearing angle and range by the scanning area.

Let us discuss the obtained result. In Fig. 7.6, object /, corresponding to 
the wooden fence, has a straight-lined shape kinked at the point x = 0 m, 
y  = 57 m, as can be easily identified in the image. The position of the back 
post clearly rising up above the fence is marked by a circle. Two CR’s (ob­
jects 2) are imaged quite distinctly and are localized both in range d and in 
azimuth a  . The front wall (object 3) of the unfinished house, which faces 
the radar is visible in the image. Object 4 corresponds to a reflection from 
some hill with quasi-sinusoidal channels which are parallel to the fence on 
the test site. This hill was covered by the radar sidelobes. Objects 5 and 6 are
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manifestations of the effect of multipath propagation of radio-waves. This is 
proven by the fact that they are located at exactly the same azimuth as object 
4 and they are nearly equidistant, consequently they are the result of double­
hop and triple-hop reflections of signal 4 from the fence I.

-10 0 10
x, m

Fig. 7.6. Photograph and radio-tomographic image of 
objects in the test area: I -  fence; 2 -  comer reflectors; 
3 -  wooden house.
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Object 7 is of the greatest interest. First, there were no visible objects at 
this point at the test site. Second, the observed distance between the radar and 
object 7 is close to the distance to the adjacent comer reflector. This suggests 
that the phantom object 7 belongs to the actual comer reflector 2. The low 
dependence of the radar response of the CR on its orientation within the 
range ±45° (Fig. 7.7) is key to understanding these phenomena. The situation 
arises in this regard, when the signal transmitted by the radar to the point 7 is 
scattered over the edge of the fence 1 and propagates to the comer reflector 
2, which reflects the signal directly back (Fig. 7.8a). The scattering diagram

A, rel. units

Fig. 7.7. Dependence of the reflectivity of the comer reflector 
on its azimuthal orientation.

i
I

Fig. 7.8. Generation of false images (phantoms) of comer 
reflectors: a -  on the test site (top view), b -  in quasi-bistatic 
location of low-reflective targets (side view).
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of the CR is filled-in in gray in Fig. 7.8a. Next, the signal returns to the radar 
from the initial direction. This results in the phantom 7 (shown in Fig. 7.6), 
which is represented as object 2' in Fig. 7.8a.

One possible application of the discovered effect connected with the 
scattering characteristics of the CR is of interest. The idea here is the possible 
application of passive illumination for low-reflective target detection, e.g., 
stealth aircraft (Fig. 7.86). The idea is to use the spatially distributed field 
from the comer reflectors 2, which is set up on the approach to a radar- 
protected zone. In this case, the absence of direct reflections from the radi­
olocation (radar) target 1 can be compensated by secondary signals of the 
comer reflector, which makes it possible without large losses to, in fact, re­
alize bistatic radiolocation using a single-position radar. The phantom objects 
2' will be observed to lie along the direction to the actual low-reflective tar­
get. The chain of phantoms 2' allows one to detect the actual target and de­
termine the direction to it.

The work presented above confirms the potential of using the considered 
nanosecond radar for sounding the environment and for verifying the data of 
aerospace sounding.

7.3. Refocusing method

Further increase of spatial resolution can be achieved if the possibility of 
transforming from multi-angle measurements of the distribution of a forest 
radar response to the equivalent 
spatial frequency spectrum is taken 
into account. With the help of the 
Fourier transform, this spectrum is 
put into one-to-one correspondence 
with the spatial field distribution in 
some equivalent transverse aper­
ture (Fig. 7.9). After the spatial 
field distribution is reconstructed, 
the synthetic aperture technique 
can be used and the recorded field 
can be focused at any predefined 
distance and angle within the Fres­
nel diffraction zone, of course, „  „„. . . .  Fig. 7.9. Directivity pattern
w ere possi e. and eqUjva[ent aperture of an antenna.
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Let us consider, element by element, how this can be done. Let the field 
distribution be defined as T(p) over a finite aperture of the antenna system. 
From this distribution, the Fourier transform delivers the spectrum of spatial 
frequencies u = (ux,uy) of the radiated field:

00  00

f(u )=  |  J r(p)exp(i'up)(d2p ) ,
- 0 0 - 0 0

and, conversely, the field distribution over the aperture can be obtained from 
the spatial frequency spectrum using the inverse Fourier transform:

00 00r(p) = (27t) 2 J J f(u)exp(-/up)(<i2u ) ,
— 0 0 — 00

where (d2p) = dxdy and (d2u) = duxduy are the integration elements. For
radiation with wave number k , the spatial frequencies are related to the di­
rection of wave propagation defined by the angular variable relations

ux =&sin9coscp, uy - &sin9sin(p, ux =kcos9.

Taking this into account, we can write

((/2u) = k2 cos 9(sin SdSdtp) = kuzdO. ,

where sin SWSJcp = dO. is the solid angle element. Thus, it is possible to 
write

ao oo

T(p)= J J F(u)A:wz exp(—/up)afQ = J J fl(9,cp)exp(-/up)c/Q.
- 0 0 - 0 0

Here the following quantity should be taken as the diagram function of 
the antenna /?(9,cp)

tf(S,q>) = f(u)*Kr .

After normalization to the maximum of the modulus, this function is the 
directivity pattern of the antenna, i.e., the field distribution over the angular 
variables.

This latter equation establishes a connection between the complex dia­
gram function of the spatial distribution of the field and the spectrum of its 
spatial frequencies. If the angular distribution of the field is known, the spa-
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tial frequency spectrum can always be recovered by renormalization

f(u) = R(S,<p)/kuz

and then, the distribution of currents over the aperture T(p) will be recov­
ered by the inverse Fourier transform. This pertains to definite spectral fre­
quency /  = ck/2n.

If the distribution of currents over the aperture is known, it can be focused 
on an arbitrarily assigned point in space r (Fig. 7.10). For this purpose, it 
suffices to sum up in-phase all values of the current relative to the point r , 
which is written as

£(r)= J J r(p)exp(-/&|p -  r|)(tf2p ).
—00 —00

In the case when the receiver and the transmitter are collocated (the radio­
location case), this is written as

00 00

£(r) = J I  r(p)exp(-2/£|p-r|)(</2p).

Fig. 7.10. Synthetic and focused radiation 
at a given point.

If there is an actual inhomogeneity at the focusing point, the intensity of 
the response will be directly proportional to the degree of non-uniformity. If 
there is no inhomogeneity, i.e., scatterer, at the focusing point, the response
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will be close to zero. By varying the position of the focusing point it is possi­
ble to scan the entire sounded area so that the tomogram of the inhomogene­
ous medium (the forest in our situation) can be obtained. The procedure pro­
posed here is computer-based, and is equivalent to the synthetic large aper­
ture technique [1-16]. The transverse spatial resolution of inhomogeneities 
can be markedly improved. In the first approximation, the resolution in the 
focusing area achieved by using a synthetic aperture radar system is esti­
mated as

Ax = 2Xz/2D ,

where X is the wave length; z is the distance from the aperture to the fo­
cusing point, and 2D is the size of the synthetic aperture. This estimate is 
the distance between the first zeros.

It is obvious that the proposed procedure works only within the Fresnel 
diffraction zone (the near field zone), which is defined by the condition

where zD = D2 jx  is the diffraction length of the light beam for a wave beam 
with radius D (the aperture radius in our situation) and X is the wavelength 
of the radiation [8]. In other words, zD is the distance within which the phase 
difference from the center to the edge of the aperture is significant enough to 
be measured. Generally, this zone is called the Fresnel diffraction zone. For 
example, for the wave length X= 0.3 m and the aperture width D = 3 m, the 
diffraction length zD is estimated as 30 m. For A. = 0.1 m it increases to 
zD = 90 m. For the frequency equal to 7.1 GHz (X = 0.04 m) and the aperture 
width 0  = 1.5 m, the diffraction length zD = 53 m. This latter distance covers 
the entire extent of exponential attenuation of the field in forests as measured 
in units of the attenuation length.

A scanning system having a directivity pattern with a width of 3° in the 
azimuthal plane (Fig. 7.11) was numerically simulated to validate the effi­
ciency of the proposed approach. Such a directivity pattern is realized for the 
aperture 2D = 6 m and the wave length X = 0.5 m. Eighty points inside the 
aperture were used in the calculation, which implies a discretization step of 
7.5 cm (0.15 X ).

Angular scanning was performed in the range (-90°, +90°) under the as­
sumption that one comer reflector was placed at the point x = 5 m, y  = 6 m.
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The angular spectrum so obtained was recalculated to the spatial frequency 
spectrum and then to the equivalent field distribution over the aperture. The 
above-described focusing technique was applied to the obtained equivalent 
field distribution. The focusing of the field in the vicinity of the focusing 
point achieved in this way is displayed in grayscale in Fig. 7.12. The bound­
ary of the DP of the antenna for sounding from the point x = 0, y -  0 is indi­
cated by dashed lines.

m

Fig. 7.11. Directivity pattern.

y.

Fig. 7.12. Field amplitude distribution around the focusing point.
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It can be seen that the best focusing of the field (indicated by the arrows) 
is realized at the position of the comer reflector. The size of the focused field 
is estimated as 0.5 m (FWHM) while the energy spread width calculated 
from the DP at this distance is estimated as 3.7 m. Thus, the resolution has 
been improved by roughly sevenfold thanks to the focusing effect. Note that 
the distance between the first zeros in this region is somewhat greater -  by 
about 1 m; however, it is preferable to use the FWHM value as the estimate.

Using pulsed radiation and matched filtering, it is possible to obtain the 
2D tomogram, i.e., the spatial distribution of inhomogeneities in the sound­
ing plane. For this purpose it is sufficient to focus at all frequencies of the 
pulsed signal spectrum:

5(r,x) = JS0(/)£ (r,/)exp{ /2 jr/x )d f ,

where S0( / )  is the spectrum of the sounding pulse, and x = 2 r l c .
In this way, additional scanning over range will be achieved and the over­

all spatial resolution of inhomogeneities will be improved. Figure 7.13 dis­
plays an example of reconstruction of a tomogram of three scatterers using 
the above-described procedure for a pulse with a duration of 100 ps. The 
spatial distribution of the function |S(r,x = 2r!c)\ is the tomogram.

z, m

8 

6

4

2

0 5 x, m

Fig. 7.13. Tomogram of three inhomogeneities 
using pulsed radiation.

Thus, employing the equivalence between angular radar scanning and 
measurements of the spatial frequency spectrum of the scattered field makes 
it possible to realize controlled spatiotemporal focusing using the synthetic



7.4. Summary 165

large aperture technique for radio-wave tomography of a distribution of 
scatterers and enables an improvement of the transverse spatial resolution by 
not less than sevenfold within the limits of the Fresnel diffraction zone.

The proposed method is not described in the literature as it is a new tech­
nique for tomographic processing of radar measurements. Its implementation 
will increase the accuracy of tomographic processing in the realization of an­
gular measurements by several-fold. Based on the proposed approach, new 
mobile scanning systems can be developed which operate in real time and 
under conditions of strict size and weight limitations, such as in forested ar­
eas. Such systems can also be used for monitoring of large traffic flows and 
also for security purposes in airports, subway stations, and stadiums.

7.4. Summary

Pulsed radio-wave scanning can be used to realize tomography of the 
natural environment, e.g., forests or various structures. Radio-wave tomogra­
phy enables the reconstruction of forest landscapes.

Tomographic processing of radar data is based on either the well-known 
technique of removing point blur or the focusing method proposed here. 
These techniques are used to increase the transverse resolution. A shorter 
wavelength and/or a wider bandwidth must be used to increase the longitudi­
nal resolution.

The proposed refocusing method works only within the limits of the Fres­
nel diffraction zone and provides a sevenfold improvement of the transverse 
resolution.



Chapter 8

ULTRAWIDEBAND INCOHERENT 
TOMOGRAPHY

8.1. Statement of the problem

Incoherent tomography is taken to mean tomography in the case when the 
radio-wave transmitter and receiver are not synchronized so that the relative 
phase difference between the transmitted and received signals cannot be 
measured. A number of widely used methods are available for reconstructing 
the radar images from incoherent radiation.

The method based on using a narrow-beam antenna or large-aperture an­
tenna array is one of the most popular of such methods. A directional antenna 
allows one to measure the amplitude of the waves coming in from a certain 
direction, and also to reconstruct a two-dimensional radio-image with high 
angular resolution. Multi-position measurements of the angular distribution 
of the amplitude of the field are required to obtain three-dimensional images. 
The three-dimensional image reconstruction techniques, in this case, are very 
similar to algorithms used in X-ray tomography. It should be noted that ac­
tive as well as passive tomography is used for this purpose -  the waves can 
be emitted by an outside source or the test objects themselves can act as ra­
dio-wave sources. For example, stars, particle clouds, and the relict back­
ground radiation are considered as wave sources in radio astronomy [1], 
From 2001 to 2009, the NASA WMAP (Wilkinson Microwave Anisotropy 
Probe) space vehicle sent back data from orbit and enabled the construction 
of a celestial map with a resolution of 12 ang. min. in various frequency 
ranges between 23 and 93 GHz [2, 3],

Another radio tomography technique applied to incoherent radiation is 
based on the use of the radio-holographic principle for reception [4-6]. This 
method measures the amplitude of the interference field of the direct wave
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(reference wave) from the transmitter E0 = Aq exp {z'<p0} and the wave scat­
tered by the test object (object wave) E x = Ax exp{/cp,} with the help of a non­
directive antenna. Generally, the amplitude of the reference wave is far larger 
than the amplitude of the object wave: Aq »  Ax. It turns out that the ampli­
tude of the interference pattern in this case is directly related to one of the 
quadratures of the object wave field:

A = \Eo + E \ I = W  + 2A0AX cos((p, -  cp0) + A,2 =
^/lo + ^costcp,—<p0). (8.1)

The cosine field quadrature can be estimated as
C, = Ax cos(<p, -  <p0) = A - Ao . (8.2)

The phase is determined accurately to within a constant, namely the phase 
of the reference wave. This constant phase shift does not affect the focusing. 
This is all that is needed to apply the synthetic aperture technique and per­
form controlled focusing, and finally, to implement radio-tomographic syn­
thesis. In fact, the presence of a reference wave in a certain sense enables the 
solution of the so-called phase problem. This technique is important for the 
terahertz waveband for example, because standard high frequency methods 
are not applicable for this band, as mixers and waveguide transmission lines 
require high accuracy in production, but this is very difficult to achieve. This 
approach is important for incoherent X-radiation as well, where the coher­
ence is provided by stimulated radiation with high pump power. At the same 
time, phase reconstruction promises to deliver an increase in spatial resolu­
tion. The proposed approach is analyzed in more detail below.

For the sake of evenhandedness, we note that in the case when only the 
amplitude of the object wave is measured and use of the two above- 
mentioned techniques (with narrow-beam radiation and analysis of the inter­
ference field of the reference and object signals) is impossible, iterative algo­
rithms have been proposed in the literature to reconstruct the amplitude- 
phase field distribution [7, 8]. The Gerchberg-Saxton iterative algorithm is a 
good example of this [7], The problem of reconstructing the image of the 
object from measurements of the amplitude of the scattered field in some re­
gion at some distance from the object is considered. The approximate shape 
of the scattering object is used in the initial step of the algorithm. Then, the 
wave field propagated from this object is calculated, whose intensity (or am­
plitude) is assigned on the basis of the shape of the scattering object and



168 Chapter 8. UL TRAWIDEBANO INCOHERENT TOMOGRAPHY

whose phase is determined by the phase of the incident radiation. Thus, the 
field in the measurement region is calculated, but its amplitude differs from 
the measured amplitude because of inaccuracies in the initial approximation; 
however, a phase distribution is obtained. Next, the amplitude of the calcu­
lated field is replaced by the measured amplitude, after which the inverse 
problem of reconstruction of the image of the scattering object is solved. The 
next iteration is performed on the basis of the obtained solution. The iterative 
process continues until the calculated amplitude coincides with the measured 
one. This algorithm converges under certain conditions. In practice, this algo­
rithm is hardly ever used.

The chapter is based on summary results of papers [8-14],

8.2. Spatial clocking with unfilled aperture

Radio holographic methods are considered to be a promising develop­
ment of radio tomographic systems in the terahertz and subteraherz bands 
because they require measurements of only the field intensity and do not re­
quire any measurements of the phase. Phase measurements in these fre­
quency bands are a complex technical problem. Nevertheless, phase infor­
mation is needed to reconstruct images with resolution near the diffraction 
limit. However, in radio holographic systems partial preservation of the 
phase information in the intensity of the interference image is possible due to 
interference of the reference and object signals. This makes it possible to re­
construct the radio-image with the highest possible resolution as shown in 
papers [9, 10]. One of the problems related to the use of the radio holography 
method according to the Nyquist-Shannon-Kotelnikov theorem is the need 
to measure the field amplitude with intervals of half a wavelength, which re­
quires a significant amount of measuring time under conditions of mechani­
cal scanning or the use of expensive filled sensor arrays. A method that en­
ables the use of sparse measurements of the field amplitude and does not re­
sult in artefacts and secondary maxima [1 1 ] will be covered in this section. 
This radio-holographic method for reconstructing radio-images is based on 
sparse measurements of the amplitude of the interference field of the object 
signal and different reference signals (from different sources). Minimization 
of the level of artefacts and secondary maxima is assumed to obtain as a re­
sult of optimal placement of the radiating elements with respect to the meas­
urement range.
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The problem of narrowband radio holography based on sparse measure­
ments of the field intensity using several reference sources is considered (see 
Fig. 8.1). Intensity measurement points are marked with circles in Fig. 8.1 
and sources are marked with stars. It is assumed that the measurement points 
are located in a plane at a distance from the plane where the transmitters 
(sources) have been placed. The test object in the shape of a stepped polygon 
is placed at a distance hx from the plane with the transmitters. The transmit­
ters are considered to be point-sources and isotropic. The number of trans­
mitters can be varied. The more transmitters that are used, the more accurate 
the information about the scattering object that can be obtained. It is assumed 
that the transmitters are not working simultaneously, but in sequence, 
clocked, i.e., only one transmitter is working in a given time slice. As a re­
sult, different interference patterns will be obtained for different transmitters 
in the measurement plane.

To validate the feasibility of the proposed approach, we performed a nu­
merical simulation of this problem for a predefined distribution of transmit­
ting r0 and receiving r elements (Figs. 8.2 and 8.3). A stepped polygon with 
a step size of 10 cm was used as the test object. The distance from the re­
ceiving array to the test object was 70 cm while the distance between the ar­
ray of transmitters and the test object was 50 cm. The radiation frequency 
was 20 GHz.
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Fig. 8.2. Matrix composed 
o f 36 radiating elements.

The scattered field £, (r) was calculated in the Kirchhoff approximation. 
The reference wave was assigned as the field of a point source 
£0(r) = G0( r - r 0) . Thus, the information component of the resultant field 
according to Eqs. 8.1 and 8.2 is equal to

C1 = |£ 0 + £ , |- |£ 0|.

The tomography inverse problem can be solved using the inverse focus­
ing technique according to the formula:

V(?f ) = Z I % . r* 'ro J £ (r» 'ro,») - (8-3)
m n

where C,(rm,r0n) is substituted for £(rm,r0n), and the focusing function is 
defined as before as

W (rF .rm.r0,J = eXP { - ^ ( k F - rml + |rF - r0.n|)} •
Her, rm h r0n are the transmitting and receiving points, and rF is the target 
focusing point.

Figure 8.4a displays the test object for only one transmitter connected. 
Secondary maxima are observed due to the sparsity of the measuring matrix. 
Applying formula 1.12, the image was obtained for the case in which all 36

-40 -20 0 20 40
x, cm

Fig. 8.3. Matrix composed 
o f 270 receiving elements.
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radiation sources are active (Fig. SAb). No secondary maxima are evident, 
and the object image can be identified unambiguously. Increasing the image 
quality depends on overlaying interference images from different sources. 
This ensures in-phase addition of the central maximum and incoherent addi­
tion of the secondary maxima in the summation of images provided by dif­
ferent sources according to formula 1.12. The focusing plane was taken to be 
coincident with the plane of test object placement.
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Fig. 8.4. Reconstruction of the image of the test object: 
a -  using one source, b -  using 36 sources.

Notice that the resolution of the image obtained is close to the diffraction 
limit for the system with the aperture considered here, and is equal to 1.5 cm.

8.3. Frequency docking

As it was described in previous chapters, the most quality 3D image with 
the resolution close to the diffraction limit can be obtained with the SAR 
technology using the ultrawideband signals. Consider the summary of the 
technique studied in the current chapter for obtaining the image from the in­
coherent radiation using the set of frequencies distributed within the ul­
trawide band. The idea of such approach is the concept of using the ampli­
tude technique on each frequency followed by addition of obtained interfer­
ence images according to 1.13 a. It is supposed that sounding is clocked on
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different frequencies. This can be achieved by using a set of bandpass filters 
to isolate required frequency bands, or by using the dispersion prisms, which 
convert the time spectrum into the spatial wave spectrum. In our case, it can 
be realized by the step frequency switching of the backlight generator (the 
reference source).

As was described in previous chapters, the highest-quality 3D image with 
a resolution close to the diffraction limit can be obtained with SAR technol­
ogy using ultrawideband signals. We consider a generalization of the tech­
nique considered in the present chapter for obtaining an image from incoher­
ent radiation using a set of frequencies distributed in the ultrawide band. The 
idea of this approach is based on the use of the amplitude technique at each 
frequency with subsequent addition of the obtained interference patterns ac­
cording to Eq. (1.13a). It is assumed that sounding is carried out in the 
clocked regime at different frequencies. This can be done by using a set of 
bandpass filters to isolate the required frequency bands, or by using disper­
sion prisms, which convert the time spectrum into a spatial wave spectrum. 
In our case, it can be realized by step (clocked) frequency switching of the 
backlight generator (the reference source).

Let us consider the measurement diagram shown in Fig. 8.5. The trans­
mitting and receiving antennas are placed at the fixed distance d from each 
other and together form a transceiver. It is moved with a certain step in the 
XOY plane and enables measurement of the amplitude at different frequen­
cies. The transmitting antenna is connected to the tunable monochromatic 
signal generator. It emits radio waves in the direction of the test object and in 
the direction of the receiving antenna. The wave reflected from the object 
(object wave) interferes with the direct wave from the source (the reference 
wave). A detector diode is connected to the receiving antenna and together 
with an analog-to-digital converter measures the amplitude of the combined 
signal. The measurements are performed upon emission of the monochro­
matic signal. Then the frequency of the monochromatic signal is changed and 
the measurements are repeated. In this way broadband radio-holographic 
measurements are realized. The proposed variant of sounding can be realized 
with a dual-axis scanner as shown in Fig. 8.5.
The frequency clocking technique proposed in this section was numerically 
simulated for the frequency range 5-10 GHz in the spatial region l xl xl  m. 
In the calculations it was assumed that the transmitter and the receiver were 
placed 10 cm apart and are moved within an area of lx l m with a step of 
4 mm. The investigated inhomogeneity, a stepped polygon with a step size of
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5 cm (Fig. 8.6), was placed at a distance of 30 cm from the scanning area. 
The result of radio tomogram synthesis at that distance is presented in 
Fig. 8.6.

Fig. 8.5. Diagram and experimental setup for measurements 
with frequency clocking.
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-20 -10 0 10 20 -20 -10 0 10 20
x, cm x, cm

Fig. 8.6. Test object and its radio tomogram.

Figure 8.7 displays the result of image scanning at the sounding depth in 
the center of the test object position. The image was normalized to the 
maximum at zero distance. This maximum is connected with the reference 
signal in the source data. It can be seen that the test object is localized near the 
assigned value (30 cm), and the resolution obtained is close to the diffraction 
limit for systems with synthetic aperture in the UWB range: 1.5 cm in the 
transverse direction, and 6 cm in the longitudinal direction (along the z axis).

Fig. 8.7. Image scanning of test object at the scanning depth.
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This latter value depends on the clocked frequency band at 5 GHz. It should 
be noted that the aperture is completely filled there, and the proposed solu­
tion was realized using FFT-based fast algorithms at each frequency.

Thus, numerical simulation demonstrated the fundamental feasibility of 
frequency clocking. The experimental scanning was performed over an area 
of 80x80 cm with a step of 1 cm. A dual-axis mechanical scanner was used 
which consisted of a square frame with dimensions 110x 110 cm that in­
cluded a moving carriage guided in two mutually perpendicular directions by 
steel ropes connected to the stepper motors. Each stepper motor controlled 
one of the two guide ropes. The transceiver module consisting of two UWB 
antennas separated by a distance of 5 cm from each other was fixed to the 
carriage at the cross-point of the guide ropes. One antenna was used for sig­
nal transmission, the other one -  for receiving the signal. The antennas were 
separated by an aluminum plate with a hole to reduce the direct signal from 
the transmitter to the receiver. However, the direct signal remained strong 
enough to be used as the reference signal.

Measurements were performed at 512 frequencies within the range from 8 
to 18 GHz with a uniform step. Two stepped objects were used as the test 
object. The first one was a plaster object with a step size of 5 cm at a distance 
of 36 cm from the plane of transceiver movement (scanner plane). The sec­
ond one was a metallic object with a step size of 10 cm at a distance of 56 cm 
from the scanner plane. Measurements at frequencies of 10 GHz and 15 GHz 
are presented in Fig. 8.8.

Fig. 8.8. Field amplitude measurements at a frequency of 10 GHz (a) and 15 GHz (b).
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A complex interference image is displayed there suggesting that the 
measurement data contain information about the phase of the object wave.

Reconstruction of images based on the experimental data was performed 
in two stages. Firstly, the reference signal amplitude was subtracted from the 
measured amplitude of the interference field. The next stage is to provide the 
inverse focusing and receive the three-dimensional radio-image.

The results of reconstructed images from a plaster and a metallic object 
are presented in figure 8.9. The image of the plaster object was recovered 
with lower quality than the image of the metallic object. It depends on the 
relatively low reflection factor of plaster by contrast to metal. The shadow 
from the plaster object is visible on the image of the metallic object placed at 
the longer range. As the plaster object is semi-transparent for waves of the 
chosen frequency band the metallic object placed behind it can be visualized 
anyway.

-40 -20 0 20 40 -40 -20 0 20 40
x, cm x, cm

Fig. 8.9. Reconstructed images of test objects: a -  object of plaster, 15x15 cm in size at 
the distance of 36 cm; b -  metallic object, 30x30 cm in size, 56 cm apart from scanner 
plane.

The resolution of the images obtained is close to the diffraction limit for 
this frequency band and is about 1 cm. Moreover, there is the range resolu­
tion in the obtained 3D image as evidenced by the distinct vision of both ob­
jects which were placed at different range. The evaluation of the range reso­
lution in theory is 3 cm for the frequency band of 8-18 GHz.
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An experiment with a stepped metallic object with the step size of 5 cm 
was also conducted, when the object was placed 46 cm apart from the scan­
ner plane. Figure 8.10 shows the recovered image of the single test object.
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Fig. 8.10. Tomogram of metallic test object 
at distance of 46 cm.

8.4. Summary

The work described in this chapter has revealed the potential of radio­
wave tomosynthesis with incoherent radiation. The efficacy of using spatial 
and frequency clocking of the measurements has been demonstrated.

This is important since this method makes it possible to exceed the spatial 
resolution of conventional methods of incoherent tomography by several or­
ders of magnitude. To realize the proposed approach, it is sufficient to pro­
vide interference of the reference and object fields and record the amplitude 
of the interference field. In the final analysis, it provides information about 
the relative phase of the object wave and ensures the possibility of focusing, 
which is needed for the radio tomography of test objects using the method of 
tomosynthesis.



Chapter 9

TOMOGRAPHY OF NONLINEARITIES

The problem analyzed in this chapter pertains to a process that is referred 
to as nonlinear radio-location (detection), when nonlinear inclusions or their 
absence in the monitored field are to be detected by distortions of the scat­
tered field during sounding. In the first approximation all sounded regions 
are linear, which underlies the linearity of the constitutive equations. How­
ever, this linearity breaks down if the transmitted power is increased. As a 
rule, this happens in regions filled with semiconductor electronic parts (di­
odes, transistors, microchips, etc.) or at bad electrical contacts between metal 
structures. The first-mentioned situations usually result in the appearance of 
even-order harmonics while the latter typically lead to the appearance of odd- 
order harmonics. This is the basis for technologies of nonlinear element de­
tection [1- 8].

9.1. Current state of the problem

Let us look at the current state of the solution to the problem of nonlinear 
radio location (detection) (ND). At the present time, the main task of ND is 
to answer the question of how to provide countermeasures against industrial 
and economic espionage. Modem transmitters and recorders are so small that 
they can be carried and hidden nearly anywhere, being placed inside different 
household appliances, interior items, and building structures. Extended long­
life batteries allow them to function for months or even years. Such “bugs” 
are hard to detect from their radio emissions because many of them are 
turned off remotely.

To assist with this problem, nonlinear radio detectors come to the fore 
[1-7]. The wide range of modem nonlinear radio detectors available in world 
and domestic markets today allows you to choose a detector that best meets 
your needs.
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Back in the early 70's a ND method was developed in Russia based on an 
analysis of harmonic emissions caused by an illuminating signal when it is 
reflected off a target. A few years later, this method was used by the Super­
scout Nonlinear Junction Detector (NLJD) system, which was the first com­
mercially available and patented NLJD. The instrument typically includes an 
antenna, a transceiver, an indicator unit, and a power supply. The signal 
emitted by the NLJD antenna causes any currently known electronic device 
to generate a response signal.

The NLJD remains the only way to localize non-radiating electronic de­
vices, including defective devices or devices with burned-out semiconductor 
junctions, apart from the possibility of occasional detection as a result of 
physical searching or detection by means of X-ray equipment.

The principle of NLJD operation is based on flooding the suspect area or 
object with a monochromatic microwave signal. The test object re-emits the 
harmonics of the radar signal. This phenomenon is tied up with the fact that 
the induced potential difference on the nonlinear object gives rise to a non­
linear current which contains harmonics. The induced alternating current 
generates a re-emitted electromagnetic field, which contains these harmonics. 
Usually, the appearance of such harmonics indicates the presence of nonline­
arities.

Nonlinear properties are more strongly expressed in semiconductor p-n 
junctions and in pressed metallic contacts as well. The current-voltage (I-V) 
characteristics of most semiconductor junctions included in all electronic de­
vices are close to a square law. These are the elements that are the main tar­
get for nonlinear junction detectors. The I-V characteristics of dissimilar 
metals in contact with one another as well as those of metal-oxide-metal 
contacts resulting from corrosion are approximated by a cubic polynomial. 
These contacts are commonly referred to as false junctions. When a radio­
detector irradiates a semiconductor junction, the resulting second harmonic is 
stronger than the third harmonic. If a metal contact is irradiated, on the con­
trary, the third-harmonic response is much stronger than that of the second- 
harmonic. High-quality NLJDs have the capability to compare the received 
signal intensity of both the second and third harmonics, so they assist the op­
erator in discriminating between true semiconductor junctions and false 
junctions. This feature typically results in a much more expensive NLJD be­
cause it means that the unit has two receivers with well-isolated channels 
(frequencies).
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Nonlinear radio detection of objects is similar to the conventional detec­
tion of objects with active response in the identification mode. Thus, the 
power of the nth harmonic response (and the detection efficiency as well) de­
pends directly on the power of the radiation emitted by the detector and in­
versely on the square of the frequency and the order of the received har­
monic. The lower the radiation frequency of the NLJD, the lower the signal 
attenuation and the response from the object.

Thus, the frequency of the radiation emitted by the detector is one of the 
fundamental parameters of ND. It is around 915 MHz for most NLJDs (the 
second harmonic is 1830 MHz and the third harmonic is 2745 MHz). The 
frequency of 888 MHz is rarely used (for which the second harmonic is 
1776 MHz and the third harmonic is 2664 MHz). Generally speaking, detec­
tors operate at one fixed frequency. However, some detectors operate at mul­
tiple frequencies. As detectors with a limited frequency band often find 
themselves in conflict with other electronic devices, NLJDs with a wide fre­
quency band and automatic free channel (frequency) selection are preferred. 
For example, in the US, NLJDs could interfere with mobile phone signals in 
the frequency band at 888 MHz.

Although the radiation power significantly increases the detection capa­
bility, the receiver sensitivity is equally important. NLJDs with low power 
output, but with a sensitive receiver can have higher performance than high- 
power NLJDs with an insensitive receiver. Moreover, high-power NLJDs can 
damage electronics and have an adverse effect on people's health.

The modality of radiation is directly related to the power. Most NLJDs 
operate in the continuous mode, and their output power hardly exceeds 3 W. 
A 2-watt nonlinear detector can detect an eavesdropping device through sev­
eral inches of concrete or buried not too deep in the ground. Lower-power 
units (50-100 mW) will detect eavesdropping devices only an inch from the 
antenna.

Some domestic nonlinear detectors use pulsed mode and correspondingly 
have a number of advantages. Such NLJDs consume far less electric power, 
which reduces their power supply requirements. Moreover, when operating 
in puised mode with a peak power of 300 W, the mean power of irradiation 
of the operator (the specific absorption rate (SAR)) is very low — far lower 
than in continuous mode with a power level of 3-5 W.

The three main functions of NLJDs are detection, position location, and 
identification.
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Detecting is successful if the response amplitude exceeds a threshold 
level. A visual or auditory signal keeps the user informed that the suspect 
object is located within the antenna illumination range. Location of the posi­
tion of the object is performed through a comparison of the amplitude with 
the response bearing. The amplitude of the response signal increases as the 
antenna gets closer to the signal source during the search. The anisotropy of 
the directivity pattern allows the user to determine the direction to the source 
of the response signal from its maximum level.

Object identification is performed according to an analysis of the re­
sponse signal from the object located within the antenna radiation range. In 
those NLJD models that simultaneously receive a response from the object in 
the second and third harmonics of the radiated signal, identification is real­
ized by comparing the signals of both receive paths by monitoring the linear 
indicator lights. Usually, objects with semiconductor junctions return a sec­
ond harmonic signal that is 20-40 dB stronger than that of the third har­
monic. Noisy metal contacts, in contrast, generate a third harmonic signal 
exceeding the signal of the second harmonic by 20-40 dB. NLJDs receiving 
only the second harmonic response require additional actions from the user to 
identify the object. The problem here is that there are a number of objects 
containing nonlinear metal contacts. These include reinforced concrete 
structures, different types of supports, furniture springs in contact with screw 
heads, nails contacting metallic object inside a wall, electrical switches, con­
tacts of fluorescent tubes, paper clips, etc. Such objects give false alarms on 
the odd-numbered harmonics, but sometimes they produce even-numbered 
harmonic responses as well. Since these contacts are mechanically unstable, 
their current-voltage characteristic is unstable as well and is highly depend­
ent on the mechanical state and history of the contacts. If low physical vibra­
tion is applied to a false junction, the crystal texture of corroded and 
bimetallic junctions may be destroyed, which leads to modulation of the re­
sponse signal with the frequency of vibration. Vibration does not affect the p- 
n semiconductor junctions. The operator should test the search field, for ex­
ample, by tapping the ground with a small rubber hammer using both the in­
dicator and the headphones. In this case, the response from electronic devices 
will not change, and no sound will be generated in the headphones. Metallic 
sources upon tapping will cause disordered unstable display readings and 
noise (crackling) in the headphones.
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Exploration with a NLJD usually starts with slow scanning, with the ra­
diation switched off, of every surface in the search area. The operator should 
scan all surfaces thoroughly including walls, the floor, the ceiling, equip­
ment, etc. This is quite a time-consuming procedure (usually its rate is 0.2- 
0.4 m2/min), its aim is to detect devices that generate electromagnetic fields.

Then, with the irradiating signal switched on, walls and other surfaces 
should be scanned, holding the antenna at least 2-3 m away from the surface. 
This allows the operator to detect and isolate those objects that cause noise in 
the headphones. After removing these objects from the search area the dis­
tance to the NLJD is reduced to 1-1.5 m, and the scanning procedure should 
be repeated. Finally, the distance should be reduced to 0.5 m or to immediate 
contact with the object. Then a number of scanning operations are performed 
while gradual increasing the NLJD power from its lowest possible level up to 
its maximum value.

Scanning of flat surfaces is performed with a rate of 0.03 m2/s, complex 
surfaces are scanned at a slower rate. So, scanning of a small office (no more 
than 20 m2) takes about 2-3 h, a medium-sized office will take 2>-A h, but 
scanning of a large building demands 6-8 h or even several days.

Nonlinear detection technology is applicable to the remote detection of 
small-sized objects such as radio-controlled devices, equipment for industrial 
espionage, small arms and light weapons, aircraft wreckage, portable trans­
ceivers including ones that are switched off, etc. The search objects can in­
clude special nonlinear markers which are used for secret marking of differ­
ent objects and terrains (for precision guided weapons) and also for people 
(e.g., lifeguards in inaccessible areas). Experiments have shown that the op­
timal frequency for remote detection of nonlinear objects should not exceed 
1 GHz, and it is reasonable to use high-power pulses with low duty cycle ra­
tio to extend the detector coverage range. If the pulse peak power is 50 kW 
and the duty cycle ratio is 1/ 1000, the airborne detection range for small­
sized objects is 300-350 m. If an object is buried 0.1-0.2 m deep in the 
ground, the detection range is about 80-100 m.

The basic characteristics of the best-known models of modem NLJD are 
presented in Table 9.1. Nonlinear junction detectors are considered to be the 
optimal devices for detecting unauthorized information collecting devices. 
The use of pulsed UWB technology for nonlinear detection has received but 
scant attention in the scientific literature thus far. The key reason for this is 
that their low pulse power simply does not enable detection of nonlinear in­
clusions.
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9.2. UWB tomography of nonlinearities

The present section is aimed at research into the possibility of using UWB 
signals for nonlinear detection. The well-known Luxembourg effect (LE) is 
assumed to lie at the basis of such an approach. The main idea underlying 
this effect consists in the occurrence of cross-modulation when radio waves 
propagate in nonlinear media. Cross-modulation is the phenomenon that 
arises when a receiver tuned to a station on a broadcast frequency f  simulta­
neously receives signals from a high-power broadcast station operating at the 
carrier frequency fz (far enough removed from / ) . This effect was observed 
for the first time in 1933 in Eindhoven (the Netherlands), where the high- 
power Radio Luxembourg station, located in line with a Swiss station, could 
be heard during the Swiss broadcast. A similar phenomenon was observed in 
Gorki (Russia), where high-power Moscow stations could be heard during 
the reception of radio stations located to the west of Moscow. The depth of 
such cross-modulation of the radio waves of both stations can reach 10 % or 
even more, but it usually does not exceed 1-2 %. The Luxembourg effect is a 
source of interference in radio reception.

The theory of the Luxembourg effect was developed by the Australian 
physicists V. Bailey and D. Martyn (1934-1937), the Soviet physicist 
V.L. Ginzburg (1948), and others. The possible effect of cross-modulation in 
the ionosphere was mentioned first by the Soviet scientist M.A. Bonch- 
Bruyevich in 1932. The cause of the LE is as follows: a high-power wave 
“heats up” (perturbs) a region where another wave propagates transmitting 
information. Both waves experience cross-modulation, i.e., they see each 
other. It is based on the nonlinear modulation effect. At the physical level, it 
is similar to the mixing of two signals in a solid-state mixer.

Let us consider how this effect can be applied to the UWB detection of 
nonlinear inclusions. Let E0(t) be a pulsed UWB signal which irradiates a 
nonlinear inclusion. Then, to within a constant factor, the scattered field can 
be written as

£sca,(') = £o(') + g[£o(')]>

where g(x) is the nonlinearity. Generally, it can be assumed that

£ » , ( ') *  M O -
If we add a high-power monochromatic illuminating wave 

£((/) = /4sin((o/ + (p1)
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to the UWB field, then the total scattered field can be represented as
£scat (0  = Eo (0  + A sin (®* + <Pi) + g [£0 (0  + *  sin (cot + tp,)].

The phase of the monochromatic illuminating signal is not correlated with 
the UWB signal, so after averaging we can write

( 4 c a t  ('>  ^ ) )  =  E o ( ' )  +  ^  J  8  [£<> ( 0  +  A  s in  (<P)] d <f> ■
-n

This means that a nonlinear inclusion appears as an averaged scattered 
pulsed signal! This effect does not occur at a low level of illumination:

< 4 a ,  M « |£ o l ) >  *£<>(') •
The difference between the obtained signals is the information value to 

identify the type of nonlinearity. This conclusion was confirmed by numeri­
cal simulation. The proposed method is based on this effect.

It should be emphasized that although the harmonics are not recorded in 
contrast to the conventional method of nonlinear detection, the nonlinearity is 
manifested in the distortion of the shape of the UWB pulse. Conceptually, 
this corresponds to the Luxembourg effect. The proposed method is covered 
by a Russian Federation Patent [9].

Figure 9.1 shows typical shapes of signals received during UWB sounding 
of a D20 diode with illumination (curve 1) and without illumination (curve 2) 
as well as the differential signal (curve 3). The diode was not connected to a

Fig. 9.1. Signal shapes in the UWB sounding of a D20 diode with illumination (curve /) 
and without (curve 2), and the differential signal (curve 3 ) .
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circuit, it was just a free standing factory-made unit. The frequency of the il­
lumination signal was /  = 850 MHz, and a focused UWB signal with a dura­
tion of 0.2 ns was used for sounding.

The illumination signal power at the output of the transmitting antenna 
was 30 W. As the figure shows, the differential signal stands at 20-25 %, 
which is quite a significant value. There is a certain inertia (delay) of the 
nonlinear diode response. Similar characteristics are observed for other non­
linear inclusions as well.

9.3. Processing program and results of the UWB tomography 

of nonlinearities

A program chart of the experimental setup is presented in Fig. 9.2. This 
program was applied within the framework of the Volnorez (Breakwater) 
project.

Fig. 9.2. Program flowchart.
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The program workflow is sequential UWB scanning of the test area with 
an assigned step. Sounding is performed in two sequentially activated modes: 
with illumination and without illumination by high-power monochromatic 
radiation.

Scanning is realized according to the program by automatic movement of 
the antenna unit. The collected arrays are sent to the program for tomo­
graphic processing and detection of nonlinearities. The program’s main win­
dow is illustrated in Fig. 9.3.

Layer-by-layer images of the sounded area are displayed in the pop-up 
windows. The source sounding data are shown in the first window. The 
waveform of the signal at a selected point is displayed at the bottom. The 
middle frame displays the tomogram of all the detected inhomogeneities at 
different depths. The right-upper window displays a tomogram of the de­
tected nonlinearity or nonlinearities. Images are displayed layer-by-layer in 
grayscale. Layer-to-layer transfer is performed interactively with the 
scrollbar: slider up -  for near layers, slider down -  for far layers. The depth 
of each layer (m) is displayed below. There was just one nonlinear inhomo­
geneity in the given example (a microwave diode). Other inhomogeneities 
were 2x2 cm square-shaped pieces made of aluminium foil. Each object was 
taped to the foam plastic surface with adhesive tape.

The experiments confirmed the feasibility of the proposed solution.

9.4. Summary

Using UWB radiation for radio tomography of nonlinearities of artificial 
origin creates numerous opportunities for their 3D tomography. In contrast to 
the conventional nonlinear detection method, it does not use the detection of 
harmonics to achieve this end. However, UWB radiation requires an external 
high-power microwave source to detect nonlinearities.

The proposed method of nonlinear detection is covered by a Russian Fed­
eration Patent.



Chapter  10

CONTACTLESS ULTRASONIC TOMOGRAPHY

Electromagnetic radiation interacts with electrophysical inhomogeneities 
in the propagation medium. In contrast to electromagnetic radiation, acoustic 
radiation interacts mainly with density contrasts in the sounding medium 
[1-2]. In this context, using ultrasound in the tomography of inhomogeneous 
media provides additional opportunities, in particular for detecting the type 
of material that the hidden objects are made of. Integration of radio- and 
acoustic sounding provides opportunities, e.g., for the detection of explo­
sives.

A search on remote ultrasonic sounding techniques reveals that most in­
dustrial methods are based on contact measurements. The principal reason 
for this is that ultrasound attenuation in air is quite high. Ultrasound is used 
in Parktronic systems for car parking, and for control of industrial robots. 
The ultrasound system (echolocation) used by bats is perhaps the only ultra­
sonic ranging system actually effective in air (see Fig. 10.1).

Fig. 10.1. Bats are effective ultrasonic stations in air.



190 Chapter 10. CONTACTLESS ULTRASONIC TOMOGRAPHY

Some insects also use ultrasound, but rather for active jamming of bats’ 
sounding. There is no doubt in the efficiency of ultrasound for sounding in 
liquids and through immersion liquids. This applies in the fields of industrial 
metal working, medicine, and submarine echolocation. In nature this also 
pertains to dolphins and fish. However, ultrasound can be efficiently used for 
tomography in air in safety systems and in non-destructive testing. If the ob­
ject is radiopaque, radiation can hardly penetrate it, and only acoustic radia­
tion will allow the recovery of its internal structure.

The overall purposes of the present chapter are: the development of 
physico-mathematical models of a system for reconstruction of images of in­
homogeneous media based on tomographic processing of multi-angle meas­
urements of scattered acoustic radiation, the development of the key elements 
of a simulation system and the development of experimental measuring tech­
niques, and finally, an evaluation of the potential and actual characteristics of 
an acoustic wave tomograph in different measurement and sounding 
schemes. The chapter summarizes the results of papers [3-5].

10.1. Experimental results

From a mathematical perspective, acoustic wave propagation is similar to 
the propagation of electromagnetic waves. From a physical point of view, 
electromagnetic and acoustic oscillations are fundamentally different. To a 
first approximation, the difference lies in the fact that an electromagnetic 
wave is a vector transverse wave, while an acoustic wave is a scalar longitu­
dinal wave. It is important that the phase velocity of electromagnetic waves 
is lower in a more condensed material while the phase velocity of acoustic 
waves is higher in air. Moreover, the attenuation of electromagnetic waves in 
a water-filled medium is rapid (exponential) unlike acoustic waves, which 
hardly attenuate in such a medium as water is practically incompressible and 
transmits acoustic oscillations without significant attenuation. And most im­
portantly, electromagnetic waves can propagate through a vacuum while 
acoustic waves cannot.

A common factor is that both electromagnetic and acoustic waves are de­
scribed by wave equations, and both give rise to reflection, scattering, and 
diffraction effects when the wave interacts with inhomogeneities in the me­
dium. In this respect, all of the mathematical methods and results elaborated 
in previous chapters are applicable for ultrasound.
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The simplest setup for our experiments in ultrasound tomography is 
shown in Fig. 10.2. Standard piezoceramic transmitters and ultrasound re­
ceivers with a resonant frequency of 40 kHz are set on an x-y recorder, and a 
computer sound card can be employed as a signal generator and receiver. A 
Creative Audigy SE PCI SB0570 sound card enables signal generation and 
recording with a sample rate up to 96 kHz. An MA40S4R ultrasonic trans­
mitter was used as well as an EM9767 electret microphone. The object of 
sounding (a toy gun) was placed at a certain distance from the transmitter. 
Scanning was performed through a simple computer-aided controller.

Fig. 10.2. Experimental setup for ultrasonic tomography.

A broadband ultrasonic scanner setup was built and used to experimen­
tally recover the ultrasonic image of the toy gun. The result is presented in 
Fig. 10.3, which demonstrates variations of the real part of the complex am­
plitudes at different frequencies of the spectrum of the measured signal.
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Typical wave images of an ultrasonic field scattered by a test object are 
clearly apparent in this figure.

-15 -10 -5 0 5 10 15 -15 -10 -5 0 5 10 15
x, cm x, cm

-15 -10 -5 0 5 10 15
x, cm

Fig. 10.3. Ultrasonic echo of a toy gun located at a range of 12 cm 
at frequencies of: 37 kHz (cr), 40 kHz (b), and 43 kHz (c).

To recover the images of an object, the inverse focusing was used in the 
frequency domain at three different frequencies according to Eq. (1.13). The 
restored image of the test object is presented in Fig. 10.4. The image of a gun 
can be clearly distinguished in the result of single-frequency sounding; how­
ever, there are minor artefacts. The number of artefacts was markedly de­
creased when the sounding was performed at all frequencies within the fre-
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quency band 37-43 kHz. It should be noted that in air a wavelength of 8.3 
mm corresponds to a frequency of 40 kHz, which makes it possible to distin­
guish fine details in the image.

---------1---------1 :— I----- —I--------- 1---------  ---------1---------1--------- 1-------- 1---------1---------
-15 -10 -5 0 5 10 x, cm -15 -10 -5 0 5 l Ox. cm

Fig. 10.4. Recovered image of the object (tomogram): 
at a frequency of 40 kHz (a), within the frequency band 37—43 kHz (b).

The resolution of details improves as the distance to the object is de­
creased. This is because the condition of Fresnel diffraction is being met 
more precisely (Fig. 10.5). The result of sounding of a test object in the form 
of a stepped triangle with a hole is displayed in Fig. 10.6. The resolution in 
this case is close to the radiating wavelength and even higher.

The reported results confirm the efficacy of the use of ultrasound in loca­
tion (detection) tomography of small-sized objects. Furthermore, no special 
permit is required to use ultrasound, so it can be used for covert surveillance.

i i i---------------------1---------------------1 -------- 1---------------------1--------------------- 1 i---------------------1

-10 -5 0 5 x, cm -10 -5 0 5 x, cm

Fig. 10.5. Plastic gun in air at a distance of 10 cm: 
measured data (a) and result of focusing (b).



194 C hapter 10. CONTACTLESS ULTRASONIC TOMOGRAPHY

Fig. 10.6. Stepped triangle in air at a distance of 10 cm: 
photograph (a) and the result of ultrasonic imaging (b).

Objects can visualized which are hidden behind opaque but acoustically 
transparent screens (Fig. 10.7). The image is blurred of course, but it remains 
recognizable. The resolution could be improved significantly with the use of 
multiple frequencies.

Fig. 10.7. Plastic gun behind a curtain at a distance of 10 cm: 
photograph of experimental setup (a) and the result of focusing (b).

Mechanical scanning of an acoustic field requires up to several tens of 
minutes and the object must remain motionless, which is unattainable, e.g., 
when screening people. Thus, it would be interesting to consider how 
sounding could be speeded up by electronic switching of the transmit/receive 
arrays. In the view of the authors, cross-shaped sounding systems are of in­
terest. A demo setup of a sonar was therefore developed that included 32 ul-
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trasonic transmitters and 32 receivers arranged in the form of a cross, situated 
l cm apart from each other (Fig. 10.8).

Fig. 10.8. Sonar for contactless ultrasonic imaging: 
external view (a), configuration scheme (b).

Measurements were carried out in the clocked mode. The time for a com­
plete measurement, data processing, and visualization of the results on a stan­
dard computer does not exceed 2 s, which is acceptable for many applications. 
An image obtained using the sonar demo setup is presented in Fig. 10.9.

x, cm .r, cm

Fig. 10.9. Testing results of sonar demo setup: 
measured field (a), recovered image (b).
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10.2. Integration of radio- and ultrasonic tomography

Ultrasonic radiation mostly is scattered at the inhomogeneities of the den­
sity p . In remote sounding, it provides the information about the material an 
inhomogeneity is made of. Using electromagnetic waves in sounding makes 
it possible to monitor the electrophysical properties of matter. The integration 
of electromagnetic and acoustic waves for sounding enables us to distinguish 
solid and liquid media. The following empirical relation is true for solids:

p = 2(n - 1) ,  or n = [p/2  + 1],

where p is the density and n = \fe is the refractive index of the material. 
A plot of the refractive index versus the density is shown in Fig. 10.10, 
where the sloped line plots the above dependence.
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Fig. 10.10. Refractive index -  density diagram o f several solid materials.

The values for certain solids are indicated with dots. Each value is listed 
in Table 10.1. Materials of higher density have a higher refractive index.

Note that that TNT, which is distinctly different from other materials, 
takes a very low position in the diagram. The position of fluoroplastic (Tef-
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Ion) is close to the that of TNT. This means that Teflon can be used to simu­
late TNT in the laboratory; in real practice it is necessary to use reconstruc­
tion of the shape of such objects to distinguish these materials.

Refractive index and density of solids
T a b l e  1 0 . 1

Material Density, e/cm3 Refractive Index
Foam plastic (Styrofoam) 0.06 1.022741

Wood 0.3 1.581139
Paper 0.7 1.414214

Paraffin 0.87 1.449138
Polyethylene 0.9 1.48324
Polystyrene 1.05 1.549193

Asphalt 1.1 1.637071
Amber 1.1 1.67332

Plexiglas 1.18 1.897367
Fabric-reinforced laminate 1.25 2

Vinyl plastic (PVC) 1.35 2
Fluoroplastic (Teflon) 1.65 1.378405

TNT 1.654 1.4
Quartz 2.07 2.165641
Sulfur 2.07 1.994994
Marble 2.6 2.880972

Phlogopite 2.6 2.345208
Slate 2.7 2.569047
Glass 3 2.32379

Diamond 3.515 2.42

The refractive index in liquids is generally higher than in solids (see Ta­
ble 10.2). Liquids are easily identified in the diagram. Furthermore, the elec­
trophysical parameters of liquids have a definite temperature dependence that 
can be used for their identification.

One way or another, integration of ultrasonic sounding with radio waves 
provides additional information about a material and is therefore considered 
to be a promising direction for research. Moreover, the use of ultrasound is 
harmless to human health and it requires no special permit to be used. That is 
why the development of technology based on the SAR technique is consid­
ered to be important for ultrasonic tomography of inhomogeneous media and 
objects. Problems arising in this context and their possible solutions are dis­
cussed in the current section.
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T a b l e  10. 2
Refraction index and density o f liquids

Liquid Density, g/cm5 Refractive Index
Ethanol 0.7894 25.8

Methanol 0.7915 31.2
Acetone 0.792 26.6

Oil 0.86 2.13
Benzene 0.879 2.29

Flaxseed oil 0.94 3.35
Castor oil 0.96 4.67

Water 0.9982 81.1
Nitrobenzene 1.229 2.41

Glycerin 1.26 56.2
Nitroglycerin 1.601 2.196

A large-sized scanner, where the radio- and ultrasonic elements are com­
bined in a transceiver head, is shown in Fig. 10.11.

Fig. 10.11. Radio- and ultrasonic scanner (a), and scanner detector head (b).
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A series of experiments with different objects was carried out 
(Figs. 10.12-10.14). The ultrasound frequency was tuned within the band of 
35-45 kHz, and the duration of the UWB pulses was 200 ps.

Fig. 10.12 Image of a plastic gun: photograph (a), ultrasonic image (b), 
UWB image (c), image from integrated tomography (d).

It was established that the images of metallic objects in radio-wave to­
mography have more contrast than in ultrasonic tomography. Apparently, the 
reason for this is that a part of the energy is spent to excite secondary waves 
in the metal and behind it. On the contrary, radio waves have weaker reflec-
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tion from dielectrics, and penetrate into dielectric objects. This was clearly 
demonstrated in experiments with a metallized grid (the reflection coefficient 
of radio waves was 0.9 whereas for ultrasonic waves it was 0.1) and with a 
foam-plastic object (where the radio waves did not reflect, and the reflection 
coefficient of ultrasound was 0.7).

Ultrasound provided higher resolution (of 2-3 mm) than the radio waves 
( 1 -2  cm) at identical distances (<1.2 m) to the test object.

Fig. 10.13. Image of a stepped triangle made of plasterboard: photograph (a), 
ultrasonic image (b), UWB image (c), image from integrated tomography (d).
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Fig. 10.14. Image of a stepped triangle made of plasterboard behind a metallized grid: 
photograph (a), ultrasonic image (b), UWB image (c), image from integrated tomography (d).

The reason for this is the difference between the average operating wave­
length for ultrasound (8 mm) and for a radio wave (2 cm). It is important 
here that the Fresnel zone (the focusing region) for ultrasound has about 
twice the diameter as for radio waves given the same size of synthetic aper­
ture.

Overlaying the radio-wave image and the ultrasonic image of the test ob­
ject in a false-color combined image makes it possible to judge the material 
of the test object without additional processing. A similar effect is observed
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in an element-by-element multiplication of images with a significant increase 
of the resolution as well.

10.3. Ultrasonic tomography of small-sized flaws 

in metal items

Another area of ultrasonic tomography that deserves our attention is con­
tactless tomography of flaws in metal structures. If a stimulator (source of 
ultrasonic vibrations) is set up on a metal surface or some other sound­
conducting structure, then propagating waves are excited in it. When these 
waves encounter non-uniformities in their path (cuts, flaws, sags, etc.), they 
are scattered and reradiated at all angles and into the air. The edges (bounda­
ries) of the object can also reradiate. Considering these non-uniformities as 
sources of ultrasonic waves, a tomographic visualization of such sources can 
be performed using inverse focusing. As a result, the position and shape of 
even the small faults will be reconstructed without contact. An example is 
displayed in Fig. 10.15.

Fig. 10.15. A cut in a thin metal sheet (a) and its ultrasonic image (b).

A similar experiment was carried out with a large metal sheet 
(Fig. 10.16).

If a sound-conducting object is excited by an external stimulator, e.g., by 
impact, the distribution of faults as well as the position of the stimulator,
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Fig. 10.16. Holes in a metal sheet (a) and its ultrasonic image (b).

even in the other half-space, can be reconstructed by the secondary acoustic 
field generated by this object. A stimulator in the form of an electric micro­
motor with an eccentric, mounted to a fiberglass plate with dimensions 
15x11 cm, is shown in Fig. 10.17. The frequency of rotation was about 
23 kHz. The size of the area for monitoring the distribution of ultrasonic os­
cillations was 40x40 cm. The result of tomograpahic processing of the re­
corded field is shown in Fig. 10.18. When using a wide spectrum of recorded 
frequencies, good localization of the radiation source is observed, and the 
shape of the plate is also reconstructed.

Fig. 10.17. Stimulator of fiberglass plate (electric micromotor).
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Fig. 10.18. Reconstructed image of a fiberglass plate: 
at a frequency of 23 khlz (a), at 32 frequencies in the range 10-30 kHz (b).

The obtained result demonstrates the potential of this method for acoustic 
introscopy, e.g., of metal parts (doors, safes, etc.). Field measurements of the 
acoustic signals can be performed quite rapidly using a two-dimensional ar­
ray of 256 EM9767 microphones arrayed over a hexagonal grid with a 1-cm 
step (see Fig. 10.19).

Wires

1 < 1 f

' ' ©

' '

Fig. 10.19. Ultrasonic microphone array (a) and its interrogation scheme (b).
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10.4. Summary

The combined use of radio waves and ultrasound enables an increase in 
the information content of the obtained images both in resolution and in the 
possibility of identifying the material that the sounded object is made of. Ra­
dio waves provide penetrating power, for example, under clothing, and ultra­
sound increases the accuracy of identification of the material of the hidden 
object. A complete discovery of the possibilities of this approach would re­
quire individual study of a wide array of materials using the neural network 
method. In this case, the larger will be the size of the accumulated data bank, 
the higher will be the probability of valid identification of the material. The 
use of ultrasound tomography is of interest in its own right, for example, in 
the introscopy of metal parts (doors, safes, etc.), and to detect cavities and 
defects in them. For internal and near-surface introscopy of sound­
conducting objects or fragments of them, contact-free ultrasound tomography 
with additional coherent stimulation can be effective. For tomographic proc­
essing of secondary-radiation data the technology of large aperture synthesis 
can be used. The system is a development of known foreign and domestic 
technologies, but it does not require disassembly of the object for inspection 
or immersion in an immersion liquid. In this case both x-rays and radio 
waves are simply ineffective.



Chapter 11

SPECIAL ASPECTS OF LOW-FREQUENCY 
MAGNETIC INDUCTION TOMOGRAPHY

Magnetic and magnetic induction methods were almost entirely worked 
out in the twentieth century and now offer a comprehensive range of feasible 
solutions. These methods are not subjected to revision in the present chapter 
but they are supplemented with respect to their use for magnetic tomography.

Eddy current flaw detection is based on the induction of an alternating 
current in a metal test object by an external magnetic field. Induction currents 
give rise to a distortion in the external field, which is detected by an induc­
tion coil. Depending on the electrophysical properties of the metal and the 
origin of the flaw, the induction currents have different amplitude and phase 
distributions, which underlies the use of eddy currents for flaw detection. The 
source and receiver coils can be combined.

There is a wide selection of eddy current flaw detectors of different modi­
fications available at the present time. These include, for example, VD- 
12NFM, VD-26P (Research and Production Company “Ultracon”»), VD- 
89R (Municipal Scientific and Production Association “Spektr”), D-95 
“Expert” (“AKA”) (0.5-128 kHz), etc. Eddy current flaw detectors mainly 
make use of a single transmitter-receiver module which functions as a sensor 
of the alternating magnetic field. They measure the signal phase and ampli­
tude in the receiver coil. Flaw detection is based on an analysis of the signal 
amplitude and phase. A special feature of eddy current flaw detectors is 
magnetic field confinement due to the small size of the induction coils (about 
5 mm). This provides more accurate flaw detection, but decreases the oper­
ating range of the detector. The operating range of eddy current flaw detec­
tors is comparable to the size of the sounding coil.

Metal detectors make use of the same physical phenomena as do eddy 
current flaw detectors. They make use of large-size magnetic coils (about 30
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mm) to provide an increase in the range of metal object detection. In this re­
gard it should be noted that the detection range of objects buried in the 
ground depends on the signal frequency. The higher the frequency, the 
smaller is the penetrating depth because of losses in the conductive medium. 
And conversely, if the frequency is low, the penetration depth is greater, but 
the detection sensitivity of small inhomogeneities is decreased. Metal detec­
tors used at depths of about 1 m operate at low frequencies (about 1 kHz).

Metal detectors can differ in their design: some of them contain a source 
coil and a receiver coil, other use a single transmitter-receiver coil. The use 
of signals of different types -  harmonic, multifrequency, frequency- 
modulated, compound pulse signals, etc. is possible. Object detection is 
based on an analysis of the signal level in the receiver coil. Or, in the case of 
a single transmitter-receiver coil, the coil is integrated into an oscillating LC- 
circuit, whose frequency is known in the absence of inhomogeneities. In the 
presence of an inhomogeneity, the resonant circuit frequency changes, which 
signals the presence of a metal object, i.e., it is detected.

This chapter summarizes the results of papers [1-4].

11.1. Secondary eddy currents and their fields

Unlike microwaves, low-frequency magnetic fields have a high penetrat­
ing power and can penetrate even a conductive medium. However, the com­
ponents of the magnetic field have a narrow spatial spectrum far from the 
source, so measurements with a high dynamic range and high signal-to-noise 
ratio are required to obtain high-resolution images from sounding with low- 
frequency magnetic fields.

Let us analyze the measurement scheme displayed in Fig. 11.1. 
The external coil generates an alternating magnetic field in the test region. If 
there are conductive inclusions in this region, eddy currents will be induced 
in them, generating secondary magnetic fields. The total contribution of the 
secondary magnetic fields is recorded by a scanning receiving coil or by a 
commutated coil system. The ultimate purpose of magnetic tomography is to 
measure the spatial distribution of the induced eddy currents. The measure­
ments are performed at some distance from these currents, e.g., at ground 
level, whereas the metal inclusions are buried. The eddy current distribution 
provides information about the presence of metal-containing objects within 
the test region and about their shapes as well. An important point here is that
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the currents induced in conductive objects are usually displaced to the ob­
ject’s surface, so the current distribution should duplicate the shape of the 
objects.

Methods of magnetic tomography and introscopy can be used for diag­
nostics of conductive objects as well as for detecting conductive objects be­
hind dielectric barriers. Moreover, alternating magnetic fields penetrate 
through metal barriers, making it possible to detect objects hidden behind 
them [1, 2], As mentioned above, one of the main problems of magnetic to­
mography is poor confinement of the magnetic field at some distance from 
the source, which results in low resolution of the reconstructed tomographic 
images.

Let us consider a method of reconstructing the spatial distribution of the 
current density using measurements of the z -component of the magnetic 
field only [4].

If j(fi) is the eddy current density vector expressed as a function of the 
coordinates in the volume V{, then, applying the Stratton-Chu formula, the 
magnetic field generated by these currents is written as

where G0( r) = exp(i'£|ij)/47t|ij is the Green's function of a point source in the

x

Fig. 11.1 .Measurement scheme.

( 1 1 . 1 )
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background medium, which can be rewritten as G0( r ) « l/4rt|r| in the quasi­
static approximation. Equation (11.1) is similar to Eq. (1.4) for wave tomog­
raphy.

If the measurement of the magnetic field H(r) is performed in some 
plane that is perpendicular to the Oz axis (Fig. 11.1), the normal component 
of the magnetic field / / ( r )  = ezH(r) is determined by the components of the 
eddy current that are parallel to the measurement plane:

H{r) = ez f f f  [ U r , ),V,G0 (r, -  r)]rf3r , . (11.2)
y\

Here ez is the normal unit vector in the direction of the Oz axis. Here it is 
taken into account that the values of the normal component of the current do 
not contribute to the normal component of magnetic field. The normal pro­
jection of the magnetic field is chosen since it can be measured more easily.

After some transformations, the integral expression for the observed test 
field [Eq. (11.2)] can be rewritten as

H {r) = ez rot JJJj±(r, )G0 (r, -  r ) d \  .
V\

In the special case of a DC current I  in the closed loop L, the following 
expression is obtained

ez[ri ~ rA ]
4n (r ,-r)3

The closed loop L can be divided into a sum of rectilinear conductors, 
thus

tf(r) = / £ j
j  Lj

ez[r,-r.Jr,] 
4n (r ,-r )3

Each of these integrals can be calculated analytically.
Figure 11.2 displays the calculated field distribution for two loops shifted 

diagonally relative to each other. It is demonstrated that the generated mag­
netic field is distributed but the center of gravity of this distribution coincides 
with the geometric center of the system of loops. A similar result is observed 
in the experimental measurements.
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Fig. 11.2. Simulation of the magnetic field of two current loops: 
simulated object (a), z-component of the magnetic field at a distance of 5 cm (b).

11.2. Inverse problem of reconstructing 

the eddy current distribution

If the observed point lies at a distance z from the xOy plane (Fig. 11.1), 
where r = (x,y,z) and p = (x ,y ), the corresponding two-dimensional spatial 
frequency spectrum can be written as

h
is the spatial frequency spectrum of the eddy current density vector in the 

volume Vx. The spatial frequency vector has following components:

H ( k ± , z ) = JJ//(p,z)exp{-/K1p}t/2p.
According to the Weyl formula, this spectrum can be written as

Here, j±(K>s  JXf j±(ri)exp{-/Kri } A
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Thus, in the pre-exponential terms we can set

Kz = j k 2 - K x 2 - K y 2 =  J k 2 - K ±2 « / | k ± | ,

and thus

„(Kl,z)=ia& £l,I
Multiplication of both sides of this equation by the vector e 2 reconstructs 

the z-component of the magnetic field vector. Performing vector multiplica­
tion, the following equation is obtained

/ [ K , e J / / ( K 1 , z )  =  / [K 1 , e z ] / / ( K 1 , z )  =  -
e x p { / K zz} K,

r»i±(K)

We resolve the double vector product by taking into account that the 
charge conservation law in the quasistatic approximation

divji (r) = 0

is rewritten in the spectral representation as follows:

'[*> j±00] = i [ K ± , j x (K>] = 0  .

In this approximation we obtain

•r l m  x i i e x p { n c  z } . , e x p { - | K 1 |z }
/ [k ± .ez ]H(k ± ,z) = |k ± | i J l (k) =  K l  j  11 ' •

Hence, the solution for the eddy current spectrum is given by

j_L(K) =  e x p { |K ± |z }2 » T ’ e z (11.3)

On a formal level, this is the solution of the inverse problem, it is suffi­
cient simply to take the inverse Fourier transform over spatial frequencies. 
However, two aspects should be borne in mind.

First, in the presence of measurement noise, which is always present, the 
exponential factor in expression (11.3) leads to divergence of the obtained 
expression. This situation can be overcome by using Wiener filtering and 
regularization via the substitution
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where a  is a regularization parameter which is usually estimated empiri­
cally.

Second, if there is an eddy current flowing in the xOy plane, then we must 
make the substitution jx(r,) = j^Cpt )5(^,) and thus we obtain

jl(K) = js(K.L)
Taking these two facts into account, we write the final solution of the in­

verse problem as

Solution (11.4) is written in the quasistatic approximation. It is a complete 
analog of the solution obtained by the tomosynthesys method in Section 1.3. 
It should be noted that all of the indicated transformations can be performed 
using FFT and IFFT algorithms.

Solution (11.4) for the model problem corresponding to the data shown in 
Fig. 11.2 successfully reconstructs the eddy current distribution. The distri­
bution of the magnitude of the reconstructed current y^(p) = Ijs’(P)! *s Pre" 
sented in Fig. 113b. Considering that the calculated distribution of the gen­
erated secondary magnetic field is quite blurry (Fig. 11.26), the reconstructed 
current distribution is entirely acceptable.

The displayed result was obtained by numerical simulation. The result of 
a real experiment is shown in Fig. 11.4. Two rectangular loops not connected 
to each other were used. The loops were made of copper wire 1.5 mm in di­
ameter. The resolution obtained was lower than the theoretically predicted 
value; however, the reconstructed object is entirely recognizable.

The experimental setup included a test object (two closed loops taped to a 
foam-plastic board with a rectangular exciting coil wound around the pe­
rimeter, Fig. 11.5a) and a scanning measuring probe for measuring the mag­
netic field (which was translated by an XY plotter, Fig. 11.56). The measur­
ing probe was in the form of a rectangular coil 2x2 cm in size. The test object 
was placed 5 cm away from the sensor plane. AC current in the exciting coil 
with a frequency of 5 kHz was generated by a computer sound card. 
The same sound card was used to sample signals from the measuring probe. 
Both field quadratures were measured.

where j J(K 1 )  =  2/ — , e z / / ( k x , z )
e x p { - | K 1 ]z>

(11.4)
e x p { - 2 | K j J z }  +  a
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x, cm x, cm

Fig. 11.3. Predefined (a) and reconstructed (b) current distribution 
in the form of rectangular loops -  numerical simulation.

Fig. 11.4. Predefined (a) and reconstructed (b) current distribution 
in the form of rectangular loops -  actual experiment.

Measurements were carried out in two stages: first, the spatial distribution 
of the magnetic field without the test object was measured, then with the ob­
ject. The measured distributions were differenced. In this way the field gen­
erated by the eddy currents was extracted.
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Fig. 11.5. Experimental setup: test object (a) and 
scanning measuring probe (b).

The accuracy of the measurements increased rapidly as the measuring 
probe was moved closer to the test object. According to the Eq. (11.4), as 
z -> 0 the measured magnetic field should essentially replicate the current 
distribution giving rise to it. This is explained by the fact that the magnetic 
field falls off with distance as ~ l / r 2 .

11.3. Self-compensated sensing coil and reconstruction 

of the shape of metal objects

It is possible to increase the accuracy of measurement by moving the 
sensing coil closer to the test object. However, the most significant impact on 
the measurement accuracy is achieved by subtracting out the background 
value of the magnetic field (the value without the test object), which is far 
larger than the value of the secondary magnetic field.
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In this section, we shall discuss the possible use of self-compensated 
sensing coils to visualize conductive objects [6]. As a self-compensated 
source of the magnetic field, it is proposed to use two flat spiral coils of dif­
ferent size located in the same plane with a common center, so that they cre­
ate opposite magnetic induction vectors at this common center (Fig. 11.6). 
The sensing coil is placed at the center. Thus, if there is no field distortion 
due to objects in the medium, an induction current will not be induced in the 
receiving coil. We call the proposed system of coils a self-compensated 
sensing coil (SCSC).

Fig. 11.6. Self-compensated sensing coil: 
connection diagram (a) and printed circuit (b).

A self-compensated magnetic coil was printed on a circuit board 
(Fig. 11.6b) for the purpose of these experiments. The external coil had 100 
turns, the internal one -  42 turns, and the sensing coil in the center had 18 
turns. The helix pitch distance was 500 pm. The two outer coils (one circuit) 
comprised the source coil, and the innermost coil -  the sensing coil -  com­
prised the receiving coil (for a schematic depiction of this arrangement, see 
Fig. 11.6a). The size of the circuit board was 20x20 cm, and the thickness of 
the conductors was 250 pm. Calculation of the size and number of turns was 
based on the Biot-Savart law. First, the field of the rectilinear conductors was 
calculated by integration. Then, the fields of all the rectilinear conductors were
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summed up. As the source coil consisted of a single wire, the current in it was 
the same along all segments. The number of turns was determined to meet the 
condition that the magnetic field be equal zero at the center of the system.

An SB Creative Audigy SE PCI SB0570 sound card was used as the gen­
erator and the recorder. The SCSC circuit board was moved by a dual-axis 
scanner. During the experiments the test objects were situated at a distance of 
1 cm from the scanning plane.

The first test object was made of three aluminum foil strips of different 
length: 5, 10, and 15 cm; they were 30 pm in thickness and 5 cm in width. 
There was an air gap of 1 mm between the strips and no electrical contact be­
tween them. In the experiments the cosine and sine quadratures of the output 
signal of the receiver coil at a frequency of 40 kHz were measured for different 
positions of the SCSC with a step of 5 mm over an area of 40x40 cm. The re­
sult of the amplitude measurements is displayed in Fig. 11 .la, where the darker 
regions correspond to higher values of the amplitude. A plot of the cosine 
quadrature of the measured signal is shown in Fig. 11 .lb.

x, cm x, cm

Fig. 11.7. Measurements of an object consisting of three aluminum strips: 
amplitude (a), cosine quadrature (b).

All of the strips are clearly distinguishable even though the gap between 
them is just 1 mm. This means that the system is sensitive to the absence of 
electrical contacts. The cosine quadrature image demonstrates that the signal 
phase reverses sign when crossing the boundary of a metal object, which en­
ables an accurate detection of object outlines.
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To demonstrate the possibility of visualizing objects composed of several 
layers with different distributions of conductive regions, an experiment was 
carried out in which two layers of aluminum strips, each configured in the 
shape of the previous object, were overlaid crosswise with respect to each the 
other. The result of measurements is displayed in Fig. 11.8, from which it is 
possible to distinguish the structure of the object.

x, cm x , cm

Fig. 11.8. Measurement result for the object consisting of two layers 
of crossed aluminum strips: amplitude {a), cosine quadrature (b).

Next, an experiment was carried out with five flat objects taped to a flat 
piece of Styrofoam (Fig. 11.9a). The first object was a square with a side 
length of 5 cm. The second object was a square with a side length of 5 cm 
and a notch 4.5 cm long down the center. The notch creates a break in the 
contour along the perimeter of the square-shaped object, which should de­
crease the level of inductive currents. The third object was a square with a 
side length of 2.5 cm. This object should demonstrate a substantial decrease 
in the level of induction currents due to a decrease in its outer contour. The 
fourth object was a square with a side length of 5 cm with a square piece cut 
out of its middle, of such size that the width of the remaining square metal 
outline was 5 mm. This object should demonstrate that retaining the outer 
contour while removing the inner part only insubstantially decreases the level 
of induction currents. The fifth object consisted of four aluminum strips 
50 mm long and 5 mm wide, placed 5, 10, and 15 mm apart.
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Fig. 11.9. Measurement results for the object composed of five elements: 
external view (a), amplitude (b), cosine quadrature (c), sine quadrature (cf).

The results of the experiment demonstrated that
- the object with a large piece cut out of its center generates a signal com­

parable to the signal of the corresponding intact object, i.e., the greatest con­
tribution to the signal comes from the outer contour of the conductive region;

- a notch in the outer contour substantially decreases the signal level;
- objects whose outer contours circumscribe a small area are not visual­

ized.
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To evaluate the possibility of fault detection, specifically detection of de­
fects in the form of a notch, an experiment was carried out with a brass plate 
having dimensions of 12x7.5 cm and 0.5 mm in thickness, in which an 
oblique cut was incised (Fig. 11.10). Measurements were performed at a fre­
quency 40 kHz at an offset distance of 1 cm.

x, cm x, cm

Fig. 11.10. Measurements on a brass plate: external view (a), 
amplitude (b), cosine quadrature (c), sine quadrature (d).

The region of the notch (cut) is clearly visualized in the displayed images. 
The induction current skirts the cut so it can be visualized by the SCSC.
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11.4. Tomography of metal objects hidden behind metal screens

A series of experiments with an SCSC was carried out to evaluate the 
possibility of detection of metal objects hidden behind conductive screens. A 
study of the possibility of detecting a metal object hidden behind a metal 
screen was conducted in the course of those experiments.

Aluminium, copper, and steel sheets were used as the metal screens. As 
the objects to be detected we used brass, aluminium and steel plates.

An experiment on detection of a brass plate hidden behind a copper 
screen was carried out in which a fiberglass sheet covered with copper foil on 
both sides was employed as the metal screen (Fig. 11.1 la). The brass plate 
was placed 1 cm above the screen, which, in turn, was hung 2 cm above the 
plane of translation of the SCSC.

x, cm x , cm

Fig. 11.11. Experiment on detection of a brass plate behind metal screen: 
external view of setup (a), cosine quadrature (h), sine quadrature (c).
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Figures 11.116 and c display the results of measurements at a frequency 
of 5 kHz. The image of the cosine quadrature of the measured signal reveals 
an inhomogeneity having the shape of the brass plate. Thus, an object hidden 
behind a barrier was detected. Since the barrier was thin, the alternating 
magnetic field was only insignificantly attenuated, which made it possible to 
detect objects behind a barrier. In the given case, the hidden object was visu­
alized in the cosine quadrature better than in the amplitude since the phases 
of the fields of the induction currents are different for different objects.

x, cm x, cm

Fig 11.12. Experiment on detection of a steel plate behind a copper screen: 
external view of setup (a), cosine quadrature (b), sine quadrature (c).
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A similar experiment was carried out with a steel plate 1 mm in thickness 
with dimensions of 65x180 mm. The steel plate was placed behind the cop­
per screen (Fig. 11.12). Measurements were performed at a frequency of 
3 kHz.

Similar results were also obtained for an aluminum plate behind the cop­
per screen. When the copper screen was replaced by a thin aluminum screen 
the result remained the same, but when the screen thickness was increased, 
the detection effect was lowered. Detection was not achieved behind an iron 
screen. This fact can be explained by the ferromagnetic properties of iron, 
which concentrate the magnetic field lines, thereby shielding the oscillating 
magnetic fields.

11.5. Summary

Low-frequency magnetic fields can be used in the tomography of flat 
metal objects. The basis of its use consists in measurements of secondary 
magnetic fields generated by eddy currents induced on the object’s bounda­
ries.

Scanning with a self-compensated sensitive coil is considered to be a 
promising tool for measurements. The SCSC should be placed very close to 
the test object since the secondary magnetic field generated by this object at­
tenuates rapidly with distance.

Metal objects and their flaws are clearly detected when they are placed 
behind dielectric screens, and also behind thin nonmagnetic metal screens.
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VISUALIZATION TECHNIQUES 
FOR TOMOGRAPHIC IMAGES

One task of radio-wave and ultrasonic tomography is to generate three- 
dimensional (3D) bitmap images of test objects. However, there are no cur­
rently available displays that are capable of presenting three-dimensional 
bitmap images on the screen. As a consequence of this fact, it is necessary to 
develop techniques for presenting 3D bitmap images in two-dimensional dis­
plays.

12.1. Visualization of 3D tomogram by a polyscreen

One technique for displaying 3D images is to construct a polyscreen. A 
polyscreen is a two-dimensional bitmap image composed of a set of images 
corresponding to different cross sections of the sounded volume along a pre­
defined direction. One advantage of such a visualization scheme is the sim­
plicity inherent in it of interpretation of the displayed data. In such a scheme, 
the distribution of inhomogeneities inside the test object (e.g. cavities and 
flaws) becomes accessible for detection and analysis. A similar visualization 
technique is used in medical computer-aided diagnostics.

The tomogram for a numerically simulated image of a stepped test object 
is presented in Fig. 12.1. The polyscreen presents images of 16 layers with a 
0.5-cm increment in range (depth). The first layer corresponds to a depth of 
0.5 cm, the last layer corresponds to a depth of 8 cm. The dark areas corre­
spond to higher values of the amplitude . As is readily obvious, the test ob­
ject is located in the ninth level, corresponding to a depth of 4.5 cm.
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Fig. 12.1. Test object tomogram.

12.2.3D tomogram visualization by equipotential surfaces

The contouring of equipotential surfaces is one of the techniques that are 
available for visualization of 3D images. The result of contouring is a three- 
dimensional surface, which can be visualized by the standard techniques of 
three-dimensional polygon graphics. But this scheme requires multi-staged 
processing of the 3D image: first, the polygonal model must be constructed, 
then this polygonal model must be visualized, which requires additional 
computing resources.
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The backward ray tracing method is proposed as a means for displaying 
equipotential surfaces of 3D images. Each image point is obtained by scan­
ning the 3D image with a direct ray originating from the observer. The inter­
section point of the ray and the equipotential surface is indicated in the dis­
play.

Figure 12.2 displays images of the equipotential surface of a numerically 
simulated radio-image (tomogram) of a test object of stepped shape.

Fig. 12.2. Equipotential surface o f 3D field as seen from different angles.

An advantage of the backward ray tracing method as compared with the 
polygonal technique is a more accurate display of the equipotential surface 
and simplicity of the corresponding imaging algorithms.

12.3. Visualization of a 3D tomogram 

with orthogonal cross sections

The basic form for presenting three-dimensional images in geolocation 
and radio tomography is a three-dimensional cube. This cube is constructed 
using data from the sounded volume and is composed of six planar surfaces, 
each of which is orthogonal to the next one. In this way we can fully visual­
ize the sounding data of interest to us (Fig. 12.3). The cross sections can be 
made at any angle and direction.

To make the 3D image more readily understandable, we construct the 
cross sections of the cube in three orthogonal planes: X, Y, and Z, which cor­
respond to the use of a Cartesian coordinate system. The number of cross 
sections of the cube and the spacing between them can be selected arbitrarily. 
The result of cross sections of the cube for each of the planes is recorded into 
a separate video file.
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Fig. 12.3. Three-dimensional cube and its cross section sections.

Figure 12.4 shows cross sections in the X, Y and Z planes. These cross 
sections were obtained from processing of actual experimental data. A com­
plete three-dimensional picture of the test volume can be assembled by scan­
ning the recorded video files.

The given test scene contains several localized objects (inhomogeneities), 
whose positions and dimensions can be estimated. The circled object most 
likely represents a metal pipe. The coordinates of starting point of this object 
are 1.7, 0.8,-1.6 m and this object ends at the point with coordinates 
3.9, 2.8, -2.0 m.

The advantage of this latter method is its ease of realization, good visual 
presentation, and the ability to easily scan the recorded video files by means 
of various MATLAB applications.
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Fig. 12.4. Orthogonal crpss sections o f the cube in the A", Y, 2  planes 
at various distances.
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12.4. Summary

The proposed techniques for visualization of 3D tomograms entail the 
presentation of results as a polyscreen, equipotential surfaces, and orthogonal 
cross sections in the form of bitmap images.

However, the results of 3D tomography in the form of two-dimensional 
bitmap images can be displayed in a visually more accessible form as a video 
record or an animation built up from successive sections, layers, or records of 
camera motions around the object. Cartoon animation technology is required 
in this case. Applications for 3D game developers, such as Blender 2.59, can 
be considered as possible options as well.
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Appendix 1

Divergent and convergent waves

The Helmholtz equation for the Green's function of a point source is 
written as

AG(r) + k2G(r) = -5 ( r ) .

As is well known, the fundamental solutions of this equation are represented 
by the two functions

G0(r) = exp(/*|rD/47i|r|,

G.(r) = exp(-i*|r|)/4jr|r|,

where the first function corresponds to a divergent spherical wave, and the 
second one, to a convergent spherical wave. The origin of the coordinate 
system corresponds to the position of the point source.

We assume that the coordinates of the sources of the convergent wave 
and the divergent wave are different. Then, from the Helmholtz equation we 
can write

G0(r -  r, )AG.(r -  r2) -  G.(r -  r2)AG0(r -  r,) = 
= G.(r -  r2 )8(r -  r,) -  G0 (r -  r, )5(r -  r2).

If the first and second source are found inside some volume V, then after in­
tegration over this volume and application of Green's theorem we can write

G*(ri ~ r2 ) - Go(r2 - ri) =

^  Go(rs - r , )
dG,(rs -  r2) 

dn
-G .(  rs - r 2) ^ Go (r s- ~ ri) 

dn
dS. ( 1)

The integration is performed over the surface S  bounding the volume V, and 
the outer normal to the volume is taken.

The left-hand side of the equation is the function

G* (r, -  r2) -  G0 (r2 -  r,) = 5* (|r, -  r21),

where we have introduced the notation
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5l(|r,_r2|),2i!!(fcil).
4l-*2l

This function is the blurred 6-function, which in the limit k oo transforms 
to the usual Dirac 8-function with all of its characteristics:

lim 8jt(|r1- r 2|) = 8(|r1- r 2|).

As 8k approaches the 5-function, the two integral terms become equal, 
and the integrand in Eq. (1) reduces to the form

The equation so obtained can be interpreted as the orthogonality relation 
for the divergent and convergent waves. The function G0(rs - r ,)  can be 
considered as the divergent field of the point source located at the point r, 
observed on the surface S . The second function, having the form

W(T2,r,) = * - dG' h  -^  = fV(rs - r 2), 
i dn

is a focusing function, multiplication by which upon integration over the 
closed surface gathers the field of the divergent wave back to the point r2 :

^ { G 0(rs -r,)*r(rs - r 2)}dS =5*(|r2 - r , | ) .
5
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Appendix 2

Derivation of detection Green's function

The detection Green's function for a point source is defined as [G(r)]2,
where G(r) = exp(/&|r|)/47i|r| is the ordinary Green's function which de­
scribes a divergent spherical wave and obeys the Helmholtz equation

G2(r) = exp(j'2A:|r|)/47t|r| and G0(r) = l/4jt|r|, the first one of which is the 
Green's function for the wave field at the double frequency, and the second 
one of which is the Green's function at zero frequency, which is the solution 
of the Laplace equation.

We write an expression for application of the Laplace operator to the 
Green's function

Hence, in the limit fc|r|-»oo the following asymptotic expression is 
obtained:

AG2(r) = A[G2(r)G0(r)]  =

=G0 (r)AG2 (r)+2VG0 (r)VG2 (r)+G2 (r)AG0 ( r ) . 

Next, by direct calculation for r  * 0 we obtain

AG2(r) = -4&2G2( r ) , AG0(r) = 0 ,

V lrl/lr |
As a result, we can finally write

or



ABBREVIATIONS

ACP - access control point
ADC - analog-to-digital converter
BPF - blurring point function
BS - building structure
CF - characteristic function
CR - comer reflector
CVC - current -voltage characteristics
DP - directivity pattern
FFT - the fast Fourier transform
FS - the Fourier synthesis
IFFT - the inverse fast Fourier transform
IFT - inverse focusing technique
LE - the Luxembourg effect
LFM - linear-frequency modulation
ND - nonlinear detection
RMM - Radar based motion detection module
RWTS - radio-wave tomosynthesis
SAR - synthetic aperture radar
SCSC - self-compensated sensing coil
SIF - system instrument function
SP - shadow projection
SS - spatial spectrum
UWB - ultrawideband (signal)
WDM - weighted difference method
TEM-antenna - antenna with transverse electromagnetic wave
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