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#### Abstract

This review deals with ideas and approaches to nonlinear phenomena, based on different branches of physics and related to biological systems, that focus on how small impacts can significantly change the state of the system at large spatial scales. This problem is very extensive, and it cannot be fully resolved in this paper. Instead, some selected physical effects are briefly reviewed. We consider sine-Gordon solitons and nonlinear Schrodinger solitons in some models of DNA as examples of self-organization at the molecular level, as well as examine features of their formation and dynamics under the influence of external influences. In addition, the formation of patterns in the generalized Fisher-KPP model is viewed as a simple example of self-organization in a system with nonlocal interaction at the cellular level. Symmetries of model equations are employed to analyze the considered nonlinear phenomena. In this context the possible relations between phenomena considered and released activity effect, which is assessed differently in the literature, are discussed.
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## 1. Introduction

Interdisciplinary analysis of known phenomena and patterns in light of the emergence of new facts and challenges requires a deeper understanding of the basics of the studied field of science and its relationship with other fields. The introduction of new view points on known facts and new concepts sets new tasks that expand our understanding of the nature of phenomena, which, in turn, opens up new prospects for the development of technologies.

The intellectual component of any technology is a controlled process in which external controlled impacts are assumed to be small in comparison with the main (target) process. Generally speaking, in relatively simple linear systems, the relationship between its various components is proportional, in particular, in controlled systems, such is the connection between controlled process and the target process.

In nonlinear systems, the situation is fundamentally different. Possible relationships between the interacting parts of such systems can be extremely diverse and, of course, far from proportional.

Such variety is particularly inherent in complex nonlinear systems, consisting of a large number of interacting subsystems. Such systems can have a hierarchy of organization complexity, which in
turn causes a hierarchy of inherent regularities, in particular considering the response of the system to external control.

The term "self-organization" is applicable to such systems, i.e., the ordering of the elements of one level in the system through internal interactions without external specific impact, which causes the formation of the units of the next qualitative level in the system. In other words, the formation of internal structures (spatially stable or space-time (dynamic)) occurs due to nonlinear interactions between the elements of a complex system, or its subsystems of the same level of complexity. This problem is extremely extensive and complex, and we do not set out the task of highlighting it in any finished form.

Instead, we give a brief overview of some selected physical effects/situations that are presented below. The issues were selected rather according to the preferences of authors than on the grounds of a systematic viewpoint. The main attention was drawn to phenomena of spatial and spatio-temporal self-organization in systems of different complexity levels in order to demonstrate certain key mechanisms responsible for the emergence and existence of such structures or phenomena and some of their specific properties. The lifespan of the structures or phenomena may differ substantially, but no matter what, it is sufficient for research purposes and allows one to observe interactions as a whole among themselves or with other elements of the system.

Structure types and mechanisms for their formation depend on the physical nature of the nonlinear system and on the nature of interactions in it, as well as on the level of complexity of its organization. Nonlinear mechanisms of self-organization of a complex system can play a crucial role at lower complexity levels, creating substructures in the system, the interaction of which generates the further organization of the system at the next level.

From the physical point of view, self-organization phenomena in biological systems can be considered at three basic levels: the quantum level (based on quantum concepts and regularities), the molecular level (concepts and patterns of classical physics) and the population level that includes the pattern formation phenomena of interacting cellular populations. Nonlinear systems can be divided into local and nonlocal ones by types of interaction that define the structural properties of the systems. Among them are classical and quantum systems, deterministic and stochastic ones.

The laws of quantum physics and electromagnetism regulate the structure formation and functions of molecules [1] in living matter. Quantum mechanics is taking into account the stability of living systems and cellular processes within these systems by means of quantum properties of the stability of molecules and by the fact that quantum collective effects can have a significant impact on the state of the system [2].

In general, collective effects in nonlinear complex systems cause a weak distribution of random or regular effects on the entire system, for example the Casimir effect in quantum systems (e.g., [3-5]) and the quantum Hall effect. Soliton phenomena in relatively simple nonlinear systems serve as an example of self-organization in a simple nonlinear system with local nonlinear interaction at the molecular level. The formation of structures (patterns) in reaction-diffusion systems provides similar results at the cellular level.

Here, we focus on sine-Gordon solitons and nonlinear Schrodinger solitons in some models of DNA as examples of self-organization at the molecular level, as well as features of their formation and dynamics under the influence of external influences. Besides, we discuss pattern formation in the well-known generalized Fisher-Kolmogorov-Petrovskii-Piskunov (Fisher-KPP) model as a simple example of self-organization in a system with nonlocal interaction at the cellular and population levels. Note that the mathematical background in the study of these models involves the ideas and approaches of the symmetry analysis of the equations from physics and biophysics. In this context, solitons are important examples of solutions endowed with symmetry properties, and to explore the generalized Fisher-KPP model equation, we apply the semiclassical approximation approach, which also incorporates the methods of symmetry analysis of model equations.

## 2. Soliton Excitations in Molecular Chains

### 2.1. The Concept of Solitons in Molecules

We discuss some characteristic features inherent in nonlinearities that can be associated with complexity and self-organization in biosystems at the biomolecular level in the context of systems biology [6].

Many biological functions are performed by a complex of biological macromolecules or clusters of molecules that are regarded as biological machines that consist of basic molecular units [7], which include proteins, nucleic acids, carbohydrates, lipids and several complexes of them. The macromolecular structure and its functions are characterized by a dynamic nature over wide time scales, and they depend on the signals detected by these bio-machines or on the output from these machines.

Small impacts on a single macromolecule can cause specific localized excitations that can propagate over the molecule and facilitate the information transfer through the macromolecule.

From a physical standpoint, we would like to pay attention to solitons and pattern formation as some of the most prospective and interesting approaches to the problems under consideration. In many publications on soliton topics in biology, solitons are regarded as one of the possible signal transduction pathways in bio-macromolecules according to the acknowledged works [8-10] and a great number of articles.

The concept of solitons in molecules had been initially suggested by an outstanding Soviet scientist, Alexander Davydov, in the 1980s [8,11] and has been developed by him and his school in cooperation with researches from different countries in numerous publications (e.g., [12-14] and the references therein).

Since then, soliton excitations in molecular chains have become the subject of intensive study and numerous applications in numerous articles (e.g., $[9,15,16]$ ).

Rotation soliton excitations in DNA have been investigated since the 1980s [17-19]. Yakushevich has given systematical and careful analysis of solitary conformational waves in DNA (see [10,20,21]).

Solitons in biological macromolecules could provide a possible mechanism for charge and energy transport during metabolism [22]. In recent papers, soliton models of charge transport in redox processes were suggested in order to facilitate our understanding of the origin of endogenous electromagnetic fields (EMF) and coherence and activation of the natural immune system [23-25].

In the next subsections, we will look in detail at how the dynamics of solitons can depend on external deterministic or random factors by examples of sine-Gordon (SG) and nonlinear Shcrodinger equation (NLSE) models [26-29] related to biomolecules, particularly models of DNA.

A great advantage of analytical methods is that they can provide a good insight into the relationship of solutions obtained and various parameters; we mainly use here analytical methods to consider the nonlinear models.

### 2.2. Kink Dynamics asExternal Factors for the Sine-Gordon DNA Model

Since the 1980s, many authors have discussed the question of whether the occurrence of conformational waves of the soliton type takes place in the DNA molecule (e.g., details can be found in $[10,20,21]$ ). We pay attention only to some of the points necessary to proceed to a survey of specific problems following [10,20].

The first was a paper by Englander et al. [17] in which a mechanical model of soliton excitations emerging in a double helix was proposed. Such excitations were recognized as a mechanism for conformational changes in condensed matter systems and in DNA in particular. For the first time, a nonlinear Hamiltonian of DNA dynamics that stimulated further research of soliton excitations in DNA was suggested. In a large number of subsequent articles, a significant contribution was made to the development of DNA study by promotion and analysis of new nonlinear equations of models and their soliton-like solutions; see, e.g., [18,19]. A detailed and careful survey of this period of the
nonlinear DNA dynamics and a general description of different structural models of the internal nonlinear dynamics of the DNA molecule can be found in [10,20].

We are not going to compare these models in order to find the most efficient one; rather, we focus on the sine-Gordon (SG) model that describes the rotational motions of DNA bases following [26-29]. Such a type of model originally was suggested by Englander et al. [17], where an analogy between the dynamics of the DNA rotational degrees of freedom and the dynamics of a simple mechanical model of a chain of pendulums was used. Later on, the SG model applied to DNA was developed and improved in a number of papers. Yomosa [30,31] proposed a dynamic model where the conformation of DNA was determined by the energy of hydrogen bonds between interstrand complementary base pairs and the stacking energy between intrastrand adjacent bases. The Hamiltonian model includes these energy terms and the kinetic energy of the bases' rotations. In the continuum limit, the discrete dynamic system of equations leads to a coupled SG-type model that describes the dynamics of the rotations of the DNA bases. Takeno and Homma $[18,19]$ improved the plane base rotator model of Yomosa and obtained a nonlinear system of two coupled differential-difference equations, which, in a particular case, result in a discrete double SG equation. The discreetness allows one to consider base rotations in the plane orthogonal to the helical axis of the backbone structure. In particular cases, when the continuum limit can be used, this model admits kink-solitons propagating along the helical axis.

Peyrard and Bishop [15] studied the process of DNA denaturation in which only the transverse motion of bases along the hydrogen bond was taken into account.

Then, in [32-36] and in many later works, the improved nonlinear models were used to explain various properties of DNA dynamics, such as transcription regulation, DNA denaturation, protein synthesis and carcinogenesis.

To obtain the SG model equation for DNA, we consider an equation that describes rotational motions of a single isolated DNA base. The last one can be described as vibrations of a certain $n$-th pendulum (below, we follow the notations and the results of [26]):

$$
\begin{equation*}
m_{n} R_{n} \phi_{n t t}=-m_{n} g \sin \phi_{n}, \tag{1}
\end{equation*}
$$

where $\phi_{n}$ is the angle of deviation of the $n$-th pendulum from the equilibrium position, $m_{n}$ is the pendulum mass, $R_{n}$ is the pendulum length and $g$ is the gravitational constant, $\phi_{n t t}=d^{2} \phi_{n} / d t^{2}$. An equation of vibrations of a pendulum within a chain of interacting pendulums can be obtained by introducing two forces in Equation (1): $f_{n+1}=K\left(\phi_{n+1}-\phi_{n}\right)$ affecting the pendulum from right and $f_{n-1}=K\left(\phi_{n}-\phi_{n-1}\right)$ affecting the pendulum from left. Here, $K$ is a parameter that characterizes the interaction between neighboring pendulums.

Now, we can rearrange Equation (1) by substituting $f_{n+1}$ and $f_{n-1}$ into (1) and multiplying each side of (1) by $R_{n}$, then we obtain the following equation:

$$
\begin{equation*}
m_{n} R_{n}^{2} \phi_{n t t}=-R_{n} m_{n} g \sin \phi_{n}+K R_{n}\left(\phi_{n+1}-\phi_{n}\right)-K R_{n}\left(\phi_{n}-\phi_{n-1}\right), \tag{2}
\end{equation*}
$$

that is called the discrete sine-Gordon equation. To proceed to a continuous analog of this equation, we will assume that solutions vary noticeably only over distances that are much longer than the distance $a$ between the nearest pendulums. We also introduce the $z$ axis along which the pendulums are suspended, and the coordinates of the pendulums are written as $z_{n}=n a, n=1,2, \ldots, N$. As $a \rightarrow 0$, the discrete variable is replaced by the continuous variable $z$. Passing to the limit $a \rightarrow 0$ in Equation (2), we come to the continuous analog of (2):

$$
\begin{equation*}
\left(m R^{2}\right) \phi_{t t}(z, t)=-(m g R) \sin (\phi(z, t))+\left(K R a^{2}\right) \phi_{z z}(z, t), \tag{3}
\end{equation*}
$$

where $R$ and $m$ are taken to be constant. In more compact notations, Equation (3) takes the form of the SG equation:

$$
\begin{equation*}
I \phi_{t t}=K^{\prime} a^{2} \phi_{z z}-V \sin \phi, \quad \phi=\phi(z, t), \tag{4}
\end{equation*}
$$

where $I$ is the moment of inertia of a pendulum, $V=m g R$ is the potential energy necessary to rotate a pendulum to a height of $R$ and $K^{\prime}$ characterizes the rigidity of the horizontal force $f$. By analogy with the chain model of the pendulums and the DNA molecule, following [17], we can assume that Equation (4) describes the rotational dynamics of DNA bases where the parameters $I, K^{\prime}$ and $V$ should be interpreted as follows. The parameter $I$ is a moment of inertia of a base; $V$ is the energy required to break the hydrogen bond within the pair; $K^{\prime}$ is a constant that characterizes the rigidity of the sugar-phosphate backbone; and $a=3.4 \AA$ is the distance between the nearest bases in DNA. The detailed analysis and estimate of the parameters $I, K^{\prime}$ and $V$ for DNA can be found, for example, in $[10,26]$.

The sine-Gordon Equation (4) can be integrated in the framework of the inverse scattering transform (IST) method in the class of functions $\phi(z, t)$ with spatial derivatives decreasing at infinity as $|z| \rightarrow \infty$ (see $[37,38])$. The SG Equation (4) possesses exact $N$-soliton solutions in this class of functions. Among them, the single-soliton solution (kink) is of particular interest, since such a solution is usually interpreted as a nonlinear conformation wave propagating along the DNA molecule [10]. A kink solution of Equation (4) has the following form:

$$
\begin{equation*}
\phi_{(k)}=4 \arctan \left\{\exp \left[\left(\sqrt{\frac{V}{K^{\prime} a^{2}}}\left(z-z_{0}\right)-v t \sqrt{\frac{V}{I}}\right)\left(1-v^{2}\right)^{-1 / 2}\right]\right\} \tag{5}
\end{equation*}
$$

Here, $v=v_{k} / C_{0}$ is the relative kink velocity, $v_{k}$ is the kink velocity and $C_{0}=\sqrt{K^{\prime} a^{2} / I}$ is interpreted as sound velocity corresponding to linear wave Equation (4) for $V=0, z_{0}$ is the initial kink coordinate.

To explore the impact of external factors on the kink dynamics, we introduce a modified Equation (4) using perturbation terms following [27,28]:

$$
\begin{equation*}
I \phi_{t t}-K^{\prime} a^{2} \phi_{z z}+V \sin \phi=-\beta \phi_{t}+F(t) \tag{6}
\end{equation*}
$$

Here, $\beta$ is a coefficient of dissipation, and the moment of an external force (below, we use the term force) is described by a function $F(t)$, time-dependent in the general case. The function $F(t)$ is assumed to be bounded in time,

$$
\begin{equation*}
F_{0}=\max _{t}|F(t)|<\infty, \tag{7}
\end{equation*}
$$

where $F_{0}$ is an amplitude of the external force.
From a physical point of view, the main effects of these perturbation terms on soliton dynamics are the emergence of a temporal dependence in the soliton parameters and the excitation of small amplitude-extended oscillations called phonons [39].

When the interaction between solitons and phonons is negligible, it can be assumed that the impact of small perturbations can be taken into account in the form of temporal dependence in the soliton parameters, while the soliton shape remains unchanged. This assumption is the foundation of the collective coordinates (CCs) method (see [29,40] and the references therein).

Note that the CCs method to some extent uses the concept of similarity solutions, known in symmetry analysis (see the well-known guides on symmetry analysis [41-44]) in the sense that the soliton solution taken as the CCs ansatz for perturbed SG equation or NLSE is a group invariant solution of the unperturbed equation. In addition, from a wider view on the use of symmetries in the study of DNA, the concept of chirality also could be of interest [45].

The idea of the CCs method was also used in earlier works. Thus, in the perturbative methods of McLaughlin and Scott and Fogel et al. [46-48], collective variables or coordinates, allowing the position and/or other soliton parameters to evolve in time, were used.

The energy analysis [46-48] for the sine-Gordon equation is used to study the evolution of kink velocity that is modeling the propagation of a local conformational perturbation along the DNA
molecule under the simultaneous action of dissipation effects and special nonstationary external fields (we follow [27] and the references therein).

The Hamiltonian of the SG Equation (4) is a functional depending on a function $\phi(z, t)$ :

$$
\begin{equation*}
H^{S G}(\phi)=\int_{-\infty}^{\infty}\left[\frac{I}{2} \phi_{t}^{2}+\frac{K^{\prime} a^{2}}{2} \phi_{z}^{2}+V(1-\cos \phi)\right] d z \tag{8}
\end{equation*}
$$

Here and below, we use the notation $\phi_{z}=\partial_{z} \phi=\partial \phi(z, t) / \partial z$. Substituting soliton (5) in (8), we get (for example, see [46]):

$$
\begin{equation*}
H^{S G}\left(\phi_{k}\right)=8 a \sqrt{K^{\prime} V}\left(1-v^{2}\right)^{-1 / 2} \tag{9}
\end{equation*}
$$

Let now $\phi$ be an arbitrary solution of Equation (6) for $\beta, F(t) \neq 0$. Then, from (4) and (8), we have:

$$
\begin{equation*}
\frac{d H^{S G}(\phi)}{d t}=\int_{-\infty}^{\infty}\left(I \phi_{t t}+\frac{\delta H^{S G}(\phi)}{\delta \phi}\right) \phi_{t} d z=\int_{-\infty}^{\infty}\left(-\beta \phi_{t}^{2}+F(t) \phi_{t}\right) d z \tag{10}
\end{equation*}
$$

Here, $\frac{\delta H^{S G}(\phi)}{\delta \phi}=-K^{\prime} a^{2} \phi_{z z}+V \sin \phi$ is the variational derivative of $H^{S G}(\phi)$ with respect to $\phi$. Substitution of kink Expression (5) into Equation (10) gives:

$$
\begin{equation*}
\frac{d H^{S G}\left(\phi_{(k)}\right)}{d t}=\int_{-\infty}^{\infty}\left(-\beta \phi_{(k) t}^{2}+F(t) \phi_{(k) t}\right) d z=-8 a \sqrt{K^{\prime} V} \frac{v^{2}}{\sqrt{1-v^{2}}}+2 \pi v F(t) a \sqrt{\frac{K^{\prime}}{I}} \tag{11}
\end{equation*}
$$

Assuming now that in the presence of external nonstationary force $F(t)$ and the dissipation effect, the kink velocity $v$ depends on time $v=v(t)$, we differentiate Equation (9) with respect to time $t$. As a result, with the use of (11), the required equation for the kink velocity $v(t)$ is:

$$
\begin{equation*}
\frac{d v(t)}{d t}=-\frac{\beta}{I} v(t)\left(1-v^{2}(t)\right)+\frac{\pi F(t)}{4 \sqrt{I V}}\left(1-v^{2}(t)\right)^{3 / 2} \tag{12}
\end{equation*}
$$

Let us rewrite Equation (12) in a dimensionless form. Considering condition (7), we represent the function $F(t)$ as:

$$
\begin{equation*}
F(t)=F_{0} f(t) \tag{13}
\end{equation*}
$$

where the dimensionless time-dependent function $f(t)$ is normalized by the condition sup $|f(t)|=1$.
Let us introduce the dimensionless time $\tau=\alpha t$, where the constant $\alpha=\pi F_{0} / 4 \sqrt{I V}$ for DNA has an order of $10^{9} s^{-1}$ [27], and the dimensionless parameter $\lambda=\frac{4 \beta}{\pi F_{0}} \sqrt{\frac{V}{I}}$ is of the order of $10^{-1}$ in this case. In these notations Equation (12) and (13) in the dimensionless form is:

$$
\begin{equation*}
\frac{d v(\tau)}{d \tau}=-\lambda v(\tau)\left(1-v^{2}(\tau)\right)+f(\tau)\left(1-v^{2}(\tau)\right)^{3 / 2} \tag{14}
\end{equation*}
$$

The general solution of Equation (14) was obtained in [27] in an explicit analytical form. This allows one to explore quite simply and comprehensively the influence of external forces of various forms on the kink dynamics under the assumption that the kink conserves its shape in the
course of motion, but its velocity changes under the influence of external factors. According to [27], the solution of Equation (14) with an arbitrary initial velocity $\left.v(t)\right|_{t=0}=v_{0}$ reads as follows:

$$
\begin{equation*}
v(\tau)=\frac{\exp (-\lambda \tau)\left(v_{0} \gamma_{0}+\int_{0}^{\tau} \exp \left(\lambda \tau^{\prime}\right) f\left(\tau^{\prime}\right) d \tau^{\prime}\right)}{\sqrt{1+\left\{\exp (-\lambda \tau)\left[v_{0} \gamma_{0}+\int_{0}^{\tau} \exp \left(\lambda \tau^{\prime}\right) f\left(\tau^{\prime}\right) d \tau^{\prime}\right]\right\}^{2}}}, \tag{15}
\end{equation*}
$$

where $\gamma_{0}=\left(1-v_{0}^{2}\right)^{-1 / 2}$.
To illustrate the potentialities of the above approach, we will consider the evolution of relative kink velocity $v(t)$ under the simultaneous effect of dissipation $\left(-\beta \phi_{\left.(k)_{t}\right)}\right)$ and harmonic external force $f(t)$ of the form:

$$
\begin{equation*}
f(\tau)=\cos \Omega \tau \tag{16}
\end{equation*}
$$

Here, $\Omega$ is the dimensionless cyclic frequency. From (16) and (15), we can directly obtain the relative kink velocity $v(\tau)$ as follows:

$$
\begin{equation*}
v(\tau)=\frac{\left(v_{0} \gamma_{0}-\frac{\lambda}{\lambda^{2}+\Omega^{2}}\right) \exp (-\lambda \tau)+\frac{1}{\lambda^{2}+\Omega^{2}}(\lambda \cos \Omega \tau+\Omega \sin \Omega \tau)}{\sqrt{1+\left\{\left(v_{0} \gamma_{0}-\frac{\lambda}{\lambda^{2}+\Omega^{2}}\right) \exp (-\lambda \tau)+\frac{1}{\lambda^{2}+\Omega^{2}}(\lambda \cos \Omega \tau+\Omega \sin \Omega \tau)\right\}^{2}}} \tag{17}
\end{equation*}
$$

Equation (17) shows that $v(\tau)$ oscillates in a range about the trend curve $v_{\text {trend }}(\tau)$ determined by the following expression:

$$
\begin{equation*}
v_{\text {trend }}(\tau)=\frac{\left(v_{0} \gamma_{0}-\frac{\lambda}{\lambda^{2}+\Omega^{2}}\right) \exp (-\lambda \tau)}{\sqrt{1+\left(v_{0} \gamma_{0}-\frac{\lambda}{\lambda^{2}+\Omega^{2}}\right)^{2} \exp (-2 \lambda \tau)}} \tag{18}
\end{equation*}
$$

It can be seen that $v_{\text {trend }}(\tau)$ exponentially decreases and asymptotically tends to zero as $\tau \rightarrow 0$, whereas $v(\tau)$ given by Equation (18) transforms into the asymptotic expression:

$$
\begin{equation*}
v_{\text {asympt }}(\tau)=\frac{\frac{1}{\lambda^{2}+\Omega^{2}}(\lambda \cos \Omega \tau+\sin \Omega \tau)}{\sqrt{1+\left(\frac{1}{\lambda^{2}+\Omega^{2}}(\lambda \cos \Omega \tau+\sin \Omega \tau)\right)^{2}}} \tag{19}
\end{equation*}
$$

A graphical illustration of (17) and (18) is shown in Figure 1a,b for $\lambda=0.1$. For $v_{0}=0.6$ and $\Omega=10$, the kink motion is characterized by oscillations of $v(\tau)$ about the mean position (the solid curve in Figure 1), which tends monotonically to a constant with an increase in $\tau$, whereas the trend velocity $v_{\text {trend }}(\tau)$ tends to zero (the dashed curve in Figure 1). The periodic acceleration and deceleration of kink motion against the background of the general deceleration tendency corresponds qualitatively to the periodic action of the external force and dissipation.


Figure 1. Relative kink velocity $v(\tau)$ (the solid curve) and the trend velocity $v_{\text {trend }}(\tau)$ (the open diamonds curve) for $\lambda=0.1$ : (a) $v_{0}=0.2, \Omega=0.8$ and $\lambda=0.1$; (b) $v_{0}=0.6, \Omega=10$.

The evolution of the average relative kink velocity over the period $T=2 \pi / \Omega$ on the time interval $(\tau, \tau+T)$ can be determined by the expression:

$$
\begin{equation*}
\langle v(\tau)\rangle=\frac{1}{T} \int_{\tau}^{\tau+T} v\left(\tau^{\prime}\right) d \tau^{\prime} \tag{20}
\end{equation*}
$$

A time dependence of the average relative velocity $\langle v(\tau)\rangle$ obtained numerically with the use of Equations (17) and (20) is depicted in Figure 2. The graph in this figure shows that the trend velocity $v_{\text {asympt }}(\tau)$ and the relative kink velocity $\langle v(\tau)\rangle$ averaged over the examined period coincide for different time intervals. Thus, Formula (20) can serve as an analytical expression for the relative kink velocity $\langle v(\tau)\rangle$ averaged over the examined period.


Figure 2. Trend velocity $v_{\text {trend }}(\tau)$ (the dotted curve) and the average relative velocity $\langle v(\tau)\rangle$ (the open diamonds curve) for $v_{0}=0.6, \Omega=10$ and $\lambda=0.1$.

Further and above-mentioned analysis of the relative kink velocity $v(\tau)$ evolution under simultaneous influence of the dissipation and external forces of different types can be found in [27].

Summing up, we can state that Expression (15) for the kink velocity $v(\tau)$ essentially simplifies the investigation of the kink dynamics under the simultaneous effect of dissipation and time-dependent external force with different forms of time dependences of interest in physics.

For example, for a harmonic time-dependent external force, the kink velocity is characterized by oscillations about a rather monotonically-decreasing trend given by Equation (18). In addition, the use of Expression (15) allows us to set the task of controlling the kink dynamics by means of a suitable choice of the parameters of external forces.

The above approach, based on the collective variables [40,46-48] with the McLaughlin and Scott energetic method [46] and the evolution of the relative kink speed (15) also allows one to investigate the
joint effect of dissipation, the external deterministic forces and a random force on the kink dynamics. We briefly review basic ideas and results following [28]. To do this, we write SG Equation (6) with additional terms in the dimensionless form as:

$$
\begin{equation*}
\phi_{\tau \tau}-\phi_{z z}+\sin \phi=-\alpha \phi_{\tau}+\tilde{f}(\tau)+\sqrt{\widetilde{D}} \xi(\tau) \tag{21}
\end{equation*}
$$

where $\phi=\phi(z, \tau), \alpha$ is the dissipation coefficient, $\tilde{f}(\tau)$ is the nonstationary regular external force, $\widetilde{D}$ is the diffusion coefficient and the random force $\xi(\tau)$ is assumed to be the Gaussian white noise with mean value $\langle\xi(\tau)\rangle=0$ and correlation $\left\langle\xi(\tau) \xi\left(\tau^{\prime}\right)\right\rangle=\delta\left(\tau-\tau^{\prime}\right)$.

The one-soliton solution (kink) (5) for Equation (21) when $\alpha=\tilde{f}(\tau)=\widetilde{D}=0$ reads:

$$
\begin{equation*}
\phi_{(k)}(z, \tau)=4 \arctan \left[\exp \left(\frac{z-v \tau-z_{0}}{\sqrt{1-v^{2}}}\right)\right] . \tag{22}
\end{equation*}
$$

Here, $v$ is the kink velocity, and $z_{0}$ characterizes the initial position of the kink. The Hamiltonian (8) is:

$$
\begin{equation*}
H^{S G}(\phi)=\int_{-\infty}^{\infty}\left[\frac{1}{2} \phi_{\tau}^{2}+\frac{1}{2} \phi_{z}^{2}+(1-\cos \phi)\right] d z \tag{23}
\end{equation*}
$$

From Equations (22) and (23), we obtain the kink energy (9) as $H^{S G}\left(\phi_{(k)}\right)=8\left(1-v^{2}\right)^{-1 / 2}$. Then, by analogy with (9)-(12), we derive the equation for the kink velocity $v(\tau)$ :

$$
\begin{equation*}
\frac{d v(\tau)}{d \tau}=-\alpha v(\tau)\left[1-v^{2}(\tau)\right]+[f(\tau)+\sqrt{D} \xi(\tau)]\left[1-v^{2}(\tau)\right]^{3 / 2} \tag{24}
\end{equation*}
$$

where:

$$
\begin{equation*}
f(\tau)=\frac{\pi}{4} \tilde{f}(\tau), \quad D=\frac{\pi^{2}}{16} \widetilde{D} \tag{25}
\end{equation*}
$$

In what follows, we redesignate $\tau$ as $t$ for simplicity and replace the variable $v(\tau)$ according to the formula $v=x\left(1+x^{2}\right)^{-1 / 2}$. Then, Equation (24) takes the form:

$$
\begin{equation*}
\frac{d x(t)}{d t}=-\alpha x(t)+f(t)+\sqrt{D} \xi(t) \tag{26}
\end{equation*}
$$

The variable $x(t)$ is related to the kink momentum $P$ as follows: $x=P / 8, P=8 v\left(1-v^{2}\right)^{-1 / 2}$.
We consider Equation (26) with a random force $\sqrt{D} \xi(t)$ to be the stochastic differential equation of the Langevin type for motion of the Brownian particle in accordance with the Stratonovich formalism [49,50].

The Fokker-Planck equation for a probability density function $W(x, t)$ in designations of [49] for Equation (26) is written in the form:

$$
\begin{equation*}
\frac{\partial W(x, t)}{\partial t}=\partial_{x}[\alpha x-f(t)] W(x, t)+\frac{D}{2} \partial_{x x} W(x, t) \tag{27}
\end{equation*}
$$

An exact solution of Equation (27) has been found in [28] as:

$$
\begin{equation*}
W\left(x, t \mid x_{0}, t_{0}\right)=\frac{\sqrt{\alpha}}{\sqrt{D \pi\left[1-e^{-2 \alpha\left(t-t_{0}\right)}\right]}} \exp \left[-\frac{\alpha}{D\left(1-e^{-2 \alpha\left(t-t_{0}\right)}\right)}\left[x-\varphi(t)-\left(x_{0}-\varphi\left(t_{0}\right)\right) e^{-\alpha\left(t-t_{0}\right)}\right]^{2}\right] \tag{28}
\end{equation*}
$$

where $W\left(x, t_{0} \mid x_{0}, t_{0}\right)=\delta\left(x-x_{0}\right)$, and a function $\varphi(t)$ satisfies the equation:

$$
\frac{d \varphi(t)}{d t}+\alpha \varphi(t)-f(t)=0,\left.\quad \varphi(t)\right|_{t=t_{0}}=\varphi\left(t_{0}\right)
$$

Solution (28) has the meaning of the probability density function for $x$ at time $t$, given that $x=x_{0}$ at $t=t_{0}$.

For the kink momentum $P=8 x$, Equation (28) takes the form:

$$
\begin{align*}
W\left(P, t \mid P_{0}, t_{0}\right)= & \frac{\sqrt{\alpha}}{8 \sqrt{D \pi\left[1-e^{-2 \alpha\left(t-t_{0}\right)}\right]}} \times  \tag{29}\\
& \exp \left[-\frac{\alpha}{D\left(1-e^{-2 \alpha\left(t-t_{0}\right)}\right)}\left(\frac{P}{8}-\varphi(t)-\left(\frac{P_{0}}{8}-\varphi\left(t_{0}\right)\right) e^{-\alpha\left(t-t_{0}\right)}\right)^{2}\right]
\end{align*}
$$

The average value of the kink momentum for distribution function (29) is found as:

$$
\begin{equation*}
\langle P\rangle\left(t, t_{0}\right)=\int_{-\infty}^{\infty} P W\left(P, t \mid P_{0}, t_{0}\right) d P=P_{0} \exp \left[-\alpha\left(t-t_{0}\right)\right]+8\left[\int_{t_{0}}^{t} f\left(t^{\prime}\right) \exp \left[-\alpha\left(t-t^{\prime}\right)\right] d t^{\prime}\right] \tag{30}
\end{equation*}
$$

The variance $\sigma\left(t, t_{0}\right)$ is given by the expression:

$$
\begin{equation*}
\sigma\left(t, t_{0}\right)=\left\langle P^{2}\right\rangle\left(t, t_{0}\right)-\langle P\rangle^{2}\left(t, t_{0}\right)=\frac{4 \pi^{2}}{\alpha} \widetilde{D}\left(1-e^{-2 \alpha\left(t-t_{0}\right)}\right) \tag{31}
\end{equation*}
$$

where $\left\langle P^{2}\right\rangle\left(t, t_{0}\right)=\int_{-\infty}^{\infty} P^{2} W\left(P, t \mid P_{0}, t_{0}\right) d P$. Equation (30) shows that $P_{0}$ has the meaning of the average kink momentum for $t=t_{0}$. The average value $\langle P\rangle\left(t, t_{0}\right)$ becomes the solution of Equation (26) when the random force is zero, $\xi(t)=0$. This is in agreement with the above results obtained for Equation (14) of [27] where the kink dynamics under the action of external regular force $f(t)$ was considered. It should also be noted that the variance $\sigma\left(t, t_{0}\right)$ given by Equation (31) depends on the diffusion coefficient $\widetilde{D}$ and is independent of the regular external force $f(t)$.

Figure 3 illustrates the dependence of the kink momentum variance on time. The graph in Figure 4 is given for the case when the moment has a definite value $P_{0}$ at $t=t_{0}$, i.e., $\sigma\left(t_{0}, t_{0}\right)=0$.


Figure 3. Root-mean-square value of the kink momentum for $\alpha=0.1, \widetilde{D}=0.01$ and $t_{0}=0$.
The variance increases with time asymptotically approaching $4 \widetilde{D} \pi^{2} / \alpha$. Dependence (31) coincides with the results of numerical calculations presented in [51]. The kink root-mean-square velocity in the nonrelativistic limit ( $v \ll 1$ and $P=8 v$ ) obtained from (29) for $\left\langle v_{0}\right\rangle=0$ and $f(t)=0$ takes the form:

$$
\left\langle v^{2}\right\rangle\left(t, t_{0}\right)=\frac{\pi^{2}}{16 \alpha} \widetilde{D}\left[1-e^{-2 \alpha\left(t-t_{0}\right)}\right]
$$

that is also in agreement with the results presented in [48].
Consider now a model case of a non Markovian process $\xi(\tau)$ in Equation (21) when the probability density function can be described by a nonlinear Fokker-Planck equation (NFPE) in accordance with [52]. Despite the discussion about the validity of Frank's approach [52] and the NFPEs
(for example, [53-55]), we, nevertheless, present here some features of such a stochastic process as a phenomenological model following [28].

Consider a nonlinear Fokker-Planck equation:

$$
\begin{equation*}
\frac{\partial W(x, t)}{\partial t}=\partial_{x}\left(\alpha x+\mu X_{W}(t)\right) W(x, t)+\frac{D}{2} \partial_{x x} W(x, t) \tag{32}
\end{equation*}
$$

where $\mu$ is the nonlinearity parameter $(\mu>0)$ and $X_{W}(t)$ is the first moment of the function $W(x, t)$ :

$$
\begin{equation*}
X_{W}(t)=\int_{-\infty}^{\infty} x W(x, t) d x \tag{33}
\end{equation*}
$$

Let $\gamma(x)$ be an initial distribution, $W\left(x, t_{0}\right)=\gamma(x)$, for Equation (32), then the initial value of the first moment (33) is $X_{W}\left(t_{0}\right)=X_{\gamma}=\int_{-\infty}^{\infty} x \gamma(x) d x$. From (32) and (33), we have $\frac{d X_{W}}{d t}=-(\alpha x+\mu) X_{W}$, and consequently,

$$
\begin{equation*}
X_{W}=e^{-(\alpha+\mu) t} X_{\gamma} \tag{34}
\end{equation*}
$$

With the help of (34), we can solve the Cauchy problem for Equation (32) in the form:

$$
\begin{align*}
W\left(x, t \mid x_{0}, t_{0}, X_{\gamma}\right)= & \frac{\sqrt{\alpha}}{8 \sqrt{D \pi\left[1-e^{-2 \alpha\left(t-t_{0}\right)}\right]}} \times  \tag{35}\\
& \times \exp \left[-\frac{\alpha}{D\left(1-e^{-2 \alpha\left(t-t_{0}\right)}\right)}\left(x-x_{0} e^{-\alpha\left(t-t_{0}\right)}-X_{\gamma} e^{-\alpha\left(t-t_{0}\right)}\left(e^{-\mu\left(t-t_{0}\right)}-1\right)\right)^{2}\right] .
\end{align*}
$$

For the momentum $P=8 x, P_{\gamma}=8 X_{\gamma}$, the distribution function is:

$$
\begin{align*}
W\left(P, t \mid P_{0}, t_{0}, P_{\gamma}\right)= & \frac{\sqrt{\alpha}}{8 \sqrt{D \pi\left[1-e^{-2 \alpha\left(t-t_{0}\right)}\right]}} \times  \tag{36}\\
& \times \exp \left[-\frac{\alpha}{D\left[1-e^{-2 \alpha\left(t-t_{0}\right)}\right]}\left(\frac{P}{8}-\frac{P_{0}}{8} e^{-\alpha\left(t-t_{0}\right)}-\frac{P_{\gamma}}{8} e^{-\alpha\left(t-t_{0}\right)}\left[e^{-\mu\left(t-t_{0}\right)}-1\right]\right)^{2}\right] .
\end{align*}
$$

The average value of the kink momentum and its variance, obtained with the help of distribution (36), have the following form:

$$
\begin{align*}
& \langle P\rangle\left(t, t_{0}\right)=P_{0} \exp \left(-\alpha\left(t-t_{0}\right)\right)+P_{\gamma} e^{-\alpha\left(t-t_{0}\right)}\left(e^{-\mu\left(t-t_{0}\right)}-1\right),  \tag{37}\\
& \sigma\left(t, t_{0}\right)=\left\langle P^{2}\right\rangle\left(t, t_{0}\right)-\langle P\rangle^{2}\left(t, t_{0}\right)=\frac{4 \pi^{2}}{\alpha} \widetilde{D}\left(1-e^{-2 \alpha\left(t-t_{0}\right)}\right) . \tag{38}
\end{align*}
$$

From Formulas (37) and (38), we can obtain that the average value of the kink momentum depends both on the nonlinearity parameter $\mu$ and the diffusion coefficient $\widetilde{D}$, whereas the variance is determined by the diffusion coefficient $\widetilde{D}$ and is independent of $\mu$.

Consider the case when $P_{\gamma}=P_{0}$, which corresponds to the distribution $\gamma(P)$ with average value $P_{0}$. In particular, $\gamma(P)=\delta\left(P-P_{0}\right)$, that is, at the initial time, the momentum has a fixed value. In this case, Expression (37) reads:

$$
\begin{equation*}
\langle P\rangle\left(t, t_{0}\right)=P_{0} \exp \left[-(\alpha+\mu)\left(t-t_{0}\right)\right] . \tag{39}
\end{equation*}
$$

Equation (39) shows that stochasticity intensifies the dissipation. The average momentum decreases monotonically with the exponent $\alpha+\mu$, asymptotically vanishing.

Figure $4 \mathrm{a}, \mathrm{b}$ illustrates how the nonlinearity in Equation (32) affects the evolution of the average kink momentum for $\mu=0$ (the dashed curve) and for $\mu>0$ (the solid curve). The case of $P_{0}>P_{\gamma}$ is depicted in Figure 4a for $P_{0}>0$ and in Figure 4 b for $P_{0}<0$.


Figure 4. Average value of the kink momentum for $\alpha=0.1, P_{\gamma}=4$, and $t_{0}=0$. (a) The solid curve is for $P_{0}=0.1, \mu=0.01$; the dashed curve is for $P_{0}=0.1, \mu=0$. (b) The solid curve is for $P_{0}=-0.1$, $\mu=0.01$; the dashed curve is for $P_{0}=-0.1, \mu=0$.

The evolution is determined by the first term of Equation (37) when $\mu=0$. The average momentum decreases monotonically, asymptotically vanishing due to the dissipation $(\alpha>0)$ both for $P_{0}>P_{\gamma}$ and for $P_{0}<P_{\gamma}$.

For $\mu>0$, the evolution depends on both the dissipation and the random force (the second term in (37)).

The change in the momentum evolution (a rotation point) is observed at a critical time instant $t_{c}$ given by $t_{c}=t_{0}+\frac{1}{\mu} \log \frac{P_{\gamma}(\mu+\alpha)}{\left(P_{\gamma}-P_{0}\right) \alpha}$. At $t=t_{c}$ we have $P_{c}=-\frac{\mu}{\mu+\alpha}\left(P_{\gamma}-P_{0}\right)\left(\frac{P_{\gamma}(\mu+\alpha)}{\left(P_{\gamma}-P_{0}\right) \alpha}\right)^{-\alpha / \mu}$.

For $t>t_{c}$, the average momentum monotonically decreases, asymptotically vanishing.
Analysis of Dependencies (37) and (38) shows that the kink dynamics under the influence of the random force with stochastic feedback has various peculiarities depending on the model parameters. This can be of interest from the viewpoint of controlling the kink dynamics by sequentially switching on and off the random force.

In addition, the above-indicated peculiarities of the kink dynamics may be important in the study of general laws of interaction between the stochasticity and nonlinearity.

### 2.3. Localized Energy Distributions in the Framework of The Peyrard-Bishop Model

Here, we briefly review the creation of stable localized structures in the form of localized energy distributions in the Peyrard-Bishop (PB) model [15] following [29]. We discuss the solutions of PB model equations obtained in the form of planar waves whose amplitudes are described by the nonlinear Schrodinger equation.

The processes of DNA melting and the formation of bubbles and localized structures play an important role in the functioning of DNA. Among the processes that have been described using bubbles and solitary waves are the binding of specific enzymes to DNA (e.g., DNA polymerases, recombinases, RNA polymerases), the thermal evolution of enzyme-created bubbles, and others. The concept of localized bubble-like structures that is used in explaining these phenomena sets the problem of the formation and stability of such structures. A detailed review of this problem can be found in [29]. We discuss here the problem of the creation process of soliton-like structures from localized initial conditions.

In the framework of the PB model and the helicoidal model proposed by Barbi et al. [56], it is possible to obtain the analytical expression for approximate solutions in the form of modulated plane waves called breathers, the amplitude of which is determined by the NLSE. When an initial
amplitude corresponds to the one-soliton solution of NLSE, a planar wave with localized amplitude arises. This solitary wave has been proposed to be related to the transcription process of DNA. Then, the issue of whether or not solitons can arise spontaneously becomes relevant. This question was discussed in [29] in the framework of the PB model with the use of the inverse scattering transform method $[37,38]$ for NLSE. Here, we consider how soliton-like states may arise in the BP model with the use of the IST method, which is a cornerstone in nonlinear mathematical physics. In particular, this method allows us to study and control the conditions of formation, the number and properties of localized structures that can arise from an initial condition significantly different from the solitary wave discussed above.

To introduce the equations of DNA dynamics, we note that the movement of the DNA bases can be divided into torsional, longitudinal and transversal displacements. These movements are not independent of each other; however, the time scale of the transversal movements is smaller than the others. Therefore, in an appropriate approximation, the transversal dynamics can be separated from others and studied by means of the PB model [15]. It is a one-dimensional model that describes the relative distance between each pair of complementary bases. The Hamiltonian function of this model can be written as:

$$
\begin{equation*}
H=\sum_{n}\left[\frac{1}{2} m\left(\frac{d U_{n}}{d T}\right)^{2}+\frac{1}{2} \widetilde{K}\left(U_{n}-U_{n-1}\right)^{2}+\widetilde{V}\left(U_{n}\right)\right] . \tag{40}
\end{equation*}
$$

Here, $U_{n}$ denotes the relative distance between bases divided by $\sqrt{2}, T$ is the time variable, $m$ is the base mass, $\widetilde{K}$ is the rigidity of the harmonic potential of interaction between two bases of the same chain and $\widetilde{V}\left(U_{n}\right)$ is the potential of interaction between opposite bases representing the hydrogen bonds. For the PB model, $\widetilde{V}\left(U_{n}\right)$ is chosen as follows $\widetilde{V}\left(U_{n}\right)=D\left[\exp \left(-d U_{n}\right)-1\right]^{2}$ with parameters $D$ and $d$. The evolution equations for the Hamiltonian (40) are:

$$
\begin{equation*}
m \frac{d^{2} U_{n}}{d T^{2}}=\widetilde{K}\left(U_{n+1}+U_{n-1}-2 U_{n}\right)-\frac{d \widetilde{V}}{d U_{n}} \tag{41}
\end{equation*}
$$

where $\widetilde{V}=D V, V$ is a dimensionless parameter. After changing of variables:

$$
u_{n}=d U_{n}, \quad t=\sqrt{\frac{D d^{2}}{m}} T, \quad K=\frac{\widetilde{K}}{D b^{2}}
$$

the evolution Equations (41) become:

$$
\begin{equation*}
\ddot{u}_{n}=K\left(u_{n+1}+u_{n-1}-2 u_{n}\right)-\frac{d V\left(u_{n}\right)}{d u_{n}} . \tag{42}
\end{equation*}
$$

Equations (42) form a system of nonlinear ODEs, which cannot be solved exactly; thus, we will look for approximate localized solutions around the minimum of the potential $V\left(u_{0}\right)$. These solutions take the form of a modulated amplitude carrier wave:

$$
\begin{equation*}
u_{n}(t)=\varepsilon\left\{F_{1}(t) e^{i \theta_{n}}+\varepsilon\left[F_{0}(t)+F_{2}(t) e^{2 i \theta_{n}}\right]+\text { c.c. }\right\} \tag{43}
\end{equation*}
$$

where $\theta_{n}=q n a-\omega t, a$ is the distance between bases. The frequency and the wave vector are related by:

$$
\begin{equation*}
\omega^{2}=\left(\omega_{0}^{\prime}\right)^{2}+4 K \sin ^{2}\left(\frac{q a}{2}\right) \tag{44}
\end{equation*}
$$

From (42)-(44), we obtain the NLSE for the modulated amplitude $F_{1}(t)$ of Equation (43) (see [29]):

$$
\begin{equation*}
i F_{1 s}+P F_{1 Z Z}+Q\left|F_{1}\right|^{2} F_{1}=0 \tag{45}
\end{equation*}
$$

where $X=\varepsilon$ हna; $Z=X-V_{g} \varepsilon t ; s=\varepsilon^{2} t ; V_{g}=\frac{K a}{\omega} \sin (q a) ; P=\frac{K a^{2}}{2 \omega}\left[\cos (q a)-\frac{K}{\omega^{2}} \sin ^{2}(q a)\right] ; Q$ is a parameter (for details, see [29]).

To study the localization of energy in the PB model, we should analyze the NLSE and look for solutions, for which at least a part of the initial energy is stored in permanent localized structures. Thus, we will look for modulated waves with localized amplitudes.

Equation (45) is integrable by means of the IST method $[37,38]$ and has $N$-soliton solutions when:

$$
\begin{equation*}
Q P>0 \tag{46}
\end{equation*}
$$

By changing the variables:

$$
\tau=Q s, \quad y=\sqrt{\frac{Q}{2 P} Z}
$$

we present Equation (45) in the standard form of the NLSE:

$$
\begin{equation*}
i F_{1 \tau}+F_{1 y y}+\left|F_{1}\right|^{2} F_{1}=0 \tag{47}
\end{equation*}
$$

According to the IST method [37], the solution of Equation (47) can be presented as a sum of localized and quite robust solitary waves and radiation in a class of functions that decrease at infinity.

The eigenvalue problem:

$$
\left\{\begin{array}{l}
i \psi_{y}^{(1)}+F_{1}^{*}(y, 0) \psi^{(2)}=\lambda \psi^{(1)}  \tag{48}\\
-i \psi_{y}^{(2)}+F_{1}(y, 0) \psi^{(2)}=\lambda \psi^{(2)}
\end{array}\right.
$$

for an initial function $F_{1}(y, 0)$ and auxiliary functions $\psi^{(1)}, \psi^{(2)}$ says that the number of eigenvalues of the discrete spectrum, $\left\{\lambda_{n}=\zeta_{n}+i \eta_{n}, n=1, \ldots, N, \eta_{n}>0\right\}$, is equal to the number of solitary waves that will be created from the initial condition $F_{1}(y, 0)$ in the course of evolution according to (45).

The velocity of the $n$-th soliton is proportional to the real part of the corresponding eigenvalue, $V_{n}=-2 \zeta_{n}$, and its amplitude and width are related to the imaginary part, $A_{n}=-2 \eta_{n}$. If the initial condition makes the reflection coefficient of the eigenvalue problem (48) be null, then the solution of (47) is formed only by solitons without any radiation. This means that there are solutions of Equation (45) in which the modulated amplitude $F_{1}(n a, t)$ of Equation (43) is localized. Then, all the models described by the Hamiltonian (40), that meet (46), can support wave solutions with a localized modulated amplitude. It allows localized concentrations of energy.

From the IST point of view, the robustness of the energy localization in the PB model means that if $F_{1}(y, 0)$ is not a reflectionless potential in the eigenvalue problem (48), the solutions $F_{1}(y, \tau)$ are not, strictly speaking, solitons because the radiation is present in the system, but they possesses soliton-like features. Then, the next question arises: whether or not permanent localized structures will emerge in these cases. Rigorous results [37] show that all solutions can be decomposed into soliton-like solutions and radiation. In other words, given a non-soliton initial condition, the system can group some of the energy in soliton-like structures, while the rest of the energy is spread in the form of radiation. Then, after a transient time, we will again have a localization of energy in the system.

Consider an example of an initial condition, $F_{1}(y, 0)$, that enables us to solve analytically the eigenvalue problem (48) and, therefore, control the localized structures that emerge during the system evolution. As an illustration, we take one of such functions, namely the square initial condition. For more details, refer to [29].

As an illustration, we consider an example of an initial condition, $F_{1}(y, 0)$, in the form of a square function, that enables us to solve the eigenvalue problem analytically (48) and, therefore, control
the localized structures that emerge during the system evolution. Following [29], we take the initial condition, $F_{1}(y, 0)$, as:

$$
F_{1}(y, 0)= \begin{cases}\rho e^{i \theta}, & y \in[c, c+g]  \tag{49}\\ 0, & y \notin[c, c+g]\end{cases}
$$

with the parameters $\theta, \rho, c, g$, and substitute it in (48), which now can be written, for $y \in[c, c+g]$, in the following way:

$$
\begin{gather*}
{\left[\partial_{y y}-\frac{F_{1 y}(y, 0)}{F_{1}(y, 0)} \partial_{y}+\lambda^{2}+\left|F_{1}(y, 0)\right|^{2}+i \lambda \frac{F_{1 y}(y, 0)}{F_{1}(y, 0)}\right] \psi^{(2)}=0,} \\
\psi^{(1)}=-\frac{1}{F_{1}(y, 0)}\left(\lambda \psi^{(2)}+i \psi_{y}^{(2)}\right) \tag{50}
\end{gather*}
$$

The solution of (50) is:

$$
\psi=N_{I I}\binom{-\frac{1}{F_{1}(y, 0)}\left(\lambda+\partial_{y}\right)}{1}\left(A e^{i y \sqrt{\Omega}}+B e^{-i y \sqrt{\Omega}}\right), \quad \Omega=\rho^{2}+\lambda^{2} .
$$

For $y<c$ and $y>c+g$, we obtain:

$$
\begin{gathered}
\psi=N_{I}\binom{1}{0} e^{-i \lambda y}, \quad y<c, \\
\psi=N_{I I I}\binom{0}{1} e^{i \lambda y}, \quad y>c+g .
\end{gathered}
$$

Imposing the continuity in $y=c$ and $y=c+g$, we find the following quantization condition for the eigenvalues:

$$
\frac{\lambda+\sqrt{\Omega}}{\lambda-\sqrt{\Omega}} e^{-2 i g \sqrt{\Omega}}=1
$$

To satisfy this equation, it is necessary that:

$$
\begin{equation*}
\xi_{n}=i \eta_{n}, \quad \varsigma_{n}=0, \quad \eta_{n}>0 \tag{51}
\end{equation*}
$$

Then, the eigenvalues are pure imaginary numbers and are given by the roots of the transcendental equation:

$$
\begin{equation*}
\beta_{n}-S \cos \left(\beta_{n}\right)=\pi\left(\frac{1}{2}-n\right) \tag{52}
\end{equation*}
$$

where:

$$
\begin{gathered}
\sqrt{\rho^{2}-\eta_{n}^{2}}=\rho \cos \left(\beta_{n}\right), \quad \eta_{n}=\rho \sin \left(\beta_{n}\right), \\
S=\int_{-\infty}^{\infty}\left|F_{1}(y, 0)\right| d y .
\end{gathered}
$$

The number of eigenvalues can be obtained from (52):

$$
\begin{equation*}
N=e n t\left[\frac{S}{\pi}+\frac{1}{2}\right] \tag{53}
\end{equation*}
$$

We note that $S$ must be greater than its threshold value $S_{0}=\pi / 2$ to obtain localized solutions. For the values smaller than $S_{0}$, all the initial energy will be spread in the form of radiation without any localization of energy [37]. The example considered shows that $S$ plays the role of a control
parameter, which is related to the area of the modulus of the initial amplitude, that rules the existence of soliton-like structures.

The initial conditions different from (49) were also considered in [29]. The direct numerical solutions to Equation (47) has been obtained in [29] to verify the above analytical results. The numerical data were found to agree well with the analytical results in the cases of the square and exponential initial conditions.

### 2.4. Summary

Summarizing, we emphasize that the models and their consequences discussed in this section can serve rather as reference points or suggestive considerations in the study of real complex systems in biology.

Although revealing the control parameter $S$ in localized structure formation in the PB model is an important theoretical output, its role should be estimated while taking into account the influence of the external environment on the DNA dynamics. Indeed, the stability and lifetime of localized states are sensitive to the thermal fluctuations like viscosity and temperature.

As the DNA is in contact with a thermal bath in the cell, the dissipation and thermal forces may be substantial in its internal dynamics. The essential effect of a noise on the dynamics of soliton excitations in DNA can be seen from the results of Section 2.2 by example of the SG model. Thereby, the introduction of a thermal noise in the PB model may be of interest for studying the effect of thermal perturbations on the formation and dynamics of localized structures in the DNA molecule in the cellular environment.

In the PB model describing localized excitations in polynucleotide chains of DNA and RNA, the denaturation process of these molecules is considered where the transverse base motions (Section 2.3) are taken into account. The study of such processes is important for understanding of the functioning of living systems. The process of DNA denaturation changes its structure and functions; the bonds between nitrogenous bases are destroyed, which leads to disruption of cell metabolism and, as a consequence, to structural and functional changes in tissues.

In real conditions, a noticeable change of external environment, for example, an increase in temperature, the effect of strong acids, alkalis, etc., can lead to such processes.

Along with these factors, DNA denaturation is also possible under weak external influences; for example, it can be caused by a small increase in the pH of the medium.

We also note that under "smooth" denaturation scenarios, reversible processes of renaturation or reactivation are also possible. In this case, the denatured protein, after removing the damaging substances, again self-organizes into the original structure with the restoration of its biological activity. Such transformations affect the functions of the biosystem as a whole.

It can be assumed that effects of this kind arise due to selective effects of small concentrations of active substances on a DNA molecule. Some experimental studies indicate an effect of released activity (RA), implying that highly diluted active substances are capable of exerting modifying activity on their targets [57-61]. The physical mechanisms of RA are poorly studied, since small physical effects in highly diluted solutions are difficult to detect by physical and chemical methods, but lead to pronounced biological effects. In this connection, it is possible to propose a hypothesis that the physical basis of RA can be associated with changes in processes at all levels of self-organization, which can be described with the use of the proposed theory.

## 3. Pattern Formation in Cell Populations

At the cell level, self-organization phenomena in a biological system can manifest themselves in the form of collective behavior of individual cells due to their interactions that lead to the formation of coherent structures of multicellular ensembles in the course of cells' growth.

When small effects on a biosystem can lead to its significant response at the cellular level, pattern formation processes in cell populations can act as possible mechanisms of such a response.

The theoretical description of pattern formation in biosystems involves the concept of reaction-diffusion (RD) systems (see, e.g., a recent review [62], as well as [63-66] and the references therein).

RD model equations and systems incorporating nonlocal interaction terms are of interest of the study. This often leads to situations when competition between individuals both within a single species and between individuals of different species (i.e., intra- and inter-species interactions) cannot realistically be treated as local. For example, individuals in a population may compete with each other for a resource that can redistribute itself, or they may communicate with each other by chemical means [67].

In studying the evolution of the cell population and its spatiotemporal features, the processes of reproduction, competition for resources and diffusion are significant, and others can be neglected, such as mutation.

The characteristic features of spatio-temporal structures formed in cellular populations with nonlocal interactions can be adequately modeled on the basis of generalizations of the well-known Fisher-Kolmogorov-Petrovskii-Piskunov equation. The Fisher-KPP equation has been introduced in [68,69]. For its nonlocal generalizations, see, e.g., [67,70-73].

It has been shown that the nonlocality of interaction in a population causes the formation of structures even in a one-species population that takes place in cell populations including cancer development processes, evolution of infectious diseases, etc. (see, e.g., the review papers and other issues [70,72,74-76] and the references therein).

In this section, we briefly review a theoretical approach developed in [73] for the nonlocal Fisher-KPP equation:

$$
\begin{equation*}
u_{t}(\vec{x}, t)=D \Delta u(\vec{x}, t)+a(\vec{x}, t) u(\vec{x}, t)-\kappa \int_{\mathbb{R}^{n}} b_{\gamma}(\vec{x}, \vec{y}) u(\vec{y}, t) d \vec{y} \tag{54}
\end{equation*}
$$

that allows one to construct approximate solutions to Equation (54) in analytical form. Here, $u(\vec{x}, t)$ is a population density, and it is a smooth scalar function in the spatial variable $\vec{x} \in \mathbb{R}^{n}$ of $n$-dimensional space $\mathbb{R}^{n}$ at each instant of time $t$. A constant parameter $D$ in Equation (54) denotes the diffusion coefficient. Population grows as described by a rate function $a(\vec{x}, t)$, and the nonlocal competition between individuals is controlled by the influence function $b_{\gamma}(\vec{x}, \vec{y})$ with a range parameter $\gamma$.

The evolution of a one-species population governed by the (local) Fisher-KPP equation [68,69] does not lead to the formation of patterns, i.e., space ordered inhomogeneous structures. Nonlocal Fisher-KPP models like (54) take into account that competition for the resource can be long range. Compared to the (local) Fisher-KPP equation, in nonlocal models, pattern formation can arise due to nonlocal competitive losses and diffusion (e.g., [70-73] under a certain choice of parameters. This is quite different from the well-known Turing morphogenesis where the mechanism of pattern formation relies on the competition between the activator and the inhibitor [77,78].

The approach developed in [73] considers special patterns described by Equation (54). These patterns are concentrated on $k$-dimensional manifolds $\Lambda^{k}$ in the space $\mathbb{R}^{n}$ of independent variables $\vec{x}$ in Equation (54), $k<n$. For simplicity, we will consider the manifolds defined as:

$$
\begin{equation*}
\Lambda_{t}^{k}=\left(\vec{x} \in \mathbb{R}^{n} \mid \vec{x}=\vec{X}(t, s), s \in G \subset \mathbb{R}^{k}\right) \tag{55}
\end{equation*}
$$

Here, $s$ are the real variables, $s \in G \subset \mathbb{R}^{k}$, parametrizing the manifold $\Lambda_{t}^{k}$. The real vector $\vec{X}(t, s)$ depends on time $t$ and on the parameters $s$ and describes the evolution of the concentration manifold $\Lambda_{t}^{k}$. It should be noted that the manifold $\Lambda_{t}^{k}$ contains significant information about the evolution of the pattern geometry. Therefore, we can essentially facilitate the study of these patterns focusing on their characteristics on the concentration manifolds.

For a relevant theory, we may state that the solution $u(\vec{x}, t)$ of Equation (54) generates a distribution $\rho(t, s)$ on the manifold $\Lambda_{t}^{k}$, which is defined in [73] as a semiclassically limited distribution
(SLD), as $D \rightarrow 0$, on the space $R^{k}$. The SLD is governed by more simple evolution equations compared to the original Equation (54).

To deduce the corresponding evolution equations for the SLD, following [73], we introduce a class $J_{D}\left(\Lambda_{t}^{k}\right)$ of functions $u(\vec{x}, t, D) \in \mathbb{J}_{D}\left(\Lambda_{t}^{k}\right)$ depending on a parameter $D$ and concentrated on a manifold $\Lambda_{t}^{k}$. We also assume that functions $u(\vec{x}, t, D)$ are rapidly decreasing at infinity, as $|\vec{x}| \rightarrow \infty$. For a smooth function $A(\vec{x}, t)$, we define:

$$
\begin{equation*}
A_{u}(t, D)=\frac{1}{m_{u}(t, D)} \int_{\mathbb{R}^{n}} A(\vec{x}, t) u(\vec{x}, t, D) d \vec{x} \tag{56}
\end{equation*}
$$

where $m_{u}(t)$ is the zero moment of the function $u(\vec{x}, t, D)$ :

$$
\begin{equation*}
m_{u}(t, D)=\int_{\mathbb{R}^{n}} u(\vec{x}, t, D) d \vec{x} \tag{57}
\end{equation*}
$$

Assume that there exists a limit:

$$
\begin{equation*}
\lim _{D \rightarrow 0} m_{u}(t, D)=\lim _{D \rightarrow 0} \int_{\mathbb{R}^{n}} u(\vec{x}, t, D) d \vec{x}=\int_{G} \rho(t, s) d s \tag{58}
\end{equation*}
$$

and denote:

$$
\begin{equation*}
m_{u}(t)=\int_{G} \rho(t, s) d s \tag{59}
\end{equation*}
$$

Note that as $u(\vec{x}, t, D)$ has the meaning of population density, the functions $u(\vec{x}, t, D)$ and $\rho(t, s)$ are non-negative.

Let us describe a connection between functions $\rho(t, s)$ and $u(\vec{x}, t, D)$. To do this, we introduce a coordinate system $(s, \xi)$ in the space $R^{n}$ of independent variables in Equation (54) such that $\vec{x}=\vec{x}(s, \xi)$, $s=s(\vec{x})$, and $\xi=\xi(\vec{x})$ with the Jacobian $J\left(\frac{\vec{x}(s, \xi)}{s, \xi}\right) \neq 0$. The variables $\xi \in W \subset \mathbb{R}^{n-k}$ are complement the variables $s$ to form a coordinate system in $\mathbb{R}^{n}$. Choose the variables $\xi$ so that their coordinate lines are orthogonal to the manifold $\Lambda_{t}^{k}$ with respect to the Euclidean inner product in a tangent space. Under these conditions, we can find the relation connecting $\rho(t, s)$ and $u(\vec{x}, t, D)$ in the form [73]:

$$
\begin{equation*}
\rho(t, s)=\lim _{D \rightarrow 0} \int_{W} u(\vec{x}(s, \xi), t, D) J\left(\frac{\vec{x}(s, \xi)}{s, \xi}\right) d \xi \tag{60}
\end{equation*}
$$

Then, following [73], the equations describing the evolution of the SLD $\rho(t, s)$ and of the vector $\vec{X}(t, s)$ characterizing the localization manifold $\Lambda_{t}^{k}$ of the form (55) can be obtained from definitions (56)-(60) and the nonlocal Fisher-KPP Equation (54) by a limiting process (as $D \rightarrow 0$ ):

$$
\begin{equation*}
\dot{\rho}(t, s)=\rho(t, s)\left[a(\vec{X}(t, s), t)-\kappa \int_{G} b_{\gamma}\left(\vec{X}(t, s), \vec{X}\left(t, s^{\prime}\right)\right) \rho\left(t, s^{\prime}\right) d s^{\prime}\right], \tag{61}
\end{equation*}
$$

and:

$$
\begin{equation*}
\dot{\vec{X}}(t, s)=0 \tag{62}
\end{equation*}
$$

We note that the model Equation (54), for the purpose of simplicity, does not contain terms responsible for convection in the system. A more general case, which takes convection into account, was considered in [73], where Equation (62) is obtained to be more complex and describes the evolution of the vector $\vec{X}(t, s)$ under the influence of convection. From (55) and (62), it follows that the manifold
$\Lambda_{t}^{k}$ does not change in time, $\Lambda_{t}^{k}=\Lambda_{0}^{k}$, and (61) describes the SLD $\rho(t, s)$. To each solution $u(\vec{x}, t, D)$ of Equation (54) with an initial condition:

$$
\left.u(\vec{x}, t, D)\right|_{t=0}=\varphi(\vec{x}, D)
$$

the corresponding initial conditions for (61) are:

$$
\begin{equation*}
\left.\rho(t, s)\right|_{t=0}=\rho_{\varphi}(s),\left.\quad \vec{X}(t, s)\right|_{t=0}=\vec{X}_{\varphi}(s) \tag{63}
\end{equation*}
$$

The vector $\vec{X}_{\varphi}(s)$ specifies an initial manifold $\Lambda_{0}^{k},\left(\Lambda_{0}^{k}=\Lambda_{t}^{k}\right)$. In accordance with (56)-(59), we have:

$$
m_{\varphi}(D)=\int_{\mathbb{R}^{n}} \varphi(\vec{x}, D) d \vec{x}, \quad \lim _{D \rightarrow 0} m_{\varphi}(D)=m_{\rho_{\varphi}}=\int_{G} \rho_{\varphi}(s) d s
$$

In the general case, we refer to Equations (61), (62) as the Einstein-Ehrenfest (EE) dynamical system of $(k, M)$ type for $M=1$ where $k$ means the dimension of the manifold $\Lambda_{t}^{k}$ and $M$ is the highest order of the moments in the system [73].

Therefore, the study of the patterns described by Equation (54) in terms of the SLD $\rho(t, s)$ on the manifold $\Lambda_{t}^{k}$ ( $=\Lambda_{0}^{k}$ for Equation (54) without convection terms) is reduced to solving the EE system (61), (62) with the initial condition (63).

Consider a method for solving the Cauchy problem for Equation (61). Equation (62) yields:

$$
\begin{equation*}
\vec{X}(t, s)=\vec{X}_{\varphi}(s) \tag{64}
\end{equation*}
$$

and then, (61) gives:

$$
\begin{equation*}
\dot{\rho}(t, s)=\rho(t, s)\left[\tilde{a}(t, s)-\kappa \int_{G} \tilde{b}_{\gamma}\left(s, s^{\prime}\right) \rho\left(t, s^{\prime}\right) d s^{\prime}\right] \tag{65}
\end{equation*}
$$

The initial condition is:

$$
\begin{equation*}
\left.\rho(t, s)\right|_{t=0}=\rho_{\varphi}(s) \tag{66}
\end{equation*}
$$

Here,

$$
\begin{equation*}
\tilde{b}_{\gamma}\left(s, s^{\prime}\right)=b_{\gamma}\left(\vec{X}_{\varphi}(s), \vec{X}_{\varphi}\left(s^{\prime}\right)\right), \quad \tilde{a}(t, s)=a\left(\vec{X}_{\varphi}(s), t\right) . \tag{67}
\end{equation*}
$$

Following [73], to solve the problem, we consider an auxiliary linear problem of finding the eigenfunctions $v_{j}(s)$ and eigenvalues $\lambda_{j}$ of a Fredholm equation with kernel $\tilde{b}_{\gamma}\left(s, s^{\prime}\right)$ (see, e.g., [79]):

$$
\begin{equation*}
\int_{G} \tilde{b}_{\gamma}\left(s, s^{\prime}\right) v_{j}\left(s^{\prime}\right) d s^{\prime}=\lambda_{j} v_{j}(s) \tag{68}
\end{equation*}
$$

where $j=\left(j_{1}, \ldots, j_{k}\right)$ is a multi-index $\left(j_{1}, \ldots, j_{k}=1,2, \ldots\right)$. We assume that (68) is a Fredholm equation with symmetric kernel $\tilde{b}_{\gamma}\left(s, s^{\prime}\right)=\tilde{b}_{\gamma}\left(s^{\prime}, s\right)$ and its solutions form an orthogonal system:

$$
\begin{equation*}
\int_{G} v *_{j}(s) v_{k}(s) d s=\delta_{j k} \tag{69}
\end{equation*}
$$

where $v *_{j}(s)$ is the complex conjugate of $v_{j}(s)$.
Then, according to [73], the solution of Equation (65) with the initial condition (66) is obtained as:

$$
\begin{equation*}
\rho(t, s)=\rho_{\varphi}(s) \exp \left[\sum_{|j|=0}^{\infty} \int_{0}^{t}\left(a_{j}(\tau)-\kappa \lambda_{j} \beta_{j}(\tau)\right) v_{j}(s) d \tau\right] . \tag{70}
\end{equation*}
$$

Here, we use the notation:

$$
\begin{equation*}
a_{j}(t)=\int_{G} \tilde{a}(t, s) v *_{j}(s) d s \tag{71}
\end{equation*}
$$

To make our consideration of the pattern formation easier, we restrict ourselves to a one-dimensional manifold $\Lambda_{t}^{1}$ in two-dimensional coordinate space $\mathbb{R}^{2}$, and we look for solutions of Equation (54) in a class of functions concentrated in a neighborhood of a 1D curve in a space $\mathbb{R}^{2}$. As an illustration of the above theory, we consider an exact solution of Equation (65) whose coefficients (67) are:

$$
a(\vec{x}, t)=a=\mathrm{const}, \quad b_{\gamma}(\vec{x}, \vec{y})=b_{0} \exp \left[-\frac{(\vec{x}-\vec{y})^{2}}{2 \gamma^{2}}\right], \quad \vec{x} \in \mathbb{R}^{2}
$$

and the concentration manifold $\Lambda_{t}^{1}$ of the form (55) is a circumference:

$$
\vec{X}(t, s)=\vec{X}_{\varphi}(s)=(R \cos \varphi, R \sin \varphi), \quad s \in G=[-\pi, \pi] \subset \mathbb{R}^{1}
$$

In this case, Equation (65) reads:

$$
\begin{equation*}
\dot{\rho}(t, s)=a \rho(t, s)-\kappa \rho(t, s) \int_{-\pi}^{\pi} \tilde{b}_{\gamma}\left(s, s^{\prime}\right) \rho\left(t, s^{\prime}\right) d s^{\prime} \tag{72}
\end{equation*}
$$

where:

$$
\begin{equation*}
\tilde{b}_{\gamma}\left(s, s^{\prime}\right)=b_{0} \exp \left[-\frac{\left(\vec{X}_{\varphi}(s)-\vec{X}_{\varphi}\left(s^{\prime}\right)\right)^{2}}{2 \gamma^{2}}\right]=b_{0} \exp \left[-\frac{R^{2}}{\gamma^{2}}\left(1-\cos \left(s-s^{\prime}\right)\right)\right] \tag{73}
\end{equation*}
$$

The eigenfunctions $v_{j}(s)$ and eigenvalues $\lambda_{j}$ of the Fredholm Equation (68) with the kernel $\tilde{b}_{\gamma}\left(s, s^{\prime}\right)$ (73) have the form: [73]

$$
\begin{equation*}
v_{j}(s)=\frac{1}{\sqrt{2 \pi}} e^{i j s}, \quad \lambda_{j}=2 \pi b_{0} e^{-\mu} I_{j}(\mu), \quad j=\overline{-\infty,+\infty} . \tag{74}
\end{equation*}
$$

Here, $\mu=\frac{R^{2}}{\gamma^{2}} ; I_{j}(\mu)$ is a modified Bessel function of the first kind. The functions $v_{j}(s)$ constitute an orthogonal system of the form (69). Then, the kernel $\tilde{b}_{\gamma}\left(s, s^{\prime}\right)$ given by (73) and Equation (72) can be written as [73]:

$$
\begin{gather*}
\tilde{b}_{\gamma}\left(s, s^{\prime}\right)=\sum_{j=-\infty}^{\infty} 2 \pi b_{0} e^{-\mu} I_{j}(\mu) v_{j}(s) v_{-j}\left(s^{\prime}\right) \\
\dot{\rho}(t, s)=a \rho(t, s)-\kappa \rho(t, s) \sum_{j=-\infty}^{\infty} \lambda_{j} \beta_{j}(t) v_{j}(s), \tag{75}
\end{gather*}
$$

where,

$$
\begin{equation*}
\beta_{j}(t)=\int_{-\pi}^{\pi} v_{j}^{*}(s) \rho(t, s) d s,\left.\quad \beta_{j}(t)\right|_{t=0}=\beta_{0 j}=\int_{-\pi}^{\pi} v_{j}^{*}(s) \rho_{\varphi}(s) d s \tag{76}
\end{equation*}
$$

The functions $\beta_{j}(t)$ satisfy the system:

$$
\begin{equation*}
\dot{\beta}_{j}(t)=a \beta_{j}(t)-\frac{\kappa}{\sqrt{2 \pi}} \sum_{l=-\infty}^{\infty} \lambda_{l} \beta_{j-l}(t) \beta_{l}(t), \quad j=\overline{-\infty,+\infty} \tag{77}
\end{equation*}
$$

In this case, (70) takes the form:

$$
\begin{equation*}
\rho(t, s)=\rho_{\varphi}(s) \exp \left[a t-\kappa \sum_{j=-\infty}^{\infty} \lambda_{j} v_{j}(s) \int_{0}^{t} \beta_{j}\left(t^{\prime}\right) d t^{\prime}\right] . \tag{78}
\end{equation*}
$$

From (77), we directly obtain that $\beta_{0}(t)$ satisfy the logistic equation:

$$
\begin{equation*}
\dot{\beta}_{0}(t)=a \beta_{0}(t)-\frac{\kappa}{\sqrt{2 \pi}} \lambda_{0} \beta_{0}^{2}(t),\left.\quad \beta_{0}(t)\right|_{t=0}=\beta_{00} \tag{79}
\end{equation*}
$$

where $\beta_{00}$ is a given constant. Therefore, the functions:

$$
\beta_{j}(t)=\beta_{0}(t) \delta_{j 0}
$$

are solutions of System (75) with initial conditions:

$$
\beta_{0 j}=\beta_{00} \delta_{j 0}
$$

and expanding $\rho_{\varphi}(s)$ by $v_{j}(s)$, we obtain:

$$
\rho_{\varphi}(s)=\sum_{j=-\infty}^{\infty} \beta_{00} \delta_{j 0} v_{j}(s)=\beta_{00} v_{0}
$$

where $v_{0}=(\sqrt{2 \pi})^{-1}$ is found from (74). The solution of the Cauchy problems (79) has the form:

$$
\beta_{0}(t)=\frac{\beta_{00} e^{a t}}{1+\kappa \lambda_{0} \beta_{00}(a \sqrt{2 \pi})^{-1}\left(e^{a t}-1\right)} .
$$

Then, we can find the solution of Equation (75) as follows [73]:

$$
\begin{equation*}
\rho(t, s)=\rho_{0}(t, s)=v_{0} \beta_{0}=v_{0} \frac{\beta_{00}}{1+\kappa \lambda_{0} \beta_{00}(\sqrt{2 \pi})^{-1}\left(e^{a t}-1\right)} . \tag{80}
\end{equation*}
$$

The solution $\rho_{0}(t, s)$ given by (80) is spatially homogeneous and does not describe any pattern. Figure 5 displays the graph of the functions $\rho_{0}(t, s)$ (solid line).


Figure 5. Graph of the function $\rho_{0}(t, s)$ for $a=1, a>\kappa \lambda_{0} v_{0} \beta_{00}$.

The given example of the solution construction only illustrates the technique of finding analytical solutions within the framework of the developed approach. More complex approximate analytical solutions of the EE system (61), (62), which describes the evolution of nontrivial patterns localized on a circumference, can be found in [73]. A pattern is displayed in Figure 6.


Figure 6. Graph of the function $\rho(t, s)$ on the manifold $\Lambda_{t}^{1}$.

Summarizing, we note that the phenomenon of pattern formation in one-species populations was studied using a model, based on the generalized Fisher-KPP equation, taking into account nonlocal interaction effects caused by long-range interactions in the system.

We have considered a theory that describes the specific pattern formation when the patterns concentrated on a lower dimensional manifold in the space of independent variables in the nonlocal Fisher-KPP equation. To develop the theoretical approach, we adopt the ideas and technique of the semiclassical approximation method for the nonlocal Fisher-KPP equation. In this approach, we characterize the dynamics of pattern formation in terms of the SLD $\rho(t, s)$ governed by the Einstein-Ehrenfest system, which is simpler compared to the original nonlocal Fisher-KPP Equation (54).

Despite the simplifications adopted in this approach, it enables us to obtain essential information about the characteristic features of the patterns by applying the methods developed for one-dimensional problems to multidimensional problems.

The considered nonlinear model of the cellular population dynamics with nonlocal interaction admits stationary states. In more complex and realistic nonlinear models, several similar steady-states are possible. For nonlinear systems with self-organization, a transition to one or another state under the influence of weak perturbations is characteristic, which can be caused by weak external influences.

As noted in Section 2.4 on the RA effect, the mechanisms behind the effect are little-studied. If we accept the hypothesis about the RA effect on the cell population dynamics, then one can explore the dependence between the change in the character of the population growth and the peculiarities of the corresponding small influences related to RA.

## 4. Conclusions

In this review, we have discussed some examples of collective effects known in nonlinear physics that manifest themselves in biosystems such as localized excitations in the DNA molecule and cell populations at different scale levels in the context of possible ways of propagation of weak random or regular effects on the entire system. This topic covers various phenomena at different levels of structural organization and functioning of the systems under study. We have only touched upon a problem that encompasses many different phenomena at different levels of structural organization and functioning of the systems.

Quantum aspects of the phenomena in biosystems are associated with decoherence and dephasing that are regarded to be a way of binding quantum and classical levels. Nontrivial quantum phenomena may occur in the presence of long-ranged, long-lived quantum states [1,2].

Although from the physical point of view it is natural to divide phenomena in the biosystem into the quantum, molecular and cellular levels, in a real complex system, collective interactions can bind different levels of their manifestations. In this connection, a number of phenomena discovered experimentally can be of interest as a means of construction of mathematical models. An example is the investigation of the RA, annotated in [57-61]. The physical basis of this phenomenon is currently
not clear, and the specificity of the phenomenon needs further research both at the structural and functional levels.

The complexity of biosystems is studied from a number of perspectives. Systems can be embedded into other functional entities as components. Identifying a hierarchy of systems requires a certain level of abstraction, simplification and, as a result, modeling.

Large conformational changes in a biosystem can occur in the form of the motility of macromolecular domains or supramolecular clusters relative to each other facilitating catalysis or other forms of functionality in which the role of protein molecules may be quite significant.

The lack of structure in the solution may facilitate a function in which interactions must occur promiscuously with several other molecules. The dynamic structure of macromolecules enables rapid changes that impact the homeostasis of biochemical and molecular biological processes.
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