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Abstract

In this thesis, cohesive fracture is investigated under three different perspectives.
First we study the asymptotic behaviour of a variational model for damaged elasto-

plastic materials in the case of antiplane shear. The energy functionals we consider
depend on a small parameter ε , which forces damage concentration on regions of codi-
mension one. We determine the Γ-limit as ε tends to zero and show that it contains an
energy term involving the crack opening.

The second problem we consider is the lower semicontinuity of some free disconti-
nuity functionals with linear growth defined on the space of functions with bounded
deformation. The volume term is convex and depends only on the Euclidean norm of
the symmetrised gradient. We introduce a suitable class of cohesive surface terms, which
make the functional lower semicontinuous with respect to L1 convergence.

Finally, we prove the existence of quasistatic evolutions for a cohesive fracture on
a prescribed crack surface, in small-strain antiplane elasticity. The main feature of the
model is that the density of the energy dissipated in the fracture process depends on
the total variation of the amplitude of the jump. Thus, any change in the crack opening
entails a loss of energy, until the crack is complete. In particular this implies a fatigue
phenomenon, i.e., a complete fracture may be produced by oscillation of small jumps.
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Introduction

This thesis is devoted to the variational modelling of cohesive fracture. Compared to
models for brittle materials, cohesive zone models provide a more accurate description of
the process of crack growth, as we explain below. However, the analysis of cohesive-type
surface energies, which appear in the functionals involved in the modelling of fracture,
entails many mathematical difficulties. The work presented here is devoted to some
problems arising in the analysis of cohesive energies both in the static setting and in the
evolutionary setting. Before exposing in detail the results contained in this thesis, we
give a broad overview of the variational approach to Fracture Mechanics, underlining
the main differences between the brittle case and the cohesive case.

Variational approach to fracture. At the basis of the mathematical formulation of
quasistatic crack growth there is the idea, due to Griffith [53], that the propagation
of a fracture is determined by the competition between the elastic energy released by
the body when the crack grows and the energy dissipated to produce a new crack. In-
spired by Griffith’s principle, Francfort and Marigo proposed in [49] a variational
approach to the quasistatic growth of fracture in brittle materials. Their model is based
on a procedure of time discretisation, and is built around the construction of discrete-
time evolutions obtained by solving time-incremental minimisation problems. These
variational problems involve the total energy of the system, given by the sum of the
mechanical energy and of the dissipated energy. In principle the continuous-time evolu-
tion, obtained by passing to the limit as the discretisation step goes to 0 , satisfies two
fundamental properties:

• global stability: at each time, the state of the system minimises the mechanical
energy plus the energy dissipated to reach any other admissible state;

• energy-dissipation balance: the increment of the internal energy plus the dissipated
energy equals the work of the external forces.

The two previous conditions characterise energetic solutions to rate-independent sys-
tems. (We refer to the book by Mielke and Roubíček [61] and the references therein
for a general theory.)

The evolution of a brittle fracture also satisfies an irreversibility condition, i.e., the
crack is nondecreasing with respect to the time variable and thus fracture is a completely
unrecoverable process.

Brittle and cohesive fracture. The irreversibility condition is inherent in the brittle
model itself. The main feature that characterises brittle materials is that the energy
spent to produce a new crack in the body only depends on the geometry of the crack
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x Introduction

set. The expression of the energy dissipated has its simplest form in the situation of an
homogeneous and isotropic material, in the setting of small-strain antiplane shear. In
this case the reference configuration of the body is supposed to be an infinite cylinder
Ω×R , with Ω ⊂ Rn (n = 2 being the physically relevant case), and the deformation
v : Ω×R → Ω×R takes the form v(x1, . . . , xn+1) = (x1, . . . , xn, xn+1 +u(x1, . . . , xn)) ,
where u : Ω → R is the vertical displacement. We sample the energy of the material
by considering its intersection with two horizontal hyperplanes at unit distance. In this
finite portion of the cylinder, the total energy, given by the sum of the elastic energy
and the energy dissipated, reads

1

2

∫
Ω\K

|∇u|2 dx+ κHn−1(K) ,

where K ⊂ Ω is the section of a crack K×R , Hn−1 is the (n−1)-dimensional Hausdorff
measure and κ > 0 is a constant representing the toughness of the material. Since the
energy dissipated to create the fracture K just depends on the measure of the crack set,
even for a small amplitude of the crack opening there is no interaction between the two
sides of the fracture.

However, fracture should be regarded as a gradual process, where the material is
considered completely cracked at a point only when the amplitude of the crack opening
is sufficiently large. Indeed, experiments [45] show that even some materials commonly
regarded as brittle (such as glass) go through the formation of microcracks, microvoids,
or plastic strains in a zone nearby the crack tip. Cohesive zone models, introduced by
Barenblatt in [11], account for this behaviour by considering surface energies which
also depend on the crack opening. To be precise, if [u] denotes the difference between
the traces of the displacement u on the two sides of a crack K , the prototypical cohesive
surface energy is given by ∫

K

g(|[u]|) dHn−1.

g
κ

Figure 1: Typical profile of a cohesive energy density g .

Typically, the function g : [0,+∞)→ [0,+∞) is continuous, it satisfies g(0) = 0 , it
is nondecreasing, and it becomes constant after a critical length. Thus, when the crack
opening gradually increases, some energy is dissipated, until the opening overcomes a
certain threshold. Moreover, g′(|[u]|) gives the force per unit area acting between the
lips of the crack: since this force decreases as the crack opening increases, the function
g is assumed to be concave. Usually, the force between the two sides of the crack tends
to a finite limit as the crack opening tends to zero, i.e., σY := g′(0+) ∈ (0,+∞) . The
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finite value σY has a physical relevance: it represents the maximal stress that the ma-
terial can withstand before rupture occurs. Unfortunately, this last assumption on g

leads to the first mathematical difficulty in the study of cohesive models: if the crack
is not constrained to lie on a prescribed path, in the minimisation of the total energy a
relaxation process occurs, and microcracks with small openings can accumulate, causing
a diffuse macroscopic effect (cf. e.g. [13] and the discussions in Chapter 3). Furthermore,
an additional issue in the modelling of cohesive fracture is which irreversibility condi-
tion to prescribe: in the cohesive setting there is no obvious threshold that marks the
unrecoverable advance of the crack.

In contrast, the relaxation process does not take place in the brittle setting, and in
this case the irreversibility condition is unambiguous. In fact, the approach proposed by
Francfort and Marigo turned out to be successful for the mathematical theory of qua-
sistatic evolution in brittle materials, and it motivated the development of refined math-
ematical tools. The first rigorous proof of the existence of a continuous-time evolution
was given by Dal Maso and Toader [39], in the case of antiplane linearised elasticity
in dimension two, and with a restriction on the number of the connected components of
the crack set. Francfort and Larsen [48] removed the restrictions on the dimension
and on the topology of the crack set, by setting the problem in the space SBV of special
functions with bounded variation introduced by De Giorgi and Ambrosio [41]. Some
results were also extended to the case of plane linearised elasticity in [21] and in the very
recent paper [50]. The latter setting is more involved because of the many mathematical
difficulties that arise from the use of functions of bounded deformation (cf. [67] or Sub-
section 1.3.4 for the definition and the general properties of the space BD ). Moreover,
some existence results were obtained in the case of nonlinear elasticity [32, 33] and also
for some models of finite elasticity with noninterpenetration [35, 59].

At the present time, there are no analogue results for the cohesive case and this is
one of the mathematical challenges of the theory of crack growth. The literature about
quasistatic evolution of cohesive fracture is not so rich as the one for brittle fracture, and
the results about the existence of evolutions have been all obtained under the assumption
that the region where the crack occurs is a prescribed surface Γ . (See e.g. [40, 19, 20, 28].)
Removing the restriction of a prescribed crack set seems to be by now out of reach.

Phase-field approximation of brittle fracture. All the mathematical results con-
cerning the evolution of brittle fracture must rely on formulations based on spaces of
functions which allow for discontinuities. As for the numerical simulations, instead, finite
element methods do not cope well with discontinuities. The basic idea to circumvent
this problem is to regularise the discontinuous displacement by introducing an auxiliary
variable that concentrates around the discontinuities (cf. the book [15] and the references
therein). This idea is an application of a renown mathematical result due to Ambrosio
and Tortorelli [8], which we summarily describe below.

Let u : Ω→ R be the vertical displacement of the body, in the antiplane shear setting
described above, and let us consider an additional phase-field variable α : Ω → [0, 1] .
The result obtained in [8] concerns the asymptotic behaviour of the functionals defined
by

ATε(u, α) :=
1

2

∫
Ω

α|∇u|2 dx+

∫
Ω

[W (α)

ε
+ ε|∇α|2

]
dx , for u ∈ H1(Ω), α ∈ H1(Ω) ,
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under the constraint α ≥ δε > 0 , where δε/ε→ 0 as ε→ 0 . The function W : [0, 1]→ R
is continuous, strictly decreasing, and it satisfies W (1) = 0 . Functionals of this kind
were initially introduced in order to solve the problem of finding effective algorithms
for computing the minimisers of free-discontinuity energies, with applications to liquid
crystals [9], phase-transition [62], and image processing [63].

However, the functional ATε is also interesting from the mechanical point of view,
since it is meaningful for the variational approach to damage (cf. [64, 65]). Indeed, it is
possible to give a physical meaning to the auxiliary variable α . First of all, the stored
elastic energy decreases when the variable α decreases. Therefore, in the regions where
α = 1 , the material is completely sound and exhibits an elastic behaviour; whereas, in
the regions where α = δε , the material has suffered the maximum possible damage, and
thus it is allowed to deform massively without storing much elastic energy. On the other
hand, the term

∫
Ω
W (α)
ε dx is a dissipative energy, and the gradient term ε|∇α|2 has a

regularising effect. For all the previous reasons, α is interpreted as an internal variable
of the system which indicates the damage in the material.

To illustrate the result obtained in [8], let us consider for every ε > 0 a minimiser
(uε, αε) of the functional ATε (with suitable prescribed boundary conditions). The
term 1/ε in the integral of W (αε) implies that αε → 1 a.e. in Ω as ε→ 0 , so that no
diffuse damage can be seen in the limit. Nevertheless, to make the elastic energy small,
it might be convenient to force the damage variable αε to be close to 0 around some
lower dimensional set K , which in the limit can be interpreted as a fracture set (cf.
Figure 2). By means of the variational notion of Γ-convergence (cf. [29, 17]), Ambrosio
and Tortorelli rigorously proved in [8] that the asymptotic behaviour of the functionals
ATε as ε→ 0 is described by the Mumford-Shah functional defined by

MS(u) :=
1

2

∫
Ω

|∇u|2 dx+ κWHn−1(Ju) , for u ∈ SBV (Ω) , (1)

where ∇u is the approximate gradient and Ju is the jump set of the displacement u .
(We refer to the book [7] or to Subsection 1.3.1 for the fine properties of BV functions.)
The constant κW appearing in (1) is given by

κW := 4

1∫
0

√
W (s) ds (2)

and is due to the competition between the dissipative term and the regularising term
of ATε . At the limit, the concentration of damage, which approaches the value 0 around
the set Ju , results in a cost per unit surface given by κW .

1

δε

αε

Figure 2: A sequence of damage variables αε approaching the value 0 on a lower dimensional set.
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At least from a static point of view, the gradient damage model described by ATε
converges to the total energy of a fractured brittle material with toughness κW . To
complete the picture, Giacomini proved in [51] that the quasistatic evolution of the
gradient damage model ATε actually converges to a quasistatic evolution of brittle
fracture in the sense of [48].

The result by Ambrosio and Tortorelli [8] has been extended to the case of vector-
valued functions [46, 47] and to the setting of linearized elasticity [22, 23, 55]. However,
these analyses are only suited for the brittle setting. In [34, 56, 57], analogous results are
obtained under different assumptions on the limit of δε/ε as ε→ 0 . In the regime δε ∼ ε ,
the surface energy in the Γ-limit functional depends on the crack opening |[u]| through
a density g(|[u]|) . Still, an activation energy is present, i.e., g(0) > 0 , and the force
g′(|[u]|) does not vanish for large values of the crack opening. Instead, in the recent
paper [24], Conti, Focardi, and Iurlano have studied the Γ-limit of a gradient
damage model proposed in [64, 65], where the elastic energy depends in a nontrivial way
on the damage variable: the limit functional they obtain is characterised by a surface
energy with a density g(|[u]|) , with g satisfying the appropriate features of a cohesive
model mentioned above.
Cohesive models as limit of gradient damage models coupled with plasticity.
In the second chapter of this thesis, we explore the possibility to obtain cohesive energies
starting from models in which damage and plasticity interact. The perfect plasticity
model itself accounts for the formation of slips in the material; however, in the standard
model, the maximal tensile stress on the slip surfaces is always constant. In cohesive
fracture, instead, the maximal tension along a crack should decrease as the amplitude
of the slip increases. Therefore, by coupling the plastic strain with a softening damage
variable, in principle one should be able to catch the behaviour of a cohesive fracture
as the damage variable is forced to concentrate on hypersurfaces. This idea is made
rigorous by means of the result presented in Chapter 2, based on a work in collaboration
with Gianni Dal Maso and Rodica Toader [37].

Our analysis has its basis on a model recently proposed by Alessi, Marigo, and
Vidoli [3, 4], and further analysed in [25, 27], which describes the evolution of an elasto-
plastic material which undergoes a damage process. Here we illustrate the model in the
setting of antiplane shear.

Following the approach of [31] to the modelling of elasto-plastic materials, we de-
compose the gradient of the displacement u : Ω→ R as ∇u = e+ p , where e and p are
vector functions, representing the elastic and the plastic part of the strain, respectively.
The main feature of elasto-plasticity is that the stress σ is only determined by the elastic
part of the strain e and is constrained to lie in a prescribed compact and convex set,
whose boundary is referred to as the yield surface.

The scalar damage variable included in the model is denoted by α . We assume that
the stress σ depends on the elastic part of the strain through the formula σ = αe . The
stored elastic energy is thus given by

1

2

∫
Ω

σ · e dx =
1

2

∫
Ω

α|e|2 dx .

Hence, for a prescribed elastic strain, the stored elastic energy decreases when the
damage variable α decreases. In order to avoid complete damage, we assume that



xiv Introduction

α ≥ δε > 0 , where δε/ε → 0 as ε → 0 , as in the setting of the Ambrosio-Tortorelli
result.

The coupling between damage and plasticity is expressed through a dependence of
the yield surface on the damage variable. To be precise, the stress constraint is given
by |σ| ≤ σY(α) , where σY : [0, 1] → R is a continuous nondecreasing function with
0 ≤ σY(0) ≤ σY(1) < +∞ , and σY(β) > 0 for β > 0 . The monotonicity of σY with
respect to the damage variable entails a softening behaviour. It follows that the plastic
potential, which is related to the energy dissipated by the plastic strain, is given by∫

Ω

σY(α)|p|dx .

We will focus our attention on the total energy of the system, given by

Eε(e, p, α) :=
1

2

∫
Ω

α|e|2 dx+

∫
Ω

σY(α)|p|dx+

∫
Ω

[W (α)

ε
+ ε|∇α|2

]
dx ,

under the constraints ∇u = e+ p and δε ≤ α ≤ 1 . In the last term of the total energy,
the function W : [0, 1]→ R is continuous, strictly decreasing, and it satisfies W (1) = 0 .
The functional Eε formally corresponds to the Ambrosio-Tortorelli functional ATε in
the case where σY(β) = +∞ for every 0 ≤ β ≤ 1 , i.e., when the material is purely
elastic. Since the functional Eε has linear growth in p , it is convenient to extend it to
the space of vector-valued bounded measures Mb(Ω;Rn) , which has better compactness
properties, by setting

Eε(e, p, α) :=
1

2

∫
Ω

α|e|2 dx+

∫
Ω

σY(α̃) d|p|+
∫
Ω

[W (α)

ε
+ ε|∇α|2

]
dx ,

where α̃ denotes the quasicontinuous representative of α ∈ H1(Ω) (cf. Subsection 1.2.1)
and |p| is the total variation of the vector measure p ∈ Mb(Ω;Rn) . This implies that
the displacement u belongs to the space BV (Ω) of functions of bounded variation in
Ω . The distributional gradient of u will be thus decomposed as Du = eLn Ω+p , with
e ∈ L2(Ω;Rn) and p ∈ Mb(Ω;Rn) . For the sake of simplicity, in the thesis we will use
the shorthand notation Du = e+ p .

To describe the asymptotic behaviour of Eε as ε → 0 , it is convenient to introduce
the functionals Fε , depending only on the displacement u and on the damage variable
α , defined by

Fε(u, α) := min
e,p
{Eε(e, p, α) : e ∈ L2(Ω;Rn), p ∈Mb(Ω;Rn), Du = e+ p}

under the constraint δε ≤ α ≤ 1 . The functional Fε represents the energy of the optimal
additive decomposition of the displacement gradient Du .

The main result presented in Chapter 2 concerns the Γ-limit, as ε → 0 , of the
functionals Fε with respect to the L1(Ω)×L1(Ω) topology. We show that the resulting
limit functional is the total energy of an elasto-plastic material with a cohesive crack.
Specifically, the asymptotic behaviour is described in terms of a functional F defined on
the space GBV (Ω) of generalized functions of bounded variation (cf. Subsection 1.3.2).
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To keep the presentation simple, in this introduction we provide the expression of F
only for u ∈ BV (Ω) (for the corresponding expression in GBV (Ω) , see (2.8)):

F(u) = min
e,p

{1

2

∫
Ω

|e|2 dx+ σY(1)|p|(Ω \ Ju) +

∫
Ju

g(|[u]|) dHn−1
}
, (3)

where the minimum is taken among all e ∈ L2(Ω;Rn) and p ∈ Mb(Ω;Rn) such that
Du = e+ p . Some comments about the function g appearing in (3) are in order.

As in the Ambrosio-Tortorelli result, the limit functional does not depend on the
damage variable and hence the material described in the limit is linearly elastic/perfectly
plastic outside the crack Ju . On the other hand, a concentration of damage occurs
on Ju . Differently from the standard Ambrosio-Tortorelli approximation, in this case it
is relevant to account also the regions where sequences of damage variables approach a
value β ∈ [0, 1) (as in Figure 3). In the limit, this damage concentration results in a
cost per unit surface area given by

κW (β) := 4

1∫
β

√
W (s) ds .

Notice that the integral above is defined on the interval [β, 1] , differently from (2).

1

δε

αε

Figure 3: A sequence of damage variables αε approaching different values in the interval [0, 1) .

A crack opening |[u]| can be thus approximated through the plastic strain variable,
by paying an energy which amounts to σY(β)|[u]| . With this in mind, it comes at no
surprise that the function g admits an explicit expression in terms of the constitutive
functions σY and W . In fact, for a fixed crack opening |[u]| , we have

g(|[u]|) = min
{

min
0≤β≤1

[
σY(β)|[u]|+ κW (β)

]
, κW (0)

}
. (4)

The additional competition with the value κW (0) in (4) is the result (in the case where
σY(0) > 0) of the approximation of the crack opening |[u]| by means of the elastic strain,
in the regions where damage approaches the value 0 . From the explicit formula (4) it
turns out that g satisfies the appropriate features of a cohesive model: it is concave,
g(0) = 0 , g′(0) = σY(1) ∈ (0,+∞) , and g(t) = κW (0) for σY(0)t ≥ κW (0) .

A Γ-convergence theorem would be idle without a joined compactness result for
the minimisers of the approximating functionals. Therefore, we conclude Chapter 2 by
presenting some results concerning the asymptotic behaviour of solutions to minimum
problems associated to the functionals Fε . (See Theorems 2.1.2 and 2.5.3.)
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The Γ-convergence result presented in Chapter 2 has been obtained in the setting of
antiplane shear. In this case, the displacement variable is a scalar function in BV (Ω) .
However, in the general setting, the displacement is a vector-valued function, and there-
fore it belongs to the space BD(Ω) of functions of bounded deformation. A proof of the
Γ-convergence result in the general case is still missing. It is even nontrivial to propose
a candidate limit functional. The reason is essentially technical and it is related to the
lack of appropriate lower semicontinuity and relaxation results in the space BD(Ω) . In
Chapter 3 we delve deeper into this kind of issues.

Lower semicontinuity of functionals defined on BD. Motivated by these diffi-
culties, in Chapter 3 we study the lower semicontinuity of a class of free discontinuity
functionals with linear growth defined on the space BD(Ω) . The results presented in
Chapter 3 are based on the work [38], in collaboration with Gianni Dal Maso and Rodica
Toader.

To introduce the problem, we start with the following observation: for every u ∈
BV (Ω) , the functional F obtained in (3) can be recast in the following integral form

F(u) =

∫
Ω

f(|∇u|) dx+ σY(1)|Dcu|(Ω) +

∫
Ju

g(|[u]|) dHn−1, (5)

where

f(t) =


1

2
t2 if 0 ≤ t ≤ σY(1) ,

σY(1)t− σY(1)2

2
if t ≥ σY(1) ,

(cf. Figure 4) and Dcu is the Cantor part of the distributional gradient Du .

t

Figure 4: Profile of the function f(t) .

Therefore the functional F belongs to the general class of functionals of the form∫
Ω

f(|∇u|) dx+ C|Dcu|(Ω) +

∫
Ju

g([u]) dHn−1, (6)

where the function f : [0,+∞) → [0,+∞) is convex and nondecreasing, the function
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g : R→ [0,+∞) is even and subadditive, and

lim
t→+∞

f(t)

t
= lim

t→0+

g(t)

t
= C ∈ (0,+∞) . (7)

The main issue with functionals of the form (6) is that there is a strong interaction among
the three terms of the functional. For instance, because of the linear growth assumption,
a jump can be obtained as the limit of absolutely continuous functions; conversely, an
absolutely continuous function can be approximated by means of pure-jump functions.
Actually, this interplay occurs in all possible ways among the volume, the Cantor, and
the cohesive surface term. (See Section 3.3 for discussions about related problems.) This
explains why condition (7) is necessary for the lower semicontinuity of (6) with respect
to the weak* convergence in BV . Bouchitté, Braides, and Buttazzo proved in
[13] that the assumptions on f , g , and C listed above are also sufficient for the lower
semicontinuity of (6).

The purpose of Chapter 3 is to extend this lower semicontinuity result to functionals
defined in the space BD(Ω) of functions of bounded deformation. Prima facie, it might
seem natural to choose as an extension of (6) to BD(Ω) the functional∫

Ω

f(|Eu|) dx+ C|Ecu|(Ω) +

∫
Ju

g(|[u]|) dHn−1, (8)

where Eu = 1
2(Du + DuT ) is the symmetric part of the distributional gradient of u ,

Eu is the density of the absolutely continuous part of Eu , while Ecu is the Cantor part
of Eu (cf. [6] for the fine properties of functions of bounded deformation). Here and in
the rest of the thesis, the space Mn×n

sym of n×n symmetric matrices is endowed with the
Euclidean (or Frobenius) norm defined by

|A| =
( n∑
i,j=1

A2
ij

)1
2

and the variation of the measure |Ecu| is defined accordingly.
However, the functional (8) cannot be lower semicontinuous. The main reason is

that the cohesive term in (8) does not take into account the orientation of the jump
set Ju (cf. Proposition 3.3.1).

A possible way to overcome this drawback is to consider the restriction to Ju of the
measure Eu which is given by

Eu Ju = [u]� νuHn−1 Ju ,

where νu is the approximate unit normal to Ju and, for every pair of vectors a, b ∈ Rn ,
a� b is the matrix whose components are 1

2(aibj + ajbi) . The matrix [u]� νu encodes
the behavior of the jump of u , taking into account also the orientation of the jump set.
This suggests that a natural extension of (6) to BD(Ω) is∫

Ω

f(|Eu|) dx+ C|Ecu|(Ω) +

∫
Ju

g(|[u]� νu|) dHn−1. (9)

In general, even the functional (9) is not lower semicontinuous. Indeed, we shall see in
Proposition 3.3.2 that, if g(t) = (C|t|)∧ 1 , then the functional given by (9) is not lower
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semicontinuous because the 1-homogeneous extension of the function ν 7→ g(|z � ν|) is
not convex on Rn .

The functional we propose as extension of (6) to BD(Ω) has the form∫
Ω

f(|Eu|) dx+ C|Ecu|(Ω) +

∫
Ju

G([u], νu) dHn−1, (10)

where the function G(z, ν) has a specific structure and, in general, does not depend
only on |z � ν| . To explain the hypothesis we will consider on G , it is convenient to
anticipate the technique of the proof. This will be based on a slicing argument that
relies on the following well-known formula for the Euclidean norm of a symmetric n×n
matrix A :

|A|2 = sup
(ξ1,...,ξn)

n∑
i=1

|Aξi · ξi|2, (11)

where the supremum is taken over all orthonormal bases (ξ1, . . . , ξn) of Rn . This method
suggests that the lower semicontinuity of (10) can be proved when G satisfies the fol-
lowing condition: there exists a function g : R 7→ [0,+∞) such that

G(z, ν) = sup
(ξ1,...,ξn)

( n∑
i=1

g(z · ξi)2|ν · ξi|2
)1

2
, (12)

where the supremum is taken over all orthonormal bases (ξ1, . . . , ξn) of Rn . Notice that,
in the particular case g(t) = C|t| , the function in (12) takes the form G(z, ν) = C|z�ν| .
Notice that in the case where the surface energy density coincides with the recession
function of the integrand in the volume term, more general results have been obtained
in [66, 43]. The difficulty in our setting is precisely the presence of a surface term
different from the recession function.

The main result contained in Chapter 3 is that the functional (10) is L1 -lower semi-
continuous on BD(Ω) under the following assumptions: f is convex and nondecreasing,
G is given by (12), with g even and subadditive, and

lim
t→+∞

f(t)

t
= lim

t→0+

g(t)

t
= C ∈ (0,+∞) , lim inf

t→+∞
g(t) > 0 . (13)

The last assumption on g in (13) is used only to prove the semicontinuity in L1 rather
than in the weak* topology of BD .

The lower semicontinuity result is then used to prove a relaxation theorem for func-
tionals of the form ∫

Ω

f(|Eu|) dx+ C|Ecu|(Ω) +

∫
Ju

ψ([u], νu) dHn−1,

assuming that f is convex and nondecreasing and that there exists an even and subad-
ditive function g : R 7→ [0,+∞) satisfying (13) such that

ψ(z, ν) ≥
( n∑
i=1

g(z · ξi)2|ν · ξi|2
)1

2
,
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for every orthonormal basis (ξ1, . . . , ξn) of Rn . In this case, the lower semicontinuous
envelope takes the form∫

Ω

f(|Eu|) dx+ C|Ecu|(Ω) +

∫
Ju

ψ([u], νu) dHn−1,

for a suitable function ψ (cf. Theorem 3.5.2 for more details). Note that the function f

and the constant C do not change in the relaxation process.
Chapter 3 concludes our considerations about cohesive energies in the static setting.

Quasistatic evolution for an irreversible cohesive model. In Chapter 4 we focus
our attention on the evolutionary framework. As explained earlier in the introduction,
the choice of an irreversibility condition is crucial in order to give a consistent notion
of evolution. In contrast with the brittle case, irreversibility is not just a geometric
issue in cohesive zone models; indeed, in the cohesive setting, the response of the system
depends on the history of the deformations occurred during the whole evolution up to
the present time. Thus, in order to describe the evolution, the definition of a suitable
memory variable is needed.

A possible assumption may be that the energy dissipated depends on the maximal
crack opening reached during the evolution. This choice, adopted in the mathemat-
ical literature so far, allows to describe a possible behaviour of the system when the
amplitude of a crack is not monotone in time: in the model studied by Dal Maso
and Zanini [40], no energy is recovered when the crack opening decreases; instead,
Cagnetti and Toader assume in [20] that the dissipated energy is partially recovered
in the unloading phase.

However, the previous models do not take into account energy dissipation in the
decreasing phases of the crack opening. Nonetheless, this kind of response is suited for
mechanical systems in which the repeated relative surface motion induces deterioration
in the material. For instance, this is a plausible behaviour for the cohesive energy (3)
examined in Chapter 2. Indeed, the surface density g(|[u]|) appearing in the limit model
is the result of a plastic slip occurring in regions where partial damage is concentrated
(cf. formula (4)). Thus all slips, whatever their signs, should entail a loss of energy, until
the cracked region is completely damaged. Chapter 4, based on a work in collaboration
with Vito Crismale and Giuliano Lazzaroni [28], is devoted to the analysis of a cohesive
model characterised by an energy dissipation that depends on the cumulated opening of
the crack.

We describe here the model in the setting of small-strain antiplane elasticity, under
the assumption that the body may present cracks of the form K×R , where K is con-
tained in a prescribed (n−1)-dimensional manifold Γ ⊂ Rn . As mentioned above, the
energy dissipated during the fracture process depends on the evolution of the amplitude
of the jump [u(t)] : Γ → R , where t ∈ [0, T ] is the time variable. To describe the re-
sponse of the system to loading, we start by considering the situation where [u(0)] = 0

on Γ and t 7→ [u(t)] is increasing on Γ in a time interval [0, t1] . In this case, the energy
dissipated in [0, t1] is ∫

Γ

g
(∣∣[u(t1)]

∣∣) dHn−1,
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where g : [0,+∞)→ [0,+∞) is concave, g(0) = 0 , g′(0) = σY ∈ (0,+∞) , and it reaches
the constant κ after a critical length. (See Chapter 4 for more general assumptions on g .)
If, afterwards, t → [u(t)] is decreasing in the interval [t1, t2] , the energy dissipated in
[0, t2] amounts to (cf. also Figure 5)

∫
Γ

g
(∣∣[u(t1)]

∣∣+
∣∣[u(t2)]− [u(t1)]

∣∣) dHn−1.

en
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[u(t1)][u(t0)] [u(t2)] [u(t3)][u(t4)]

Figure 5: Energy dissipated by a jump t 7→ [u(t)] with a non-monotone history in a time interval [t0, t4] :
t 7→ [u(t)] increases in [t0, t1] and in [t2, t3] , whereas it decreases in [t1, t2] and in [t3, t4] .

Therefore, in order to define the energy dissipated by a crack, we choose the cumu-
lated opening of the crack as the relevant memory variable. If t 7→ u(t) is an absolutely
continuous evolution, then the cumulated opening is the function Vu(t) defined on Γ by

Vu(t) :=

t∫
0

∣∣[u̇(s)]
∣∣ds .

The energy dissipated by the system is expressed in terms of the function Vu(t) (cf. also
Figure 6) and is given by

∫
Γ

g
(
Vu(t)

)
dHn−1.

Since Vu(t) is nondecreasing, cohesive fracture is a unidirectional process in this model.
More precisely, if in a subinterval [t1, t2] ⊂ [0, T ] the jump t 7→ [u(t)] is not constant
in a part of Γ , then the evolution in [t1, t2] is irreversible and the state of the system
at t1 is never recovered later on, even if u(t1) = u(t2) ; indeed the maximal tensile stress
has decreased. As a consequence, this leads to a fatigue phenomenon, i.e., a complete
fracture (corresponding to g = κ) may occur not only after a large crack opening, but
even after oscillations of small jumps (e.g. by a cyclic loading).
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Vu(t0) Vu(t1) Vu(t2) Vu(t3) Vu(t4)
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Figure 6: Energy dissipated as a function of the variation of the jumps Vu(t) corresponding to a jump history
as in Figure 5. Notice that the variation Vu(t) is nondecreasing in time.

To prove the existence of a quasistatic evolution, we start from the following discrete-
time problem, which is a generalisation of the incremental scheme proposed in [1]. Given
an initial condition u(0) = u0 and a time-dependent Dirichlet datum w(t) on ∂DΩ ⊂
∂Ω , for every k ∈ N we fix a subdivision 0 = t0k < t1k < · · · < tk−1

k < tkk = T and we
define recursively uik and V i

k by

uik ∈ argmin
u

{
1

2

∫
Ω\Γ

|∇u|2 dx+

∫
Γ

g
(
V i−1
k +

∣∣[u]−[ui−1
k ]
∣∣)dHn−1 : u = w(tik) on ∂DΩ

}
,

(14)

V i
k := V i−1

k +
∣∣[uik]− [ui−1

k ]
∣∣ ,

where u0
k := u0 and V 0

k =
∣∣[u0]

∣∣ = 0 . The function V i
k describes the cumulated jump

of the approximate evolutions at each point of Γ .
Following the general approach for proving the existence of energetic (or globally

minimising) solutions to rate-independent systems (cf. [61]), we define uk(t) and Vk(t)

as the piecewise constant interpolations of uik and V i
k in time, respectively. We shall

pass to the limit as k →∞ and prove that the resulting continuous-time evolution u(t)

satisfies the usual properties of quasistatic processes:

• global stability : for every t ∈ [0, T ]

1

2

∫
Ω\Γ

|∇u(t)|2 dx+

∫
Γ

g
(
Vu(t)

)
dHn−1

≤ 1

2

∫
Ω\Γ

|∇û|2 dx+

∫
Γ

g
(
Vu(t) +

∣∣[û]−[u(t)]
∣∣) dHn−1 ,

for any admissible competitor û ;

• energy-dissipation balance: for every t ∈ [0, T ]

1

2

∫
Ω\Γ

|∇u(t)|2 dx+

∫
Γ

g
(
Vu(t)

)
dHn−1

=
1

2

∫
Ω\Γ

|∇u0|2 dx+

t∫
0

∫
Ω\Γ

∇u(s) · ∇ẇ(s) dx ds .
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The main difficulty in the passage to limit as k →∞ is the lack of controls on Vk(t) .
In fact, from (14) we can only infer that

∫
Γ g(Vk(t)) dHn−1 is uniformly bounded, but

this gives no information on the equi-integrability of Vk(t) , since g is bounded. In the
first instance, in order to pass to the limit as k → ∞ , the only chance is to employ
compactness properties of the wider class of Young measures (as already done in [20]).
Indeed, because of the monotonicity of Vk(t) , a Helly-type selection principle guarantees
that Vk(t) generates a Young measure ν(t) = (νx(t))x∈Γ for every t , up to a subsequence
independent of t .

As for the displacements, from the uniform a priori bounds we obtain that there
is a subsequence ukj (t) weakly converging to a function u(t) . Yet the subsequence
kj = kj(t) may depend on t . We explain below the reason why this is a technical
inconvenience.

The irreversibility of the fracture process is encoded in the fact that the energy
dissipation depends on the variation of the jumps Vk(t) . Let us notice that Vk(t) satisfies
the condition

Vk(t) ≥ Vk(s) +
∣∣[uk(t)]− [uk(s)]

∣∣ for any s ≤ t .

Unfortunately, it is not immediate to pass in the limit in the previous condition in order
to infer an analogous property for the Young measure ν(t) . Indeed, uk(t) and uk(s) a
priori converge along different subsequences! This difficulty is solved by rewriting the
previous inequality as a system of two inequalities

Vk(t) + [uk(t)] ≥ Vk(s) + [uk(s)] for any s ≤ t ,
Vk(t)− [uk(t)] ≥ Vk(s)− [uk(s)] for any s ≤ t .

In fact, we can pass to the limit in these relations by means of a Helly-type theorem,
extracting a further subsequence (not relabelled) independent of t and exploiting the
monotonicity of Vk(t) ± [uk(t)] . Moreover, thanks to this trick it turns out that we
can identify the limit jump [u(t)] without extracting further subsequences. This last
property implies that also the displacement u(t) is the limit of the whole sequence uk(t) ,
since u(t) is the solution of a minimum problem among functions with prescribed jump
[u(t)] (cf. Proposition 4.4.6).

At this point of the analysis, we can pass to the limit in the global stability and
in the energy balance, obtaining that (u(t), ν(t)) fulfils a weak notion of quasistatic
evolution, where the variation of jumps Vu(t) is replaced by the Young measure ν(t) .
(See Theorem 4.4.4.)

Finally, we conclude the chapter by improving the existence result (Theorem 4.2.9).
Indeed, we show that (u(t), Vu(t)) satisfies the properties of global stability and energy
balance: this proves the existence of a quasistatic evolution in a stronger formulation that
does not employ Young measures. Furthermore, we prove that for Hn−1 -a.e. x ∈ Γ ,
either the measure νx(t) is concentrated on Vu(t;x) , or it is supported where g is
constant, i.e., where the energy is not dissipated any longer. Therefore also the limit of
the discrete variations Vk(t) is characterised.
Structure of the thesis. In Chapter 1 we fix the notation and we recall some pre-
liminary results.

In Chapter 2 we carry out a static Ambrosio-Tortorelli-type analysis for a variational
model for damaged elasto-plastic materials, in the case of antiplane shear. We find out
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that the limit functional exhibits a cohesive surface energy. The results contained in this
chapter are based on the work [37], in collaboration with Dal Maso and Toader.

Chapter 3 is devoted to functionals with linear growth defined on the space of func-
tions of bounded deformation. The main result presented here is based on a work in
collaboration with Dal Maso and Toader [38]. It concerns the lower semicontinuity
of a class of functionals defined on BD with nontrivial surface energies.

The evolution of cohesive fracture is discussed in Chapter 4, which contains a result
obtained in collaboration with Crismale and Lazzaroni [28]. We prove the existence
of a quasistatic evolution for a cohesive model in which the energy dissipated depends
on the cumulated opening of the jump.

Finally, we conclude the thesis by discussing some possible future developments of
the three problems treated in Chapters 2–4.





CHAPTER 1

Notation and
preliminary results

In this chapter we fix the notation and we recall some preliminary results useful for
the sequel. For the reader’s convenience, Section 1.1 comprises a list of the symbols
adopted throughout the thesis.

In Section 1.2 we recall the notions of convergence for measures used in this thesis
and we recall the definition of quasicontinuous representatives of Sobolev functions. The
latter notion is needed to define the plastic potential appearing in the energy studied in
Chapter 2.

Section 1.3 is devoted to functions of bounded variation and to functions of bounded
deformation: we list the main properties of the spaces BV (Ω) and BD(Ω) and we recall
the main results about one-dimensional slicing. The slicing method shall be adopted in
Chapter 2 in the setting of functions of bounded variation; in Chapter 3 we shall instead
employ the slicing technique for functions of bounded deformation.

The definition of Γ-convergence of a sequence of functionals and of lower semicon-
tinuity of a functional is given in Section 1.4. Moreover, we recall two integral repre-
sentation results for local functionals: the integral representation result for functionals
defined on BV (Ω) will be applied in Chapter 2 to prove the Γ-limsup inequality; the
integral representation result for the surface term of functionals defined on BD(Ω) will
be employed to prove a relaxation result in Chapter 3.

We conclude this chapter by fixing the notation for Young measures in Section 1.5.
In particular, we recall a Helly-type selection principle for Young measures which will
be applied for the proof of existence of evolutions in Chapter 4.

1.1 Notation

Basic notation:
α ∧ β / α ∨ β minimum between α and β / maximum between α and β
a · b scalar product between a, b ∈ Rn
O(n) group of n×n orthogonal matrices
Mn×n

sym space of n×n symmetric matrices
a� b symmetrised tensor product between a, b ∈ Rn
| · | modulus, Euclidean norm of vectors, Frobenius norm of matrices

1
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Sn−1 (n−1)-dimensional sphere in Rn
Bρ(x) ball of centre x and radius ρ
Qνρ cube of side ρ centred at 0, with two faces orthogonal to ν ∈ Sn−1

A b B A ⊂ B and A compact
A (Ω) class of all open subsets contained in Ω

Functions spaces: Let Ξ be a metric space and let Ω be an open set in Rn .

Cc(Ξ;Rn) space of Rm-valued continuous functions with compact support in Ξ

C0(Ξ;Rn) closure of Cc(Ξ;Rn) with respect to the supremum norm
Cb(Ξ;Rn) space of continuous and bounded functions
Lp(Ξ;Rn) space of functions f : Ξ→ Rn with ‖f‖Lp(Ξ;Rn) < +∞
〈·, ·〉L2(Ξ;Rn) scalar product in L2(Ξ;Rn) (simply 〈·, ·〉L2 , if clear from context)
H1(Ω) Sobolev space

In the spaces above, Rn is omitted when n = 1 .

Measure theory: Let Ξ be a metric space.

B(Ξ) class of Borel sets contained in Ξ

Ln Lebesgue measure in Rn
|A| Lebesgue measure of the set A
Hk k-dimensional Hausdorff measure
Mb(Ξ;Rn) space of Rn-valued finite Radon measures on Ξ

|µ| total variation of the measure µ
µ A restriction of the measure µ to the set A ⊂ Ξ

ϕ#µ push-forward of µ through the function ϕ
P(Ξ) probability measures on Ξ

〈f, µ〉 duality between f ∈ Cb(Ξ) and µ ∈ P(Ξ)

BV functions and BD functions: Let Ω be a bounded open set in Rn .

BV (Ω) space of scalar functions of bounded variation
Du distributional gradient of u
Dau / Dsu absolutely continuous part of Du / singular part of Du
Dcu / Dju Cantor part of Du / jump part of Du
∇u approximate gradient of u
Ju / νu jump set of u / normal to Ju
u+, u− / [u] traces of u on Ju / jump of u given by u+ − u−
ũ precise representative of u, defined Hn−1-a.e.
BD(Ω) space of vector-valued functions of bounded deformation
Eu symmetric part of Du for u ∈ BD(Ω)

Eau / Esu absolutely continuous part of Eu / singular part of Eu
Ecu / Eju Cantor part of Eu / jump part of Eu
Eu symmetric part of the approximate gradient ∇u
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Slicing: Let E ⊂ Rn and let Ω be a bounded open set in Rn .

Πξ hyperplane orthogonal to ξ ∈ Sn−1

Eξy {t ∈ R : y + tξ ∈ E}, where ξ ∈ Sn−1 and y ∈ Πξ

wξy slice of w : Ω→ R, defined by wξy(t) := w(y + tξ)

v̂ξy slice of v : Ω→ Rn, defined by v̂ξy(t) := v(y + tξ) · ξ

1.2 Measures

Given a metric space Ξ , we denote by Mb(Ξ;Rn) the space of bounded Rn -valued
Radon measures on Ξ . For every µ ∈ Mb(Ξ;Rn) , |µ| is the total variation of µ . We
denote by Mb(Ξ) the space of bounded scalar measures, by M+

b (Ξ) the set of positive
bounded measures, and by P(Ξ) the set of probability measures.

If Ξ is a separable metric space and µ ∈Mb(Ξ;Rn) , the support of µ is the smallest
closed subset of Ξ where the measure µ is concentrated, i.e.,

supp(µ) := ∩{C : C closed, µ(Ξ \ C) = 0} .

Different notions of convergence can be considered in the space Mb(Ξ;Rn) . In this
thesis we will mainly deal with the weak* convergence and with the narrow convergence.
We say that a sequence µk ∈Mb(Ξ;Rn) converges weakly* to µ ∈Mb(Ξ;Rn) if∫

Ξ

f · dµk →
∫
Ξ

f · dµ , for every f ∈ C0(Ξ;Rn) .

We say that µk converges narrowly to µ if∫
Ξ

f · dµk →
∫
Ξ

f · dµ , for every f ∈ Cb(Ξ;Rn) .

Let Ξ1 and Ξ2 be two metric spaces, let ϕ : Ξ1 → Ξ2 be a Borel map, and let µ ∈
Mb(Ξ1;Rn) . The push-forward of µ through the map ϕ is the measure ϕ#µ ∈Mb(Ξ2)

defined by ϕ#µ(A) := µ(ϕ−1(A)) for every A ∈ B(Ξ2) .
In Chapter 4, we shall denote the duality between P(Ξ) and Cb(Ξ) by

〈f, µ〉 :=

∫
Ξ

f(ξ)µ(dξ) =

∫
Ξ

f(ξ) dµ(ξ) , (1.1)

for every µ ∈ P(Ξ) and f ∈ Cb(Ξ) .

1.2.1 Integrals of quasicontinuous representatives

Let Ω be a bounded open set in Rn . In general, if σ : R → R is a continuous
function, µ ∈Mb(Ω) , and α : Ω→ R is a function defined Ln -a.e., then the integral∫

Ω

σ(α) dµ (1.2)
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is not well defined, since µ may charge sets of Lebesgue measure zero. However, if µ
vanishes on Hn−1 -negligible sets and α ∈ H1(Ω) , it is possible to give a meaning to (1.2)
in the sense that we specify below.

We recall that the capacity of a set E ⊂ Ω (we refer, e.g., to [44, 54, 60, 69] for a
general theory) is defined by

Cap(E) := inf
{∫

Ω

|∇w|2 dx : w ∈ H1
0 (Ω) , w ≥ 1 a.e. in a neighbourhood of E

}
.

A property is said to hold Cap-quasi everywhere (abbreviated as Cap-q.e.) if it holds
except for a subset of capacity zero. A function β : Ω → R is Cap-quasicontinuous
if for every ε > 0 there exists a set Eε with Cap(Eε) < ε such that β|Ω\Eε is con-
tinuous. For every function α ∈ H1(Ω) there exists a Cap-quasicontinuous represen-
tative α̃ , i.e., a Cap-quasicontinuous function α̃ such that α̃ = α Ln -a.e. in Ω . The
Cap-quasicontinuous representative is essentially unique, that is, if β is another Cap-
quasicontinuous representative of α , then β = α̃ Cap-q.e. in Ω . Moreover it can be
proved that (see [44, Theorem 4.8.1])

lim
ρ→0+

1

|Bρ(x)|

∫
Bρ(x)

|α(y)− α̃(x)|dy = 0 for Cap-a.e. x ∈ Ω . (1.3)

We recall that if E ⊂ Rn is such that Cap(E) = 0 , then its s-dimensional Hausdorff
measure Hs(E) vanishes for every s > n−2 . As a consequence, the Cap-quasicontinuous
representative of a function α ∈ H1(Ω) is well defined Hn−1 -a.e. in Ω . Therefore for
every α ∈ H1(Ω) the integral ∫

Ω

σ(α̃) dµ

makes sense for every measure µ ∈Mb(Ω) which vanishes on Hn−1 -negligible sets.

1.3 BV functions and BD functions

For the general theory regarding the space of functions of bounded variation we refer
to the books [7, 44], while we refer to the book [67] for the definition of functions of
bounded deformation and to [6] for their fine properties. In this section we recall the
definitions and the properties relevant for the results presented in this thesis. Throughout
the chapter, Ω is a bounded open set in Rn .

1.3.1 Functions of bounded variation

A function u ∈ L1(Ω) belongs to the space BV (Ω) of functions of bounded variation
if Du ∈Mb(Ω;Rn) , where Du is the distributional gradient of u . A function u belongs
to BVloc(Ω) if u ∈ BV (U) for every open set U such that U b Ω .

A sequence uk ∈ BV (Ω) converges weakly* to a function u ∈ BV (Ω) (and we denote
it by uk

∗
⇀ u) if uk → u in L1(Ω) and Duk

∗
⇀ Du weakly* in Mb(Ω;Rn) .

If u ∈ BV (Ω) , then its distributional gradient Du can be decomposed as

Du = Dau+Dsu
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where Dau is absolutely continuous with respect to the Lebesgue measure Ln and Dsu

is singular with respect to Ln . It is possible to prove that Dau = ∇uLn Ω , where
∇u is the approximate gradient of u . Moreover, the singular measure Ds can be further
decomposed as

Dsu = Dcu+Dju = Dcu+ [u] νuHn−1 Ju

where Hn−1 is the (n−1)-dimensional Hausdorff measure, Ju is the jump set of u , νu
is the normal to the Hn−1 -rectifiable set Ju , [u] = u+ − u− is the jump of u , and Dcu

is the Cantor part of Du , which is a singular measure with respect to the Lebesgue
measure and vanishes on all Borel sets B ⊂ Rn with Hn−1(B) < +∞ .

Every function u ∈ BV (Ω) admits a precise representative ũ(x) of u , defined for
Hn−1 -a.e. x in Ω \ Ju . For Hn−1 -a.e. x in Ω \ Ju we have

lim
ρ→0+

1

|Bρ(x)|

∫
Bρ(x)

|u(y)− ũ(x)|dy = 0 .

Hence a function of bounded variation u is approximately continuous Hn−1 -a.e. in
Ω \ Ju . In particular, if u, v ∈ BV (Ω) , then Hn−1(Ju+v \ (Ju ∪ Jv)) = 0 .

1.3.2 Generalised functions of bounded variation

Generalised functions of bounded variation arise as limits of functions of bounded
variation with lack of controls on the L∞ norm. A function u is in the space GBV (Ω)

of generalised functions of bounded variation if the truncated functions

uM := ((−M) ∨ u) ∧M

belong to BVloc(Ω) for every M > 0 .
The structure of a generalised function of bounded variation is similar to that of

a function of bounded variation (cf. [7, Theorem 4.34]). For the sequel, we recall the
following fine properties.

1. The weak approximate gradient ∇u(x) exists for Ln -a.e. x ∈ Ω and it satisfies

∇u(x) = ∇(uM )(x) for Ln-a.e. x ∈ {|u| ≤M} .

2. The weak approximate limits u+ and u− satisfy

u+(x) = lim
M→+∞

(uM )+(x) , u−(x) = lim
M→+∞

(uM )−(x) .

Moreover, the set Ju of weak approximate jump points satisfies Ju =
⋃
M>0 JuM

and it is Hn−1 -rectifiable.

In general, the function ∇u is not locally Ln -integrable and [u] = u+ − u− is not
locally (Hn−1 Ju)-integrable.

The following proposition shows that we can define the Cantor part of the gradient
of a GBV function under suitable assumptions. An alternative proof of this result can
be found in [5].
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Proposition 1.3.1. Let u ∈ GBV (Ω) be such that

sup
M>0
|DcuM |(Ω) < +∞, (1.4)

where uM := ((−M)∨ u)∧M . Then there exists a unique Rn -valued Borel measure on
Ω \ Ju , denoted by Dcu, such that

(Dcu)(B) = (DcuM )(B) (1.5)

for every M > 0 and for every Borel set B ⊂ {|ũ| < M} \ Ju . Moreover, we have

|Dcu|(B) = sup
M>0
|DcuM |(B ∩ {|ũ| < M}) (1.6)

for every Borel set B ⊂ Ω \ Ju .

Proof. For every Borel set B ⊂ Ω we define

µ(B) := sup
M>0
|DcuM |(B) .

By (1.4), the set function µ is a bounded Borel measure on Ω .
We observe that for every M > 0 we have ũM = ũ Hn−1 -a.e. on {|ũ| < M} \ Ju .

Applying [7, Proposition 3.92-(c)], for every 0 < M < M∗ , we have (DcuM )(B) =

(DcuM∗)(B) for every Borel set B ⊂ {|ũ| < M} \ Ju . For these sets we can define
(Dcu)(B) := (DcuM )(B) and the definition does not depend on M . Since µ is a
bounded measure, we have µ({M ≤ |ũ| < +∞}\Ju)→ 0 as M → +∞ . By the Cauchy
criterion, this implies that the limit

lim
M→+∞

(DcuM )(B ∩ {|ũ| < M}) (1.7)

exists and is finite for every Borel set B ⊂ Ω \ Ju . We now define (Dcu)(B) by (1.7).
Using again the upper bound |DcuM |(B) ≤ µ(B) , we can prove that Dcu is a bounded
Rn -valued Borel measure on Ω \ Ju . Equality (1.6) follows easily from (1.7), while the
uniqueness is a consequence of the fact that µ({x ∈ Ω \ Ju : |ũ(x)| = +∞}) = 0 .

We conclude this subsection with a remark about the one-dimensional GBV func-
tions. In dimension one, a control on the weak approximate gradient and on the Cantor
part is enough to guarantee that a GBV function is actually a BV function, as ex-
plained in the following proposition. Even in dimension one we keep the notation ∇u
for the approximate gradient of u .

Proposition 1.3.2. Let Ω ⊂ R be a bounded open set. For every u ∈ GBV (Ω) and for
every open set A ⊂ Ω let

Ψ(u;A) :=

∫
A

|∇u|dx+ |Dcu|(A) +
∑

x∈(Ju\J1
u)∩A

|[u](x)|+H0(J1
u ∩A) ,

where J1
u := {x ∈ Ju : |[u](x)| ≥ 1} . Let u ∈ GBV (Ω) ∩ L1(Ω) be such that Ψ(u; Ω) <

+∞ . Then u ∈ BV (Ω) .
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Proof. Step 1 : Let us assume that Ω is a bounded interval and that all the jumps of
u are smaller than 1 , i.e., J1

u = Ø . Then for every M > 0 , the truncated functions
uM belong to BV (Ω) and |DuM |(Ω) ≤ Ψ(u; Ω) , which implies that u ∈ BV (Ω) and
|Du|(Ω) ≤ Ψ(u; Ω) .

Step 2 : Let us assume that Ω is a bounded interval. Since Ψ(u; Ω) < +∞ , the set J1
u

is finite. Therefore Ω\J1
u is the union of a finite number of open intervals Ωi . By Step 1,

we have u ∈ BV (Ωi) with |Du|(Ωi) ≤ Ψ(u; Ωi) , because all jump points of u in Ωi are
smaller than 1 . We conclude that u ∈ BV (Ω) and |Du|(Ω) ≤ Ψ(u; Ω) +

∑
x∈J1

u
|[u](x)| .

Step 3 : Let us assume that Ω is a bounded open set in R . Then Ω is the union of a
family of pairwise disjoint open intervals Ωi . Since Ψ(u; Ω) < +∞ , the set J1

u is finite,
hence there exists a finite set of indices I such that J1

u ⊂
⋃
i∈I Ωi . Arguing as in Step 1

for i /∈ I and as in Step 2 for i ∈ I , we get that u ∈ BV (Ωi) for every i and

|Du|(Ω) ≤
∑
i/∈I

Ψ(u; Ωi) +
∑
i∈I

Ψ(u; Ωi) +
∑
x∈J1

u

|[u](x)| = Ψ(u; Ω) +
∑
x∈J1

u

|[u](x)| < +∞ ,

hence u ∈ BV (Ω) .

1.3.3 Slicing of functions of bounded variation

In Chapter 2, we shall use a slicing argument to reduce the problem from the n-
dimensional to the one-dimensional case. For all the details about the slicing of BV
functions, we refer to [7, Section 3.11]. Here we fix the notation and we recall the main
properties.

For every ξ ∈ Sn−1 (playing the role of the slicing direction) we consider the hyper-
plane orthogonal to ξ

Πξ := {y ∈ Rn : y · ξ = 0}

and for every set B ⊂ Rn we define the slice of the set B by

Bξ
y := {t ∈ R : y + tξ ∈ B} ,

for every y ∈ Πξ .
If w : Ω→ R is a scalar function and v : Ω→ Rn is a vector function, we define their

slices wξy : Ωξ
y → R and v̂ξy : Ωξ

y → R by

wξy(t) := w(y + tξ) and v̂ξy := (v · ξ)ξy ,

respectively. If uk is a sequence in L1(Ω) such that uk → u in L1(Ω) , using Fubini
Theorem we can prove that for every ξ ∈ Sn−1 there exists a subsequence ukj such that
(ukj )

ξ
y → uξy in L1(Ωξ

y) for Hn−1 -a.e. y ∈ Πξ .
We recall that a function u ∈ L1(Ω) belongs to BV (Ω) if and only if, for every

direction ξ ∈ Sn−1 , we have

uξy ∈ BV (Ωξ
y) for Hn−1-a.e. y ∈ Πξ and

∫
Πξ

|Duξy|(Ωξ
y) dHn−1(y) < +∞. (1.8)

Moreover, we have that (∇u · ξ)ξy coincides L1 -a.e. in Ωξ
y with the density ∇uξy of the

absolutely continuous part of the distributional derivative of uξy ; as for the Cantor part,



8 1. Notation and preliminary results

we have
Dcu(B) · ξ =

∫
Πξ

Dcuξy(B
ξ
y) dHn−1

for every Borel set B ⊂ Ω ; finally, for Hn−1 -a.e. y ∈ Πξ we have that (Ju)ξy = J
uξy

and

[u](y + tξ) = [uξy](t) .

1.3.4 Functions of bounded deformation

A vector-valued function u ∈ L1(Ω;Rn) belongs to the space BD(Ω) of functions
of bounded deformation if Eu ∈ Mb(Ω;Mn×n

sym ) , where Eu := 1
2(DuT + Du) is the

symmetric part of distributional gradient of u .
A sequence uk ∈ BD(Ω) converges weakly* to a function u ∈ BD(Ω) (and we denote

it by uk
∗
⇀ u) if uk → u in L1(Ω;Rn) and Euk

∗
⇀ Eu weakly* in Mb(Ω;Mn×n

sym ) .
If u ∈ BD(Ω) , then the measure Eu can be decomposed as

Eu = Eau+ Esu

where Eau is absolutely continuous with respect to the Lebesgue measure Ln and Esu

is singular with respect to Ln . It is possible to prove that Eau = EuLn Ω , where Eu
is the symmetric part of the approximate gradient of u . Moreover, the singular measure
Esu can be further decomposed as

Esu = Ecu+ Eju = Ecu+ [u]� νuHn−1 Ju

where Ju is the jump set of u , νu is the normal to Ju , [u] = u+ − u− is the jump of
u , and Ecu is the Cantor part of Eu , which is a singular measure with respect to the
Lebesgue measure and vanishes on all Borel sets B ⊂ Rn with Hn−1(B) < +∞ .

In contrast to the case of BV functions, it is still unknown whether a function
u ∈ BD(Ω) is approximately continuous Hn−1 -a.e. in Ω\Ju . Nonetheless, it is possible
to prove the following property for the jump set of the sum of BD functions.

Proposition 1.3.3. For every u, v ∈ BD(Ω) we have that Hn−1(Ju+v \ (Ju ∪Jv)) = 0 .

Proof. Let Su be the set of points in which u is not approximately continuous. While
it is easy to see that Ju ⊂ Su , it is not known whether Hn−1(Su \ Ju) = 0 . However,
it is proved in [6, Remark 6.3] that Su \ Ju is purely (Hn−1, n−1)-unrectifiable, i.e.,
Hn−1((Su \ Ju) ∩M) = 0 for every (Hn−1, n−1)-rectifiable set M .

Since Ju+v ⊂ Su+v ⊂ Su ∪ Sv , we have that Ju+v \ (Ju ∪ Jv) ⊂ (Su \ Ju) ∪
(Sv \ Jv) . Since Ju+v \ (Ju ∪ Jv) is (Hn−1, n−1)-rectifiable, by the pure (Hn−1, n−1)-
unrectifiability of Su \Ju and Sv \Jv we conclude that Hn−1(Ju+v \ (Ju ∪Jv)) = 0 .

As a consequence of the previous result, we obtain the following triangle inequality,
which will be employed in Chapter 3.

Corollary 1.3.4. Let u, v ∈ BD(Ω) , let ϕ ∈ C∞(Ω) with 0 ≤ ϕ ≤ 1 , and let w :=

ϕu+ (1− ϕ)v . Then∫
Jw

|[w]| ∧ 1 dHn−1 ≤
∫
Ju

|[u]| ∧ 1 dHn−1 +

∫
Jv

|[v]| ∧ 1 dHn−1.
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Proof. Let us define [u]∗ : Jw → Rn by [u]∗ = [u] on Jw ∩ Ju and [u]∗ = 0 on Jw \ Ju .
Similarly we define [v]∗ : Jw → Rn by [v]∗ = [v] on Jw ∩ Jv and [v]∗ = 0 on Jw \ Jv .
Using the sets Su and Sv considered in the proof of Proposition 1.3.3 and taking into
account the pure (Hn−1, n−1)-unrectifiability of Su \ Ju and Sv \ Jv , we obtain that
Hn−1(Jw ∩ (Su \ Ju)) = Hn−1(Jw ∩ (Sv \ Jv)) = 0 . This implies that [w] = ϕ[u]∗ + (1−
ϕ)[v]∗ Hn−1 -a.e. on Jw . The conclusion follows easily.

1.3.5 Slicing of functions of bounded deformation

For all the details about slicing of BD functions, we refer to [6]. Here we recall that
a function u ∈ L1(Ω;Rn) belongs to BD(Ω) if and only if we have

ûξy ∈ BV (Ωξ
y) for Hn−1-a.e. y ∈ Πξ and

∫
Πξ

|Dûξy|(Ωξ
y) dHn−1(y) < +∞ ,

for every direction ξ ∈ Sn−1 (cf. Subsection 1.3.3 for the notation). Moreover, we have
that (Euξ ·ξ)ξy coincides L1 -a.e. in Ωξ

y with the density ∇ûξy of the absolutely continuous
part of the distributional derivative of ûξy ; as for the Cantor part, we have

Ecu(B)ξ · ξ =

∫
Πξ

Dcûξy(B
ξ
y) dHn−1

for every Borel set B ⊂ Ω ; finally, for Hn−1 -a.e. y ∈ Πξ we have that (Jξu)ξy = J
ûξy

and

[u](y + tξ) · ξ = [ûξy](t) , where Jξu = {x ∈ Ju : [u](x) · ξ 6= 0} .

1.4 Γ-convergence and lower semicontinuity

We recall now the definition of Γ-convergence and some basic results of the general
theory. For more details about Γ-convergence we refer to the books [29, 17]. In the
following, Ξ denotes a metric space.

1.4.1 Γ-convergence and convergence of minimisers

Given a sequence of functionals Fk : Ξ→ [0,+∞] , for every u ∈ Ξ we define

Γ- lim inf
k→+∞

Fk(u) := inf
{

lim inf
k→+∞

Fk(uk) : uk → u
}
,

Γ- lim sup
k→+∞

Fk(u) := inf
{

lim sup
k→+∞

Fk(uk) : uk → u
}
.

We say that Fk Γ-converges to F : Ξ→ [0,+∞] if for every u ∈ Ξ we have

F (u) = Γ- lim inf
k→+∞

Fk(u) = Γ- lim sup
k→+∞

Fk(u) .

Equivalently, Fk Γ-converges to F if and only if for every u ∈ Ξ the following two
properties hold true:

• for every sequence uk such that uk → u , we have F (u) ≤ lim inf
k→+∞

Fk(uk) ;
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• there exists a sequence uk such that uk → u and lim sup
k→+∞

Fk(uk) ≤ F (u) .

The Γ-limit of a sequence of functionals is always lower semicontinuous. We recall
that a functional F : Ξ→ [0,+∞] is lower semicontinuous if for every sequence uk ∈ Ξ

such that uk → u we have
F (u) ≤ lim inf

k→+∞
F (uk) .

As shown in the following theorem, the Γ-convergence of functionals guarantees the
convergence of minima and minimisers of the functionals. For every η > 0 , we say that
u ∈ Ξ is an η -minimiser of F : Ξ→ [0,+∞] if F (u) < inf

Ξ
F + η .

Theorem 1.4.1. Let Fk : Ξ→ [0,+∞] be a sequence of functionals and let ηk ↘ 0 . For
every k ∈ N , let uk be an ηk -minimiser of Fk . If u is a cluster point of the sequence
uk , then u is a minimiser of F and F (u) = lim supk Fk(uk) . Moreover, if kj is a
subsequence such that ukj → u , then F (u) = limj Fkj (ukj ) .

1.4.2 Γ-convergence and integral representation results

We recall here the notion of Γ-convergence for sequences of increasing functionals.
Let us fix an open set Ω ⊂ Rn and let us denote by A (Ω) the class of all open

subsets contained in Ω . We say that a functional F : Ξ×A (Ω)→ [0,+∞] is increasing
if F (u;A) ≤ F (u;B) for every u ∈ Ξ and for every A,B ∈ A (Ω) such that A ⊂ B .

Let Fk : Ξ×A (Ω)→ [0,+∞] be a sequence of increasing functionals and let us define

F ′(·;A) := Γ- lim inf Fk(·;A) , F ′′(·;A) := Γ- lim supFk(·;A) ,

for every A ∈ A (Ω) .
We say that the sequence Fk Γ-converges to a functional F : Ξ×A (Ω)→ [0,+∞] if

F coincides with the inner regular envelope of both functionals F ′ and F ′′ , i.e.,

F (u;A) = sup{F ′(u;U) : U ∈ A (Ω) , U b A} ,
= sup{F ′′(u;U) : U ∈ A (Ω) , U b A} .

The following compactness theorem holds.

Theorem 1.4.2. Assume that Ξ is a separable metric space. Then every sequence
Fk : Ξ×A (Ω)→ [0,+∞] of increasing functionals has a Γ-convergent subsequence.

Remark 1.4.3. Let Fk : Ξ×A (Ω)→ [0,+∞] be a sequence of increasing functionals that
Γ-converges to F . Then

• F (u; ·) is inner regular for every u ∈ Ξ ;

• F (·;A) is lower semicontinuous for every u ∈ Ξ ;

• if Fk(u; ·) is superadditive for every k and for every u ∈ Ξ , then F (u; ·) is super-
additive for every u ∈ Ξ (cf. [29, Proposition 16.12]).

In general, F (u; ·) is not subadditive, even if Fk(u; ·) is subadditive for every k (cf. [29,
Example 16.14]). This is one of the main difficulties when proving that F (u; ·) is a
measure. (See Lemma 2.4.3 and Lemma 3.5.3 for the cases studied in this thesis.)
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In the case where Ξ = L1(Ω;Rm) , we say that a functional F : L1(Ω;Rm)×A (Ω)→
[0,+∞] is local if for every A ∈ A (Ω) we have F (u;A) = F (v;A) for every u, v ∈
L1(Ω;Rm) such that u = v a.e. in Ω . Given a sequence of increasing functionals
Fk : L1(Ω;Rm)×A (Ω)→ [0,+∞] that Γ-converges to F , we have that

• if Fk is local for every k , then F is local (cf. [29, Proposition 16.15]).

One of the main difficulties in the applications of Γ-convergence is the explicit deter-
mination of the limit functional. We recall here an integral representation result proved
by Bouchitté, Fonseca, and Mascarenhas in [14] concerning functionals defined
on the space BV (Ω) . We shall apply this result in Section 2.4.

Theorem 1.4.4. Assume that G : BV (Ω)×A (Ω) → [0,+∞) satisfies the following
properties:

(a) G is local;

(b) G(·;A) is L1 -lower semicontinuous, for every A ∈ A (Ω) ;

(c) there exists a constant c > 0 such that 1
c |Du|(A) ≤ G(u;A) ≤ c(|Du|(A)+Ln(A)),

for every u ∈ BV (Ω) and for every A ∈ A (Ω) ;

(d) for every u ∈ BV (Ω) , G(u; ·) is the restriction to open sets of a Radon measure;

(e) G(u(·−x0)+b;x0+A) = G(u;A) for all b ∈ R and x0 ∈ Rn such that x0 +A ⊂ Ω .

Then there exists three Borel functions f : Rn → [0,+∞) , h : Rn → [0,+∞), and
g : R×Sn−1 → [0,+∞) such that

G(u;A) =

∫
A

f(∇u) dx+

∫
A

h
( dDcu

d|Dcu|

)
d|Dcu|+

∫
A∩Ju

g([u], νu) dHn−1. (1.9)

Remark 1.4.5. In [14], the authors provide an explicit formula for the functions f, h , and
g appearing in (1.9). In particular, we recall that the surface term can be characterized
by means of minimum problems related to the pure jump functions uν,a defined by

uν,a(x) :=

{
a if x · ν > 0 ,

0 if x · ν < 0 ,
(1.10)

for a ∈ R and ν ∈ Sn−1 . More precisely, let Qνρ be a cube of side ρ centred at the
origin and with a face orthogonal to ν . Then we have that

g(a, ν) = lim sup
ρ→0+

[ 1

ρn−1
inf{G(v;Qνρ) : v ∈ BV (Qνρ) , v(x) = uν,a(x) for y ∈ ∂Qνρ}

]
.

In Section 3.5 we shall use a similar result to characterise the surface term of func-
tionals defined on the space BD(Ω) . The result was originally stated by Barroso,
Fonseca, and Toader in [12] for the relaxation of a functional defined on the Sobolev
space W 1,1(Ω;Rn) . In the following statement, uν,z is the pure jump function defined
as in (1.10) with the vector z ∈ Rn replacing the scalar a ∈ R .

Theorem 1.4.6. Assume that G : BD(Ω)×A (Ω) → [0,+∞) satisfies the following
properties:
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(a) G is local;

(b) G(·;A) is L1 -lower semicontinuous, for every A ∈ A (Ω) ;

(c) there exists a constant c > 0 such that 1
c |Eu|(A) ≤ G(u;A) ≤ c(|Eu|(A)+Ln(A)) ,

for every u ∈ BD(Ω) and for every A ∈ A (Ω) ;

(d) for every u ∈ BD(Ω) , G(u; ·) is the restriction to A (Ω) of a Radon measure;

(e) G(u(·−x0)+b;x0+A) = G(u;A) for all b ∈ Rn and x0 ∈ Rn such that x0+A ⊂ Ω .

Then, for every u ∈ BD(Ω) and for every A ∈ A (Ω) , we have that

G(u; Ju ∩A) =

∫
Ju∩A

ψ([u], νu) dHn−1 , (1.11)

where

ψ(z, ν) = lim sup
ρ→0+

[ 1

ρn−1
inf{G(v;Qνρ) : v ∈ BD(Qνρ) , v(x) = uν,z(x) on ∂Qνρ}

]
. (1.12)

Proof. A careful inspection of the proof of [12, Proposition 5.1] shows that the integral
representation result still holds for a functional satisfying properties (a)–(e). In par-
ticular [12, Lemma 3.10], only uses assumptions (a), (c), and (d). Under assumptions
(a)–(d) it is easy to check that [12, Lemma 3.11] holds for G . Using these results, the
proof of the integral representation [12, Proposition 5.1] for G can be easily extended
from the case u ∈ SBD(Ω) to the case u ∈ BD(Ω) . As for (1.12), it is a consequence
of the formula for the integrand given in [12, Proposition 5.1] and of the invariance
properties due to (e).

1.4.3 A localisation lemma

We conclude this section by recalling a useful tool of measure theory. We shall
employ this result in Section 2.4 and in Section 3.4 to optimise locally the lower bounds
of functionals. The proof of the lemma can be found, e.g., in [17, Lemma 15.2].

Lemma 1.4.7. Let Λ be a function defined on the family of open subsets of Ω , which
is superadditive on open sets with disjoint compact closure. Let λ be a positive measure
on Ω , let ϕj , j ∈ N , be nonnegative Borel functions such that∫

K

ϕj dλ ≤ Λ(A)

for every open set A ⊂ Ω , for every compact set K ⊂ A, and for every j ∈ N . Then∫
K

sup
j
ϕj dλ ≤ Λ(A)

for every open set A ⊂ Ω and for every compact set K ⊂ A. Moreover, if A ⊂ Ω is an
open set with Λ(A) < +∞, then∫

K

sup
j
ϕj dλ = sup

{ r∑
j=1

∫
Kj

ϕj dλ : (Kj)rj=1 disjoint compact subsets of K, r ∈ N
}

for every compact set K ⊂ A.
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1.5 Young measures

For an introduction to the general theory of Young measures we refer, e.g., to [68].
Here we recall some basic notions and properties.

1.5.1 Definition and notion of convergence

Let us fix a σ -compact locally compact metric space Ξ and a compact metric space Γ

endowed with a positive bounded measure µ . The reader may think of Ξ as R or
[−∞,∞] . Moreover, in Chapter 4, µ will be the measure Hn−1 and Γ will be the
intersection of a (n−1)-dimensional manifold with Ω , where Ω is a bounded open set
in Rn .

Definition 1.5.1. The collection of Young measures on Γ×Ξ with respect to the mea-
sure µ is the set

Y(Γ; Ξ) := {ν ∈M+
b (Γ×Ξ) : πΓ

#ν = µ} ,

where πΓ : Γ×Ξ→ Γ is the projection on Γ .

Remark 1.5.2. We recall that a family (νx)x∈Γ of probability measures νx ∈ P(Ξ)

parametrised on Γ is said to be measurable if the function x 7→ νx(A) is µ-measurable
for every A ∈ B(Ξ) . By the Disintegration Theorem (see [68, Corollary A5] or [7,
Theorem 2.28]), it is always possible to associate a measurable family of probability
measures (νx)x∈Γ with a Young measure ν ∈ Y(Γ; Ξ) in such a way that∫

Γ×Ξ

f(x, ξ) dν(x, ξ) =

∫
Γ

∫
Ξ

f(x, ξ) dνx(ξ) dµ(x) for every f ∈ L1
ν(Γ×Ξ) . (1.13)

Moreover, the family (νx)x∈Γ is unique up to µ-negligible sets, i.e., if (ν̂x)x∈Γ is any
other measurable family of probability functions satisfying (1.13), then ν̂x = νx for
µ-a.e. x ∈ Γ .

If ν = (νx)x∈Γ ∈ Y(Γ; Ξ) , for every f ∈ Cb(Γ×Ξ) the duality between ν and f reads∫
Γ×Ξ

f(x, ξ) dν(x, ξ) =

∫
Γ

∫
Ξ

f(x, ξ) dνx(ξ) dµ(x) =

∫
Γ

〈f(x, ·), νx〉 dµ(x) .

Example 1.5.3. The simplest example of a Young measure is obtained by fixing a
measurable function v : Γ → Ξ and by considering the Young measure concentrated
on the graph of the function v , identified by the measurable family of Dirac deltas
δv := (δv(x))x∈Γ .

We will consider the space Y(Γ; Ξ) endowed with the narrow topology.

Definition 1.5.4. We say that νj converges narrowly to ν (and denote νj ⇀ ν ) if and
only if ∫

Γ

〈f(x, ·), νxj 〉dµ(x)→
∫
Γ

〈f(x, ·), νx〉dµ(x) , (1.14)

for every f ∈ Cb(Γ×Ξ) .
If vj : Γ → Ξ is a sequence of measurable functions such that δvj ⇀ ν , we also say

that the sequence vj generates the Young measure ν .
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We say that f : Γ×Ξ→ R is a Carathéodory integrand if f is a measurable function
such that f(x, ·) ∈ Cb(Ξ) for µ-a.e. x ∈ Γ and such that x 7→ ‖f(x, ·)‖∞ belongs
to L1

µ(Γ) .

Remark 1.5.5. If Ξ is a compact metric space, by [68, Theorem 2] the convergence
in (1.14) also holds for every Carathéodory integrand f .

The narrow convergence for concentrated Young measures is characterised in the
following proposition. For the proof, we refer to [68, Proposition 6].

Proposition 1.5.6. Assume that Ξ is a compact metric space. Let vj , v : Γ → Ξ be
measurable functions. Then δvj ⇀ δv if and only if vj → v in measure.

The following compactness result holds (cf. [68, Theorem 2]).

Theorem 1.5.7. Assume that Ξ is a compact metric space. Then Y(Γ; Ξ), endowed
with the narrow topology, is sequentially compact.

Remark 1.5.8. The assumption on the compactness of the space Ξ is crucial to guarantee
the compactness of Y(Γ; Ξ) with respect to the narrow convergence. For instance, if
Ξ = R , it may happen that a sequence νj ∈ Y(Γ;R) has some mass escaping to infinity.

1.5.2 Young measures on the extended real line

In Chapter 4 we shall work with Young measures that are generated by functions
taking values in the extended real line [−∞,∞] . In this subsection we fix some notation
for this setting.

The set [−∞,∞] is endowed with the metric induced by an increasing homeomor-
phism

φ : [−∞,∞]→ [−1, 1] , (1.15)

e.g. φ(ξ) := 2
π arctan(ξ) . Probability measures in P([−∞,∞]) are in duality with

bounded continuous functions f ∈ Cb([−∞,∞]) , i.e., continuous functions with a finite
limit at ±∞ .

We also recall that for every probability measure λ ∈ P([−∞,∞]) we can define the
cumulative distribution function Fλ : [−∞,∞]→ [0, 1] by

Fλ(ξ) := λ([−∞, ξ]) for every ξ ∈ [−∞,∞] . (1.16)

By the right continuity of Fλ , it is possible to define its pseudo-inverse F
[−1]
λ : [0, 1] →

[−∞,∞] by
F

[−1]
λ (m) := min{ξ ∈ R : Fλ(ξ) ≥ m} . (1.17)

To deal with Young measures in Y(Γ; [−∞,∞]) , it is convenient to introduce the
map

Φ: Γ×[−∞,∞]→ Γ×[−1, 1] , Φ(x, ξ) := (x, φ(x)) , (1.18)

where φ is the homeomorphism defined in (1.15). Thus, for every ν ∈ Y(Γ; [−∞,∞]) we
have Φ#ν ∈ Y(Γ; [−1, 1]) . The elements of Y(Γ; [−∞,∞]) are in duality with functions
f ∈ Cb(Γ×[−∞,∞]) , i.e., such that f ◦ Φ−1 ∈ Cb(Γ×[−1, 1]) .
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Translation. We now recall how to shift Young measures. For every measurable func-
tion γ : Γ → R we define the translation map Sγ : Γ×[−∞,∞] → Γ×[−∞,∞] by
Sγ(x, ξ) := (x, ξ+ γ(x)) , with the usual convention that a±∞ = ±∞ for every a ∈ R .
For every ν ∈ Y(Γ; [−∞,∞]) we set

ν ⊕ γ := Sγ#ν ∈ Y(Γ; [−∞,∞]) , (1.19)

ν 	 γ := S(−γ)
# ν ∈ Y(Γ; [−∞,∞]) . (1.20)

Remark 1.5.9. Let νj , ν ∈ Y(Γ; [−∞,∞]) be such that νj ⇀ ν and let γ : Γ → R be a
measurable function. By Remark 1.5.5 we have νj ⊕ γ ⇀ ν ⊕ γ .

Moreover, if γ, γj : Γ → R are such that γj → γ in measure, then it is easy to see
that νj ⊕ γj ⇀ ν ⊕ γ .

Truncation. We now introduce the notion of truncation of Young measures. This will
be employed in Section 4.5. Given a Young measure ν ∈ Y(Γ; [−∞,∞]) and a measur-
able function θ : Γ → [−∞,∞] , we consider the map T θ : Γ×[−∞,∞] → Γ×[−∞,∞]

given by
T θ(x, ξ) := (x, ξ ∧ θ(x)) (1.21)

and we say that T θ#ν is the truncation of ν by θ .

Remark 1.5.10. In this case, the cumulative distribution functions of the measures
(T θ#ν)x are given by

F(T θ#ν)x(ξ) =

{
Fνx(ξ) if ξ < θ(x) ,

1 if ξ ≥ θ(x) ,

for µ-a.e. x ∈ Γ . Moreover, if νj ⇀ ν in Y(Γ; [−∞,∞]) , then by Remark 1.5.5 we have
T θ#νj ⇀ T θ#ν in Y(Γ; [−∞,∞]) .

Partial order. Following [20, Definition 3.10], we introduce a partial order in the
space of Young measures on Γ×R . We recall here the definition of this order and its
main properties.

Definition 1.5.11. Let ν1 = (νx1 )x∈Γ , ν2 = (νx2 )x∈Γ ∈ Y(Γ;R) . We say that ν1 � ν2 if
one of the following equivalent conditions is satisfied:

(i) for every Carathéodory integrand f : Γ×R→ R nondecreasing with respect to the
second variable we have∫

Γ

〈f(x, ·), νx1 〉 dµ(x) ≤
∫
Γ

〈f(x, ·), νx2 〉dµ(x) ;

(ii) Fνx1 (ξ) ≥ Fνx2 (ξ) for µ-a.e. x ∈ Γ and for every ξ ∈ R .

Remark 1.5.12. If ν1 and ν2 are concentrated on some measurable functions γ1 and γ2 ,
respectively, then

ν1 � ν2 if and only if γ1(x) ≤ γ2(x) for µ-a.e. x ∈ Γ .
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The partial order � is naturally extended to Young measures Y(Γ; [−∞,∞]) by
employing the homeomorphism Φ: Γ×[−∞,∞]→ Γ×[−1, 1] defined in (1.18). Namely,
for every ν1 , ν2 ∈ Y(Γ; [−∞,∞]) we have ν1 � ν2 if and only if Φ#ν1 � Φ#ν2 .

In the following we recall the definition of supremum of a family of Young measures.
(See [20, Proposition 3.16] for the existence of such a Young measure.)

Definition 1.5.13. Let (νi)i∈I be a family of Young measures in Y(Γ; [−∞,∞]) . We
say that ν ∈ Y(Γ; [−∞,∞]) is the supremum over i ∈ I of the family (νi)i∈I , and we
write

ν = sup
i∈I

νi ,

if the following two conditions hold:

(i) ν � νi for every i ∈ I ;

(ii) if ν ∈ Y(Γ; [−∞,∞]) such that ν � νi for every i ∈ I , then ν � ν .

Remark 1.5.14. In the case where νi are concentrated on measurable functions vi : Γ→
[−∞,∞] , i ∈ I , we have

sup
i∈I

δvi = δv ,

where v = ess sup
i∈I

vi (cf. [20, Remark 3.17]).

Remark 1.5.15. If a map t 7→ ν(t) from [0, T ] to Y(Γ; [−∞,∞]) is nondecreasing with
respect to � , then there exists a countable set E ⊂ [0, T ] such that t 7→ ν(t) is
continuous in [0, T ] \ E . The proof of this fact is an easy consequence of [20, Lemma
3.19].

We conclude this section by recalling the Helly Selection Principle for Young measures
[20, Theorem 3.20], a key tool for the proof of our result. Notice that [20, Theorem 3.20]
is stated for Young measures with values in R instead of [−∞,∞] .

Theorem 1.5.16. Let t 7→ νk(t), k ∈ N , be functions defined on [0, T ] with values in
Y(Γ; [−∞,∞]) that are nondecreasing with respect to �. Then there exists a subsequence
νkj , independent of t , and a nondecreasing map t 7→ ν(t) from [0, T ] to Y(Γ; [−∞,∞])

such that νkj (t) ⇀ ν(t) , as j →∞, for every t ∈ [0, T ].

Proof. The result follows from a straightforward application of [20, Theorem 3.20] to
the sequence of nondecreasing maps Φ#νk(t) ∈ Y(Γ; [−1, 1]) , where Φ is the homeo-
morphism Φ defined in (1.18).



CHAPTER 2

Γ-limit of gradient damage models
coupled with plasticity

2.1 Overview of the chapter

In this chapter we study the Γ-limit of gradient damage models coupled with plas-
ticity, in the case of antiplane shear. The results presented in this chapter have been
published in the work [37], in collaboration with Dal Maso and Toader.

We briefly recall the functional setting for the model proposed in [3, 4]. Given a
bounded open set Ω ⊂ Rn , the total energy that describes the system is given by

Eε(e, p, α) :=
1

2

∫
Ω

α|e|2 dx+

∫
Ω

σY(α̃) d|p|+
∫
Ω

[W (α)

ε
+ ε|∇α|2

]
dx , (2.1)

for e ∈ L2(Ω;Rn) , p ∈ Mb(Ω;Rn) , α ∈ H1(Ω) . In (2.1), the function α̃ is the
quasicontinuous representative of α (cf. Subsection 1.2.1) and |p| is the total variation
of the measure p . We make the following constitutive assumptions:

• e+ p = Du for u ∈ BV (Ω) ;

• δε ≤ α ≤ 1 Ln -a.e. in Ω , where δε/ε→ 0 as ε→ 0 ;

• σY : [0, 1]→ R is a continuous nondecreasing function with 0 ≤ σY(0) ≤ σY(1) <

+∞ , and σY(β) > 0 for β > 0 ;

• the function W : [0, 1] → R is continuous, strictly decreasing, and it satisfies
W (1) = 0 .

It is convenient to write the energy as

Eε(e, p, α) := Q(e, α) +H(p, α) +Wε(α) ,

where

Q(e, α) :=
1

2

∫
Ω

α|e|2 dx

is the elastic energy,

H(p, α) :=

∫
Ω

σY(α̃) d|p|

17
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is the plastic potential, and

Wε(α) :=

∫
Ω

[W (α)

ε
+ ε|∇α|2

]
dx (2.2)

is the energy dissipated by the damage variable.
To describe the asymptotic behaviour of Eε as ε → 0 , we define the functionals

Fε : BV (Ω)×H1(Ω)→ [0,+∞] by

Fε(u, α) := min
e,p
{Eε(e, p, α) : e ∈ L2(Ω;Rn), p ∈Mb(Ω;Rn), Du = e+ p} (2.3)

if δε ≤ α ≤ 1 Ln -a.e. in Ω , and Fε(u, α) = +∞ otherwise. Note (see Proposition 2.2.1)
that the minimum in (2.3) is achieved at a unique pair (e, p) , and that Fε can be written
explicitly in an integral form as

Fε(u, α) =

∫
Ω

fε(α, |∇u|) dx+

∫
Ω

σY(α̃) d|Dsu|+Wε(α) . (2.4)

In order to define the integrand fε which appears in (2.4), we first introduce the func-
tion f (cf. Figure 2.1) defined for every β ∈ (0, 1] and t ≥ 0 by

f(β, t) := min
0≤s≤t

{1

2
βs2 + σY(β)(t− s)

}
=


1

2
βt2 if t ≤ σY(β)

β
,

σY(β)t− σY(β)2

2β
if t ≥ σY(β)

β
,

(2.5)

and then we set fε(β, t) := f(β, t) if δε ≤ β ≤ 1 and fε(β, t) := +∞ otherwise.

t

β = 1

β = 1
2

Figure 2.1: Profile of the functions f(1, t) and f( 1
2
, t) for σY(β) = β .

The asymptotic behaviour of the functionals Fε is obtained by studying their Γ-
limit in the space L1(Ω)×L1(Ω) as ε → 0 . The choice of the topology is suggested by
the compactness properties of sequences (uε, αε) with equibounded energies Fε(uε, αε)
(see Theorem 2.5.2). Therefore the functionals Fε defined in (2.3) are extended to
L1(Ω)×L1(Ω) by setting Fε(u, α) := +∞ if u /∈ BV (Ω) or α /∈ H1(Ω) .
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In order to define the Γ-limit of the functionals Fε , we introduce the functional F
defined by

F(u) :=

∫
Ω

f(1, |∇u|) dx+ σY(1)|Dcu|(Ω) +

∫
Ju

g(|[u]|) dHn−1, (2.6)

for u ∈ GBV (Ω) , where for every t ≥ 0

g(t) := min
{

min
0≤β≤1

[
σY(β)t+ κW (β)

]
, κW (0)

}
, with (2.7)

κW (β) := 4

1∫
β

√
W (s) ds, β ∈ [0, 1] .

Notice that for every u ∈ GBV (Ω) , the functional F can be written as

F(u) = min
e,p

{1

2

∫
Ω

|e|2 dx+ σY(1)|p|(Ω \ Ju) +

∫
Ju

g(|[u]|) dHn−1
}
, (2.8)

where the minimum is taken among all e ∈ L2(Ω;Rn) , p ∈ Mb(Ω;Rn) such that
∇uLn +Dcu = e+ p as measures on Ω \ Ju (see Proposition 2.2.2).

The function g in (2.7) satisfies the following properties (see Figure 2.2):

• g is concave, nondecreasing, and g(t) > 0 for t > 0 ;

• g(1) min{t, 1} ≤ g(t) ≤ min{σY(1)t, κW (0)} ;

• g′(0) = σY(1) ;

• g(t) = κW (0) if σY(0)t ≥ κW (0) .

Since the force between the crack lips is given by the derivative of g , the above properties
show that this force is always present when the crack opening is small and vanishes when
the crack opening is large enough, provided σY(0) > 0 . We refer to Subsection 2.2.3 for
a detailed description of the behaviour of g when σY(0) = 0 .

κW (0)

σY(1)t

g(1)t

1

Figure 2.2: Graph of the crack energy density g(t) .

To state the main result of this chapter, we define F0 : L1(Ω)×L1(Ω)→ [0,+∞] by

F0(u, α) =

{
F(u) if u ∈ GBV (Ω) and α = 1 Ln-a.e. in Ω ,

+∞ otherwise .

Theorem 2.1.1. The functionals Fε Γ-converge to F0 in L1(Ω)×L1(Ω) as ε→ 0 .
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The proof of Theorem 2.1.1 is presented in Section 2.3 in the case n = 1 , where we
can give a more precise description of the behaviour of the sequence of functions αε in a
neighbourhood of each point of the domain Ω . The extension to the antiplane case with
n > 1 is obtained in Section 2.4 by a slicing argument. Unfortunately this approach is
not enough to deal with the full three-dimensional model introduced in [4], because in
that case H(p, α) is +∞ whenever the matrix-valued plastic strain p is not trace-free.

In Section 2.5 we apply 2.1.1 to study minimisers of the functionals Fε . To impose
Dirichlet boundary conditions, we assume in addition that Ω has a Lipschitz boundary
and we fix a relatively open subset ∂DΩ of ∂Ω , where we prescribe the displacement.

We would like to analyse the asymptotic behaviour of solutions to the minimum
problems

min
{
Fε(u, α) : u ∈ BV (Ω), α ∈ H1(Ω), u = w, α = 1 Hn−1-a.e. on ∂DΩ

}
, (2.9)

where w ∈ L∞(∂DΩ) . Unfortunately these problems, in general, have no solutions. As
for many other variational problems with linear growth in Du , the difficulty is given by
the attainment of the boundary condition u = w Hn−1 -a.e. on ∂DΩ .

However, for every η > 0 , it is always possible to consider an η -minimiser of (2.9),
defined as a pair (uε, αε) ∈ BV (Ω)×H1(Ω) , with uε = w and αε = 1 Hn−1 -a.e. on
∂DΩ , such that

Fε(uε, αε) < Iε + η ,

where Iε is the infimum in (2.9).
Since the functional Fε(·, α) decreases by truncation, for every w ∈ L∞(∂DΩ) and

for every η > 0 the minimum problem (2.9) always has an η -minimiser (uε, αε) satisfying

||uε||L∞(Ω) ≤ ||w||L∞(∂DΩ) . (2.10)

In Section 2.5, we obtain the following result.

Theorem 2.1.2. Let w ∈ L∞(∂DΩ) and let ηε ↘ 0 . For every ε > 0 , let (uε, αε) ∈
BV (Ω)×H1(Ω) be a ηε -minimiser of problem (2.9) satisfying (2.10). Then αε → 1

in L1(Ω) and a subsequence of uε converges in L1(Ω) to a minimiser u ∈ BV (Ω) of
the problem

min
{
F(u) +

∫
∂DΩ

g(|u− w|) dHn−1 : u ∈ BV (Ω)
}
. (2.11)

Note that in the limit problem the boundary condition u = w Hn−1 -a.e. on ∂DΩ is
relaxed. Indeed, it is replaced by the term

∫
∂DΩ g(|u− w|) dHn−1 , which penalises the

non attainment of the prescribed boundary value. This is a typical feature of functionals
with linear growth in the gradient. The set {x ∈ ∂DΩ : u(x) 6= w(x)} can be interpreted
as a crack on the Dirichlet part of the boundary of Ω and the integral on ∂DΩ in (2.11)
is the corresponding dissipated energy.

The chapter is organized as follows. In Section 2.2 we list some useful properties of
the function f and we describe in detail the density g of the crack energy of the limit
problem. Section 2.3 is devoted to the proof of the main theorem in the one-dimensional
case. The general case is studied in Section 2.4, where the Γ-liminf inequality is proved
by a slicing argument, whereas the Γ-limsup inequality is obtained by using an integral
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representation result. Finally, in Section 2.5 we establish the convergence of minimisers
of some model problems.

Since in Theorems 2.1.1, 2.1.2 it is enough to prove the result along every sequence
εk → 0 , we fix once and for all a sequence εk → 0 and we use the shorthand notation
δk := δεk , fk := fεk , Fk := Fεk , Wk :=Wεk , and Ek := Eεk .

2.2 Properties of the energies

2.2.1 The energy of the optimal decomposition

We provide here an explicit expression for the minimum value in (2.3).

Proposition 2.2.1. Let Fk be the functional defined in (2.3). Then for every u ∈
BV (Ω) and for every α ∈ H1(Ω) , with δk ≤ α ≤ 1 , there exists a unique pair (e, p)

with e ∈ L2(Ω;Rn) and p ∈Mb(Ω;Rn) such that Du = e+ p and

Fk(u, α) = Ek(e, p, α) .

Moreover

Fk(u, α) =

∫
Ω

f(α, |∇u|) dx+

∫
Ω

σY(α̃) d|Dsu|+Wk(α) ,

where f is the function defined in (2.5).

Proof. The proof of the existence of a minimizing pair (e, p) is straightforward, and the
uniqueness follows from the strict convexity of the L2 norm.

Let us prove the integral formula for Fk . The inequality

Fk(u, α) ≥
∫
Ω

f(α, |∇u|) dx+

∫
Ω

σY(α̃) d|Dsu|+Wk(α)

is trivial. To prove the opposite inequality, we fix u ∈ BV (Ω) , α ∈ H1(Ω) with
δk ≤ α ≤ 1 , and we define

e(x) :=


∇u(x) if |∇u(x)| ≤ σY(α(x))

α(x)
,

σY(α(x))

α(x)

∇u(x)

|∇u(x)|
if |∇u(x)| ≥ σY(α(x))

α(x)
,

so that e ∈ L2(Ω;Rn) and

1

2
α(x)|e(x)|2 + σY(α(x))|∇u(x)− e(x)| = f(α(x), |∇u(x)|)

for a.e. x ∈ Ω . Let p := Du− e ∈Mb(Ω;Rn) , whose Lebesgue decomposition is

p = (∇u− e)Ln +Dsu .
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We have

Fk(u, α) ≤ 1

2

∫
Ω

α|e|2 dx+

∫
Ω

σY(α̃) d|p|+Wk(α)

=
1

2

∫
Ω

α|e|2 + σY(α)|∇u− e| dx+

∫
Ω

σY(α̃) d|Dsu|+Wk(α)

=

∫
Ω

f(α, |∇u|) dx+

∫
Ω

σY(α̃) d|Dsu|+Wk(α) .

This concludes the proof.

The same argument can be used to prove the following characterization of the func-
tional F .

Proposition 2.2.2. Let F be the functional defined in (2.6). Then for every u ∈
GBV (Ω) with F(u) < +∞ we have

F(u) = min
e,p

{1

2

∫
Ω

|e|2 dx+ σY(1)|p|(Ω \ Ju) +

∫
Ju

g(|[u]|) dHn−1
}
, (2.12)

where the minimum in (2.12) is taken among all e ∈ L2(Ω;Rn), p ∈ Mb(Ω;Rn) such
that ∇uLn + Dcu = e + p as measures on Ω \ Ju . Moreover, the minimum is attained
at a unique pair (e, p) .

We conclude with some remarks on the function f used in Proposition 2.2.1. From
the very definition of f (see (2.5)) it follows that f(β, t) is increasing with respect to
β and convex with respect to t . Moreover, from the explicit formula it is immediate to
deduce that there exists a constant C > 0 such that

1

C
t− C ≤ f(1, t) ≤ Ct (2.13)

for all t ≥ 0 . Finally, we notice that

f(β, λt) ≤ λ2f(β, t) (2.14)

for every λ ≥ 1 , β ∈ (0, 1] , and t ≥ 0 .

2.2.2 Semicontinuity of the energies

In the next result, for every k we discuss the semicontinuity properties of the func-
tional Fk introduced in (2.3).

Proposition 2.2.3. Let uj , u ∈ BV (Ω) and αj , α ∈ H1(Ω) , δk ≤ αj ≤ 1 be such that

uj → u strongly in L1(Ω) ,

αj ⇀ α weakly in H1(Ω) ,

as j → +∞. Then
Fk(u, α) ≤ lim inf

j→+∞
Fk(uj , αj) . (2.15)



2. Γ-limit of gradient damage models coupled with plasticity 23

Proof. In a first instance, let us prove the theorem in the case ||uj ||L∞(Ω) ≤ M . More-
over, let us assume that σY is a Lipschitz function.

We may assume that the liminf in (2.15) is finite and, up to extracting a subse-
quence, that Fk(uj , αj) is equibounded with respect to j . Let us fix ej ∈ L2(Ω;Rn)

and pj ∈ Mb(Ω;Rn) such that Duj = ej + pj and Fk(uj , αj) = Ek(ej , pj , αj) (see
Proposition 2.2.1). Since ej is bounded in L2(Ω;Rn) and pj is bounded in Mb(Ω;Rn) ,
we have that

ej ⇀ e weakly in L2(Ω;Rn) ,

pj
∗
⇀ p weakly* inMb(Ω;Rn) ,

up to a subsequence. This implies that Du = e+ p . It is not restrictive to assume that
αj → α Ln -a.e. in Ω . Then, since the sequence αj is uniformly bounded in L∞(Ω) , we
have that

√
αjej ⇀

√
αe weakly in L2(Ω;Rn)

as j → +∞ . This implies ∫
Ω

α|e|2 dx ≤ lim inf
j→+∞

∫
Ω

αj |ej |2 dx .

Thus, to conclude the proof of (2.15), it suffices to show that∫
Ω

σY(α̃) d|p| ≤ lim inf
j→+∞

∫
Ω

σY(α̃j) d|pj | ,

since the other terms of the functional can be treated in a simple way. In order to prove
this inequality, we just need to show that

σY(α̃j)pj
∗
⇀ σY(α)p weakly* inMb(Ω;Rn) . (2.16)

Let us start by noticing that σY(αj)uj , σY(α)u ∈ BV (Ω) and

D(σY(αj)uj) = ∇(σY(αj))uj + σY(α̃j)Duj ,

D(σY(α)u) = ∇(σY(α))u+ σY(α̃)Du .

Indeed, since uj is bounded in L∞ and σY is a Lipschitz function, the formulas above are
true if αj and α are C1 functions. Then they can be extended to the case αj , α ∈ H1(Ω)

by an approximation argument, based on the fact that strong convergence in H1(Ω)

implies Cap-q.e. pointwise convergence (for a subsequence) of the quasicontinuous rep-
resentatives, which implies Duj -a.e. and Du-a.e. convergence, respectively.

The measures σY(α̃j)Duj are uniformly bounded in Mb(Ω;Rn) and ∇(σY(αj)) ⇀

∇(σY(α)) weakly in L2(Ω;Rn) , which implies that ∇(σY(αj))ujσY∇(σY(α))u , weakly
in L2(Ω;Rn) . Hence the measures D(σY(αj)uj) are uniformly bounded in Mb(Ω;Rn) .

Since σY(αj)uj → σY(α)u in L1(Ω) , we have that D(σY(αj)uj)
∗
⇀ D(σY(α)u)

weakly* inMb(Ω;Rn) , and therefore, by difference, σY(α̃j)Duj
∗
⇀ σY(α̃)Du weakly* in

Mb(Ω;Rn) . We conclude that (2.16) holds, taking into account that σY(αj)ej ⇀ σY(α)e

weakly in L2(Ω;Rn) .
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To remove the assumption that σY is Lipschitz, we approximate σY from below with
Lipschitz functions σhY ↗ σY . By applying the previous step, we deduce that∫

Ω

σhY(α̃) d|p| ≤ lim inf
j→+∞

∫
Ω

σhY(α̃j) d|pj | ≤ lim inf
j→+∞

∫
Ω

σY(α̃j) d|pj |

and then we pass to the limit in h . This concludes the proof of (2.15) when uj is
bounded in L∞(Ω) .

The extension to the unbounded case is obtained by a truncation argument.

2.2.3 The density of the crack energy

In this subsection we study the main qualitative properties of the function g defined
in (2.7). It is convenient to introduce the function γ : [0,+∞)→ R defined by

γ(t) := min
0≤β≤1

[
σY(β)t+ κW (β)

]
, (2.17)

so that
g(t) = min{γ(t), κW (0)} . (2.18)

Since σY(β) > 0 for β > 0 and κW (0) > 0 , we have γ(t) ≥ g(t) > 0 for every
t > 0 . Since γ and g are obtained as minimum of nondecreasing affine functions, they
are concave and nondecreasing. Therefore the inequality g(t) > 0 implies that

g(1) min{t, 1} ≤ g(t) . (2.19)

For every β ∈ [0, 1] we have σY(0)t ≤ σY(β)t + κW (β) , hence σY(0)t ≤ γ(t) .
Moreover, the equality κW (1) = 0 implies that γ(t) ≤ σY(1)t . Therefore we have

σY(0)t ≤ γ(t) ≤ σY(1)t for every t ≥ 0 , (2.20)

which gives

min{σY(0)t, κW (0)} ≤ g(t) ≤ min{σY(1)t, κW (0)} for every t ≥ 0 . (2.21)

In particular, if σY(0) > 0 , then

g(t) = κW (0) for t ≥ κW (0)

σY(0)
. (2.22)

When σY(0) = 0 , we always have

γ(t) ≤ σY(0)t+ κW (0) = κW (0) ,

so that, in this case,
g(t) = γ(t) for every t ≥ 0 . (2.23)

In the following proposition we show that, in any case, the function g approaches the
value κW (0) at infinity.

Proposition 2.2.4. We have that

lim
t→+∞

g(t) = κW (0) . (2.24)
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Proof. Since g is nondecreasing, it suffices to prove the proposition when g(t) < κW (0)

for every t ≥ 0 . In this case

g(t) = γ(t) = σY(βt)t+ κW (βt)

for some βt ∈ (0, 1] . Let us prove that βt → 0 as t→ +∞ . If lim supt βt =: ` > 0 , then
there would exist a sequence tj → +∞ such that βtj ≥ `/2 , in turn implying that

σY(`/2)tj ≤ σY(βtj )tj + κW (βtj ) = g(tj) < κW (0) .

This would lead to a contradiction as j → +∞ , and therefore βt → 0 as t → +∞ .
Since

κW (βt) ≤ σY(βt)t+ κW (βt) ≤ sup
s≥0

g(s) ≤ lim
s→+∞

g(s) ,

by letting t→ +∞ we obtain κW (0) ≤ lim
s→+∞

g(s) .

In general, when σY(0) = 0 , it may happen that g(t) < κW (0) for every t ≥ 0 , as
the following example shows.

Example 2.2.5. Let us consider the functions

σY(β) := β2 and W (β) :=
(1− β)2

4
.

In this way κW (β) = (1− β)2 . Then it is immediate to see that

g(t) = min
0≤β≤1

[
(1 + t)β2 − 2β + 1

]
=

t

1 + t
< 1 = κW (0) .

Nevertheless, if σY(β) tends to zero slowly enough as β → 0 , we still have g(t) =

κW (0) for some t > 0 , as shown in the following proposition.

Proposition 2.2.6. Assume that

lim inf
β→0+

σY(β)

β
> 0 . (2.25)

Then there exists t0 such that g(t) = κW (0) for t ≥ t0 .

Proof. Suppose, by contradiction, that for every j ∈ N there exists βj ∈ (0, 1] such that

σY(βj)j + κW (βj) < κW (0) . (2.26)

Arguing as in the proof of Proposition 2.2.4, we get that βj → 0 as j → +∞ .
From (2.26) it follows that

j ≤ κW (0)− κW (βj)

σY(βj)
,

which implies, by (2.25), that

+∞ = lim sup
j→+∞

κW (0)− κW (βj)

σY(βj)
≤ lim sup

β→0+

κW (0)− κW (β)

β

β

σY(β)

= κ′W (0) lim sup
β→0+

β

σY(β)
= 4
√
W (0) lim sup

β→0+

β

σY(β)
< +∞ .

This contradiction concludes the proof of the proposition.
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We now investigate the regularity properties of γ and g . Since these functions are
concave they admit left and right derivatives at every every point. The following propo-
sition provides the connection between σY and the derivatives of γ . For every function
ψ(t) , the left and right derivatives are denoted by ψ′−(t) and ψ′+(t) , respectively.

Proposition 2.2.7. Let t ∈ [0,+∞) and let βmin
t , βmax

t ∈ [0, 1] be the smallest and the
greatest solution of the minimum problem (2.17) which defines γ(t). Then

γ′+(t) = σY(βmin
t ) for t ≥ 0 and γ′−(t) = σY(βmax

t ) for t > 0 . (2.27)

If βmin
t = βmax

t , then γ is differentiable at t and γ′(t) = σY(βmin
t ). If βmin

t < βmax
t ,

then γ is not differentiable at t .

Proof. Let us fix t > 0 and let βt be such that γ(t) = σY(βt)t+κW (βt) . First of all we
prove that

γ′+(t) ≤ σY(βt) ≤ γ′−(t) . (2.28)

Indeed, by the definition of γ , for every s ≥ 0 we have γ(s) ≤ σY(βt)s+κW (βt) . By the
choice of βt , this implies γ(s) ≤ σY(βt)(s− t)+γ(t) , which leads immediately to (2.28).

To prove the first equality in (2.27), let us now fix t ≥ 0 . Since γ is concave,
there exists a decreasing sequence tj → t such that γ is differentiable at every tj . Let
βj ∈ [0, 1] be such that γ(tj) = σY(βj)tj + κW (βj) . A subsequence of βj converges
to some β∗ . Passing to the limit in the previous equality, by the continuity of σY ,
γ , and κW we get γ(t) = σY(β∗)t + κW (β∗) , which implies βmin

t ≤ β∗ , and hence
σY(βmin

t ) ≤ σY(β∗) . As γ′−(tj) = γ′+(tj) , by (2.28) we have that γ′(tj) = σY(βj) →
σY(β∗) . Using the monotonicity of the difference quotients of γ , it is easy to prove
that γ′(tj) → γ′+(t) as j → +∞ . This implies that γ′+(t) = σY(β∗) . Therefore,
the inequality σY(βmin

t ) ≤ σY(β∗) together with (2.28) gives γ′+(t) = σY(βmin
t ) , which

concludes the proof of the first part of (2.27). The proof of the second part is analogous.
The statement about the differentiability of γ is an obvious consequence of (2.27).

As for the last statement, if βmin
t < βmax

t we have σY(βmin
t )t+κW (βmin

t ) = σY(βmax
t )t+

κW (βmax
t ) . Since κW is injective, we have also κW (βmin

t ) 6= κW (βmax
t ) , which excludes

the case t = 0 and implies σY(βmin
t ) 6= σY(βmax

t ) . Then (2.27) gives γ′+(t) < γ′−(t) ,
hence γ is not differentiable at t .

Remark 2.2.8. If σY(0) > 0 , by (2.22) there exists t0 > 0 such that g(t) = γ(t) <

κW (0) for 0 ≤ t < t0 and γ(t) = κW (0) for t ≥ t0 . It is clear that g′−(t0) = γ′−(t0)

and g′+(t0) = 0 . By Proposition 2.2.7 we have that γ′−(t0) = σY(βmax
t0 ) > 0 , so that

g′−(t0) > g′+(t0) .

We also provide an example in which σY(0) = 0 and g , equal to γ by (2.23), is not
everywhere differentiable.

Example 2.2.9. Let us define

σY(β) :=
√
β and W (β) :=

(1− β)2

4
,

so that κW (β) = (1 − β)2 . For 0 < t < 8
3
√

3
, the function Θt(β) := σY(β)t + κW (β)

has exactly two local minimum points in [0, 1] : the first one is 0 , whereas the second
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one is a point αt ∈ (0, 1) . For 0 < t < 4
√

2
3
√

3
, the global minimum of Θt is attained only

at αt ; for t > 4
√

2
3
√

3
, the global minimum of Θt is attained only at 0 (see Figure 2.3).

For t0 = 4
√

2
3
√

3
, there are two different global minimum points: 0 and αt0 . By the last

statement of Proposition 2.2.7, γ is not differentiable at t0 . The previous analysis shows
that γ(t) = Θt(αt) < Θt(0) = κW (0) for t < t0 , while γ(t) = Θt(0) = κW (0) for t ≥ t0 .
So, in this example, the function γ is not differentiable at the first point where it attains
the constant value κW (0) .

0

1

β1

for t < 4
√

2
3
√

3
Θt

for t > 4
√

2
3
√

3
Θt

Figure 2.3: Graph of Θt(β) for different values of t .

Remark 2.2.10. If for every t ≥ 0 the minimum problem (2.17) in the definition of γ has
a unique solution, then γ is differentiable everywhere. Since it is concave, we conclude
that it is of class C1([0,+∞)) . The uniqueness of the solution of (2.17) is always
satisfied if σY is convex. Indeed κW is strictly convex, because its derivative −4

√
W

is increasing. If σY is convex, σY(0) = 0 , and σ′Y(0) > 0 , then g = γ by (2.23), g is
differentiable by the previous analysis, and by Proposition 2.2.6 there exists t0 > 0 such
that g(t) < κW (0) for t < t0 and g(t) = κW (0) for t ≥ t0 . Note that in this case g is
differentiable at the first point in which it attains the constant value κW (0) .

2.3 Proof of the Γ-convergence result in dimension one

In this section we prove Theorem 2.1.1 when n = 1 . We recall that in dimension one
all Sobolev functions have a continuous representative. Without specifying it further
again, we will always identify a function α ∈ H1(Ω) with its continuous representative.

Γ-liminf inequality: dimension one. We start with the proof of the Γ-liminf in-
equality. Let us fix a sequence (uk, αk) in L1(Ω)×L1(Ω) and u ∈ L1(Ω) such that

(uk, αk)→ (u, 1) in L1(Ω)×L1(Ω) . (2.29)

We want to prove that
F0(u, 1) ≤ lim inf

k→+∞
Fk(uk, αk) . (2.30)

It is not restrictive to assume that the liminf in (2.30) is finite, hence

uk ∈ BV (Ω), αk ∈ H1(Ω), and δk ≤ αk ≤ 1 , (2.31)

where δk = δεk > 0 is the sequence fixed in the introduction such that δk/εk → 0 .
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To obtain an estimate from below of the liminf, we will carry out a careful analysis of
the regions on which the damage is concentrating as εk → 0 . To do this, we will study
the Γ-convergence of the sequence of functions αk defined on the space Ω endowed with
the topology induced by R . This notion will be denoted by Γ(R)-convergence.

It is enough to prove (2.30) when Ω is an interval, since the liminf is superadditive.
Let ek ∈ L2(Ω) and pk ∈Mb(Ω) be two sequences such that

Duk = ek + pk in Ω . (2.32)

We will prove that u ∈ BV (Ω) and

F(u) ≤ lim inf
k→+∞

Ek(ek, pk, αk) . (2.33)

We may assume that the liminf in (2.33) is finite and, up to extracting a subsequence,
that it is actually a limit, so that

Ek(ek, pk, αk) ≤ c for every k , (2.34)

for some c ∈ R . We now extract a subsequence of αk , not relabeled, such that

αk Γ(R)-converges to some function α : Ω→ [0, 1] . (2.35)

Remark 2.3.1. For every λ ∈ [0, 1) , the set {α ≤ λ} is finite. Indeed, let E =

{x1, . . . , xr} be any finite subset of {α ≤ λ} and let ς > 0 be such that the inter-
vals [xi − ς, xi + ς] , i = 1, . . . , r , are pairwise disjoint and contained in Ω . Since αk
Γ(R)-converges to α , for every i there exists a recovery sequence xik ∈ (xi−ς/2, xi+ς/2)

converging to xi and such that αk(xik)→ α(xi) as k → +∞ . Moreover, since αk(x)→ 1

for a.e. x ∈ Ω , it is possible to find xi−ς < yi1 < xik < yi2 < xi+ς such that αk(yi1)→ 1 ,
αk(y

i
2)→ 1 . Using Young’s inequality, from (2.34) we deduce that

c ≥
r∑
i=1

xi+ς∫
xi−ς

[W (αk)

εk
+ εk|∇αk|2

]
dx

≥ 2
r∑
i=1

[ xik∫
yi1

√
W (αk)|∇αk|dx+

yi2∫
xik

√
W (αk)|∇αk|dx

]

= 2
r∑
i=1

[ αk(yi1)∫
αk(xik)

√
W (s) ds+

αk(yi2)∫
αk(xik)

√
W (s) ds

]
and letting k → +∞

c ≥ 4

r∑
i=1

1∫
α(xi)

√
W (s) ds =

r∑
i=1

κW (α(xi)) ≥ H0(E)κW (λ) ,

since H0 is the counting measure. It follows that

H0(E) ≤ c

κW (λ)
. (2.36)

Since E was an arbitrary finite subset of {α ≤ λ} and the right hand side of the
estimate (2.36) does not depend on E , we conclude that {α ≤ λ} is finite.
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Remark 2.3.2. Let λ ∈ [0, 1) and let K be a compact set such that K ⊂ {α > λ} . Since
α is lower semicontinuous, we have that λ < minK α ≤ lim infk minK αk , where the last
inequality follows from the lower semicontinuity with respect to the Γ(R)-convergence
of the minimum on compact sets. It follows that αk > λ on K for k large enough.

Lemma 2.3.3. Assume (2.29), (2.31), (2.32), (2.34), and (2.35). The function u be-
longs to BV (Ω) and there exist a subsequence of (ek, pk) (not relabeled), a function
e ∈ L2(Ω) , and a measure p ∈Mb(Ω) such that

Du = e+ p in Ω , (2.37)

ek ⇀ e weakly in L2(A) , (2.38)

pk
∗
⇀ p weakly* inMb(A) , (2.39)

for every open set A b {α > 0}.

Proof. Since {α ≤ 1
2} is finite by Remark 2.3.1, we can find λ ∈ (0, 1

2) such that

λ < min{α(x) : α(x) ≤ 1
2 , α(x) > 0} . (2.40)

From (2.40) it follows that {α ≤ λ} = {α = 0} . Let us consider a sequence of open
sets Aj such that

Aj b Aj+1 ,

+∞⋃
j=1

Aj = {α > λ} . (2.41)

Fix j ≥ 1 . By Remark 2.3.2, αk > λ on Aj for k large enough. From (2.34) we deduce

c ≥
∫
Aj

αk|ek|2 dx ≥ λ
∫
Aj

|ek|2 dx

and hence ||ek||2L2(Aj)
≤ c/λ . Therefore there exists a subsequence, which we do not

relabel, such that
ek ⇀ ej weakly in L2(Aj) ,

and by a diagonal argument it is possible to extract a subsequence, not depending on
j , such that

ek ⇀ ej weakly in L2(Aj) for every j ≥ 1 .

By the lower semicontinuity of the norm, we have ||ej ||2L2(Aj)
≤ c/λ . Therefore there

exists a function e ∈ L2(Ω) such that e = ej on Aj , for every j . It follows that

ek ⇀ e weakly in L2(Aj) . (2.42)

On the other hand, since σY is nondecreasing and by (2.34),

c ≥
∫
Aj

σY(αk) d|pk| ≥ σY(λ)|pk|(Aj) ,

from which it follows that pk is bounded in Mb(Aj) . Thus there exists a subsequence
(which we do not relabel) and a measure pj ∈Mb(Aj) such that

pk
∗
⇀ pj weakly* inMb(Aj) .
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By a diagonal argument, there exists a subsequence, not depending on j , such that

pk
∗
⇀ pj weakly* inMb(Aj) for every j ≥ 1 .

By the lower semicontinuity of the total variation, it follows that |pj |(Aj) ≤ c/σY(λ) ,
and hence there exists a measure p ∈Mb({α > 0}) such that p Aj = pj , for every j .
This yields

pk
∗
⇀ p weakly* inMb(Aj) . (2.43)

From (2.42) and (2.43), it follows that u ∈ BV (Aj) , Du = e + p in Aj , and
Duk

∗
⇀ Du in Mb(Aj) , for every j ≥ 1 . Since

||e||2L2(Aj)
≤ c

λ
and |p|(Aj) ≤

c

σY(λ)
for every j ≥ 1 ,

we deduce that u ∈ BV ({α > 0}) , with Du = e + p in the open set {α > 0} . Since
the set {α = 0} is finite and the right and left limits u+ and u− are well defined and
finite on each point of {α = 0} , we conclude that u ∈ BV (Ω) . The measure p ∈Mb(Ω)

extended to Ω by

p := p {α > 0}+ (u+ − u−)H0 {α = 0}

satisfies (2.39) and (2.37).

Remark 2.3.4. If {α = 0} 6= Ø , the assumptions of Lemma 2.3.3 do not imply that the
sequence ek is bounded in L2(Ω) , as the following example shows. Let Ω be the interval
(−1, 1) , εk = 1

k ,

uk :=


0 in (−1,− 1

2k ) ,

kx+ 1
2 in [− 1

2k ,
1
2k ] ,

1 in ( 1
2k , 1) ,

αk :=


1 in (−1,− 1

k ) ∪ ( 1
k , 1) ,

δk in (− 1
2k ,

1
2k ) ,

−2k(1− δk)(x+ 1
2k ) + δk in [− 1

k ,−
1
2k ] ,

2k(1− δk)(x− 1
2k ) + δk in [ 1

2k ,
1
k ] .

ek := Duk in (−1, 1) , and pk := 0 in (−1, 1) . Then

u =

{
0 in (−1, 0) ,

1 in (0, 1) ,
α =

{
1 in (−1, 0) ∪ (0, 1) ,

0 in {0} ,

and it is easy to see that the assumptions of Lemma 2.3.3 are satisfied, while ek = 1
2k

on (− 1
k ,

1
k ) , hence it is unbounded in L2(Ω) .

Remark 2.3.5. Assume σY(0) > 0 . By (2.34) and (2.1), we obtain that |pk|(Ω) is
bounded uniformly with respect to k . This implies that there exists a subsequence (not
relabeled) and q ∈ Mb(Ω) such that pk converges to q weakly* in Mb(Ω) . It is easy
to see that q {α > 0} = p {α > 0} , but, in general, q {α = 0} 6= p {α = 0} =

(u+ − u−)H0 {α = 0} . Indeed, in the example of the previous remark, Lemma 2.3.3
gives e = 0 in (−1, 1) and p = H0 {0} in (−1, 1) . On the other hand, the weak* limit
q of pk is identically zero, which is obviously different from p on {α = 0} = {0} .
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We are now able to prove (2.33).

Proposition 2.3.6. Let e ∈ L2(Ω) and p ∈ Mb(Ω) be given by Lemma 2.3.3, in such
a way that (2.37), (2.38), and (2.39) hold. Then

1

2

∫
Ω

|e|2 dx ≤ lim inf
k→+∞

1

2

∫
Ω

αk|ek|2 dx , (2.44)

σY(1)|p|(Ω \ Ju) +
∑
x∈Ju

g(|[u](x)|) ≤ lim inf
k→+∞

[H(pk, αk) +Wk(αk)] . (2.45)

Moreover, (2.33) holds.

Proof. Let us fix η ∈ (0, 1] . By Remark 2.3.1, the set {α ≤ 1−η} is finite, hence we can
write {α ≤ 1 − η} = {x1, . . . , xr} with x1 < · · · < xr . Moreover, let ∂Ω = {x0, xr+1} .
Finally, let ς0 > 0 be such that the intervals [xi − ς0, xi + ς0] , i = 0, . . . , r + 1 , are
pairwise disjoint. For ς ∈ (0, ς0) , let

Aς := Ω \
( r+1⋃
i=0

[xi − ς, xi + ς]
)
.

Since Aς b {α > 1− η} , we have αk > 1− η for k large enough, by Remark 2.3.2.
Moreover (2.38) and (2.39) hold with A = Aς . By the lower semicontinuity of the norm
in L2(Aς) and in Mb(Aς) , it follows that

1− η
2

∫
Aς

|e|2 dx ≤ lim inf
k→+∞

1− η
2

∫
Aς

|ek|2 dx ≤ lim inf
k→+∞

1

2

∫
Ω

αk|ek|2 dx , (2.46)

σY(1− η)|p|(Aς) ≤ lim inf
k→+∞

σY(1− η)|pk|(Aς) ≤ lim inf
k→+∞

∫
Aς

σY(αk) d|pk| . (2.47)

Let i = 1, . . . , r . Arguing as in Remark 2.3.1, we can find a sequence xik → xi , with
αk(x

i
k)→ α(xi) , and xi− ς < yi1 < xik < yi2 < xi+ ς such that αk(yi1)→ 1 , αk(yi2)→ 1 ,

yielding

lim inf
k→+∞

xi+ς∫
xi−ς

[W (αk)

εk
+ εk|∇αk|2

]
dx

≥ lim inf
k→+∞

2
[ xik∫
yi1

√
W (αk)|∇αk|dx+

yi2∫
xik

√
W (αk)|∇αk|dx

]
≥ κW (α(xi)) .

(2.48)

If α(xi) = 0 , the only estimate from below we can obtain is

lim inf
k→+∞

∫
[xi−ς,xi+ς]

σY(αk) d|pk| ≥ 0 . (2.49)

Indeed, the example in Remark 2.3.5 shows that we cannot get a better estimate, even
if σY(0) > 0 .
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If, instead, α(xi) > 0 , we can fix ω > 0 such that α(xi) − ω > 0 . Since αk
Γ(R)-converges to α , then

α(xi) = sup
ρ>0

lim inf
k→+∞

inf
|x−xi|<ρ

αk(x) ,

and therefore there exists ρi > 0 such that

α(xi)− ω < lim inf
k→+∞

inf
|x−xi|<ρi

αk(x) ,

from which it follows that for k large enough

α(xi)− ω < inf
|x−xi|<ρi

αk(x) .

Hence, if ς0 = ς0(ω) > 0 is small enough, by (2.39) we obtain

σY(α(xi)− ω)|p({xi})| ≤ σY(α(xi)− ω)|p|((xi − ς, xi + ς))

≤ lim inf
k→+∞

σY(α(xi)− ω)|pk|((xi − ς, xi + ς)) ≤ lim inf
k→+∞

∫
[xi−ς,xi+ς]

σY(αk) d|pk| , (2.50)

for every ς ∈ (0, ς0) . Summing (2.47)–(2.50), by the superadditivity of the liminf we
deduce that

σY(1− η)|p|(Aς) +
∑

x∈{0<α≤1−η}

σY(α(x)− ω)|p({x})|+
∑

x∈{α≤1−η}

κW (α(x))

≤ lim inf
k→+∞

[H(pk, αk) +Wk(αk)] .

(2.51)

Letting ς → 0+ , ω → 0+ , and then η → 0+ in (2.46) and (2.51), we obtain (2.44)
and

σY(1)|p|({α = 1}) +
∑

x∈{0<α<1}

σY(α(x))|p({x})|+
∑

x∈{α<1}

κW (α(x))

≤ lim inf
k→+∞

[H(pk, αk) +Wk(αk)] .

(2.52)

By (2.37) and by the general properties of the Cantor part of Du , we have p(B \ Ju) =

0 for every countable set B . Since {α < 1} is countable, using the definition of g
(see (2.7)) and the inequality g(z) ≤ σY(1)|z| , we get

σY(1)|p|(Ω \ Ju) +
∑
x∈Ju

g(|[u](x)|)

= σY(1)|p|({α = 1}) +
∑

x∈{α<1}

g(|p({x})|)− σY(1)|p|(Ju ∩ {α = 1}) +
∑

x∈Ju∩{α=1}

g(|[u](x)|)

≤ σY(1)|p|({α = 1}) +
∑

x∈{α<1}

g(|p({x})|)

≤ σY(1)|p|({α = 1}) +
∑

x∈{0<α<1}

σY(α(x))|p({x})|+
∑

x∈{α<1}

κW (α(x)) ,

which, together with (2.52), gives (2.45).
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By (2.12) we have

F(u) ≤ 1

2

∫
Ω

|e|2 dx+ σY(1)|p|(Ω \ Ju) +
∑
x∈Ju

g(|[u](x)|) ,

so that (2.44) and (2.45) yield (2.33). This concludes the proof.

Remark 2.3.7. With respect to (2.45), inequality (2.52) proved in Proposition 2.3.6 gives
a more precise estimate from below, which takes into account the asymptotic values of
the damage variable on sets of Lebesgue measure zero. Unfortunately, it is not clear
how to extend this result to dimension n > 1 .

Inequality (2.30) now simply follows from (2.33) by choosing ek ∈ L2(Ω) and pk ∈
Mb(Ω) such that Duk = ek + pk in Ω and

Fk(uk, αk) = Ek(ek, pk, αk) .

Γ-limsup inequality: dimension one. We now prove the Γ-limsup inequality. We
start with the following preliminary result concerning the domain of the limit functional
in the one-dimensional setting.

Proposition 2.3.8. Let Ω ⊂ R be a bounded open set. Let u ∈ GBV (Ω) ∩ L1(Ω) be
such that F(u) < +∞. Then u ∈ BV (Ω) .

Proof. For every open set A ⊂ Ω we define

Ψ(u;A) :=

∫
A

|∇u| dx+ |Dcu|(A) +
∑

x∈(Ju\J1
u)∩A

|[u](x)|+H0(J1
u ∩A) ,

where J1
u := {x ∈ Ju : |[u](x)| ≥ 1} . By (2.13) and (2.19), there exists a constant

c > 0 such that Ψ(u; Ω) ≤ c(F(u) + 1) < +∞ . By Proposition 1.3.2 we conclude the
proof.

We now construct a recovery sequence. More precisely, we prove the following result.

Proposition 2.3.9. For every u ∈ BV (Ω) with F(u) < +∞, there exist uk ∈ BV (Ω) ,
ek ∈ L2(Ω) , pk ∈Mb(Ω) , and αk ∈ H1(Ω) such that

(uk, αk)→ (u, 1) in L1(Ω)×L1(Ω) ,

Duk = ek + pk in Ω ,

lim sup
k→+∞

Ek(ek, pk, αk) ≤ F(u) . (2.53)

Proof. Let us fix u ∈ BV (Ω) with F(u) < +∞ . By Proposition 2.2.2 there exist
e ∈ L2(Ω) and p ∈Mb(Ω) such that Du = e+ p in Ω \ Ju and

F(u) =
1

2

∫
Ω

|e|2 dx+ σY(1)|p|(Ω \ Ju) +
∑
x∈Ju

g(|[u](x)|) . (2.54)

For every λ > 0 , the set
Jλu := {x ∈ Ju : |[u](x)| ≥ λ} ,
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is finite. Let η > 0 and let us choose λ > 0 such that

σY(1)|p|(Ω \ Jλu ) ≤ σY(1)|p|(Ω \ Ju) + η . (2.55)

For simplicity, let us assume for the moment that Jλu = {x0} . From the definition of g
in (2.7), we have that there exists a value α0 ∈ [0, 1] such that

g(|[u](x0)|) =

{
σY(α0)|[u](x0)|+ κW (α0) if α0 > 0 ,

κW (0) if α0 = 0 .

If α0 = 1 , then we have trivially

lim sup
k→+∞

Ek(e, p, 1) ≤ F(u) ,

since g(|[u](x0)|) = σY(1)|[u](x0)| .
Let us discuss the case α0 < 1 . We define now a suitable infinitesimal sequence τk , as

in the proof of [56, Theorem 3.3]. Let h1(τ) := W (1−τ) , h2(τ) := (
∫ 1−τ
α0

W (s)−
1
2 ds)−1 .

The function (h1h2)
1
2 is strictly increasing and infinitesimal in 0 , and h1/h2 is infinites-

imal in 0 . Indeed, since W is decreasing,

h1(τ)

h2(τ)
= W (1− τ)

1−τ∫
α0

W (s)−
1
2 ds ≤ (1− τ)W (1− τ)

1
2 → 0 as τ → 0 .

Let τk be such that (h1(τk)h2(τk))
1
2 = εk . In this way

W (1− τk)
εk

=
h1(τk)

εk
→ 0 and ζk := εk

1−τk∫
α0+δk

W (s)−
1
2 ds =

εk
h2(τk)

+ o(εk)→ 0

(2.56)
as k → +∞ .

Let us consider the solution ψk of the differential equationψ′k =
1

εk

√
W (ψk) ,

ψk(0) = α0 + δk .

(2.57)

The solution of (2.57) is given by the inverse of the function

z ∈ [α0 + δk, 1− τk] 7→ εk

z∫
α0+δk

W (s)−
1
2 ds ∈ [0, ζk] .

Moreover, let ςk be an infinitesimal sequence such that

ςk
εk
→ 0 and

δk
ςk
→ 0 . (2.58)

Let Ak := [x0−ςk, x0+ςk] and Bk := [x0−ςk−ζk, x0−ςk]∪[x0+ςk, x0+ςk+ζk] . It is not
restrictive to assume that ∂Ak∩Ju = Ø for every k , so that the precise values ũ(x0−ςk)
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and ũ(x0 + ςk) are well defined. Let uk ∈ BV (Ω) be the affine interpolation between
ũ(x0 − ςk) and ũ(x0 + ςk) on Ak , while uk := u out of Ak . Finally, let αk ∈ H1(Ω) be
defined as

αk(x) :=


1− τk if x ∈ Ω \ (Ak ∪Bk) ,
α0 + δk if x ∈ Ak ,
ψk(|x− x0| − ςk) if x ∈ Bk .

Let us notice that δk ≤ αk ≤ 1 .
Let us discuss the case α0 > 0 first. In this case, let ek ∈ L2(Ω) , pk ∈ Mb(Ω) be

defined by

ek :=

{
e in Ω \Ak ,
0 in Ak ,

pk :=

{
p in Ω \Ak ,
∇ukL1 in Ak .

Let us estimate Fk(uk, αk) :∫
Ω

αk|ek|2 dx =

∫
Ω\Ak

αk|e|2 dx ≤
∫

Ω\Ak

|e|2 dx . (2.59)

∫
Ω\Ak

σY(αk) d|pk| ≤ σY(1)|p|(Ω \Ak) . (2.60)

Since uk is linear in Ak , we have∫
Ak

σY(αk) d|pk| = σY(α0 + δk)

∫
Ak

|∇uk(x)| dx

= σY(α0 + δk)

∫
Ak

∣∣∣ ũ(x0 + ςk)− ũ(x0 − ςk
)

2ςk

∣∣∣dx
= σY(α0 + δk)|ũ(x0 + ςk)− ũ(x0 − ςk)| .

(2.61)

Moreover ∫
Ω\(Ak∪Bk)

[W (αk)

εk
+ εk|∇αk|2

]
dx =

W (1− τk)
εk

L1(Ω) , (2.62)

is infinitesimal as k → +∞ by (2.56), and∫
Ak

[W (αk)

εk
+ εk|∇αk|2

]
dx =

∫
Ak

[W (α0 + δk)

εk

]
dx = W (α0 + δk)

2ςk
εk

(2.63)

goes to 0 as k → +∞ by (2.58).
Finally, from the definition of αk in Bk it turns out that the equality in Young’s

inequality holds, and hence

∫
Bk

[W (αk)

εk
+ εk|∇αk|2

]
dx = 2

∫
Bk

√
W (αk)|∇αk| dx = 4

1−τk∫
α0+δk

√
W (s) ds . (2.64)
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By (2.58), summing (2.59)–(2.64), and passing to the limsup we obtain

lim sup
k→+∞

Ek(ek, pk, αk) ≤
1

2

∫
Ω

|e|2 dx+ σY(1)|p|(Ω \ {x0}) + σY(α0)|[u](x0)|+ κW (α0)

=
1

2

∫
Ω

|e|2 dx+ σY(1)|p|(Ω \ {x0}) + g(|[u](x0)|) .

Let us discuss the case α0 = 0 . Let us define this time

ek(x) :=

{
e(x) if x ∈ Ω \Ak ,
∇uk(x) if x ∈ Ak ,

pk :=

{
p in Ω \Ak ,
0 in Ak .

The term ∫
Ω\Ak

αk|ek|2 dx ≤
∫

Ω\Ak

|e|2 dx (2.65)

can be treated as in (2.59). Moreover∫
Ak

αk|ek|2 dx =

∫
Ak

αk|∇uk|2 dx ≤
∫
Ak

δk

∣∣∣ ũ(x0 + ςk)− ũ(x0 − ςk)
2ςk

∣∣∣2 dx

≤ δk
2ςk
|ũ(x0 + ςk)− ũ(x0 − ςk)|2 .

(2.66)

By (2.58), by summing (2.60), (2.62)–(2.66), and passing to the limsup, we obtain

lim sup
k→+∞

Ek(ek, pk, αk) ≤
1

2

∫
Ω

|e|2 dx+ σY(1)|p|(Ω \ {x0}) + κW (0)

=
1

2

∫
Ω

|e|2 dx+ σY(1)|p|(Ω \ {x0}) + g(|[u](x0)|) .

Arguing in this way for all the elements of Jλu , by the choice of λ made in (2.55),
and by (2.54) we get

lim sup
k→+∞

Ek(ek, pk, αk) ≤
1

2

∫
Ω

|e|2 dx+ σY(1)|p|(Ω \ Jλu ) +
∑
x∈Jλu

g(|[u](x)|)

≤ F(u) + η ,

which yields (2.53) by letting η → 0 .

2.4 Proof of the Γ-convergence result in the general case

To study the n-dimensional case, we shall use the localized version of the functionals
introduced in (2.2) and (2.4): they are defined for every open set A ⊂ Ω , for every
u ∈ BV (A) , and for every α ∈ H1(A) by

Wk(α;A) :=

∫
A

[W (α)

εk
+ εk|∇α|2

]
dx ,

Fk(u, α;A) :=

∫
A

fk(α, |∇u|) dx+

∫
A

σY(α̃) d|Dsu|+Wk(α;A) ,
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and extended to +∞ otherwise in L1(Ω) and L1(Ω)×L1(Ω) respectively. For the lo-
calized version of the Γ-limits, we adopt the notation

F ′(·, ·;A) := Γ- lim inf
k→+∞

Fk(·, ·;A) and F ′′(·, ·;A) := Γ- lim sup
k→+∞

Fk(·, ·;A) .

We omit the indication of the set when A = Ω .

Γ-liminf inequality: the general case. We start by proving the Γ-liminf inequality
by employing a slicing argument.

Proposition 2.4.1. For every u ∈ L1(Ω) we have F0(u, 1) ≤ F ′(u, 1) .

Proof. We first prove the proposition under the additional assumption that ||u||L∞(Ω) ≤
M for some constant M > 0 . Let us consider a sequence (uk, αk) ∈ L1(Ω)×L1(Ω) and
u ∈ L1(Ω) such that (uk, αk)→ (u, 1) in L1(Ω)×L1(Ω) and

F ′(u, 1) = lim inf
k→+∞

Fk(uk, αk) . (2.67)

We can always assume that the liminf in (2.67) is a limit and that Fk(uk, αk) is bounded,
and hence uk ∈ BV (Ω) , αk ∈ H1(Ω) , and δk ≤ αk ≤ 1 . Let ek ∈ L2(Ω;Rn) and
pk ∈Mb(Ω;Rn) be such that Duk = ek + pk and

Ek(ek, pk, αk) = Fk(uk, αk) ≤ c . (2.68)

Let us fix ξ ∈ Sn−1 . Then there exists a subsequence (not relabeled), possibly
depending on ξ , such that

((uk)
ξ
y, (αk)

ξ
y)→ (uξy, 1) in L1(Ωξ

y)×L1(Ωξ
y) for Hn−1-a.e. y ∈ Πξ.

Since uk ∈ BV (Ω) , we know that (uk)
ξ
y ∈ BV (Ωξ

y) for Hn−1 -a.e. y ∈ Πξ and that the
measures Duk · ξ and |Duk · ξ| are decomposed as

Duk · ξ(B) =

∫
Πξ

(D(uk)
ξ
y)(B

ξ
y) dHn−1(y),

|Duk · ξ|(B) =

∫
Πξ

|D(uk)
ξ
y|(Bξ

y) dHn−1(y) ,

for every Borel set B ⊂ Ω . Since Duk = ek + pk , it is immediate to deduce that

pk · ξ(B) =

∫
Πξ

(p̂k)
ξ
y(B

ξ
y) dHn−1(y),

|pk · ξ|(B) =

∫
Πξ

|(p̂k)ξy|(Bξ
y) dHn−1(y) ,

where the measures (p̂k)
ξ
y ∈Mb(Ω

ξ
y) are defined by (p̂k)

ξ
y := D(uk)

ξ
y − (êk)

ξ
y .

To apply the results of the one dimensional case, we first have to check that (α̃k)
ξ
y

coincides with the continuous representative of (αk)
ξ
y ∈ H1(Ωξ

y) for Hn−1 -a.e. y ∈ Πξ .
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Indeed, α̃k is the precise representative of αk , in the sense of (1.3) and this implies, by [7,
Theorem 3.108], that for Hn−1 -a.e. y ∈ Πξ the function (α̃k)

ξ
y is a good representative

of (αk)
ξ
y , meaning that its pointwise total variation coincides with the total variation of

(αk)
ξ
y . This implies that (α̃k)

ξ
y must be the continuous representative of (αk)

ξ
y .

From the Fubini Theorem it follows that
1

2

∫
Ω

αk|ek|2 dx ≥ 1

2

∫
Ω

αk|ek · ξ|2 dx =
1

2

∫
Πξ

∫
Ωξy

(αk)
ξ
y|(êk)ξy|2 dt dHn−1(y) ,

and ∫
Ω

σY(α̃k) d|pk|+
∫
Ω

[W (αk)

εk
+ εk|∇αk|2

]
dx

≥
∫
Ω

σY(α̃k) d|pk · ξ|+
∫
Ω

[W (αk)

εk
+ εk|∇αk · ξ|2

]
dx

=

∫
Πξ

{∫
Ωξy

σY((α̃k)
ξ
y)) d|(p̂k)ξy|+

∫
Ωξy

[W ((αk)
ξ
y)

εk
+ εk|∇(αk)

ξ
y|2
]

dt
}

dHn−1(y) .

Summing the previous inequalities and using (2.68) we obtain that∫
Πξ

Eξ,yk ((êk)
ξ
y, (p̂k)

ξ
y, (αk)

ξ
y) dHn−1(y) ≤ Fk(uk, αk) ≤ c , (2.69)

where Eξ,yk is defined by

Eξ,yk (e, p, α) :=
1

2

∫
Ωξy

α|e|2 dt+

∫
Ωξy

σY(α) d|p|+
∫
Ωξy

[W (α)

εk
+ εk|∇α|2

]
dt

for every e ∈ L2(Ωξ
y) , p ∈ Mb(Ω

ξ
y) , and α ∈ H1(Ωξ

y) with δk ≤ α ≤ 1 . By the Fatou
Lemma we have that

lim inf
k→+∞

Eξ,yk ((êk)
ξ
y, (p̂k)

ξ
y, (αk)

ξ
y) < +∞ (2.70)

for Hn−1 -a.e. y ∈ Πξ .
Let us fix y ∈ Πξ such that (2.70) holds. Up to a subsequence, possibly depending

on y , we can suppose that the liminf in (2.70) is actually a limit. By Lemma 2.3.3
and Proposition 2.3.6, we have that uξy ∈ BV (Ωξ

y) and there exist eξ,y ∈ L2(Ωξ
y) ,

pξ,y ∈Mb(Ω
ξ
y) such that Duξy = eξ,y + pξ,y ,

1

2

∫
Ωξy

|eξ,y(t)|2 dt ≤ lim inf
k→+∞

1

2

∫
Ωξy

(αk)
ξ
y(t)|(êk)ξy(t)|2 dt , (2.71)

and

σY(1)|pξ,y|(Ωξ
y \ Juξy) +

∑
t∈J

u
ξ
y

g(|[uξy](t)|)

≤ lim inf
k→+∞

{∫
Ωξy

σY((αk)
ξ
y)) d|(p̂k)ξy|+

∫
Ωξy

[W ((αk)
ξ
y)

εk
+ εk|∇(αk)

ξ
y|2
]

dt
}
.

(2.72)
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We now prove that u ∈ BV (Ω) by showing that (1.8) holds. From the additive
decomposition of Duξy we get

|Duξy|(Ωξ
y) ≤

∫
Ωξy

|eξ,y|dt+ |pξ,y|(Ωξ
y)

≤ 1

2
L1(Ωξ

y) +
1

2

∫
Ωξy

|eξ,y|2 dt+ |pξ,y|(Ωξ
y \ Juξy) + |pξ,y|(Juξy) .

(2.73)

Let us estimate the last term in the sum. By (2.19), using the a priori bound ||u||L∞(Ω) ≤
M , we obtain

|pξ,y|(Juξy) =
∑

t∈{|[uξy ]|<1}

|[uξy](t)|+
∑

t∈{|[uξy ]|≥1}

|[uξy](t)|

≤
∑

t∈{|[uξy ]|<1}

1

g(1)
g(|[uξy](t)|) +

∑
t∈{|[uξy ]|≥1}

2M

g(1)
g(|[uξy](t)|) ≤ c

∑
t∈J

u
ξ
y

g(|[uξy](t)|) .
(2.74)

By (2.71)–(2.74), by Fatou Lemma, and by (2.69) it follows that∫
Πξ

|Duξy|(Ωξ
y) dHn−1(y) ≤ C

[
1 +

∫
Πξ

lim inf
k→+∞

Eξ,yk ((êk)
ξ
y, (p̂k)

ξ
y, (αk)

ξ
y) dHn−1(y)

]
≤ C

[
1 + lim inf

k→+∞

∫
Πξ

Eξ,yk ((êk)
ξ
y, (p̂k)

ξ
y, (αk)

ξ
y) dHn−1(y)

]
≤ C

[
1 + lim inf

k→+∞
Fk(uk, αk)

]
< +∞ .

This proves that u ∈ BV (Ω) .
We can now go back to the proof of the estimate from below F(u) ≤ F ′(u, 1) .

Summing (2.71) and (2.72), we obtain that∫
Ωξy

f(1, |∇uξy|) dt+ σY(1)|Dcuξy|(Ωξ
y) +

∑
t∈J

u
ξ
y

g(|[uξy](t)|)

≤ lim inf
k→+∞

Eξ,yk ((êk)
ξ
y, (p̂k)

ξ
y, (αk)

ξ
y) .

Integrating the inequality above with respect to y ∈ Πξ and using the Fatou Lemma,
from (2.69) and (2.67) we obtain∫

Ω

f(1, |∇u · ξ|) dt+ σY(1)|Dcu · ξ|(Ω) +

∫
Ju

g(|[u]|)|νu · ξ| dHn−1 ≤ F ′(u, 1) . (2.75)

To get rid of ξ , we use a localization argument. Let (ξi)i be a dense sequence in Sn−1

and let
µ := Ln + |Dcu|+Hn−1 Ju .

Let Σ be a Borel set containing Ju such that Ln(Σ) = 0 and |Dsu|(Ω \ Σ) = 0 . For
every ξ , we define the function

ϕξ := f(1, |∇u · ξ|)1Ω\Σ + σY(1)|χu · ξ|1Σ\Ju + g(|[u]|)|νu · ξ|1Ju ,
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where χu = dDcu
d|Dcu| is the density of the measure Dcu with respect to its total variation.

It is immediate to obtain estimate (2.75) on every open set contained in Ω . This implies
that ∫

Ai

ϕξi dµ ≤ F ′(u, 1;Ai)

for every i and for every open set Ai ⊂ Ω . Since F ′(u, 1; ·) is superadditive, we obtain

∑
i

∫
Ai

ϕξi dµ ≤
∑
i

F ′(u, 1;Ai) ≤ F ′(u, 1)

for every sequence Ai of pairwise disjoint open sets contained in Ω . By Lemma 1.4.7,
the supremum of the left hand side is given by∫

Ω

sup
i
ϕξi dµ .

Since

sup
i
f(1, |∇u · ξi|) = f(1, |∇u|) , sup

i
|χu · ξi| = 1 , sup

i
|νu · ξi| = 1 ,

this concludes the proof in the case ||u||L∞(Ω) ≤M .
The general case is treated with a truncation argument. Let M > 0 be any positive

constant. Let us consider the functions

uk,M := (−M ∨ uk) ∧M and uM := (−M ∨ u) ∧M .

Notice that uk,M → uM in L1(Ω) , αk → 1 in L1(Ω) , and

Fk(uk,M , αk) ≤ Fk(uk, αk) ≤ c ,

since the functionals are decreasing by truncation. From the bounded case, it follows
that uM ∈ BV (Ω) and

F(uM ) ≤ lim inf
k→+∞

Fk(uk,M , αk) ≤ lim inf
k→+∞

Fk(uk, αk) = F ′(u, 1) .

By letting M → +∞ we conclude that u ∈ GBV (Ω) and F(u) ≤ F ′(u, 1) .

Γ-limsup inequality: the general case. To prove the Γ-limsup inequality, we shall
apply an integral representation result to the limit functional. In order to do this, we
use the notion of Γ-convergence, for which we refer to Subsection 1.4.2.

We start with a rough estimate of the Γ-limsup.

Proposition 2.4.2. There exists a constant C > 0 such that for all u ∈ BV (Ω) and
for every open set A we have

F ′′(u, 1;A) ≤ C|Du|(A) .
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Proof. Let us choose uk = u and αk = 1 for every k . In this way

F ′′(u, 1;A) ≤ lim sup
k→+∞

Fk(u, 1;A)

≤
∫
A

f(1, |∇u|) dx+ σY(1)|Dsu|(A) ≤ C|Du|(A) ,
(2.76)

where we used (2.13) in the last inequality.

We now use a slicing and averaging argument due to De Giorgi in order to prove the
weak subadditivity of the Γ-limsup.

Lemma 2.4.3. Let u ∈ L1(Ω) , let A′, A,B be open subset of Ω with A′ b A. Then

F ′′(u, 1;A′ ∪B) ≤ F ′′(u, 1;A) + F ′′(u, 1;B) .

Proof. Let (uAk , α
A
k ), (uBk , α

B
k ) ∈ L1(Ω)×L1(Ω) be such that

(uAk , α
A
k ), (uBk , α

B
k )→ (u, 1) in L1(Ω)×L1(Ω)

and

lim sup
k→+∞

Fk(uAk , αAk ;A) = F ′′(u, 1;A), lim sup
k→+∞

Fk(uBk , αBk ;B) = F ′′(u, 1;B) .

We can assume that both F ′′(u, 1;A) and F ′′(u, 1;B) are finite, otherwise the statement
is trivial. In particular uAk ∈ BV (A), uBk ∈ BV (B) , αAk ∈ H1(A), αBk ∈ H1(B) , and
δk ≤ αAk , α

B
k ≤ 1 . Let d := dist(A′, ∂A) > 0 and let h ∈ N . Let A0 := A′ and

Ah+1 := A . We consider a chain of open sets A1, . . . , Ah such that Ai b Ai+1 and
dist(Ai, ∂Ai+1) ≥ d/(h + 1) for every 0 ≤ i ≤ h − 1 . Let ϕi ∈ C1

c (Ω) be a cut-off
function between Ai and Ai+1 , i.e., 0 ≤ ϕi ≤ 1 , supp(ϕi) ⊂ Ai+1 , and ϕi = 1 in a
neighborhood of Ai . We assume in addition that ||∇ϕi||L∞(Ω) ≤ 2(h+ 1)/d . We set

uik := ϕiu
A
k + (1− ϕi)uBk ∈ BV (A′ ∪B) ,

and we define the functions αik ∈ H1(A′ ∪B) as in [24, Lemma 6.2]:

αik :=


ϕi−1α

A
k + (1− ϕi−1)(αAk ∧ αBk ) in Ai ,

αAk ∧ αBk in Ai+1 \Ai ,
ϕi+1(αAk ∧ αBk ) + (1− ϕi+1)αBk in Ω \Ai+1 .

Let us notice that δk ≤ αik ≤ 1 . Let 1 ≤ i ≤ h− 1 . We estimate Fk on A′ ∪ B in the
following way

Fk(uik, αik;A′ ∪B) ≤ Fk(uik, αik; (A′ ∪B) ∩Ai−1) + Fk(uik, αik;B \Ai+2)

+ Fk(uik, αik;B ∩ (Ai+2 \Ai−1))

≤ Fk(uAk , αAk ;Ai−1) + Fk(uBk , αBk ;B \Ai+2)

+ Fk(uik, αik;B ∩ (Ai+2 \Ai−1)) .

(2.77)

We need only to bound the last term:

Fk(uik, αik;B ∩ (Ai+2 \Ai−1)) ≤ Fk(uik, αik;Si+1) + Fk(uik, αik;Si) + Fk(uik, αik;Si−1) ,



42 2. Γ-limit of gradient damage models coupled with plasticity

where Si = B ∩ (Ai+1 \Ai) for 0 ≤ i ≤ h− 1 . Since αik ≥ αAk ∧ αBk , we have∫
Si+1

W (αik)

εk
dx ≤

∫
Si+1

W (αAk ∧ αBk )

εk
dx ≤ Fk(uAk , αAk ;Si+1) + Fk(uBk , αBk ;Si+1) .

Moreover∫
Si+1

|∇αik|2 dx

=

∫
Si+1

|∇ϕi+1((αAk ∧ αBk )− αBk ) + ϕi+1∇(αAk ∧ αBk ) + (1− ϕi+1)∇αBk |2 dx

≤
∫

Si+1

2||∇ϕi+1||2L∞(Ω)|(α
A
k ∧ αBk )− αBk )|2 + 2|∇(αAk ∧ αBk )|2 + 2|∇αBk |2 dx

≤ c(h+ 1)2

d2

∫
Si+1

|αAk − αBk |2 dx+ c

∫
Si+1

|∇αAk |2 dx+ c

∫
Si+1

|∇αBk |2 dx

and hence, using the fact that αik ≤ αBk (and α̃ik ≤ α̃Bk ) in Si+1 and the monotonicity
of σY and of f with respect to the first variable, we get

Fk(uik, αik;Si+1) =

∫
Si+1

f(αik, |∇uik|) dx+

∫
Si+1

σY(α̃ik) d|Dsuik|+W(αik;Si+1)

≤
∫

Si+1

f(αBk , |∇uBk |) dx+

∫
Si+1

σY(α̃Bk ) d|DsuBk |+W(αik;Si+1)

≤ c
[
Fk(uAk , αAk ;Si+1) + Fk(uBk , αBk ;Si+1)

]
+
c(h+ 1)2

d2
εk

∫
Si+1

|αAk − αBk |2 dx .

(2.78)

In the same way, we estimate

Fk(uik, αik;Si−1) ≤ c
[
Fk(uAk , αAk ;Si−1) + Fk(uBk , αBk ;Si−1)

]
+
c(h+ 1)2

d2
εk

∫
Si−1

|αAk − αBk |2 dx. (2.79)

It remains to bound Fk(uik, αik;Si) . This time we use the fact that in Si we have

Duik = ∇ϕi(uAk − uBk ) + ϕiDu
A
k + (1− ϕi)DuBk ,

from which it follows that

∇uik = ∇ϕi(uAk − uBk ) + ϕi∇uAk + (1− ϕi)∇uBk ,
Dsuik = ϕiD

suAk + (1− ϕi)DsuBk .
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Using the convexity of f with respect to the second variable and (2.14), this implies
that

Fk(uik, αik;Si) =

∫
Si

f(αik, |∇uik|) dx+

∫
Si

σY(α̃ik) d|Dsuik|+W(αik;Si)

≤
∫
Si

2f(αAk ∧ αBk , |∇ϕi(uAk − uBk )|) dx+

∫
Si

2f(αAk , |∇uAk |) dx

+

∫
Si

2f(αBk , |∇uBk |) dx+

∫
Si

σY(α̃Ak ) d|DsuAk |+
∫
Si

σY(α̃Bk ) d|DsuBk |

+W(αAk ;Si) +W(αBk ;Si)

≤ c
[
Fk(u

A
k , α

A
k ;Si) + Fk(u

B
k , α

B
k ;Si)

]
+
c(h+ 1)

d

∫
Si

|uAk − uBk |dx ,

(2.80)

where we used (2.13). Summing (2.77)–(2.80), we obtain

Fk(uik, αik;A′ ∪B) ≤ Fk(uAk , αAk ;A) + Fk(uBk , αBk ;B)

+ c
[
Fk(uAk , αAk ;B ∩ (Ai+2 \Ai−1)) + Fk(uBk , αBk ;B ∩ (Ai+2 \Ai−1))

]
+
c(h+ 1)2

d2
εk

∫
B∩(Ai+2\Ai−1)

|αAk − αBk |2 dx+
c(h+ 1)

d

∫
B∩(Ai+2\Ai−1)

|uAk − uBk |dx.

Now, summing on i between 1 and h − 1 and taking the average, we obtain that for
every k there exists an index ik such that

Fk(uikk , α
ik
k ;A′ ∪B) ≤ Fk(uAk , αAk ;A) + Fk(uBk , αBk ;B)

+
c

h− 1

[
Fk(uAk , αAk ;B ∩ (A \A′)) + Fk(uBk , αBk ;B ∩ (A \A′))

]
+
c(h+ 1)2

d2(h− 1)
εk

∫
B∩(A\A′)

|αAk − αBk |2 dx+
c(h+ 1)

d(h− 1)

∫
B∩(A\A′)

|uAk − uBk | dx.

We conclude by letting k → +∞ and then h→ +∞ .

Proposition 2.4.4. Let Fkj be a subsequence of Fk Γ-converging to some functional
F̂ : L1(Ω)×L1(Ω)×A (Ω) → [0,+∞] . Then for every u ∈ BV (Ω) the set function
F̂(u, 1; ·) is the restriction to open sets of a Radon measure on Ω . Moreover, F̂ is local,
i.e., for every open set A ⊂ Ω we have F̂(u, 1;A) = F̂(v, 1;A) if u = v a.e. in A.

Proof. We have already observed that F̂(u, 1; ·) is increasing, inner regular and super-
additive. Subadditivity follows from Lemma 2.4.3, taking inner regularity into account.
We can now apply an extension theorem (see [42] and [29, Theorem 14.23]) to construct a
Borel measure which coincides with F̂(u, 1; ·) on all open sets. This measure is bounded
thanks to Proposition 2.4.2. The locality of F̂ is trivial.

Proposition 2.4.5. For every u ∈ L1(Ω) we have F ′′(u, 1) ≤ F0(u, 1) .
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Proof. Let us fix a subsequence of Fk , which we do not relabel, Γ-converging to some
functional F̂ : L1(Ω)×L1(Ω)×A (Ω) → [0,+∞] . By Proposition 2.4.4, for every u ∈
BV (Ω) the set function F̂(u, 1; ·) is the restriction to open sets of a Radon measure
on Ω . We notice that F̂ coincides with the Γ-limit of the sequence Fk on the space
BV (Ω) . Indeed, let u ∈ BV (Ω) and A ∈ A (Ω) . Given ε > 0 , we can find a compact
set K ⊂ A such that C|Du|(A \ K) < ε . Let us choose A′, A′′ ∈ A (Ω) such that
K ⊂ A′ b A′′ b A . Then, by Lemma 2.4.3 and Proposition 2.4.2, we have

F ′′(u, 1;A) = F ′′(u, 1;A′ ∪ (A \K)) ≤ F ′′(u, 1;A′′) + F ′′(u, 1;A \K)

≤ F̂(u, 1;A) + C|Du|(A \K) ≤ F̂(u, 1;A) + ε .

Letting ε→ 0 , we conclude that F ′(u, 1;A) = F ′′(u, 1;A) = F̂(u, 1;A) .
Let us now prove that for every u ∈ BV (Ω) we have F̂(u, 1) ≤ F(u) . Let us define

the functional G : BV (Ω)×A (Ω)→ [0,+∞) by

G(u;A) := F̂(u, 1;A) .

The functional G satisfies the following properties for every u ∈ BV (Ω) and for every
A ∈ A (Ω) :

(a) G(·;A) is L1 -lower semicontinuous on BV (Ω) ;

(b) G is local;

(c) G(u;A) = F̂(u, 1;A) ≤ C|Du|(A) ;

(d) G(u; ·) is the restriction to open sets of a Radon measure;

(e) G(u(· − z) + b; z +A) = G(u;A) for all b ∈ R and z ∈ Rn such that z +A ⊂ Ω .

We now want to apply Theorem 1.4.4, which requires also an estimate from below. To
this aim, for every λ > 0 we consider the functional

Gλ(u;A) := G(u;A) + λ|Du|(A) .

By Theorem 1.4.4, there exist three Borel functions fλ : Rn → [0,+∞) , hλ : Rn →
[0,+∞) , and gλ : R×Sn−1 → [0,+∞) such that

Gλ(u;A) =

∫
A

fλ(∇u) dx+

∫
A

hλ

( dDcu

d|Dcu|

)
d|Dcu|+

∫
Ju∩A

gλ([u], νu) dHn−1

for every u ∈ BV (Ω) and for every A ∈ A (Ω) .
By (2.76), we have that

Gλ(u;A) ≤
∫
A

(f(1, |∇u|)+λ|∇u|) dx+(σY(1)+λ)|Dcu|(A)+

∫
A∩Ju

(σY(1)+λ)|[u]| dHn−1,

from which it follows in particular that

fλ(ξ) ≤ f(1, |ξ|) + λ|ξ|, hλ(ξ) ≤ σY(1)|ξ|+ λ|ξ| , (2.81)

for every ξ ∈ Rn .



2. Γ-limit of gradient damage models coupled with plasticity 45

As for the surface term, by Remark 1.4.5 we have that

gλ(a, ν) = lim
ρ→0+

inf{Gλ(v;Qνρ) : v ∈ BV (Qνρ), v = uν,a on ∂Qνρ}
ρn−1

≤ lim sup
ρ→0+

Gλ(uν,a;Q
ν
ρ)

ρn−1
≤ lim sup

ρ→0+

G(uν,a;Q
ν
ρ)

ρn−1
+ λ|a| .

We claim that

lim sup
ρ→0+

G(uν,a;Q
ν
ρ)

ρn−1
≤ g(|a|) . (2.82)

This will conclude the proof of the Γ-limsup inequality when u ∈ BV (Ω) . Indeed,
combining (2.81) and (2.82), we obtain that

G(u; Ω) ≤ Gλ(u; Ω) ≤ F(u) + λ|Du|(Ω)

and the result follows by letting λ→ 0+ .
To prove (2.82), we construct a suitable approximating sequence. Without loss of

generality, let us assume that ν = en , so that Qνρ is the cube Qρ of side ρ centred
at the origin with faces orthogonal to the axes. The corresponding function uν,a will
be denoted simply by ua . Let τk , ζk , ςk , and ψk be as in the construction in the
one-dimensional case, i.e., as in (2.56)–(2.58). Let

Ak := {xn = 0}×(−ςk, ςk) ,
Bk := {xn = 0}×((−ςk − ζk,−ςk) ∪ (ςk, ςk + ζk)) .

We define uk as ua outside Ak , and by linking linearly the values 0 and a inside Ak .
Let α0 ∈ [0, 1] be such that

g(|a|) =

{
σY(α0)|a|+ κW (α0) if α0 > 0 ,

κW (0) if α0 = 0 .

If α0 = 1 , we simply put αk = 1 . Otherwise, let

αk(x
′, xn) :=


1− τk if |xn| ≥ ζk + ςk ,

ψk(|xn| − ςk) if t ∈ (−ςk − ζk,−ςk) ∪ (ςk, ςk + ζk) ,

α0 + δk if |xn| ≤ ςk ,

where x′ = (x1, . . . , xn−1) .
In the case 0 < α0 < 1 , we define ek = 0 and

pk :=

{
0 in Qρ \Ak ,
∇ukLn in Qρ ∩Ak .
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Let us estimate all the terms in Fk(uk, αk;Qρ) :∫
Qρ∩Ak

σY(αk) d|pk| = σY(α0 + δk)

∫
Qρ∩Ak

|∇uk| dx = σY(α0 + δk)|a|ρn−1,

∫
Qρ\(Ak∪Bk)

[W (αk)

εk
+ εk|∇αk|2

]
dx ≤ W (1− τk)

εk
ρn,

∫
Qρ∩Ak

[W (αk)

εk
+ εk|∇αk|2

]
dx =

∫
Qρ∩Ak

W (α0 + δk)

εk
dx =

2ςk
εk
W (α0 + δk)ρ

n−1,

∫
Qρ∩Bk

[W (αk)

εk
+ εk|∇αk|2

]
dx =

∫
Q′ρ

ζk∫
0

4
√
W (ψk(t))|ψ′k(t)|dt dx′ = 4ρn−1

1−τk∫
α0+δk

√
W (s) ds ,

where Q′ρ is the corresponding cube in Rn−1 . Summing all the above inequalities and
letting k → +∞ , we obtain

G(ua;Qρ) = F̂(ua, 1;Qρ) ≤ lim sup
k→+∞

Fk(uk, αk;Qρ)

≤ (σY(α0)|a|+ κW (α0))ρn−1 = g(|a|)ρn−1,

from which (2.82) follows.
In the case α0 = 0 , let pk = 0 and

ek(x) :=

{
0 if x ∈ Qρ \Ak ,
∇uk(x) if x ∈ Qρ ∩Ak ,

With this choice, ∫
Qρ∩Ak

αk|ek|2 dx ≤
∫

Qρ∩Ak

δk|∇uk|2 dx =
δk
2ςk
|a|2ρn−1

and therefore

G(ua;Qρ) = F̂(ua, 1;Qρ) ≤ lim sup
k→+∞

Fk(uk, 1;Qρ) ≤ κW (0)ρn−1 = g(|a|)ρn−1,

from which (2.82) follows.
We have proved that F ′′(u, 1) = F̂(u, 1) ≤ F(u) for all u ∈ BV (Ω) . Assume

now that u ∈ GBV (Ω) . For every M we consider the truncated functions uM :=

(−M ∨ u) ∧M ∈ BVloc(Ω) . We want to prove that

F ′′(uM , 1) ≤ F(uM ) . (2.83)

It is not restrictive to assume that F(uM ) < +∞ . From (2.13) and (2.19), we obtain∫
Ω

|∇uM |dx+ |DcuM |(Ω) +

∫
JuM \J1

uλ

|[uM ]|dHn−1 +Hn−1(J1
uM

) < +∞ , (2.84)
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where J1
uM

:= {|[uM ]| ≥ 1} . Since ||uM ||L∞(Ω) ≤M , we have

|DuM |(JuM ) ≤
∫

JuM \J1
uM

|[uM ]|dHn−1 + 2MHn−1(J1
uM

) ,

so that (2.84) implies |DuM |(Ω) < +∞ . Therefore uM ∈ BV (Ω) and (2.83) follows
from the previous step of the proof. Letting M → +∞ , we obtain F ′′(u, 1) ≤ F(u) ,
thanks to the lower semicontinuity of F ′′(·, 1) .

2.5 Asymptotic behaviour of minimisers

In this section we study the convergence of ηε -minimisers of problem (2.9) with
Dirichlet boundary conditions. To this aim, for every w ∈ L∞(∂DΩ) we introduce the
functionals Fwk , Fw0 defined on the space L1(Ω)×L1(Ω) by

Fwk (u, α) :=

{
Fk(u, α) if u = w and α = 1 Hn−1-a.e. on ∂DΩ ,

+∞ otherwise ,
(2.85)

Fw0 (u, α) :=


F(u) +

∫
∂DΩ

g(|u− w|) dHn−1 if u ∈ GBV (Ω) and
α = 1 Ln-a.e. in Ω ,

+∞ otherwise .

(2.86)

We begin by proving the following result.

Theorem 2.5.1. Let w ∈ L∞(∂DΩ) . Then the functionals Fwk Γ-converge to Fw0 , as
k → +∞ in L1(Ω)×L1(Ω).

Proof. Let us prove the Γ-liminf inequality. Given a sequence (uk, αk) converging to
(u, 1) in L1(Ω)×L1(Ω) , we want to show that

Fw0 (u, 1) ≤ lim inf
k→+∞

Fwk (uk, αk) , (2.87)

where Fw0 is defined by (2.86). By Gagliardo’s Theorem (see [52, Theorem 2.16]), there
exists a function v ∈ W 1,1(Rn) ∩ L∞(Rn) whose trace on ∂DΩ coincides with w . We
can assume that the liminf is finite and it is actually a limit, hence uk ∈ BV (Ω) with
uk = w Hn−1 -a.e. on ∂DΩ , and αk ∈ H1(Ω) with δk ≤ αk ≤ 1 and αk = 1 Hn−1 -a.e.
on ∂DΩ . Since ∂DΩ is relatively open in ∂Ω , there exists a bounded open set U ⊂ Rn
such that ∂DΩ = U ∩ ∂Ω . Let Ω̃ := Ω ∪ U . We can extend the functions uk and αk
to Ω̃ by putting uk := v and αk := 1 in U \ Ω , respectively. Moreover, we extend u

to Ω̃ by defining u := v in U \ Ω . Since (uk, αk) → (u, 1) in L1(Ω̃)×L1(Ω̃) and the
functionals Fk(·, ·; Ω̃) Γ-converge to F0(·, ·; Ω̃) by Theorem 2.1.1 (applied to Ω̃), we
have that u ∈ GBV (Ω̃) and

F(u; Ω̃) ≤ lim inf
k→+∞

Fk(uk, αk; Ω̃) .
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On the other hand

F(u; Ω̃) = F(u; Ω) +

∫
∂DΩ

g(|u− w|) dHn−1 +

∫
U\Ω

f(1, |∇v|) dx ,

Fk(uk, αk; Ω̃) = Fk(uk, αk; Ω) +

∫
U\Ω

f(1, |∇v|) dx ,

and therefore

F(u; Ω) +

∫
∂DΩ

g(|u− w|) dHn−1 ≤ lim inf
k→+∞

Fk(uk, αk; Ω) .

This concludes the proof of (2.87).
To prove the Γ-limsup inequality, it is enough to consider the case u ∈ BV (Ω) .

Indeed, if u ∈ GBV (Ω) , we can argue by approximation as in the proof of Proposi-
tion 2.4.5. We now construct a sequence (uk, αk) converging to (u, 1) in L1(Ω)×L1(Ω)

and satisfying the boundary conditions uk = w , αk = 1 Hn−1 -a.e on ∂DΩ . We extend
the function w to the whole boundary ∂Ω by putting w equal to the trace of u on
∂Ω \ ∂DΩ . By [52, Theorem 2.16], there exists a function v ∈W 1,1(Rn) whose trace on
∂Ω is w . By [36, Proposition 1.2], for every η > 0 it is possible to find a C∞ function
rη : Rn → Rn such that rη(Ω) ⊂ Ω , rη − Id has compact support, and rη − Id → 0

in C∞c (Rn;Rn) as η → 0 , where Id is the identity map. Let us fix η > 0 and let us
consider the function uη defined by

uη(x) :=

{
u(x) if x ∈ Ωη := rη(Ω) ,

v(x) if x ∈ Ω \ Ωη .

Let us fix Ω̂ such that Ωη b Ω̂ b Ω . By Proposition 2.4.5, there exists a recovery
sequence (ûk, α̂k)→ (uη, 1) in L1(Ω̂)×L1(Ω̂) such that

F(uη; Ω̂) = lim sup
k→+∞

Fk(ûk, α̂k; Ω̂) .

We now modify the sequence (ûk, α̂k) using the De Giorgi slicing and averaging argument
in such a way that the boundary conditions are satisfied. Let d := dist(Ωη, ∂Ω̂) . As in
the proof of Lemma 2.4.3, we consider a finite chain of open sets Ωη = A0 b A1 b . . . b
Ah b Ah+1 = Ω̂ such that dist(Ai, ∂Ai+1) ≥ d/(h+ 1) . Then we consider ϕi ∈ C1

c (Rn)

such that 0 ≤ ϕi ≤ 1 , supp(ϕi) ⊂ Ai+1 , ϕi = 1 on an open neighborhood of Ai and
||∇ϕi||L∞(Ω) ≤ 2(h+ 1)/d and we define

uik := ϕiûk + (1− ϕi)v, αik := ϕi+1α̂k + (1− ϕi+1) .

We have that uik = w and αik = 1 Hn−1 -a.e. on ∂DΩ . With computations similar to
those made in the proof of Lemma 2.4.3, it is possible to deduce the following estimate

Fk(uik, αik; Ω) ≤ Fk(ûk, α̂k; Ω̂) + Fk(v, 1; Ω \ Ωη)

+ c[Fk(ûk, α̂k;Ai+2 \Ai) + Fk(v, 1;Ai+2 \Ai)]

+
c(h+ 1)

d

∫
Ai+2\Ai

|ûk − v| dx+
c(h+ 1)2

d2
εk

∫
Ai+2\Ai

|α̂k − 1|2 dx
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for every i ∈ {0, . . . , h − 1} , and therefore, by taking averages, there exists ik ∈
{0, . . . , h− 1} such that

Fk(uikk , α
ik
k ; Ω) ≤ Fk(ûk, α̂k; Ω̂) + Fk(v, 1; Ω \ Ωη)

+
c

h
[Fk(ûk, α̂k; Ω̂ \ Ωη) + Fk(v, 1; Ω̂ \ Ωη)]

+
c(h+ 1)

dh

∫
Ω̂\Ωη

|ûk − v| dx+
c(h+ 1)2

d2h
εk

∫
Ω̂\Ωη

|α̂k − 1|2 dx .

Letting k → +∞ and then h→ +∞ , we obtain

lim sup
k→+∞

Fk(uikk , α
ik
k ; Ω) ≤ F(uη; Ω̂) + F(v; Ω \ Ωη) .

By the arbitrariness of Ω̂ , we have

(Γ- lim sup
k→+∞

Fwk )(uη, 1) ≤ lim sup
k→+∞

Fk(uikk , α
ik
k ; Ω) ≤ F(uη; Ωη) + F(v; Ω \ Ωη) = F(uη; Ω) .

By the lower semicontinuity of the Γ-limsup, to conclude the proof it is enough to
show that

F(uη; Ω)→ F(u; Ω) +

∫
∂DΩ

g(|u− w|) dHn−1 as η → 0 . (2.88)

We observe that

F(uη; Ω) = F(u; Ωη) +

∫
∂Ωη

g(|uΩη − v|) dHn−1 + F(v; Ω \ Ωη) ,

where uΩη is the trace on ∂Ωη of u|Ωη . Since F(v; Ω\Ωη)→ 0 and F(u; Ωη)→ F(u; Ω) ,
to prove (2.88) we only need to show that∫

∂Ωη

g(|uΩη − v|) dHn−1 →
∫
∂Ω

g(|u− w|) dHn−1 =

∫
∂DΩ

g(|u− w|) dHn−1. (2.89)

By making the change of variables z = rη(x) , we obtain∫
rη(∂Ω)

g(|uΩη(z)− v(z)|) dHn−1(z) =

∫
∂Ω

g(|(u∗η)Ω(x)− v∗η(x)|)(1 + ωη(x)) dHn−1(x)

(2.90)

where u∗η := u ◦ rη and v∗η := v ◦ rη . The term (1 + ωη(x)) is due to the Generalised
Area Formula (see [7, Theorem 2.91]) and ωη → 0 uniformly since rη is converging to
the identity map in C∞ . Since v ∈ W 1,1(Rn) , it is easy to see that v∗η → v in L1(∂Ω) .
To prove the same result for u∗η we start by computing its total variation. If u is C1 ,
we have

|Du∗η|(Ω) =

∫
Ω

|∇u∗η(x)| dx =

∫
Ω

|∇u(rη(x))∇rη(x)| dx

=

∫
rη(Ω)

|∇u(z)∇rη(r−1
η (z))| 1

| det(∇rη(r−1
η (z)))|

dz

≤ (1 + ω′η)

∫
Ωη

|∇u| dz ≤ (1 + ω′η)|Du|(Ωη) ,

(2.91)
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with ω′η → 0 . By approximation we obtain that (2.91) holds for an arbitrary u ∈ BV (Ω) .
Formula (2.91) in particular implies that

lim sup
η→0

|Du∗η|(Ω) ≤ |Du|(Ω) .

From the convergence u∗η → u in L1(Ω) , we conclude that |Du∗η|(Ω)→ |Du|(Ω) . Since
the trace is continuous with respect to this kind of convergence, we deduce that (u∗η)Ω →
uΩ in L1(∂Ω) . Therefore we can pass to the limit in (2.90) and eventually obtain (2.89).
This concludes the proof.

Another ingredient in the proof of the convergence of ηε -minimisers with Dirichlet
boundary conditions is the following compactness result.

Theorem 2.5.2. Let M, c > 0 and let (uk, αk) ∈ BV (Ω)×H1(Ω) . Assume that
||uk||L∞(Ω) ≤M and

Fk(uk, αk) ≤ c .

Then αk → 1 in L1(Ω) and there exists a subsequence of uk and a function u ∈ BV (Ω)

such that uk → u in L1(Ω) .

Proof. Let us start with the proof of the theorem in the case n = 1 . As in the proof of
Lemma 2.3.3, we extract a subsequence from αk such that αk Γ(R)-converges to some
function α , and we consider the set {α = 0} , which is finite by Remark 2.3.1. Let Aj ,
j ≥ 1 , be open sets as in (2.41). By repeating the proof of Lemma 2.3.3, we obtain that
the sequence uk is bounded in BV (Aj) , uniformly with respect to k and j . Therefore,
by a diagonal argument, it is possible to extract a subsequence from uk converging to
some u ∈ L1(Ω) strongly in L1(Ω) . Moreover u ∈ BV (Ω) .

To prove the theorem in the case n > 1 , we make use of [2, Theorem 6.6] to reduce
the problem to the one dimensional case. In order to apply that result, we consider the
family U = (uk) , which is by hypotheses equibounded in L∞(Ω) . To prove that U is
relatively compact in L1(Ω) , it suffices to prove that there exist n linearly independent
vectors ξ satisfying the following property: for every η > 0 , there exists an equibounded
subset Uη of L∞(Ω) lying in a η -neighborhood of U with respect to the L1(Ω) topology,
and such that (Uη)ξy := {wξy : w ∈ Uη} is relatively compact in L1(Ωξ

y) for Hn−1 -a.e.
y ∈ Πξ . To prove this, we fix ξ ∈ Rn and we consider the set

Ak := {y ∈ Πξ : Fξ,yk ((uk)
ξ
y, (αk)

ξ
y) ≤ L} ,

where Fξ,yk : BV (Ωξ
y)×H1(Ωξ

y)→ [0,+∞] is the one-dimensional functional defined by

Fξ,yk (u, α) :=

∫
Ωξy

fk(α, |∇u|) dt+ σY(1)|Dsu|(Ωξ
y) +

∫
Ωξy

[W (α)

εk
+ εk|∇α|2

]
dt ,

and L is a suitable constant that we will choose later. By the Chebyshev Inequality, we
have

LHn−1(Ωξ \Ak) ≤
∫

Ωξ\Ak

Fξ,yk ((uk)
ξ
y, (αk)

ξ
y) dHn−1(y) ≤ Fk(uk, αk) ≤ c ,
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where Ωξ is the projection of Ω on Πξ . Let us define the function wk in such a way
that

(wk)
ξ
y :=

{
(uk)

ξ
y if y ∈ Ak ,

0 otherwise .

Letting Uη := (wk) , we have that Uη lies in a η -neighborhood of U for a suitable choice
of L , since

||wk − uk||L1(Ω) =

∫
Ωξ\Ak

∫
Ωξy

|(uk)ξy|dt dHn−1(y) ≤ c

L
diam(Ω)M ≤ η ,

if L ≥ η−1c diam(Ω)M . Moreover (Uη)ξy is relatively compact in L1(Ωξ
y) by the previous

step. This proves that U is relatively compact and therefore there exists a subsequence
of uk converging to some u ∈ L1(Ω) . Following the proof of Proposition 2.4.1, we
deduce that u ∈ BV (Ω) .

Proof of Theorem 2.1.2. The result is an immediate consequence of Theorem 2.5.1, The-
orem 2.5.2, and of the Theorem 1.4.1.

We conclude this section with an application in which the limit problem is actually
defined on the space GBV (Ω) and not just on BV (Ω) . We omit the proof, since it
follows the arguments in [34] with obvious modifications.

Theorem 2.5.3. Let q > 1 and let ψ ∈ Lq(Ω) . For every k ∈ N , let (uk, αk) ∈
BV (Ω)×H1(Ω) be a minimiser of the problem

min
{
Fk(u, α) +

∫
Ω

|u− ψ|q dx : u ∈ BV (Ω), α ∈ H1(Ω), δk ≤ α ≤ 1
}
.

Then αk → 1 in L1(Ω) and a subsequence of uk converges in Lq(Ω) to a minimiser
u ∈ GBV (Ω) of the problem

min
{
F(u) +

∫
Ω

|u− ψ|q dx : u ∈ GBV (Ω)
}
.





CHAPTER 3

Semicontinuity of a class of
functionals defined on BD

3.1 Overview of the chapter

In this chapter we deal with the lower semicontinuity of functionals with linear growth
defined on the space of functions of bounded deformation. The results presented here
have been published in the work [38], in collaboration with Dal Maso and Toader.

After recalling some technical preliminaries useful for the sequel (Section 3.2), we
delve into the analysis of functionals of the form∫

Ω

f(|Eu|) dx+ C|Ecu|(Ω) +

∫
Ju

G([u], νu) dHn−1, u ∈ BD(Ω) , (3.1)

where Ω is a bounded open set in Rn and | · | denotes the Euclidean (or Frobenius)
norm defined by

|A| =
( n∑
i,j=1

A2
ij

)1
2
,

for every A = (Aij) ∈ Mn×n
sym . In order to give an insight into the issues implied by

the presence of the cohesive surface energy G , in Section 3.3 we present two examples
of functionals defined on BD that are not lower semicontinuous. Specifically, we shall
study the functionals G1,G2 : BD(Ω)→ [0,+∞) defined by

G1(u) :=

∫
Ω

f(|Eu|) dx+ C|Ecu|(Ω) +

∫
Ju

g(|[u]|) dHn−1 (3.2)

and

G2(u) :=

∫
Ω

f(|Eu|) dx+ C|Ecu|(Ω) +

∫
Ju

(C|[u]� νu|) ∧ 1 dHn−1, (3.3)

respectively. We shall see in Proposition 3.3.1 that the functional G1 cannot be lower
semicontinuous, since the surface term in (3.2) does not take into account the orienta-
tion of the jump set Ju . On the other hand, the surface term in the functional given
by (3.3) depends on the normal νu , but G2 fails to be lower semicontinuous because
the 1-homogeneous extension of the function ν 7→ (C|z � ν|) ∧ 1 is not convex on Rn
(Proposition 3.3.2).

53
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Section 3.4 contains the main result of the chapter. We prove the lower semiconti-
nuity of the functional F : BD(Ω)→ [0,+∞) defined by

F(u) :=

∫
Ω

f(|Eu|) dx+ C|Ecu|(Ω) +

∫
Ju

G([u], νu) dHn−1, (3.4)

under the following assumptions:

(H1) f : [0,+∞)→ [0,+∞) is a convex nondecreasing function;

(H2) there exists an even subadditive function g : R→ [0,+∞) such that the function
G : Rn×Sn−1 → [0,+∞) can be written as

G(z, ν) = sup
(ξ1,...,ξn)

( n∑
i=1

g(z · ξi)2|ν · ξi|2
)1

2 for every z ∈ Rn, ν ∈ Sn−1, (3.5)

where the supremum is taken over all orthonormal bases (ξ1, . . . , ξn) of Rn ;

(H3) 0 < C < +∞ and

lim
t→+∞

f(t)

t
= lim

t→0+

g(t)

t
= C , lim inf

t→+∞
g(t) > 0 .

The lower semicontinuity result is applied in Section 3.5 to prove a relaxation theorem
for functionals of the form

F(u) =

∫
Ω

f(|Eu|) dx+ C|Ecu|(Ω) +

∫
Ju

ψ([u], νu) dHn−1.

Under suitable assumptions on f , C , and ψ , the lower semicontinuous envelope sc−F
takes the form

sc−F(u) =

∫
Ω

f(|Eu|) dx+ C|Ecu|(Ω) +

∫
Ju

ψ([u], νu) dHn−1,

for a suitable function ψ . In particular, the function f and the constant C do not
change in the relaxation process.

Finally, in Section 3.6 we compute explicitly the function G(z, ν) given by (3.5) when
g(t) = min{|t|, 1} and n = 2 . In particular, we find that in this case G(z, ν) = |z � ν|
if |z| ≤ 1 , G(z, ν) = 1 if |z| ≥

√
2 , while there is a region in the annulus 1 < |z| <

√
2

where G(z, ν) < min{|z � ν|, 1} .

3.2 Preliminary results

3.2.1 Characterisation of the Euclidean norm on matrices

We start by proving a formula for the Euclidean norm on matrices which will be
useful for the slicing argument used in Section 3.4.
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Proposition 3.2.1. For every n×n symmetric matrix A we have

|A| = sup
(ξ1,...,ξn)

( n∑
i=1

|Aξi · ξi|2
)1

2
, (3.6)

where the supremum is taken over all orthonormal bases (ξ1, . . . , ξn) of Rn .

Proof. Let A be a symmetric matrix, let (ξ1, . . . , ξn) be an orthonormal basis and let
R ∈ O(n) be a rotation such that ξi = Rei , where (e1, . . . , en) is the standard basis in
Rn . Then

n∑
i=1

|Aξi · ξi|2 =

n∑
i=1

|ARei ·Rei|2 =

n∑
i=1

|RTARei · ei|2 ≤ |RTAR|2 = |A|2.

To show that the supremum in (3.6) is attained, let S ∈ O(n) be a rotation such that
STAS is a diagonal matrix with entries λ1, . . . , λn , and let ζi := Sei for i = 1, . . . , n .
Then (ζ1, . . . , ζn) is an orthonormal basis of Rn and we have that

n∑
i=1

|Aζi · ζi|2 =
n∑
i=1

|ASei · Sei|2 =
n∑
i=1

|STASei · ei|2 =
n∑
i=1

λ2
i = |STAS|2 = |A|2.

This concludes the proof.

Remark 3.2.2. We note that taking the supremum over all orthonormal bases (ξ1, . . . , ξn)

of Rn is equivalent to taking the supremum over the columns of all rotations R ∈ O(n) .
Therefore the supremum in (3.6) does not change if we consider only a countable dense
family in O(n) .

3.2.2 Properties of even subadditive functions

We recall that a function g : R→ [0,+∞) is subadditive if

g(s+ t) ≤ g(s) + g(t) for every s, t ∈ R .

Remark 3.2.3. It is known (see, for instance, [58, Theorem 16.3.3]) that for a subadditive
function we have

lim
t→0+

g(t)

t
= sup

t>0

g(t)

t

provided the right-hand side is finite. Moreover, if g is even, subadditive, and the right-
hand side of the previous formula is finite, then g(0) = 0 and g is continuous at 0 ,
hence at every point of R (see, for instance, [58, Theorem 16.2.1]).

Remark 3.2.4. If g is a subadditive function satisfying

lim
t→0+

g(t)

t
= C ∈ (0,+∞) , lim inf

t→+∞
g(t) > 0 , (3.7)

and 0 < c < C , then there exists a constant b > 0 such that

g(t) ≥ min{ct, b} for every t ≥ 0 . (3.8)
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Indeed, the first assumption in (3.7) implies that there exists δ > 0 such that g(t) ≥ ct ,
for every t ∈ [0, δ] . The second assumption in (3.7) implies that there exist η > 0 and
M > δ such that g(t) ≥ η for every t ≥M . We claim that

inf
t∈[δ,M ]

g(t) > 0 . (3.9)

To prove the claim, we fix an integer n ≥ M
δ and a constant ε > 0 such that nε < η .

If (3.9) does not hold, then there exists t ∈ [δ,M ] such that g(t) < ε . By subadditivity
we have g(nt) ≤ nε < η . On the other hand nt ≥ nδ ≥ M , hence g(nt) ≥ η . This
contradiction proves (3.9). To obtain (3.8) it is enough to take a constant b less than
the infimum in (3.9) and with 0 < b < min{cδ, η} .
Remark 3.2.5. Let g be an even subadditive function satisfying (3.7) and let a ∈ [0, C) .
Let us define the function

ga(t) := inf
s∈R

[ g(s) + a|t− s| ] .

It is easy to see that the function ga is even, subadditive, and that ga ↗ g as a↗ C .
Moreover, using Remark 3.2.4, we can prove that there exists δa > 0 such that ga(t) = at

for every t ∈ [0, δa] .

3.2.3 Lower semicontinuity of functionals in dimension one

We now recall some lower semicontinuity results about one dimensional functionals
defined on the space BV (U) , where U is a bounded open subset of R . Let us consider
the functional Ψ : BV (U)×A (U)→ [0,+∞) defined by

Ψ(u;A) :=

∫
A

f(|∇u|) dt+ C|Dcu|(A) +
∑

t∈Ju∩A
g([u](t)) , (3.10)

for every u ∈ BV (U) and for every open set A contained in U . It is well known
that the functional Ψ is lower semicontinuous with respect to the weak* topology in
BV (U) under the following assumptions: f is convex and nondecreasing, g is even and
subadditive, and

lim
t→+∞

f(t)

t
= lim

t→0+

g(t)

t
= C . (3.11)

For a proof of this result we refer to [16] and [7, Theorem 5.2]. If, in addition, g satisfies
also

lim inf
t→+∞

g(t) > 0 , (3.12)

then the functional Ψ is also lower semicontinuous with respect to the L1 topology,
which is weaker than the weak* topology in BV (U) . When g is nondecreasing on
[0,+∞) , this result can be obtained easily by a truncation argument. For the reader’s
convenience we give here a complete proof in the general case.

Proposition 3.2.6. Let f : [0,+∞)→ [0,+∞) be a convex nondecreasing function, let
g : R→ [0,+∞) be an even subadditive function, and assume that (3.11) and (3.12) hold.
Then the functional Ψ(·;U) defined in (3.10) is L1 -lower semicontinuous on BV (U) ,
i.e.,

Ψ(u;U) ≤ lim inf
k→+∞

Ψ(uk;U) , (3.13)
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for every uk, u ∈ BV (U) such that uk → u in L1(U).

Proof. It is enough to prove the result when U is a bounded open interval, denoted by I .
Let us fix uk, u ∈ BV (I) such that uk → u in L1(I) . Up to extracting a subsequence,
we can assume that uk → u a.e. in Ω , that the liminf in (3.13) is finite, and that it is
actually a limit. Therefore

Ψ(uk; I) ≤M (3.14)

for some positive constant M .
We start by proving that the number of large jumps of the functions uk is equi-

bounded. By Remark 3.2.4, there exist a constant c > 0 such that g(t) ≥ cmin{t, 1} .
By (3.14), this implies that there exists a constant M ′ > 0 such that

|Duk|(I \ J1
uk

) +H0(J1
uk

) ≤M ′ , (3.15)

where J1
uk

:= {t ∈ Juk : |[uk](t)| ≥ 1} and H0 is the counting measure. Hence,
up to a subsequence, we can assume that there exists an integer m ≥ 1 such that
J1
uk

= {tk1, . . . , tkm} , with tk1 < · · · < tkm . We can also assume that tki → ti as k → +∞ ,
for i = 1, . . . ,m , where t1 ≤ · · · ≤ tm . Let us consider s1 < · · · < s` such that
{s1, . . . , s`} = {t1, . . . , tm} . Let us fix δ > 0 such that the following properties are
satisfied:

• the intervals [si − δ, si + δ] , i = 1, . . . , ` , are pairwise disjoint;

• si − δ and si + δ do not belong to
⋃
k Juk ∪ Ju ;

• uk(si − δ)→ u(si − δ) and uk(si + δ)→ u(si + δ) as k → +∞ , for i = 1, . . . , ` .

Let us consider the open set Aδ := I \
⋃`
i=1[si−δ, si+δ] . First of all, we notice that, for

k large enough, we have that |[uk](t)| < 1 for all t ∈ Juk∩Aδ , i.e., J1
uk
∩Aδ = Ø . Hence,

by (3.15), we have that |Duk|(Aδ) ≤M ′ for all k . This implies that uk
∗
⇀ u in BV (Aδ) ,

and by the lower semicontinuity of Ψ(·;Aδ) with respect to the weak* convergence of
BV (Aδ) , we deduce that

Ψ(u;Aδ) ≤ lim inf
k→+∞

Ψ(uk;Aδ) . (3.16)

Let us now fix i ∈ {1, . . . , `} and let Iiδ := (si − δ, si + δ) . By (3.11), given ε > 0

there exists tε > 0 such that for every t ≥ tε we have that

f(t) ≥ (C − ε)t . (3.17)

We claim that

g(uk(si + δ)− uk(si − δ)) ≤
C

C − ε
Ψ(uk; I

i
δ) + 2Cδtε . (3.18)

First of all we observe that

uk(si + δ)− uk(si − δ) = Duk(I
i
δ) =

∫
Iiδ

∇uk dt+Dcuk(I
i
δ) +

∑
t∈Juk∩I

i
δ

[uk](t) .
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By the subadditivity and the continuity of g and by the inequality g(t) ≤ C|t| , we have
that

g(uk(si + δ)− uk(si − δ)) ≤ g
(∫
Iiδ

∇uk dt
)

+ g(Dcuk(I
i
δ)) +

∑
t∈Juk∩I

i
δ

g([uk](t))

≤ C
∫
Iiδ

|∇uk|dt+ C|Dcuk|(Iiδ) +
∑

t∈Juk∩I
i
δ

g([uk](t)) .

(3.19)

By (3.19) and (3.17) we get

C

C − ε
Ψ(uk; I

i
δ) ≥

C

C − ε

∫
Iiδ

f(|∇uk|) dt+ C|Dcuk|(Iiδ) +
∑

t∈Juk∩I
i
δ

g([uk](t))

≥ C

C − ε

∫
Iiδ

f(|∇uk|) dt+ g(uk(si + δ)− uk(si − δ))− C
∫
Iiδ

|∇uk|dt

≥ C

C − ε

∫
{|∇uk|≥tε}∩Iiδ

f(|∇uk|) dt+ g(uk(si + δ)− uk(si − δ))

− C
∫

{|∇uk|≥tε}∩Iiδ

|∇uk|dt− C
∫

{|∇uk|<tε}∩Iiδ

|∇uk| dt

≥ g(uk(si + δ)− uk(si − δ))− CL1(Iiδ)tε .

Since L1(Iiδ) = 2δ , this proves (3.18).
Letting k → +∞ in (3.18) we obtain

g(u(si + δ)− u(si − δ)) ≤ lim inf
k→+∞

C

C − ε
Ψ(uk; I

i
δ) + 2Cδtε . (3.20)

Summing (3.16) and (3.20) for i = 1, . . . , ` , it follows that

Ψ(u;Aδ) +
∑̀
i=1

g(u(si + δ)− u(si − δ)) ≤
C

C − ε
lim inf
k→+∞

Ψ(uk; I) + 2`Cδtε .

Letting δ → 0 and then ε→ 0 , we conclude the proof of (3.13).

3.3 Examples of non lower semicontinuous functionals

In this section we show that, in general, the functionals defined in (3.2) and in (3.3)
are not L1 -lower semicontinuous on BD(Ω) .

We start by studying the functional G1 : BD(Ω)→ [0,+∞) defined by

G1(u) :=

∫
Ω

f(|Eu|) dx+ C|Ecu|(Ω) +

∫
Ju

g(|[u]|) dHn−1. (3.21)

where f : [0,+∞)→ [0,+∞) is a convex nondecreasing function such that

0 < lim
t→+∞

f(t)

t
< +∞ , (3.22)
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C ∈ (0,+∞) , and g : R→ [0,+∞) is a Borel function. As we shall see in the following
proposition, the reason why the functional G1 fails to be lower semicontinuous is the
fact that the surface density only depends on |[u]| .

Proposition 3.3.1. The functional G1 defined in (3.21) is not L1 -lower semicontinuous
on BD(Ω).

Proof. For the sake of simplicity, we give the proof only when Ω is the unit cube in
Rn centred at the origin, i.e., Ω = (−1

2 ,
1
2)n . Let Q′ be the unit cube in Rn−1 , i.e.,

Q′ = (−1
2 ,

1
2)n−1 . For every x ∈ Ω , let x′ be the vector in Q′ with components

(x1, . . . , xn−1) . Let us assume, by contradiction, that the functional G1 is L1 -lower
semicontinuous on BD(Ω) .

Let us start by proving that

lim inf
s→0+

g(s)

s
≥ lim

t→+∞

f(t)

t
. (3.23)

Let us fix t > 2 , z ∈ Rn , z 6= 0 , and let us define the function u which connects linearly
the vector 0 and the vector z in the rectangle Q′×[0, 1

t ] :

u(x′, xn) :=


z if 1

t ≤ xn <
1
2 ,

tzxn if 0 < xn <
1
t ,

0 if − 1
2 < xn ≤ 0 .

1
t

Figure 3.1: Graph of the function αk .

We now define a sequence of pure jump functions uk which approximate in L1 the
function u . Let tk → 0+ be a sequence such that the liminf in (3.23) is equal to
limk

g(tk|z|)
tk|z| . For every k ∈ N let hk ∈ N be such that hk ≤ 1

tk
< hk + 1 . We define the

function

αk(s) :=

hk∑
j=1

(j − 1)tk1( j−1
hkt

,
j
hkt

)(s) , s ∈ (0, 1
t ) ,
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where 1I is the indicator function of the interval I . Let

uk(x
′, xn) :=


z if 1

t ≤ xn <
1
2 ,

zαk(xn) if 0 < xn <
1
t ,

0 if − 1
2 < xn ≤ 0 .

It is easy to see that uk → u in L1(Ω;Rn) . Therefore, by the lower semicontinuity of
G1 we get

f(t|z � en|)
t

=

∫
Ω

f(|Eu|) dx = G1(u) ≤ lim inf
k→+∞

G1(uk) = lim inf
k→+∞

∫
Juk

g(|[uk]|) dHn−1

= lim inf
k→+∞

hkg(tk|z|) = lim
k→+∞

g(tk|z|)
tk

= |z| lim inf
s→0+

g(s)

s
.

Letting t→ +∞ in the inequality above, by (3.22) we get

|z � en| lim
t→+∞

f(t)

t
≤ |z| lim inf

s→0+

g(s)

s
.

If we choose z = en , this proves (3.23).
Let us now prove that

lim sup
s→0+

g(s)

s
≤ 1√

2
lim

t→+∞

f(t)

t
. (3.24)

Taking (3.22) into account, this contradicts (3.23). To prove (3.24) we fix z ∈ Rn , with
z 6= 0 , and we consider the pure jump function v defined by

v(x′, xn) =

{
z if 0 < xn <

1
2 ,

0 if − 1
2 < xn ≤ 0 .

We now construct a sequence of piecewise affine functions vk which approximate v in L1 .
For every k ∈ N , k ≥ 2 , let

vk(x
′, xn) :=


z if 1

k ≤ xn <
1
2 ,

kzxn if 0 < xn <
1
k ,

0 if − 1
2 < xn ≤ 0 .

By the lower semicontinuity of G1 and by (3.22), we have that

g(|z|) =

∫
Jv

g(|[v]|) dHn−1 = G1(v) ≤ lim inf
k→+∞

G1(vk) = lim inf
k→+∞

∫
Ω

f(|Evk|) dx

= lim
k→+∞

f(k|z � en|)
k

= |z � en| lim
t→+∞

f(t)

t
.

By choosing z of the form z = δe1 = (δ, 0, . . . , 0) we get

g(|δe1|)
δ

≤ |e1 � en| lim
t→+∞

f(t)

t
=

1√
2

lim
t→+∞

f(t)

t
,

and therefore, by letting δ → 0+ , we obtain (3.24). This concludes the proof.



3. Semicontinuity of a class of functionals defined on BD 61

Let us now consider the functional G2 : BD(Ω)→ [0,+∞) defined by

G2(u) :=

∫
Ω

f(|Eu|) dx+ C|Ecu|(Ω) +

∫
Ju

g(|[u]� νu|) dHn−1, (3.25)

where f : [0,+∞)→ [0,+∞) is a convex nondecreasing function such that

lim
t→+∞

f(t)

t
= C , (3.26)

with 0 < C < +∞ , and g(t) = (C|t|) ∧ 1 . In the next proposition, we prove that G2 is
not lower semicontinuous. In this case, the main issue is the fact that the surface density
does not satisfy a necessary condition for the lower semicontinuity of the functional.
Indeed, the function

ψ(z, ν) := g(|z � ν
|ν| |)|ν|

is not convex in the variable ν .

Proposition 3.3.2. The functional G2 defined in (3.25) is not L1 -lower semicontinuous
on BD(Ω).

Proof. For simplicity, we assume C = 1 . Let us show that ψ is not convex with respect
to the variable ν , i.e., there exist z, ν0, ν1, ν2 ∈ Rn such that ν0 = λν1 + (1 − λ)ν2 for
some 0 < λ < 1 and

ψ(z, ν0) > λψ(z, ν1) + (1− λ)ψ(z, ν2) . (3.27)

Indeed, let z = ρe1 = (ρ, 0, . . . , 0) , with ρ > 0 . Then, if ν = (a1, a2, 0, . . . , 0) , we have
that

ψ(z, ν)2 = min{ρ2(a2
1 + 1

2a
2
2), a2

1 + a2
2} .

For 1 < ρ <
√

2 , the set ψ(z, ν) ≤ 1 is not convex, and it is possible to find ν0, ν1, ν2 ∈
Rn such that ν0 = λν1 + (1 − λ)ν2 for some 0 < λ < 1 , ψ(z, ν1) = ψ(z, ν2) = 1 and
ψ(z, ν0) > 1 . (See Figure 3.2.) This concludes the proof of (3.27).

a21 + a22 = 1

ρ2(a21 +
1
2
a22) = 1

ν2

ν0

ν1

Figure 3.2: Construction of the vectors ν0, ν1, ν2 .
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Let E0 := {(x1, x2) ∈ Ω : x2 ≥ 0} and let us define the pure jump function

u(x) :=

{
z if x ∈ E0 ,

0 if x ∈ Ω \ E0 .

Note that the jump set of u is orthogonal to ν0
|ν0| . We now define a sequence of pure

jump functions uk such that their jump set is oriented with normals ν1
|ν1| and

ν2
|ν2| in the

following way. Let T1 be the triangle with one side given by (−1
2 ,

1
2)×{0} and the other

two sides orthogonal to ν1
|ν1| ,

ν2
|ν2| having length λ |ν1||ν0| , (1−λ) |ν2||ν0| , respectively. For every

k ∈ N , k ≥ 2 , let Tk be the set contained in Ω formed by k copies of T1 scaled by a
factor 1

k . Finally, let Ek := E0 \ Tk (see Figure 3.3) and let

uk(x) :=

{
z if x ∈ Ek
0 if x ∈ Ω \ Ek .

ν2
ν0
ν1

E1 E4

Figure 3.3: Construction of the approximating sequence uk .

Since uk → u in L1(Ω;R2) , by the lower semicontinuity of G2 we obtain

1
|ν0|ψ(z, ν0) = g(|z � ν0

|ν0| |) =

∫
Ju

g(|[u]� νu|) dHn−1

= G2(u) ≤ lim inf
k→+∞

G2(uk) = lim inf
k→+∞

∫
Juk

g(|[uk]� νuk |) dHn−1

= lim inf
k→+∞

k∑
j=1

1
k

[
λ |ν1||ν0|g(|z � ν1

|ν1| |) + (1− λ) |ν2||ν0|g(|z � ν2
|ν2| |)

]
= 1
|ν0| [λψ(z, ν1) + (1− λ)ψ(z, ν2)] .

This contradicts (3.27), and therefore G2 cannot be lower semicontinuous.

3.4 Semicontinuity by slicing

In this section we prove the following theorem.

Theorem 3.4.1. Under assumptions (H1)–(H3), the functional F defined in (3.4) is
L1 -lower semicontinuous on BD(Ω) , i.e.,

F(u) ≤ lim inf
k→+∞

F(uk)

for every sequence uk ∈ BD(Ω) and u ∈ BD(Ω) such that uk → u in L1(Ω;Rn).
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In the proof of Theorem 3.4.1 it is convenient to consider the functional

F : BD(Ω)×A (Ω)→ [0,+∞)

defined by

F(u;A) :=

∫
A

f(|Eu|) dx+ C|Ecu|(A) +

∫
Ju∩A

G([u], νu) dHn−1 (3.28)

for every u ∈ BD(Ω) and A ∈ A (Ω) . Clearly we have F(u) = F(u; Ω) .
The proof is based on a slicing argument, which allows us to reduce the problem to

the one-dimensional setting.
The first step of the proof of Theorem 3.4.1 is a result about the lower semicontinuity

of the functional Fξ : BD(Ω)×A (Ω)→ [0,+∞) defined for every ξ ∈ Sn−1 by

Fξ(u;A) :=

∫
A

f(|Euξ · ξ|) dx+ C|Ecuξ · ξ|(A) +

∫
Ju∩A

g([u] · ξ)|νu · ξ| dHn−1

for every u ∈ BD(Ω) and for every open set A ⊂ Ω . In the previous formula, |Ecuξ ·ξ| is
the total variation of the scalar measure Ecuξ ·ξ defined by (Ecuξ ·ξ)(B) := Ecu(B)ξ ·ξ
for every Borel set B ⊂ Ω .

Remark 3.4.2. Let us consider, for every ξ ∈ Sn−1 and for Hn−1 -a.e. y ∈ Πξ , the one
dimensional functional Ψξ,y : BV (Ωξ

y)×A (Ωξ
y)→ [0,+∞) defined by

Ψξ,y(v;U) :=

∫
U

f(|∇v|) dt+ C|Dcv|(U) +
∑

t∈Jv∩U
g([v](t)) (3.29)

for every v ∈ BV (Ωξ
y) and for every open set U ⊂ Ωξ

y . Using the Coarea Formula and
the slicing properties mentioned in Subsection 1.3.5, it is easy to see that

Fξ(u;A) =

∫
Πξ

Ψξ,y(û
ξ
y;A

ξ
y) dHn−1(y) (3.30)

for every u ∈ BD(Ω) and for every open set A ⊂ Ω .

Lemma 3.4.3. Let ξ ∈ Sn−1 and let uk, u ∈ BD(Ω) be such that uk → u in L1(Ω;Rn) .
Assume that (H1)–(H3) hold. Then

Fξ(u;A) ≤ lim inf
k→+∞

Fξ(uk;A) (3.31)

for every open set A ⊂ Ω .

Proof. Let A be an open set contained in Ω . Up to a subsequence, we can assume that
the liminf in (3.31) is actually a limit and that (ûk)

ξ
y → ûξy in L1(Ωξ

y) for Hn−1 -a.e.
y ∈ Πξ . Since by Proposition 3.2.6 the one dimensional functional Ψξ,y defined in (3.29)
is L1 -lower semicontinuous, we obtain that

Ψξ,y(û
ξ
y;A

ξ
y) ≤ lim inf

k→+∞
Ψξ,y((ûk)

ξ
y;A

ξ
y) (3.32)
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for Hn−1 -a.e. y ∈ Πξ . Integrating (3.32) with respect to y , by the Fatou Lemma we
deduce that∫

Πξ

Ψξ,y(û
ξ
y;A

ξ
y) dHn−1(y) ≤ lim inf

k→+∞

∫
Πξ

Ψξ,y((ûk)
ξ
y;A

ξ
y) dHn−1(y) . (3.33)

Inequality (3.31) simply follows from the inequality above and from (3.30).

We prove now a lower semicontinuity result for functionals which are less than or
equal to the original functional F , but which have a much simpler structure. For every
a ∈ [0, C] , we consider the function

ga(t) := inf
s∈R

[ g(s) + a|t− s| ]

and we define the function Ga : Rn×Sn−1 → [0,+∞) by

Ga(y, ν) := sup
(ξ1,...,ξn)

( n∑
i=1

ga(y · ξi)2|ν · ξi|2
)1

2
, (3.34)

where the supremum is taken over all orthonormal bases (ξ1, . . . , ξn) of Rn . In the
following two lemmas, we shall study the functional

a

∫
A

|Eu| dx+ a|Ecu|(A) +

∫
Ju∩A

Ga([u], νu) dHn−1 . (3.35)

Note that, if b ≥ 0 is such that at− b ≤ f(t) for every t ∈ [0,+∞) , then∫
A

(a|Eu| − b) dx+ a|Ecu|(A) +

∫
Ju∩A

Ga([u], νu) dHn−1 ≤ F(u;A)

for every open set A contained in Ω . We will deduce the lower semicontinuity of F from
the lower semicontinuity of the functional defined in (3.35) by passing to the supremum
among all possible a, b ≥ 0 such that at− b ≤ f(t) .

We start with a technical lemma.

Lemma 3.4.4. Let a ∈ [0, C], let (ξ1, . . . , ξn) be an orthonormal basis of Rn , and let
u ∈ BD(Ω) . Then, for every open set A ⊂ Ω ,

a
( n∑
i=1

(∫
A

|Euξi · ξi| dx
)2)1

2 ≤ a
∫
A

|Eu|dx , (3.36)

a
( n∑
i=1

|Ecuξi · ξi|(A)2
)1

2 ≤ a|Ecu|(A) , (3.37)

( n∑
i=1

( ∫
Ju∩A

ga([u] · ξi)|νu · ξi| dHn−1
)2)1

2 ≤
∫

Ju∩A

Ga([u], νu) dHn−1 . (3.38)

Proof. Let us prove (3.36). By the Hölder inequality with respect to the measure |Eu|Ln ,
we get(∫

A

|Euξi · ξi| dx
)2

=
(∫
A

∣∣∣ Eu|Eu|ξi · ξi∣∣∣|Eu|dx)2
≤
∫
A

∣∣∣ Eu|Eu|ξi · ξi∣∣∣2|Eu| dx
∫
A

|Eu| dx .
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Summing with respect to i , from (3.6) it follows that

( n∑
i=1

(∫
A

|Euξi · ξi|dx
)2)1

2 ≤
(∫
A

n∑
i=1

∣∣∣ Eu|Eu|ξi · ξi∣∣∣2|Eu|dx)1
2
(∫
A

|Eu|dx
)1

2 ≤
∫
A

|Eu| dx ,

which proves (3.36).
To prove (3.37), we use the Hölder inequality with respect to the measure |Ecu| and

we obtain

|Ecuξi · ξi|(A)2 =
(∫
A

∣∣∣ dEcu

d|Ecu|
ξi · ξi

∣∣∣ d|Ecu|)2
≤
(∫
A

∣∣∣ dEcu

d|Ecu|
ξi · ξi

∣∣∣2 d|Ecu|
)
|Ecu|(A) .

Therefore, by (3.6),

( n∑
i=1

|Ecuξi · ξi|(A)2
)1

2 ≤
(∫
A

n∑
i=1

∣∣∣ dEcu

d|Ecu|
ξi · ξi

∣∣∣2 d|Ecu|
)1

2 |Ecu|(A)
1
2 ≤ |Ecu|(A) ,

since
∣∣ dEcu

d|Ecu|
∣∣ = 1 |Ecu|-a.e. in Ω .

The strategy to prove (3.38) is the same. By the Hölder inequality with respect to
the measure Ga([u], νu)Hn−1 we have

( ∫
Ju∩A

ga([u] · ξi)|νu · ξi| dHn−1
)2

=
( ∫
Ju∩A

ga([u] · ξi)|νu · ξi|
Ga([u], νu)

Ga([u], νu) dHn−1
)2

≤
∫

Ju∩A

ga([u] · ξi)2|νu · ξi|2

Ga([u], νu)2
Ga([u], νu) dHn−1

∫
Ju∩A

Ga([u], νu) dHn−1

and hence, by (3.34) we obtain

( n∑
i=1

( ∫
Ju∩A

ga([u] · ξi)|νu · ξi| dHn−1
)2)1

2

≤
( ∫
Ju∩A

n∑
i=1

ga([u] · ξi)2|νu · ξi|2

Ga([u], νu)2
Ga([u], νu) dHn−1

)1
2
( ∫
Ju∩A

Ga([u], νu) dHn−1
)1

2

≤
∫

Ju∩A

Ga([u], νu) dHn−1.

This concludes the proof.

In the following lemma, we prove a preliminary result which is strongly connected to
the lower semicontinuity of the functional defined in (3.35). The main idea of the proof
is based on the following remark: by Proposition 3.2.1 we have that

|Eu| = sup
j

( n∑
i=1

|Euξij · ξij |2
)1

2
,
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where {(ξ1
j , . . . , ξ

n
j ) : j ∈ N} is a suitable countable collection of orthonormal bases

of Rn . Therefore we can apply a localization argument based on Lemma 1.4.7 which
leads to ∫

K

|Eu|dx = sup
{ r∑
j=1

∫
Kj

( n∑
i=1

|Euξij · ξij |2
)1

2
dx
}
,

where the supremum is taken among all families (Kj)rj=1 of disjoint compact subsets of
K and r ∈ N . This will allow us to use the semicontinuity result already proved for Fa

ξij

defined in (3.43) below.

Lemma 3.4.5. Let a ∈ [0, C] , let uk, u ∈ BD(Ω) be such that uk → u in L1(Ω;Rn) ,
and let

Λ(A) := lim inf
k→+∞

[
a

∫
A

|Euk|dx+ a|Ecuk|(A) +

∫
Juk∩A

Ga([uk], νuk) dHn−1
]

(3.39)

for every open set A ⊂ Ω . Then

a

∫
K

|Eu| dx ≤ Λ(A) , (3.40)

a|Ecu|(K) ≤ Λ(A) , (3.41)∫
Ju∩K

Ga([u], νu) dHn−1 ≤ Λ(A) (3.42)

for every compact set K and for every open set A such that K ⊂ A ⊂ Ω .

Proof. Let us fix an orthonormal basis (ξ1, . . . , ξn) of Rn . For every i = 1, . . . , n , let
us consider the functional Fa

ξi
: BD(Ω)×A (Ω)→ [0,+∞) defined by

Faξi(u;A) := a

∫
A

|Euξi · ξi|dx+ a|Ecuξi · ξi|(A) +

∫
Ju∩A

ga([u] · ξi)|νu · ξi|dHn−1, (3.43)

for every u ∈ BD(Ω) and for every open set A ⊂ Ω . Since Fa
ξi

satisfies the hypotheses
of Lemma 3.4.3 (see Remark 3.2.5), we have that

Faξi(u;A) ≤ lim inf
k→+∞

Faξi(uk;A) , (3.44)

for every i = 1, . . . , n and for every open set A ⊂ Ω .
In order to prove (3.40), we observe that by (3.44)

a

∫
K

|Euξi · ξi|dx ≤ Faξi(u;A) ≤ lim inf
k→+∞

Faξi(uk;A)

for every compact set K ⊂ A . From this inequality and from the superadditivity of the
liminf, it follows that

a
( n∑
i=1

(∫
K

|Euξi · ξi|dx
)2)1

2 ≤ lim inf
k→+∞

( n∑
i=1

Faξi(uk;A)2
)1

2
. (3.45)
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By the triangle inequality of the Euclidean norm in Rn and by Lemma 3.4.4, we obtain( n∑
i=1

Faξi(uk;A)2
)1

2

≤ a
( n∑
i=1

(∫
A

|Eukξi · ξi| dx
)2)1

2
+ a
( n∑
i=1

|Ecukξi · ξi|(A)2
)1

2

+
( n∑
i=1

( ∫
Juk∩A

ga([uk] · ξi)|νuk · ξ
i|dHn−1

)2)1
2

≤ a
∫
A

|Euk|dx+ a|Ecuk|(A) +

∫
Juk∩A

Ga([uk], νuk) dHn−1 .

(3.46)

Hence, by (3.45) and (3.46) it follows that

a
( n∑
i=1

(∫
K

|Euξi · ξi|dx
)2)1

2 ≤ Λ(A)

for every compact set K , for every open set A such that K ⊂ A ⊂ Ω , and for every
orthonormal basis (ξ1, . . . , ξn) .

Let us fix a sequence Rj dense in O(n) and let ξ1
j , . . . , ξ

n
j be the column vectors

of Rj . Let us define the vector functions ϕj = (ϕj1, . . . , ϕ
j
n) with components given by

ϕji = |Euξij · ξij | , i = 1, . . . , n . By the previous inequality, under the same assumptions
on K and A , we have

a
∣∣∣ ∫
K

ϕj dx
∣∣∣ ≤ Λ(A)

for every j . Since Λ is superadditive, we obtain

a

∫
K

|ϕj |dx

= sup
{ r∑
h=1

a
∣∣∣ ∫
Kh

ϕj dx
∣∣∣ : (Kh)rh=1 disjoint compact subsets of K, r ∈ N

}

≤ sup
{ r∑
h=1

Λ(Ah) : (Ah)rh=1 disjoint open subsets of A, r ∈ N
}
≤ Λ(A)

(3.47)

for every compact set K and for every open set A such that K ⊂ A ⊂ Ω . By
Lemma 1.4.7 we deduce that

a

∫
K

sup
j
|ϕj |dx ≤ Λ(A) .

On the other hand, by Proposition 3.2.1 and by Remark 3.2.2, we have that supj |ϕj | =
|Eu| . Together with the previous inequality, this concludes the proof of (3.40).

Let us now prove (3.41). Arguing as in the first part of the proof, we obtain that

a
( n∑
i=1

|Ecuξi · ξi|(K)2
)1

2 ≤ Λ(A)
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for every compact set K , for every open set A such that K ⊂ A ⊂ Ω , and for every
orthonormal basis (ξ1, . . . , ξn) . Let (ξ1

j , . . . , ξ
n
j ) be the sequence of orthonormal bases

introduced above. We now define a sequence of vector functions ϕj = (ϕj1, . . . , ϕ
j
n) with

components given by

ϕji =
∣∣∣ dEcu

d|Ecu|
ξij · ξij

∣∣∣ .
The inequality above gives, under the same assumptions on K and A ,

a
∣∣∣ ∫
K

ϕj d|Ecu|
∣∣∣ ≤ Λ(A)

for every j . As in (3.47), we obtain that

a

∫
K

|ϕj |d|Ecu| ≤ Λ(A) ,

hence, by Lemma 1.4.7, we deduce that

a

∫
K

sup
j
|ϕj | d|Ecu| ≤ Λ(A)

for every compact set K and for every open set A such that K ⊂ A ⊂ Ω . On the
other hand, since

∣∣ dEcu
d|Ecu|

∣∣ = 1 |Ecu|-a.e. in Ω , we have supj |ϕj | = 1 |Ecu|-a.e. in Ω ,
by Proposition 3.2.1 and by Remark 3.2.2. Together with the previous inequality, this
concludes the proof of (3.41).

The proof of (3.42) follows the same steps. Arguing as in the first part of the proof
we obtain that

( n∑
i=1

( ∫
Ju∩K

ga([u] · ξi)|νu · ξi|dHn−1
)2)1

2 ≤ Λ(A)

for every compact set K , for every open set A such that K ⊂ A ⊂ Ω , and for every
orthonormal basis (ξ1, . . . , ξn) . We now continue as in the previous step, replacing
the measure |Ecu| by Hn−1 Ju and defining ϕji := ga([u] · ξij)|νu · ξij | . Since now
supj |ϕj | = Ga([u], νu) , we finally obtain (3.42).

Remark 3.4.6. In order to treat separately the three terms of the functional F , given
u ∈ BD(Ω) , it is useful to consider a partition of Ω into three Borel sets B1, B2, B3

such that

Ln(Ω \B1) = 0 , (3.48)

|Ecu|(Ω \B2) = 0 , (3.49)

Hn−1((Ju \B3) ∪ (B3 \ Ju)) = 0 . (3.50)

Let ε > 0 and let K1,K2,K3 be three pairwise disjoint compact sets such that Kh ⊂ Bh
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for h = 1, 2, 3 and ∫
B1\K1

f(|Eu|) dx < ε , (3.51)

C|Ecu|(B2 \K2) < ε , (3.52)∫
B3\K3

G([u], νu) dHn−1 < ε . (3.53)

Finally, let A1, A2, A3 be three pairwise disjoint open subsets of Ω such that Kh ⊂ Ah
for h = 1, 2, 3 .

We now exploit the property that a convex function can be written as the supremum
of affine functions, which combined with Lemma 3.4.5 gives the following result.

Lemma 3.4.7. Let uk, u ∈ BD(Ω) be such that uk → u in L1(Ω;Rn) and let K1,K2 ,
K3 and A1, A2, A3 be as in Remark 3.4.6. Then∫

K1

f(|Eu|) dx ≤ lim inf
k→+∞

F(uk;A1) , (3.54)

C|Ecu|(K2) ≤ lim inf
k→+∞

F(uk;A2) , (3.55)∫
K3

G([u], νu) dHn−1 ≤ lim inf
k→+∞

F(uk;A3) . (3.56)

Proof. Without loss of generality, we can assume f(0) = 0 . Since f is convex and
nonnegative, there exists a sequence of functions fj(t) = (ajt− bj)+ = max{ajt− bj , 0} ,
with aj , bj ≥ 0 , such that fj ≤ f and f(t) = supj fj(t) , for every t ∈ [0,+∞) .
Hence, by Lemma 1.4.7, given δ > 0 there exists a finite family of disjoint compact sets
K1

1 , . . . ,K
r
1 contained in K1 such that∫

K1

f(|Eu|) dx ≤
r∑
j=1

∫
Kj

1

(aj |Eu| − bj)+ dx+ δ . (3.57)

For every j = 1, . . . , r , let us fix a compact set K̃j
1 ⊂ K

j
1 ∩ {aj |Eu| − bj ≥ 0} such that∫

Kj
1

(aj |Eu| − bj)+ dx ≤
∫
K̃j

1

(aj |Eu| − bj) dx+
δ

r
.

Let us consider a family of pairwise disjoint open sets A1
1, . . . , A

r
1 such that K̃j

1 ⊂ A
j
1 ⊂

A1 and bjLn(Aj1 \ K̃
j
1) ≤ δ/r .

Note that by (H3) we have that aj ≤ C , since ajt − bj ≤ f(t) . Therefore, we can
apply (3.40) to K̃j

1 and Aj1 to obtain

aj

∫
K̃j

1

|Eu| dx ≤ lim inf
k→+∞

[
aj

∫
Aj1

|Euk|dx+ aj |Ecuk|(Aj1) +

∫
Juk∩A

j
1

Gaj ([uk], νuk) dHn−1
]
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for every j = 1, . . . , r , and therefore∫
Kj

1

(aj |Eu| − bj)+ dx ≤
∫
K̃j

1

(aj |Eu| − bj) dx+
δ

r
≤ lim inf

k→+∞
F(uk;A

j
1) +

2δ

r
,

where we have used the inequality bjLn(Aj1 \ K̃
j
1) ≤ δ/r . This implies, by (3.57) and by

the superadditivity of the liminf, that∫
K1

f(|Eu|) dx ≤ lim inf
k→+∞

F(uk;A1) + 3δ .

Letting δ → 0 , we conclude the proof of (3.54).
To prove (3.55) and (3.56), first of all we note that supj aj = C . Indeed, given δ > 0 ,

by (H3) there exists T > 0 such that C < f(T )/T + δ . Since f(T ) = supj fj(T ) , there
exists a j such that f(T ) < fj(T ) + δT ≤ ajT + δT . Therefore C < aj + 2δ . Letting
δ → 0 , we conclude that supj aj = C .

Since Ln(K2) = 0 , for every δ > 0 and for every j there exists an open set Aj2 such
that K2 ⊂ Aj2 ⊂ A2 and bjLn(Aj2) ≤ δ . Applying (3.41) we have that

aj |Ecu|(K2) ≤ lim inf
k→+∞

[
aj

∫
Aj2

|Euk| dx+ aj |Ecuk|(Aj2) +

∫
Juk∩A

j
2

Gaj ([uk], νuk) dHn−1
]

≤ lim inf
k→+∞

F(uk;A
j
2) + bjLn(Aj2) ≤ lim inf

k→+∞
F(uk;A2) + δ .

Recalling that supj aj = C , we obtain

C|Ecu|(K2) ≤ lim inf
k→+∞

F(uk;A2) + δ

and by the arbitrariness of δ , we deduce (3.55).
Finally, let us prove (3.56). Arguing as in the previous step, for every δ > 0 and for

every j we have that∫
K3

Gaj ([u], νu) dHn−1 ≤ lim inf
k→+∞

F(uk;A3) + δ .

Letting δ → 0 , we obtain∫
K3

Gaj ([u], νu) dHn−1 ≤ lim inf
k→+∞

F(uk;A3) . (3.58)

Since supj aj = C , either there exists j0 such that aj0 = C or there exists a strictly
increasing subsequence ajh converging to C . In the first case, we have gaj0 = g , hence
Gaj0 = G , and (3.58) with j0 coincides with (3.56). In the other case, gajh is an
increasing sequence and converges to g (see Remark 3.2.5). Consequently, Gajh is an
increasing sequence and converges to G . Therefore, we can pass to the limit in (3.58)
along the sequence jh using the monotone convergence theorem, and we obtain (3.56).
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Theorem 3.4.1 is now a simple consequence of Lemma 3.4.7, thanks to the choice of
K1,K2,K3 made in Remark 3.4.6.

Proof of Theorem 3.4.1. Let us fix uk, u ∈ BD(Ω) such that uk → u in L1(Ω;Rn) .
Let us consider the three disjoint Borel sets B1, B2, B3 , the three disjoint compact
sets K1,K2,K3 , and the three disjoint open sets A1, A2, A3 as in Remark 3.4.6. By
Lemma 3.4.7 and by the superadditivity of the liminf, we have∫

K1

f(|Eu|) dx+ C|Ecu|(K2) +

∫
K3

G([u], νu) dHn−1 ≤ lim inf
k→+∞

F(uk; Ω) .

From this inequality and from (3.48)–(3.53) we obtain

F(u; Ω) =

∫
B1

f(|Eu|) dx+ C|Ecu|(B2) +

∫
B3

G([u], νu) dHn−1

≤
∫
K1

f(|Eu|) dx+ ε+ C|Ecu|(K2) + ε+

∫
K3

G([u], νu) dHn−1 + ε

≤ lim inf
k→+∞

F(uk; Ω) + 3ε.

Letting ε→ 0 , we conclude the proof of Theorem 3.4.1.

3.5 A relaxation result for functionals defined on BD

The aim of this section is to obtain an integral representation for the relaxation of
the functional F : BD(Ω)→ [0,+∞) defined by

F(u) :=

∫
Ω

f(|Eu|) dx+ C|Ecu|(Ω) +

∫
Ju

ψ([u], νu) dHn−1, (3.59)

for every u ∈ BD(Ω) . We assume that:

(H1′ ) f : [0,+∞)→ [0,+∞) is a convex nondecreasing function;

(H2′ ) ψ : Rn×Sn−1 → [0,+∞) is a Borel function and there exist a constant c1 > 0

and an even subadditive function g : R→ [0,+∞) such that for every orthonor-
mal basis (ξ1, . . . , ξn)

( n∑
i=1

g(z · ξi)2|ν · ξi|2
)1

2 ≤ ψ(z, ν) ≤ c1(|z| ∧ 1) ,

for every z ∈ Rn and ν ∈ Sn−1 ;

(H3′ ) 0 < C < +∞ and

lim
t→+∞

f(t)

t
= lim

t→0+

g(t)

t
= C , lim inf

t→+∞
g(t) > 0 .



72 3. Semicontinuity of a class of functionals defined on BD

Remark 3.5.1. Note that, by assumption (H3′ ), there exist two constants α, β > 0 such
that

αt− β ≤ f(t) ≤ β(t+ 1) (3.60)

for every t ≥ 0 . Moreover, we claim that there exists a constant c2 > 0 such that

c2(|z| ∧ 1) ≤ ψ(z, ν) .

Indeed, let c > 0 be such that g(t) ≥ c(|t| ∧ 1) (see Remark 3.2.4). Let ξ1 be the
unit vector lying on the plane spanned by z and ν with the direction of the bisector of
the angle in [0, π2 ] between the directions ±ν and z

|z| . Note that |z · ξ1| ≥
√

2
2 |z| and

|ν · ξ1| ≥
√

2
2 . Let ξ2, . . . , ξn ∈ Sn−1 be such that (ξ1, . . . , ξn) is an orthonormal basis

of Rn . Then, by (H2′ ), we have

ψ(z, ν) ≥
( n∑
i=1

g(z · ξi)2|ν · ξi|2
)1

2 ≥ c(|z · ξ1| ∧ 1)|ν · ξ1|

≥ c(
√

2
2 |z| ∧ 1)

√
2

2 ≥ c2(|z| ∧ 1) ,

for a suitable constant c2 > 0 .

The L1 -lower semicontinuous envelope of F is the functional sc−F : BD(Ω) →
[0,+∞) defined by

sc−F(u) := inf{lim inf
k→+∞

F(uk) : uk ∈ BD(Ω), uk → u in L1(Ω;Rn)} .

We are now in a position to state our relaxation result.

Theorem 3.5.2. Assume that (H1′ )–(H3′ ) hold. Then there exists a Borel function
ψ : Rn×Sn−1 → [0,+∞) such that

sc−F(u) =

∫
Ω

f(|Eu|) dx+ C|Ecu|(Ω) +

∫
Ju

ψ([u], νu) dHn−1, (3.61)

for every u ∈ BD(Ω) .

To prove the theorem, we consider the localised functional F : L1(Ω;Rn)×A (Ω)→
[0,+∞] defined by

F(u;A) :=

∫
A

f(|Eu|) dx+ C|Ecu|(A) +

∫
Ju∩A

ψ([u], νu) dHn−1,

if u|A ∈ BD(A) , and F(u;A) := +∞ otherwise in L1(Ω;Rn) . Its L1 -lower semicontin-
uous envelope is the functional sc−F : L1(Ω;Rn)×A (Ω)→ [0,+∞] defined by

sc−F(u;A) := inf{lim inf
k→+∞

F(uk;A) : uk → u in L1(Ω;Rn)} ,

for every u ∈ L1(Ω;Rn) and A ∈ A (Ω) . Let us notice that sc−F(u; Ω) = sc−F(u) for
every u ∈ BD(Ω) .

One of the main tools used to prove Theorem 3.5.2 is Theorem 1.4.6. We will show
that the lower semicontinuous envelope of F satisfies the assumptions of Theorem 1.4.6.
We start by proving a weak form of the subadditivity condition for sc−F .
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Lemma 3.5.3. Let A,B ∈ A (Ω) and A′ ∈ A (Ω) such that A′ b A. Then

sc−F(u;A′ ∪B) ≤ sc−F(u;A) + sc−F(u;B) , (3.62)

for every u ∈ L1(Ω;Rn).

Proof. Let us fix u ∈ L1(Ω;Rn) and let us consider two sequences uAk and uBk in
L1(Ω;Rn) converging in L1(Ω;Rn) to the function u such that

sc−F(u;A) = lim
k→+∞

F(uAk ;A) and sc−F(u;B) = lim
k→+∞

F(uBk ;B) . (3.63)

It suffices to prove (3.62) when the right hand side is finite. Hence we can assume
that F(uAk ;A) and F(uBk ;B) are equibounded sequences. In particular, we have that
uAk ∈ BD(A) and uBk ∈ BD(B) .

We now use the De Giorgi slicing and averaging argument to construct a suitable
sequence uk ∈ BD(A∪B) converging to u in L1(Ω;Rn) . Let d := dist(A′, ∂A) > 0 and
let h ∈ N . Let A0 := A′ and Ah+1 := A . We consider a chain of open sets A1, . . . , Ah
such that Ai b Ai+1 and dist(Ai, ∂Ai+1) ≥ d/(h + 1) for every 0 ≤ i ≤ h . Let
ϕi ∈ C1

c (Ω) be such that 0 ≤ ϕi ≤ 1 , supp(ϕi) ⊂ Ai+1 , and ϕi = 1 in a neighborhood
of Ai . We assume in addition that ||∇ϕi||L∞(Ω) ≤ 2(h+ 1)/d . We set

uik := ϕiu
A
k + (1− ϕi)uBk ∈ BD(A ∪B) , (3.64)

for i = 0, . . . , h . By the locality of F , we obtain

F(uik;A
′ ∪B) ≤ F(uik;Ai) + F(uik;B ∩ (Ai+1 \Ai)) + F(uik;B \Ai+1)

= F(uAk ;Ai) + F(uik;B ∩ (Ai+1 \Ai)) + F(uBk ;B \Ai+1)

≤ F(uAk ;A) + F(uik;B ∩ (Ai+1 \Ai)) + F(uBk ;B) ,

(3.65)

since uik = uAk on Ai and uik = uBk in a neighborhood of Rn \ Ai+1 . Let Si :=

B ∩ (Ai+1 \Ai) and let us estimate F(uik;Si) . From (3.64) we deduce that

Euik = ϕiEu
A
k + (1− ϕi)EuBk +∇ϕi � (uAk − uBk )

and therefore

F(uik;Si) =

∫
Si

f(|ϕiEuAk + (1− ϕi)EuBk +∇ϕi � (uAk − uBk )|) dx+

+ C|ϕiEcuAk + (1− ϕi)EcuBk |(Si) +

∫
J
ui
k
∩Si

ψ([uik], νuik
) dHn−1.

(3.66)

By (3.60) we have that∫
Si

f(|ϕiEuAk + (1− ϕi)EuBk +∇ϕi � (uAk − uBk )|) dx

≤ β
∫
Si

|ϕiEuAk + (1− ϕi)EuBk +∇ϕi � (uAk − uBk )|dx+ βLn(Si)

≤ β
[ ∫
Si

|EuAk |dx+

∫
Si

|EuBk | dx+

∫
Si

|∇ϕi � (uAk − uBk )| dx+ Ln(Si)
]

≤ c
[ ∫
Si

f(|EuAk |) dx+

∫
Si

f(|EuBk |) dx+ (h+ 1)

∫
Si

|uAk − uBk | dx+ Ln(Si)
]
,

(3.67)
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where c > 0 is a suitable constant. Moreover

C|ϕiEcuAk + (1− ϕi)EcuBk |(Si) ≤ C|EcuAk |(Si) + C|EcuBk |(Si) . (3.68)

Finally, using the bounds c2(|z| ∧ 1) ≤ ψ(z, ν) ≤ c1(|z| ∧ 1) , from (3.64) and Corol-
lary 1.3.4, we deduce that∫
J
ui
k
∩Si

ψ([uik], νuik
) dHn−1 ≤ c1

∫
J
ui
k
∩Si

|[uik]| ∧ 1 dHn−1

≤ c1

[ ∫
J
uA
k
∩Si

|[uAk ]| ∧ 1 dHn−1 +

∫
J
uB
k
∩Si

|[uBk ]| ∧ 1 dHn−1
]

≤ c
[ ∫
J
uA
k
∩Si

ψ([uAk ], νuAk
) dHn−1 +

∫
J
uB
k
∩Si

ψ([uBk ], νuBk
) dHn−1

]
,

(3.69)

where c > 0 is a suitable constant. Summing (3.67)–(3.69), by (3.65) and (3.66) we get

F(uik;A
′ ∪B) ≤ F(uAk ;A) + F(uBk ;B) + c[F(uAk ;Si)+F(uBk ;Si)+Ln(Si)]

+ c(h+1)

∫
Si

|uAk − uBk |dx .

Summing the inequality above for i = 0, . . . , h and taking the average with respect to
i , we obtain that there exists an index ik such that

F(uikk ;A′ ∪B) ≤ F(uAk ;A) + F(uBk ;B)

+
c

h+ 1
[F(uAk ;B ∩ (A \A′)) + F(uBk ;B ∩ (A \A′)) + Ln(B ∩ (A \A′))]

+ c

∫
B∩(A\A′)

|uAk − uBk | dx

≤ F(uAk ;A) + F(uBk ;B) +
c

h+ 1
[F(uAk ;A) + F(uBk ;B) + Ln(Ω)]

+ c

∫
B∩(A\A′)

|uAk − uBk |dx .

Let us define uk := uikk . Letting k → +∞ and h → +∞ in the inequality above, we
conclude that

sc−F(u;A′ ∪B) ≤ lim inf
k→+∞

F(uk;A
′ ∪B) ≤ lim

k→+∞
F(uAk ;A) + lim

k→+∞
F(uBk ;B) .

By (3.63), this gives (3.62).

We are now able to prove that the functional sc−F satisfies all the hypotheses of
Theorem 1.4.6.

Lemma 3.5.4. The functional sc−F satisfies the following properties:
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(a) sc−F is local;

(b) sc−F(·;A) is L1 -lower semicontinuous, for every A ∈ A (Ω) ;

(c) sc−F(u;A) ≤ C|Eu|(A) + f(0)Ln(A), for every u ∈ BD(Ω) and for every A ∈
A (Ω) ;

(d) for every u ∈ BD(Ω) , sc−F(u; ·) is the restriction to A (Ω) of a Radon measure;

(e) sc−F(u(· − x0) + b;x0 + A) = sc−F(u;A) for all b ∈ Rn and x0 ∈ Rn such that
x0 +A ⊂ Ω .

Proof. The proofs of the lower semicontinuity, of the upper bound, and of the translation
invariance are immediate. The functional sc−F is local by [29, Proposition 16.15].

In order to prove that sc−F(u; ·) is a measure, it is convenient to introduce the inner
regular envelope of sc−F , i.e., the functional F : L1(Ω;Rn)×A (Ω) → [0,+∞) defined
by

F(u;A) := sup{(sc−F)(u;U) : U ∈ A (Ω), U b A} ,

for every u ∈ L1(Ω;Rn) and A ∈ A (Ω) . Note that F(u;A) ≤ sc−F(u;A) . Let us fix
u ∈ BD(Ω) . We claim that

F(u;A) = sc−F(u;A) , (3.70)

for every A ∈ A (Ω) . Indeed, let ε > 0 . There exists a compact set K ⊂ A such that
F(u,A \ K) < ε . Let us fix A′, A′′ ∈ A (Ω) such that K ⊂ A′ b A′′ b A . Then, by
Lemma 3.5.3, we have that

sc−F(u;A) = sc−F(u;A′ ∪ (A \K)) ≤ sc−F(u;A′′) + sc−F(u;A \K)

≤ F(u;A) + F(u;A \K) ≤ F(u;A) + ε .

Letting ε → 0 , we conclude the proof of (3.70). This implies that sc−F(u; ·) is inner
regular on A (Ω) , for every u ∈ BD(Ω) . By [29, Proposition 16.12], sc−F(u; ·) is
superadditive. The subadditivity of sc−F(u; ·) follows from Lemma 3.5.3 and from
the inner regularity. Hence, we can apply [29, Theorem 14.23] to extend sc−F(u; ·)
to a Borel measure. Actually, it is a bounded measure thanks to the upper bound
sc−F(u;A) ≤ C|Eu|(A) + f(0)Ln(A) .

In order to prove Theorem 3.5.2, it is useful to bound from below the functional F
with the functional FG : L1(Ω;Rn)×A (Ω)→ [0,+∞] defined by

FG(u;A) :=

∫
A

f(|Eu|) dx+ C|Ecu|(A) +

∫
Ju∩A

G([u], νu) dHn−1 (3.71)

if u ∈ BD(A) , and FG(u;A) := +∞ otherwise, where

G(z, ν) = sup
(ξ1,...,ξn)

( n∑
i=1

g(z · ξi)2|ν · ξi|2
)1

2
.

Note that, by Theorem 3.4.1, for every A ∈ A (Ω) the functional FG(·;A) is L1 -lower
semicontinuous in BD(A) .
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Proof of Theorem 3.5.2. Let us fix u ∈ BD(Ω) . By (H2′ ), we have that G ≤ ψ and
hence

FG(·;A) ≤ F(·;A) ,

for every open set A ⊂ Ω . Therefore, by the lower semicontinuity of FG(·;A) ,

FG(u;A) ≤ sc−F(u;A) ≤ F(u;A) ,

for every open set A ⊂ Ω . By Lemma 3.5.4, sc−F(u; ·) is the restriction to A (Ω) of a
Radon measure defined on B(Ω) , still denoted by sc−F(u; ·) . Hence

FG(u;B) ≤ sc−F(u;B) ≤ F(u;B) ,

for every Borel set B ⊂ Ω . Let us consider the sets B1, B2, B3 ∈ B(Ω) as in Re-
mark 3.4.6. We recall that B1, B2, B3 are pairwise disjoint and B1 ∪ B2 ∪ B3 = Ω .
Moreover, Ln is concentrated on B1 , Ecu is concentrated on B2 , and Hn−1((Ju \B3)∪
(B3 \ Ju)) = 0 . Then∫

B1

f(|Eu|) dx = FG(u;B1) ≤ sc−F(u;B1) ≤ F(u;B1) =

∫
B1

f(|Eu|) dx ,

C|Ecu|(B2) = FG(u;B2) ≤ sc−F(u;B2) ≤ F(u;B2) = C|Ecu|(B2)

and therefore

sc−F(u;B1) =

∫
Ω

f(|Eu|) dx , (3.72)

sc−F(u;B2) = C|Ecu|(Ω) . (3.73)

On the other hand, for every λ > 0 we can apply Theorem 1.4.6 to the functional
Gλ(u;A) := sc−F(u;A) + λ|Eu|(A) . Thus we have

sc−F(u;B3) + λ|Eu|(B3) = sc−F(u; Ju) + λ|Eu|(Ju) =

∫
Ju

ψλ([u], νu) dHn−1,

where ψλ is given by (1.12), i.e.,

ψλ(z, ν) = lim sup
ρ→0+

[ 1

ρn−1
inf{Gλ(v;Qνρ) : v ∈ BD(Qνρ), v(x) = uν,z(x) on ∂Qνρ}

]
.

(3.74)
Defining ψ(z, ν) := lim

λ↘0
ψλ(z, ν) , we infer

sc−F(u;B3) =

∫
Ju

ψ([u], νu) dHn−1. (3.75)

Summing (3.72), (3.73), and (3.75) we obtain (3.61).
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3.6 An example of surface density

In this section we provide the explicit expression of the surface density G(z, ν) de-
fined in (3.5) when g(t) = |t| ∧ 1 , i.e.,

G(z, ν) := sup
(ξ1,...,ξn)

( n∑
i=1

(|z · ξi| ∧ 1)2|ν · ξi|2
)1

2
, (3.76)

where the supremum is taken over all orthonormal bases (ξ1, . . . , ξn) of Rn .
First of all we prove that the function G in (3.76) is invariant under rotations.

Lemma 3.6.1. Let G be the function defined in (3.76). Then for every z ∈ Rn ,
ν ∈ Sn−1 , and R ∈ O(n) we have that G(z, ν) = G(Rz,Rν). Moreover G(z, ν) =

G(−z, ν) = G(z,−ν) .

Proof. Let us fix z ∈ Rn , ν ∈ Sn−1 , and R ∈ O(n) . For every orthonormal basis
(ξ1, . . . , ξn) we have that (RT ξ1, . . . , RT ξn) is an orthonormal basis. Moreover, for
every orthonormal basis (ζ1, . . . , ζn) there exists an orthonormal basis (ξ1, . . . , ξn) such
that ζi = RT ξi , i = 1, . . . , n . Therefore

G(Rz,Rν) = sup
(ξ1,...,ξn)

( n∑
i=1

g(Rz · ξi)2|Rν · ξi|2
)1

2

= sup
(ξ1,...,ξn)

( n∑
i=1

g(z ·RT ξi)2|ν ·RT ξi|2
)1

2

= sup
(ζ1,...,ζn)

( n∑
i=1

g(z · ζi)2|ν · ζi|2
)1

2

= G(z, ν) .

The symmetry of the function G stated in the lemma is a straightforward conse-
quence of (3.76).

We study the function G in the two dimensional case, i.e., when n = 2 . Let us fix
ν ∈ S1 . Thanks to Lemma 3.6.1, we can reduce to the case ν = (1, 0) by applying a
suitable rotation. To study the function z 7→ G(z, ν) , it is convenient to express the
vector z ∈ R2 in polar coordinates. Let ρ be the norm of z and let ϕ be the angle
between ν and z . By Lemma 3.6.1, it is enough to study the case ϕ ∈ [0, π2 ] . In this
way z = (ρ cosϕ, ρ sinϕ) .

Proposition 3.6.2. Let ν = (1, 0). Let ρ > 0 , ϕ ∈ [0, π2 ] , and z = (ρ cosϕ, ρ sinϕ) .
Then

G(z, ν) =


ρ
(

cos4(ϕ2 ) + sin4(ϕ2 )
)1

2 if ρ cos(ϕ2 ) ≤ 1 ,

1 if ρ cosϕ ≥ 1 or ρ ≥
√

2 ,(
cos2(θ) + (ρ2 − 1) sin2(θ)

)1
2 otherwise ,

(3.77)

where θ = ϕ− arccos(1
ρ) ∈ [0, ϕ2 ] .
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Proof. By (3.76) we have that

G(z, ν)2 = sup
(ξ1,ξ2)

(g(z · ξ1)2|ν · ξ1|2 + g(z · ξ2)2|ν · ξ2|2) , (3.78)

where the supremum is taken over all orthonormal bases of R2 . If we write ξ1 in polar
coordinates, it is easy to see that (3.78) is equivalent to

G(z, ν)2 = sup
ϕ−π

2
<θ≤ϕ

γ(θ) . (3.79)

where

γ(θ) := min{ρ| cos(ϕ− θ)|, 1}2 cos2(θ) + min{ρ| sin(ϕ− θ)|, 1}2 sin2(θ) .

Indeed, it is sufficient to take the supremum in (3.78) for θ ranging in an interval of
length π

2 . Note that G(z, ν) ≤ 1 , because γ(θ) ≤ 1 for ϕ− π
2 < θ ≤ ϕ .

Let us assume that ρ cos(ϕ2 ) ≤ 1 . Then, for ϕ− π
2 < θ ≤ ϕ , we have that

γ(θ) ≤ ρ2 cos2(ϕ− θ) cos2(θ) + ρ2 sin2(ϕ− θ)2 sin2(θ)

= 1
4ρ

2 cos(2ϕ− 4θ) + ρ2 cos4(ϕ2 ) + ρ2 sin4(ϕ2 )− 1
4ρ

2 .
(3.80)

Since −π ≤ −2ϕ ≤ 2ϕ − 4θ < 2π − 2ϕ ≤ 2π , the function θ 7→ cos(2ϕ − 4θ) attains
its maximum at θ = ϕ

2 . Since ρ cos(ϕ2 ) ≤ 1 and 0 ≤ ϕ
2 ≤

π
4 , we also have that

ρ sin(ϕ2 ) ≤ 1 . This implies that γ(θ) attains its maximum at θ = ϕ
2 and therefore

G(z, ν)2 = ρ2 cos4(ϕ2 ) + ρ2 sin4(ϕ2 ) . This concludes the study of the case ρ cos(ϕ2 ) ≤ 1 .
We therefore suppose that ρ cos(ϕ2 ) > 1 in what follows.
Let us assume that ρ cosϕ ≥ 1 first. We simply note that in this case the maximum

of γ(θ) is attained at θ = 0 and γ(0) = 1 .
Hence, let ρ cosϕ < 1 and ρ ≤

√
2 . We claim that the maximum in (3.79) is attained

at θ = θ = ϕ − arccos(1
ρ) . Note that 0 < θ < ϕ

2 , since ρ cosϕ < 1 and ρ cos(ϕ2 ) > 1 .
For θ ≤ θ ≤ ϕ , we have that ρ cos(ϕ−θ) ≥ 1 , and therefore ρ2 sin2(ϕ−θ) ≤ ρ2−1 ≤ 1 .
This implies that

γ(θ) ≤ cos2(θ) + ρ2 sin2(ϕ− θ)2 sin2(θ) ≤ cos2(θ) + (ρ2 − 1) sin2(θ)

= (ρ2 − 1) + (2− ρ2) cos2 θ .
(3.81)

The function θ 7→ (ρ2− 1) + (2− ρ2) cos2 θ is nonincreasing for θ ∈ [θ, ϕ] , and therefore
its maximum in the interval [θ, ϕ] is attained at θ = θ . Since ρ cos(ϕ − θ) = 1 and
ρ sin(ϕ− θ) ≤ 1 , we get that the maximum of the function γ(θ) in the interval [θ, ϕ] is
attained at θ = θ . For ϕ− π

2 < θ ≤ θ , the maximum of the function θ 7→ cos(2ϕ− 4θ)

is attained at θ = θ , since 0 ≤ 2ϕ− 4θ ≤ 2ϕ− 4θ < 2π − 2ϕ ≤ 2π and θ > 0 . Hence,
by inequality (3.80), we have that the maximum of the function γ(θ) in the interval
(ϕ − π

2 , θ] is attained at θ = θ . This concludes the study of the case ρ cosϕ < 1 and
ρ ≤
√

2 .
We conclude the proof by observing that if ρ cosϕ < 1 and ρ >

√
2 , then γ(θ) = 1 .

Indeed, ρ cos(ϕ− θ) = 1 and ρ2 sin2(ϕ− θ) = ρ2 − ρ2 cos2(ϕ− θ) = ρ2 − 1 ≥ 1 .

Remark 3.6.3. Let us fix ν ∈ Sn−1 . For every z ∈ Rn we have that

|z � ν| = |z|
(

cos4(ϕ2 ) + sin4(ϕ2 )
)1

2
,
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where ϕ ∈ [0, π2 ] is the angle formed by the directions ±ν and z
|z| . Hence, by for-

mula (3.77), for |z| cos(ϕ2 ) ≤ 1 , i.e., in the region colored in light gray in Figure 3.4, we
have that G(z, ν) = |z � ν| . For |z| ≥

√
2 or |z| cos(ϕ) ≥ 1 , i.e., outside the colored

regions in Figure 3.4, by (3.77) we obtain G(z, ν) = 1 . In the remaining part of R2 ,
i.e., in the region colored in dark gray in Figure 3.4, the function z 7→ G(z, ν) makes a
transition between the function z 7→ |z � ν| and the function with constant value 1 .

ν

z

Figure 3.4: Behaviour of the function z 7→ G(z, ν) .





CHAPTER 4

Quasistatic evolution for irreversible
cohesive fracture

4.1 Overview of the chapter

In this chapter we prove the existence of quasistatic evolutions for a cohesive zone
model, whose main feature is that the density of the energy dissipated in the fracture
process depends on the total variation of the amplitude of the jump. The results pre-
sented here are based on the work [28], in collaboration with Crismale and Lazzaroni.

The model is described in detail in Section 4.2, where we specify all the assumptions
on the initial data, on the time-dependent boundary conditions that drive the evolution,
and on the surface energy density g . Moreover, we present the notion of quasistatic
evolution (Definition 4.2.6) and some results on the strong formulation that is satis-
fied by the energetic solutions under suitable regularity assumptions (Propositions 4.2.7
and 4.2.8). Theorem 4.2.9 is the main result of the chapter: it concerns the existence of
quasistatic evolutions and their approximation by means of the discrete-time evolutions.
For the reader’s convenience, the final part of Section 4.2 contains a short outline of the
existence proof, which is presented in more detail in the remaining part of the chapter.

In Section 4.3 we study the discrete-time evolutions obtained by solving the incremen-
tal minimum problems. In particular, in Proposition 4.3.1 we show that the approximate
evolutions satisfy a discrete global stability and a discrete energy-dissipation inequality.

We pass to the continuous-time limit in Section 4.4, obtaining a weak notion of
quasistatic evolution based on Young measures. Specifically, in the dissipated energy
which appears in the global stability and in the energy-dissipation balance, the variation
of the jumps is replaced by a Young measure.

Finally, in Section 4.5 we employ the results obtained in Section 4.4 to prove the
existence of quasistatic evolutions according to the notion based on functions. Moreover,
we mention some possible generalisations of the model that account for asymmetric
responses to loading and unloading.

4.2 Assumptions on the model and statement of the main
result

Reference configuration and boundary conditions. Throughout the chapter, Ω

is a bounded, Lipschitz, open set in Rn representing the cross-section of a cylindrical

81
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body in the reference configuration (in the setting of antiplane shear). The cracks of the
body will be contained in a prescribed crack surface Γ , where Γ is a (n−1)-dimensional
Lipschitz manifold in Rn with 0 < Hn−1(Γ ∩ Ω) < ∞ . Moreover, we assume that
Ω \ Γ = Ω+ ∪ Ω− , where Ω+ and Ω− are disjoint open connected sets with Lipschitz
boundary. The normal ν(x) = νΓ(x) to the surface Γ is chosen in such a way that it
coincides with the outer normal to ∂Ω− .

We consider evolutions driven by a time-dependent boundary condition assigned on
the Dirichlet part of the boundary ∂DΩ . We assume that ∂DΩ is a relatively open
set of ∂Ω and that Hn−1(∂DΩ ∩ ∂Ω±) > 0 , in order to apply the Poincaré Inequality
separately in Ω+ and Ω− . We denote by ∂NΩ the remaining part of the boundary, i.e.,
∂NΩ := ∂Ω \ ∂DΩ .

For every w ∈ H1(Ω) , we define the set of admissible displacements corresponding
to w by

Adm(w) := {u ∈ H1(Ω \ Γ) : u = w on ∂DΩ} . (4.1)

We assign a function t 7→ w(t) defined on [0, T ] with values in H1(Ω) and we assume
that

t 7→ w(t) belongs to AC([0, T ];H1(Ω)) . (4.2)

For simplicity in this thesis we do not consider volume or boundary forces, which may
be included in the model with minor modifications.

Variation of jumps and initial data. In order to present the notion of quasistatic
evolution, we introduce a function Vu(t) describing the variation of the jumps on Γ

of an evolution s 7→ u(s) in a time interval [0, t] . To define Vu(t) without regularity
assumptions on s 7→ u(s) , we employ the notion of essential variation.

First we recall the definition of the essential supremum of a family of measurable
functions, that is the least upper bound in the sense of a.e. inequality. We give this
definition in the case of functions defined on the measure space (Γ;Hn−1) . Indeed, this
will be the relevant setting for our model.

Definition 4.2.1. Let (vi)i∈I be a family of measurable functions from Γ to [−∞,∞] .
Let v : Γ→ [−∞,∞] be a measurable function such that

(i) for every i ∈ I we have v ≥ vi Hn−1 -a.e. on Γ ;

(ii) if v : Γ → [−∞,∞] is a measurable function such that for every i ∈ I we have
v ≥ vi Hn−1 -a.e. on Γ , then v ≥ v Hn−1 -a.e. on Γ .

We say that v an essential supremum of the family (vi)i∈I .

Remark 4.2.2. Given a family of measurable functions (vi)i∈I , there exists a unique (up
to Hn−1 -a.e. equivalence) essential supremum v of the family (vi)i∈I . We denote it by
ess sup
i∈I

vi := v .

We now define the essential variation, namely the variation for a time-dependent
family of measurable functions, in the sense of a.e. inequality. As done for the essential
supremum, we give this definition in the case of functions defined on the measure space
(Γ;Hn−1) .
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Definition 4.2.3. Let us consider a function t 7→ γ(t) , with γ(t) : Γ → R measurable
for every t ∈ [0, T ] . For every 0 ≤ t1 ≤ t2 ≤ T , the essential variation of γ in [t1, t2] is
the function ess Var(γ; t1, t2) : Γ→ [0,∞] defined by

ess Var(γ; t1, t2) := ess sup
{ j∑
i=1

|γ(si)− γ(si−1)|
}
,

where the essential supremum is taken among all j ∈ N and all partitions t1 = s0 <

s1 < · · · < sj−1 < sj = t2 of the interval [t1, t2] .

Remark 4.2.4. The essential variation satisfies the usual property that

ess Var(γ; t1, t3) = ess Var(γ; t1, t2) + ess Var(γ; t2, t3) Hn−1-a.e. on Γ ,

for any 0 ≤ t1 < t2 < t3 ≤ t .

Given a function t 7→ u(t) defined on [0, T ] with values in H1(Ω \ Γ) , we define the
variation Vu(t) : Γ→ [0,∞] of its jumps on Γ with initial condition V0 by

Vu(t) := ess Var([u]; 0, t) + V0 , (4.3)

for every t ∈ [0, T ] , where V0 : Γ→ [0,∞] is an assigned measurable function.

Initial data. We fix an initial displacement

u0 ∈ Adm(w(0)) (4.4)

and a function V0 : Γ→ [0,∞] accounting for the variation of previous jumps until the
initial time t = 0 . Indeed we assume that

V0(x) ≥
∣∣[u0(x)]

∣∣ for Hn−1-a.e. x ∈ Γ . (4.5)

If V0 =
∣∣[u0]

∣∣ , a monotone crack opening has occurred before the initial time t = 0 . In
general, the crack opening may have oscillated before the initial time in such a way that
its variation in time equals V0 .

The surface energy density. We assume that the surface energy density g depends
on the point on Γ and on the history of the jump. More precisely, g : Γ×[0,∞)→ [0,∞)

satisfies the following assumptions:

(g1) g is a Carathéodory integrand, i.e., g(x, ·) is continuous for Hn−1 -a.e. x ∈ Γ and
g(·, ξ) is Hn−1 -measurable for every ξ ∈ [0,∞) ;

(g2) g(x, 0) = 0 and g(x, ·) is concave for Hn−1 -a.e. x ∈ Γ ;

(g3) lim
ξ→∞

g(x, ξ) = κ(x) ∈ [κ1, κ2] for Hn−1 -a.e. x ∈ Γ , where κ1, κ2 ∈ (0,∞) ;

(g4) the limit

lim
ξ→0+

g(x, ξ)

ξ
=: g′(x, 0)

exists for Hn−1 -a.e. x ∈ Γ and g′(·, 0) ∈ L∞(Γ) .
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In particular, for Hn−1 -a.e. x ∈ Γ it turns out that g(x, ·) is nondecreasing and can be
extended to a function in Cb([0,∞]) by setting g(x,∞) := κ(x) .

It will be convenient to introduce a measurable function θ : Γ → [0,∞] that repre-
sents the threshold after which the function g(x, ·) becomes constant, i.e.,

θ(x) := inf{ξ > 0 : g(x, ξ) = κ(x)} ∈ (0,∞] . (4.6)

The function g(x, ·) is strictly increasing if and only if θ(x) =∞ .
Notice that the set ΓN (0) := {V0 ≥ θ(x)} represents the part of Γ which is already

completely broken at the beginning of the process.
As already discussed in the Introduction, the energy dissipated by the crack opening

is a function of the variation of the jump Vu(t) defined in (4.3):∫
Γ

g
(
x, Vu(t;x)

)
dHn−1(x) .

Remark 4.2.5. In the cohesive models studied in [40] and [20], the dissipated energy
depends the supremum of the jumps reached during the evolution. There it is assumed
that, when the crack opening decreases, no energy is dissipated or some dissipated energy
is recovered. This behaviour complies with models where the cohesive phenomenon is
due to an interplay between elasticity and damage [24, 10]. In contrast, the behaviour
described here is motivated by the limit obtained in Chapter 2, where the cohesive
energy is due to the interplay between plasticity and damage. For this reason we expect
a dissipation of energy even when the crack decreases, which entails the irreversibility
of evolutions.

Definition of quasistatic evolution and strong formulation. We are now in a
position to give the definition of quasistatic evolution.

Definition 4.2.6. Let w , u0 , and V0 be as in (4.2)–(4.5). Let t 7→ u(t) be a function
defined on [0, T ] with values in H1(Ω \ Γ) and let Vu(t) be the variation of its jumps
on Γ , defined in (4.3). We say that t 7→ u(t) is a quasistatic evolution with initial
conditions (u0, V0) and boundary datum w if u satisfies u(0) = u0 and the following
conditions:

(GS) Global stability : For every t ∈ [0, T ] we have u(t) ∈ Adm(w(t)) and

1

2

∫
Ω\Γ

|∇u(t)|2 dx+

∫
Γ

g
(
x, Vu(t)

)
dHn−1

≤ 1

2

∫
Ω\Γ

|∇û|2 dx+

∫
Γ

g
(
x, Vu(t) +

∣∣[û]−[u(t)]
∣∣) dHn−1 ,

for every û ∈ Adm(w(t)) .

(EB) Energy-dissipation balance: For every t ∈ [0, T ]

1

2

∫
Ω\Γ

|∇u(t)|2 dx+

∫
Γ

g
(
x, Vu(t)

)
dHn−1

=
1

2

∫
Ω\Γ

|∇u0|2 dx+

∫
Γ

g
(
x, V0

)
dHn−1 +

t∫
0

〈∇u(s),∇ẇ(s)〉L2 ds .
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In order to give an insight into the strong formulation of the model studied here, we
state two results regarding necessary conditions satisfied by a quasistatic evolution. For
simplicity, we derive these differential conditions under the assumption that g(x, ·) is of
class C1 . We denote by g′(x, ξ) the derivative of g(x, ξ) with respect to ξ .

Proposition 4.2.7. Assume that g(x, ·) is of class C1 for Hn−1 -a.e. x ∈ Γ. Let
t 7→ u(t) be a function defined on [0, T ] with values in H1(Ω \ Γ) and satisfying (GS).
Then for every t ∈ [0, T ] the following hold:

(i) The function u(t) is a weak solution to the problem
∆u(t) = 0 in Ω \ Γ ,

u(t) = w(t) on ∂DΩ ,

∂νu(t) = 0 in H−
1
2 (∂NΩ) .

(ii) Let u(t)+ := u(t)|Ω+ and u(t)− := u(t)|Ω− . Then ∂νu(t)+ = ∂νu(t)− in H−
1
2 (Γ).

(iii) Let ∂νu(t) := ∂νu(t)+ = ∂νu(t)− . Then ∂νu(t) ∈ L∞(Γ) and

|∂νu(t;x)| ≤ g′(x, Vu(t;x)) for Hn−1-a.e. x ∈ Γ . (4.7)

To keep the presentation clear, the proof of Proposition 4.2.7 is given in Section 4.5.
Condition (iii) in Proposition 4.2.7 expresses the fact that the surface tension on Γ

due to the displacement is constrained to stay below a suitable threshold. The material
exhibits an irreversible softening behaviour on Γ , since this threshold decreases in time.
Indeed g′(x, ·) is nonincreasing and Vu(· ;x) is nondecreasing in time. However, this
condition is static and is not enough to characterise an evolution.

[u(t1)][u(t0)]

g′(Vu(t1))

−g′(Vu(t1))

∂νu(t)

g′(0)

Figure 4.1: Crack opening versus surface tension.

Nonetheless, in the following proposition we employ the energy-dissipation balance
to show that the evolution satisfies a flow rule: at the points where a crack opening
grows, the surface tension actually must reach the maximal threshold. (See Figure 4.1
for a possible evolution of the surface tension.) The result is proved under regularity
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assumptions on the evolution t 7→ u(t) . To make the statement concise, we denote by
Sign the multifunction given by

Sign(ξ) :=


1 if ξ > 0 ,

[−1, 1] if ξ = 0 ,

−1 if ξ < 0 .

Proposition 4.2.8. Assume that g(x, ·) is of class C1 for Hn−1 -a.e. x ∈ Γ . Let
t 7→ u(t) be a quasistatic evolution in the sense of Definition 4.2.6 and assume that
u ∈ AC([0, T ];H1(Ω \ Γ)) . Then

∂νu(t;x) ∈ g′(x, Vu(t;x)) Sign
(
[u̇(t;x)]

)
for Hn−1-a.e. x ∈ Γ and a.e. t ∈ [0, T ] ,

where [u̇(t)] is the derivative in time of [u(t)] with respect to the strong topology in L2(Γ) .

Proposition 4.2.8 is proved in Section 4.5.

Statement of the main result. We now introduce the tools needed to state our main
result, which concerns the existence of a quasistatic evolution and the approximation by
means of discrete-time evolutions.

As usual in the proof of existence of quasistatic evolutions for rate-independent sys-
tems, we construct discrete-time evolutions by solving incremental minimum problems.
For every k ∈ N , let us consider a subdivision of the time interval [0, T ] given by k+1

nodes
0 = t0k < t1k < · · · < tk−1

k < tkk = T, lim
k→∞

max
1≤i≤k

|tik − ti−1
k | = 0 ,

and let us define wik := w(tik) .
We assume that the initial condition (u0, V0) is globally stable, namely

1

2

∫
Ω\Γ

|∇u0|2 dx+

∫
Γ

g
(
x, V0

)
dHn−1 ≤ 1

2

∫
Ω\Γ

|∇û|2 dx+

∫
Γ

g
(
x, V0 +

∣∣[û]−[u0]
∣∣) dHn−1 ,

(4.8)
for every û ∈ Adm(w(0)) .

As the first step of the incremental process, we set u0
k := u0 and V 0

k := V0 . Let
i ∈ {1, . . . , k} and assume that we know uhk and V h

k for h = 0, . . . , i − 1 . Then we
define uik as a solution to the problem

min
u

{
1

2

∫
Ω\Γ

|∇u|2 dx+

∫
Γ

g
(
x, V i−1

k +
∣∣[u]−[ui−1

k ]
∣∣) dHn−1 : u ∈ Adm(wik)

}
, (4.9)

and we set

V i
k := V i−1

k +
∣∣[uik]−[ui−1

k ]
∣∣ = V0 +

i∑
j=1

∣∣[ujk]−[uj−1
k ]

∣∣ . (4.10)

The existence of a solution to (4.9) is obtained by employing the direct method of the
Calculus of Variations.
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The discrete-time evolutions are then defined as piecewise constant interpolations of
the solutions to the incremental problems. Namely, we set

uk(t) := uik , Vk(t) := V i
k , wk(t) := wik for tik ≤ t < ti+1

k (4.11)

and uk(T ) := ukk , Vk(T ) := V k
k , wk(T ) := w(T ) .

Passing to the limit as k → ∞ , we prove that uk converges to a quasistatic evo-
lution u . A major point of our result is that the convergence holds for a subsequence
independent of t . We also provide a convergence result for the variations of the jumps.
Specifically, the truncated functions Vk(t) ∧ θ converge to Vu(t) ∧ θ , where θ is as
in (4.6). We remark that when Vu(t;x) overcomes the threshold θ(x) , we have no con-
trol on Vu(t;x) , which may increase without further dissipation of energy. Moreover,
we obtain that t 7→ u(t) and t 7→ Vu(t) are continuous (in a suitable sense), except for
countably many times.

These results are stated in the following theorem, whose proof is given in Section 4.5.

Theorem 4.2.9 (Existence and approximation of quasistatic evolutions). Assume that g
satisfies (g1)–(g4) . Let w , u0 , and V0 be as in (4.2)–(4.5) and assume that (u0, V0) is
globally stable in the sense of (4.8). Consider the piecewise constant evolutions t 7→ uk(t)

and the piecewise constant variations t 7→ Vk(t) defined in (4.11). Then there exist a
subsequence (independent of t and not relabelled) and a quasistatic evolution t 7→ u(t)

with initial conditions (u0, V0) and boundary datum w such that, for every t ∈ [0, T ],

uk(t)→ u(t) strongly in H1(Ω \ Γ) , (4.12)

Vk(t) ∧ θ → Vu(t) ∧ θ in measure , (4.13)

where Vu(t) is the function defined in (4.3) and θ is given in (4.6).
Moreover, there exists a set E ⊂ [0, T ] , at most countable, such that, for every

t ∈ [0, T ] \ E and every s→ t,

u(s)→ u(t) strongly in H1(Ω \ Γ) . (4.14)

Vu(s) ∧ θ → Vu(t) ∧ θ in measure . (4.15)

We underline that, if θ(x) is finite and Vu(t;x) ≥ θ(x) , the material is completely
broken at x . Therefore Vu(t) ∧ θ , appearing in the theorem above, is the relevant state
variable for the system.

Remark 4.2.10. If θ ∈ L∞(Γ) , then the convergence in (4.13) and (4.15) is also strong
in Lp(Γ) for every p ∈ [1,∞) . In contrast, if θ ≡ ∞ (that is g(x, ·) is strictly increasing
for Hn−1 -a.e. x ∈ Γ), then Vk(t)→ Vu(t) in measure as k →∞ and Vu(s)→ Vu(t) in
measure as s→ t .

Guidelines for the proof of the main result. The main difficulty in the passage
to the continuous-time limit as k →∞ is that we lack of controls on Vk(t) . In fact, by
(4.9), we can only infer that

∫
Γ g(x, Vk(t)) dHn−1 is uniformly bounded, but this gives

no information on Vk(t) , since g is bounded. For this reason we resort to a weaker
notion of quasistatic evolution, where the variation of jumps on Γ is replaced by a
Young measure. Notwithstanding, after establishing the properties of such an evolution,
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we are able to show that the Young measure found in the limit is concentrated on a
function. Eventually, we obtain a quasistatic evolution in the sense of Definition 4.2.6.
We describe here the strategy followed to prove Theorem 4.2.9.

Following the scheme of the proof of existence of solutions to rate-independent sys-
tems [61], the starting point of our analysis is to obtain a global stability and an energy-
dissipation inequality for the discrete-time evolutions t 7→ uk(t) (Proposition 4.3.1). As
usual, the energy-dissipation inequality provides a priori bounds in H1(Ω \ Γ) for the
functions uk(t) , independently of k and t . In order to study the limit of the functions
Vk(t) , it is convenient to introduce the Young measures concentrated on the graph of
Vk(t) , namely

νk(t) := δVk(t) ∈ Y(Γ; [0,∞]) for every t ∈ [0, T ] . (4.16)

We refer to Section 1.5 for the notation and the basic properties of Young measures.
Since the functions Vk(t) are nondecreasing with respect to t , we can apply a Helly-
type selection principle (proved in [20]) to infer that the Young measures νk(t) converge
narrowly to a Young measure ν(t) ∈ Y(Γ; [0,∞]) on a subsequence independent of t .
Thanks to the a priori bounds on uk(t) , it is possible to extract a subsequence kj(t)

(depending on t) such that ukj(t)(t) converges to u(t) weakly in H1(Ω \ Γ) . These
convergences allow us to pass to the limit in the global stability of the discrete-time evo-
lutions (Proposition 4.3.4), and thus to deduce that t 7→ (u(t), ν(t)) satisfies a suitable
notion of global stability (condition (GSY) in Definition 4.4.1).

Afterwards, we show that t 7→ (u(t), ν(t)) satisfies an energy-dissipation balance
(condition (EBY) in Definition 4.4.1). One inequality in this balance is a consequence
of the energy-dissipation inequality of the discrete-time evolutions t 7→ uk(t) . On the
contrary, the proof of the opposite inequality requires a thorough analysis. The main
reason is that the Helly Selection Principle adopted before does not give any information
about the relation between the Young measure ν(t) and Vu(t) . This relation is though
encoded in a property satisfied by t 7→ ν(t) (the irreversibility condition (IRY) in Defi-
nition 4.4.1), that we derive from the analogous condition (IRY)k for the approximating
Young measures t 7→ νk(t) . This property relates ν(t) to [u(t)] and allows us to con-
clude the proof of the other inequality in the energy-dissipation balance by employing
the global stability.

In addition, we prove that uk(t) actually converges to u(t) strongly in H1(Ω \ Γ)

on a subsequence independent of t . This convergence result is proved in Section 4.4
by showing that the jump γ(t) := [u(t)] is determined de facto independently of t (cf.
equation (4.39)). Indeed this implies that the function u(t) is the unique solution of
a minimum problem among functions with a prescribed jump γ(t) (Proposition 4.4.6).
With similar arguments, we prove that t 7→ u(t) is continuous in t except for a countable
set E ⊂ [0, T ] .

Finally, in Section 4.5 we prove that u is actually a quasistatic evolution in the sense
of Definition 4.2.6. Notice that for this step we need the assumption on the concavity
of g(x, ·) . Moreover, this allows us to prove that the Young measure ν(t) (suitably
truncated with θ ) is concentrated on the function Vu(t) . As a consequence of this fact,
we are able to deduce also the convergences in (4.13) and (4.15) in Theorem 4.2.9.
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4.3 Discrete-time evolutions

We study here the discrete-time evolutions already introduced in Section 4.2.
Let uk(t) , Vk(t) , and wk(t) be the piecewise constant interpolations given in (4.11).

Let νk(t) ∈ Y(Γ; [0,∞]) be the Young measures concentrated on Vk(t) defined in (4.16).
In the following proposition we state the main properties satisfied by such approximate
evolutions and we provide a priori bounds for uk(t) .

Proposition 4.3.1. The discrete evolutions t 7→ uk(t) defined in (4.11) satisfy the
following conditions:

(GS)k Global stability: For every t ∈ [0, T ] we have uk(t) ∈ Adm(wk(t)) and

1

2

∫
Ω\Γ

|∇uk(t)|2 dx+

∫
Γ

g
(
x, Vk(t)

)
dHn−1

≤ 1

2

∫
Ω\Γ

|∇û|2 dx+

∫
Γ

g
(
x, Vk(t) +

∣∣[û]−[uk(t)]
∣∣) dHn−1,

for every û ∈ Adm(wk(t)).

(EI)k Energy-dissipation inequality: There exists a sequence ηk with ηk → 0 as k →∞
such that for every t ∈ [0, T ] we have

1

2

∫
Ω\Γ

|∇uk(t)|2 dx+

∫
Γ

g
(
x, Vk(t)

)
dHn−1

≤ 1

2

∫
Ω\Γ

|∇u0|2 dx+

∫
Γ

g
(
x, V0

)
dHn−1 +

tik∫
0

〈∇uk(s),∇ẇ(s)〉L2 ds+ ηk ,

where i ∈ {0, . . . , k} is the largest integer such that tik ≤ t .

Moreover, there exists a constant C > 0 independent of k and t such that

‖uk(t)‖H1(Ω\Γ) ≤ C for every k ∈ N and t ∈ [0, T ] . (4.17)

Proof. In order to prove the global stability (GS)k , we notice that if i is the largest
integer such that tik ≤ t , then by (4.10) we get that

Vk(t) +
∣∣[û]− [uk(t)]

∣∣ = V i
k +

∣∣[û]− [uik]
∣∣ = V i−1

k +
∣∣[uik]− [ui−1

k ]
∣∣+
∣∣[û]− [uik]

∣∣
≥ V i−1

k +
∣∣[û]− [ui−1

k ]
∣∣ .

Then we infer (GS)k by the fact that uk(t) = uik is a solution to (4.9) and by the
monotonicity of g(x, ·) .

Let us prove the energy-dissipation inequality (EI)k . Let us fix t ∈ [0, T ] , k ∈ N ,
and i ∈ {1, . . . , k} as in the statement (the case i = 0 being trivial). For 1 ≤ h ≤ i , the
function uh−1

k −wh−1
k +whk is an admissible competitor for the minimum problem (4.9)
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solved by uhk . Hence

1

2

∫
Ω\Γ

|∇uhk |2 dx+

∫
Γ

g
(
x, V h

k

)
dHn−1

≤ 1

2

∫
Ω\Γ

|∇uh−1
k |2 dx+

∫
Γ

g
(
x, V h−1

k

)
dHn−1

+

∫
Ω\Γ

∇uh−1
k · (∇whk−∇wh−1

k ) dx+
1

2

∫
Ω\Γ

|∇whk−∇wh−1
k |2 dx

≤ 1

2

∫
Ω\Γ

|∇uh−1
k |2 dx+

∫
Γ

g
(
x, V h−1

k

)
dHn−1

+

thk∫
th−1
k

〈∇uk(s),∇ẇ(s)〉L2 ds+
1

2

( thk∫
th−1
k

‖∇ẇ(s)‖L2 ds

)2

,

(4.18)

where we used our assumption (4.2) on w to deduce that

∇whk −∇wh−1
k =

thk∫
th−1
k

∇ẇ(s) ds ,

as a Bochner integral in L2 . Summing up the inequalities given by (4.18) for h = 1, . . . , i ,
we get (EI)k with

ηk :=
1

2

(
max

1≤h≤k

thk∫
th−1
k

‖∇ẇ(s)‖L2 ds

)( T∫
0

‖∇ẇ(s)‖L2 ds

)
.

In particular, from (EI)k we readily deduce that there exists a constant C > 0

independent of k and t such that ‖∇uk(t)‖L2 ≤ C . Then, by the Poincaré inequality,
we get (4.17) (up to changing the name of the constant).

Remark 4.3.2. It is convenient to express the properties satisfied by uk(t) also in terms
of the Young measures νk(t) ∈ Y(Γ; [0,∞]) defined in (4.16). In Section 4.4, we will
pass to the limit in these conditions.

(IRY)k Irreversibility : νk(t) � νk(s) ⊕
∣∣[uk(t)] − [uk(s)]

∣∣ for every s, t ∈ [0, T ] with
s ≤ t .

(GSY)k Global stability : For every t ∈ [0, T ] we have uk(t) ∈ Adm(wk(t)) and

1

2

∫
Ω\Γ

|∇uk(t)|2 dx+

∫
Γ

〈g(x, ·), νxk (t)〉 dHn−1

≤ 1

2

∫
Ω\Γ

|∇û|2 dx+

∫
Γ

〈g(x, ·), ν̂xk 〉dHn−1,

for every û ∈ Adm(wk(t)) , where ν̂k := νk(t)⊕
∣∣[û]− [uk(t)]

∣∣ ∈ Y(Γ; [0,∞]) .
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(EIY)k Energy-dissipation inequality : For every t ∈ [0, T ]

1

2

∫
Ω\Γ

|∇uk(t)|2 dx+

∫
Γ

〈g(x, ·), νxk (t)〉 dHn−1

≤ 1

2

∫
Ω\Γ

|∇u0|2 dx+

∫
Γ

g
(
x, V0

)
dHn−1 +

tik∫
0

〈∇uk(s),∇ẇ(s)〉L2 ds+ ηk ,

where i ∈ {0, . . . , k} is the largest integer such that tik ≤ t .

Notice that (GSY)k trivially implies that

1

2

∫
Ω\Γ

|∇uk(t)|2 dx+

∫
Γ

〈g(x, ·), νxk (t)〉dHn−1 ≤ 1

2

∫
Ω\Γ

|∇û|2 dx+

∫
Γ

〈g(x, ·), ν̂x〉 dHn−1,

for every û ∈ Adm(wk(t)) and for every ν̂ ∈ Y(Γ; [0,∞]) with ν̂ � νk(t)⊕
∣∣[û]− [uk(t)]

∣∣ .
Remark 4.3.3. By passing to the limit as k → ∞ in (IRY)k , we may formally obtain
the irreversibility condition for the continuous-time quasistatic evolution. (See Defini-
tion 4.4.1 in Section 4.4 below.) Unfortunately, it is not immediate to rigorously pass
to the limit in (IRY)k : as we shall see below, in the construction of the continuous-
time evolution the jumps [uk(t)] converge to [u(t)] on subsequences possibly depending
on t , thus precluding the possibility to have convergence on the same subsequence for
both [uk(t)] and [uk(s)] in (IRY)k . For this reason, we reformulate (IRY)k in a more
convenient way. We start by noticing that the condition

Vk(t) ≥ Vk(s) +
∣∣[uk(t)]− [uk(s)]

∣∣ for every s, t ∈ [0, T ] with s ≤ t ,

is equivalent to the system of inequalities

Vk(t) + [uk(t)] ≥ Vk(s) + [uk(s)] for every s, t ∈ [0, T ] with s ≤ t , (4.19)

Vk(t)− [uk(t)] ≥ Vk(s)− [uk(s)] for every s, t ∈ [0, T ] with s ≤ t . (4.20)

Let us notice that since V0 ≥
∣∣[u0]

∣∣ by (4.5), we have Vk(t) + [uk(t)] ≥ 0 and Vk(t) −
[uk(t)] ≥ 0 for every t ∈ [0, T ] . In terms of the Young measures νk , the inequalities
(4.19) and (4.20) are equivalent to stating that the functions

t 7→ νk(t)⊕ [uk(t)] =: λ⊕k (t) ∈ Y(Γ; [0,∞]) , (4.21)

t 7→ νk(t)	 [uk(t)] =: λ	k (t) ∈ Y(Γ; [0,∞]) (4.22)

are nondecreasing with respect to t . Thanks to the Helly Selection Principle for Young
measures (Theorem 1.5.16), (4.21) and (4.22) are easier to handle than (IRY)k , as we
shall see later in Section 4.4.

We conclude this section with the following proposition, which shall be used to pass
to the limit in (GSY)k as k →∞ .

Proposition 4.3.4. Let wk ⇀ w weakly in H1(Ω) . Let vk ∈ Adm(wk) and v ∈
H1(Ω\Γ) be such that vk ⇀ v weakly in H1(Ω\Γ) and let µk, µ ∈ Y(Γ; [0,∞]) be such
that µk ⇀ µ. Let us assume that for every k ∈ N

1

2

∫
Ω\Γ

|∇vk|2 dx+

∫
Γ

〈g(x, ·), µxk〉dHn−1 ≤ 1

2

∫
Ω\Γ

|∇v̂|2 dx+

∫
Γ

〈g(x, ·), µ̂xk〉 dHn−1 , (4.23)
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for every v̂ ∈ Adm(wk) , where µ̂k := µk ⊕
∣∣[v̂]− [vk]

∣∣ ∈ Y(Γ; [0,∞]). Then v ∈ Adm(w)

and

1

2

∫
Ω\Γ

|∇v|2 dx+

∫
Γ

〈g(x, ·), µx〉 dHn−1 ≤ 1

2

∫
Ω\Γ

|∇v̂|2 dx+

∫
Γ

〈g(x, ·), µ̂x〉 dHn−1 , (4.24)

for every v̂ ∈ Adm(w) , where µ̂ := µ⊕
∣∣[v̂]− [v]

∣∣ ∈ Y(Γ; [0,∞]).

Proof. By the continuity of the trace operator on ∂DΩ with respect to the weak con-
vergence in H1(Ω \ Γ) we have v ∈ Adm(w) . To prove (4.24), fix v̂ ∈ Adm(w) . Define
µ̂ := µ⊕

∣∣[v̂]− [v]
∣∣ ∈ Y(Γ; [0,∞]) and

v̂k := vk + v̂ − v ∈ Adm(wk) , (4.25)

µ̂k := µk ⊕
∣∣[v̂]− [v]

∣∣ = µk ⊕
∣∣[v̂k]− [vk]

∣∣ .
Since vk ⇀ v and µk ⇀ µ , by Remark 1.5.9 we have

v̂k ⇀ v̂ weakly in H1(Ω \ Γ) , (4.26)

µ̂k ⇀ µ̂ narrowly. (4.27)

From (4.23) we get that

1

2

∫
Ω\Γ

|∇vk|2 dx+

∫
Γ

〈g(x, ·), µxk〉 dHn−1 ≤ 1

2

∫
Ω\Γ

|∇v̂k|2 dx+

∫
Γ

〈g(x, ·), µ̂xk〉dHn−1. (4.28)

We now use a classical quadratic trick. By (4.25), we infer that

1

2

∫
Ω\Γ

|∇vk|2 dx− 1

2

∫
Ω\Γ

|∇v̂k|2 dx =
1

2

∫
Ω\Γ

(∇vk −∇v̂k) · (∇vk +∇v̂k) dx

=
1

2

∫
Ω\Γ

(∇v −∇v̂) · (2∇vk +∇v̂ −∇v) dx .

(4.29)

Thanks to (4.27) we deduce that∫
Γ

〈g(x, ·), µ̂xk〉 dHn−1 →
∫
Γ

〈g(x, ·), µ̂x〉dHn−1. (4.30)

Since vk ⇀ v and µk ⇀ µ , by (4.28)–(4.30) we have

1

2

∫
Ω\Γ

(∇v −∇v̂) · (∇v +∇v̂) dx+

∫
Γ

〈g(x, ·), µx〉dHn−1 ≤
∫
Γ

〈g(x, ·), µ̂x〉 dHn−1,

from which we easily conclude that (4.24) holds.



4. Quasistatic evolution for irreversible cohesive fracture 93

4.4 Quasistatic evolution in the setting of Young measures

In this section we study the continuous-time limit of the discrete evolutions uk(t)
constructed in Section 4.3. The limit of the sequence of (Young measures concentrated
on) functions νk(t) defined in (4.16) can only be found in the space of Young mea-
sures Y(Γ; [0,∞]) . For this reason we require a definition of quasistatic evolution in a
generalised sense.

Definition 4.4.1. Let w , u0 , and V0 be as in (4.2)–(4.5). A quasistatic evolution in
the sense of Young measures with initial conditions (u0, V0) and boundary datum w is
a function t 7→ (u(t), ν(t)) defined in [0, T ] with values in H1(Ω \Γ)×Y(Γ; [0,∞]) that
satisfies u(0) = u0 , ν(0) = δV0 , and the following conditions:

(IRY) Irreversibility : ν(t) � ν(s)⊕
∣∣[u(t)]− [u(s)]

∣∣ for every s, t ∈ [0, T ] with s ≤ t .

(GSY) Global stability : For every t ∈ [0, T ] , u(t) ∈ Adm(w(t)) and

1

2

∫
Ω\Γ

|∇u(t)|2 dx+

∫
Γ

〈g(x, ·), νx(t)〉 dHn−1

≤ 1

2

∫
Ω\Γ

|∇û|2 dx+

∫
Γ

〈g(x, ·), ν̂x〉 dHn−1,

for every û ∈ Adm(w(t)) , where ν̂ := ν(t)⊕
∣∣[û]− [u(t)]

∣∣ ∈ Y(Γ; [0,∞]) .

(EBY) Energy-dissipation balance: For every t ∈ [0, T ]

1

2

∫
Ω\Γ

|∇u(t)|2 dx+

∫
Γ

〈g(x, ·), νx(t)〉 dHn−1

=
1

2

∫
Ω\Γ

|∇u0|2 dx+

∫
Γ

g(x, V0) dHn−1 +

t∫
0

〈∇u(s),∇ẇ(s)〉L2 ds .

Remark 4.4.2. In order to recognise the connection with the classical notion of quasistatic
evolution, we notice that t 7→ u(t) is a quasistatic evolution (Definition 4.2.6) if and
only if t 7→ (u(t), δVu(t)) is a quasistatic evolution in the sense of Young measures
(Definition 4.4.1), where Vu(t) is the function defined in (4.3). Indeed, the irreversibility
condition (IRY) of Definition 4.4.1 automatically holds for t 7→ δVu(t) by definition of
essential variation. Moreover, (GS) and (EB) correspond to (GSY) and (EBY), since
the Young measure considered in this case is concentrated on Vu(t) .

Remark 4.4.3. Notice that (GSY) trivially implies that

1

2

∫
Ω\Γ

|∇u(t)|2 dx+

∫
Γ

〈g(x, ·), νx(t)〉 dHn−1 ≤ 1

2

∫
Ω\Γ

|∇û|2 dx+

∫
Γ

〈g(x, ·), ν̂x〉 dHn−1,

for every û ∈ Adm(w(t)) and for every ν̂ ∈ Y(Γ; [0,∞]) with ν̂ � ν(t)⊕
∣∣[û]− [u(t)]

∣∣ .
Moreover we underline that (IRY) is a stronger condition than the monotonicity of

t 7→ ν(t) and dictates a relationship between ν and [u] .
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In the following theorem we prove the existence of a quasistatic evolution in the
sense of Young measures. As explained in Section 4.2, this result will be then improved
in Section 4.5 by showing that the truncated Young measures T θ#ν(t) are concentrated
on the function Vu(t) ∧ θ which represents the cumulation of the jumps on Γ .

Theorem 4.4.4 (Existence of quasistatic evolutions in the sense of Young measures).
Assume that g satisfies (g1)–(g4) and let w , u0 , and V0 be as in (4.2), (4.4), and
(4.5). Assume that the pair (u0, δV0) is globally stable, i.e., (4.8) holds. Then there
exists a quasistatic evolution in the sense of Young measures t 7→ (u(t), ν(t)) with initial
conditions (u0, V0) and boundary datum w .

In the rest of this section, we give a proof of Theorem 4.4.4.

Construction of the evolution. Let us consider the Young measures νk(t) defined
in (4.16). The starting point of the proof is the construction of a limit of νk(t) as
k → ∞ . Since the functions t 7→ νk(t) ∈ Y(Γ; [0,∞]) are increasing with respect to
the order � , we can apply Theorem 1.5.16 to deduce that there exists a subsequence
(independent of t and still denoted by νk ) and an increasing function t 7→ ν(t) from
[0, T ] to Y(Γ; [0,∞]) such that

νk(t) ⇀ ν(t) narrowly for every t ∈ [0, T ] . (4.31)

Unfortunately, the convergence in (4.31) is not enough to guarantee that the irre-
versibility condition (IRY) holds for ν(t) . In other words, it is nontrivial to pass to
the limit in the discrete version of the irreversibility condition (IRY)k . Nonetheless, by
Remark 4.3.3, we know that the functions t 7→ λ⊕k (t) and t 7→ λ	k (t) defined in (4.21)
and (4.22) are increasing. Hence we can apply again Theorem 1.5.16 and deduce that
there exists a subsequence independent of t (not relabelled) and two increasing functions
t 7→ λ⊕(t) ∈ Y(Γ; [0,∞]) and t 7→ λ	(t) ∈ Y(Γ; [0,∞]) such that

λ⊕k (t) ⇀ λ⊕(t) narrowly for every t ∈ [0, T ] , (4.32)

λ	k (t) ⇀ λ	(t) narrowly for every t ∈ [0, T ] . (4.33)

The monotonicity of both the functions λ⊕ and λ	 encodes the irreversibility of the
process in the continuous-time evolution.

We are now in a position to construct a limit of the sequence uk(t) . Thanks to
(4.17), we have ‖uk(t)‖H1(Ω\Γ) ≤ C , where the constant C is independent of k and t .
Let t ∈ [0, T ] and let kj(t) be a subsequence of k such that

ukj(t)(t) ⇀ u(t) weakly in H1(Ω \ Γ) , (4.34)

for some function u(t) ∈ H1(Ω \ Γ) .

Remark 4.4.5. A priori, the function u(t) depends on the subsequence kj(t) such that
(4.34) holds. Nevertheless, we shall prove that

uk(t)→ u(t) strongly in H1(Ω \ Γ) (4.35)

on the whole sequence (independent of t) found by the Helly Selection Principle (cf. the
convergences in (4.31)–(4.33)).
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We remark that also the topology of the convergence is improved. The conver-
gence in (4.35) will be proved later in this section by showing that the function u(t) is
characterised as the unique solution to a minimum problem (Proposition 4.4.6). The
convergence with respect to the strong topology of H1(Ω \ Γ) will be a consequence of
the energy-dissipation balance (EBY).

Proof of irreversibility. We can now infer (IRY) from the monotonicity of the func-
tions λ⊕ and λ	 obtained in (4.32) and (4.33). Indeed, from (4.34) we deduce that
[ukj(t)] → [u(t)] strongly in L2(Γ) . By (4.31) and by Remark 1.5.9 this implies that
λ⊕kj(t)(t) = νkj(t)(t)⊕ [ukj(t)(t)] ⇀ ν(t)⊕ [u(t)] . Thus, from (4.32) we deduce that

λ⊕(t) = ν(t)⊕ [u(t)] , (4.36)

and therefore that the function t 7→ ν(t)⊕ [u(t)] is increasing. Similarly one can prove
that λ	(t) = ν(t)	 [u(t)] and that t 7→ ν(t)	 [u(t)] is increasing. Therefore, for every
s, t ∈ [0, T ] with s ≤ t we have

ν(t)⊕ [u(t)] � ν(s)⊕ [u(s)] ,

ν(t)	 [u(t)] � ν(s)	 [u(s)] .

It is immediate to see that the previous inequalities imply (IRY).

In order to prove (4.35), it is convenient to make the following key observations:

• the Young measures λ⊕(t) and ν(t) are obtained as limits of a sequence indepen-
dent of t ;

• the jump [u(t)] can be recovered just from λ⊕(t) and ν(t) thanks to (4.36).

We now make precise the previous statements. We start by observing that if x ∈ Γ is
such that λx⊕(t) = νx(t) = δ∞ , then [u(t;x)] is not uniquely determined by (4.36). For
this reason we introduce the set

ΓN (t) := {x ∈ Γ : νx(t) � δθ(x)} , (4.37)

which corresponds to the subset of Γ where the material is completely fractured. For
Hn−1 -a.e. x ∈ Γ\ΓN (t) there exists a mass mx ∈ (0, 1] such that F [−1]

νx(t)(mx) ∈ [0, θ(x)) ,

where F [−1]
νx(t) is the pseudo-inverse of the cumulative distribution function Fνx(t) of νx(t)

(cf. (1.16) and (1.17)). In particular, we have that F [−1]
νx(t)(mx) is finite. By (4.36) and

by the definition of pseudo-inverse, it is easy to see that

F
[−1]
λx⊕(t)(mx)− F [−1]

νx(t)(mx) = [u(t;x)] for Hn−1-a.e. x ∈ Γ \ ΓN (t) . (4.38)

(We remark that, if instead x ∈ ΓN (t) , it may happen that νx(t) = δ∞ , and thus
F

[−1]
νx(t)(m) =∞ for every m ∈ (0, 1] . This does not allow us to infer (4.38).) Therefore,

we can define a measurable function γ(t) : Γ \ ΓN (t)→ R by

γ(t;x) := F
[−1]
λx⊕(t)(mx)− F [−1]

νx(t)(mx) , (4.39)

for Hn−1 -a.e. x ∈ Γ\ΓN (t) . We stress that the function γ(t) is obtained independently
of the subsequence kj(t) . The proof of (4.35) will be continued after the proof of (GSY)
and (EBY).
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Proof of global stability. The global stability (GSY) directly follows from Propo-
sition 4.3.4, since ukj(t)(t) and νkj(t)(t) satisfy condition (GSY)k and by (4.34) and
(4.31).

In general, the function u(t) is not uniquely determined by (GSY), because u(t)

appears both in the left-hand side and in the right-hand side of (GSY); specifically, ν̂
depends on u(t) . However, we have shown that the jump of u(t) is given by the function
γ(t) defined in (4.39) independently of the subsequence kj(t) . This allows us to prove
the following result.

Proposition 4.4.6. The function u(t) obtained in (4.34) is the unique solution to the
minimum problem

min
û

{1

2

∫
Ω\Γ

|∇û|2 dx : û ∈ Adm(w(t)), [û] = γ(t) Hn−1-a.e. on Γ \ ΓN (t)
}
, (4.40)

where ΓN (t) is the set defined in (4.37) and γ(t) is the function defined in (4.39).

Remark 4.4.7. Notice that Proposition 4.4.6 holds true also when Hn−1(Γ \ΓN (t)) = 0 ,
i.e., when the material is completely fractured on the whole surface Γ . In this case, the
competitors in (4.40) are all functions û ∈ Adm(w(t)) (without any constraint on the
jump).

Proof of Proposition 4.4.6. We have already observed (see (4.38)) that [u(t)] = γ(t)

Hn−1 -a.e. on Γ \ ΓN (t) . Let us fix û ∈ Adm(w(t)) such that [û] = γ(t) = [u(t)]

Hn−1 -a.e. on Γ \ ΓN (t) . Setting ν̂ := ν(t)⊕
∣∣[û]− [u(t)]

∣∣ , by (GSY) we have

1

2

∫
Ω\Γ

|∇u(t)|2 dx+

∫
Γ

〈g(x, ·), νx(t)〉dHn−1 ≤ 1

2

∫
Ω\Γ

|∇û|2 dx+

∫
Γ

〈g(x, ·), ν̂x〉 dHn−1.

(4.41)
Since ν̂x � νx(t) � δθ(x) for Hn−1 -a.e. x ∈ ΓN (t) and since g(x, ξ) = κ(x) for every
ξ ∈ [θ(x),∞] , we deduce that∫

ΓN (t)

〈g(x, ·), νx(t)〉dHn−1 =

∫
ΓN (t)

〈g(x, ·), ν̂x〉dHn−1 =

∫
ΓN (t)

κ(x) dHn−1(x) .

Therefore (4.41) is equivalent to

1

2

∫
Ω\Γ

|∇u(t)|2 dx+

∫
Γ\ΓN (t)

〈g(x, ·), νx(t)〉dHn−1

≤ 1

2

∫
Ω\Γ

|∇û|2 dx+

∫
Γ\ΓN (t)

〈g(x, ·), ν̂x〉dHn−1.

Since [û] = [u(t)] Hn−1 -a.e. on Γ \ ΓN (t) , we have ν̂x = νx(t) for Hn−1 -a.e. x ∈
Γ \ ΓN (t) , hence the previous inequality reads

1

2

∫
Ω\Γ

|∇u(t)|2 dx ≤ 1

2

∫
Ω\Γ

|∇û|2 dx .
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This proves that u(t) is a solution to (4.40).
The argument to prove uniqueness is standard: if u1 and u2 were two different

solutions to (4.40), then û := 1
2(u1 + u2) would be an admissible competitor; by strict

convexity,

1

2

∫
Ω\Γ

|∇û|2 dx =
1

2

∫
Ω\Γ

∣∣∣∇u1 +∇u2

2

∣∣∣2 dx

<
1

4

∫
Ω\Γ

|∇u1|2 dx+
1

4

∫
Ω\Γ

|∇u2|2 dx =
1

2

∫
Ω\Γ

|∇u1|2 dx .

This contradicts the minimality.

Remark 4.4.8. The minimum problem (4.40) is independent of the subsequence kj(t) .
As a consequence, we have shown that if kj(t) is such that ukj(t) ⇀ u(t) , then u(t) is
the unique solution to (4.40). Thus u(t) does not depend on kj(t) , and this implies that

uk(t) ⇀ u(t) weakly in H1(Ω \ Γ) for every t ∈ [0, T ] (4.42)

on the whole sequence (independent of t) found by the Helly Selection Principle (cf. the
convergences in (4.31)–(4.33)). In particular, by (4.17) we have

‖u(t)‖H1(Ω\Γ) ≤ C . (4.43)

After proving the energy-dissipation balance, it will turn out that the convergence is
strong in H1(Ω \ Γ) .

Proof of energy-dissipation balance. Before proving (EBY), we show that the
function t 7→ u(t) is continuous with respect to the weak topology for almost every
time. This result allows for a simple proof of the energy-dissipation balance.

Lemma 4.4.9. There exists a countable set E ⊂ [0, T ] such that for every t ∈ [0, T ]\E

u(s) ⇀ u(t) weakly in H1(Ω \ Γ) , (4.44)

ν(s) ⇀ ν(t) narrowly in Y(Γ; [0,∞]) . (4.45)

as s→ t .

Proof. Since the functions t 7→ λ⊕(t) and t 7→ ν(t) are nondecreasing, we can find a
countable set E ⊂ [0, T ] such that both λ⊕ and ν are continuous (with respect to
the narrow topology) in t for every t ∈ [0, T ] \ E . (See Remark 1.5.15.) Thus, given
t ∈ [0, T ] \ E and a sequence sk → t , we have

λ⊕(sk) ⇀ λ⊕(t) , ν(sk) ⇀ ν(t) . (4.46)

Thanks to (4.43), we can extract a subsequence (not relabelled) such that

u(sk) ⇀ u∗ weakly in H1(Ω \ Γ) (4.47)
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for some u∗ ∈ H1(Ω \ Γ) . By Proposition 4.3.4, we infer that u∗ ∈ Adm(w(t)) and

1

2

∫
Ω\Γ

|∇u∗|2 dx+

∫
Γ

〈g(x, ·), νx(t)〉dHn−1 ≤ 1

2

∫
Ω\Γ

|∇û|2 dx+

∫
Γ

〈g(x, ·), ν̂x〉 dHn−1 ,

for every û ∈ Adm(w(t)) , where ν̂ = ν(t)⊕
∣∣[û]− [u∗]

∣∣ .
On the other hand, by (4.36), we have λ⊕(sk) = ν(sk)⊕ [u(sk)] . By (4.46), (4.47),

and Remark 1.5.9 we deduce that λ⊕(t) = ν(t)⊕ [u∗] . Hence, by (4.39), we obtain that
[u∗(x)] = γ(t;x) for Hn−1 -a.e. x ∈ Γ \ ΓN (t) . Therefore, arguing as in the proof of
Proposition 4.4.6, we infer that u∗ is a solution to the minimum problem (4.40). By
uniqueness of the solution we get u∗ = u(t) , which concludes the proof.

Remark 4.4.10. Lemma 4.4.9 will be improved in Proposition 4.4.12 below by showing
that the continuity actually holds with respect to the strong topology.

Let us now prove (EBY). We start by proving the inequality

1

2

∫
Ω\Γ

|∇u(t)|2 dx+

∫
Γ

〈g(x, ·), νx(t)〉 dHn−1

≤ 1

2

∫
Ω\Γ

|∇u0|2 dx+

∫
Γ

g(x, V0) dHn−1 +

t∫
0

〈∇u(s),∇ẇ(s)〉L2 ds .
(4.48)

By (4.31), (4.42), and by (EIY)k , for every t ∈ [0, T ] we have

1

2

∫
Ω\Γ

|∇u(t)|2 dx+

∫
Γ

〈g(x, ·), νx(t)〉 dHn−1

≤ lim inf
k→∞

[
1

2

∫
Ω\Γ

|∇uk(t)|2 dx+

∫
Γ

〈g(x, ·), νxk (t)〉dHn−1

]

≤ 1

2

∫
Ω\Γ

|∇u0|2 dx+

∫
Γ

g(x, V0) dHn−1 + lim sup
k→∞

tik∫
0

〈∇uk(s),∇ẇ(s)〉L2 ds ,

(4.49)

where i ∈ {0, . . . , k} is the largest integer such that tik ≤ t . Thanks to (4.42) we know
that

〈∇uk(s),∇ẇ(s)〉L2 → 〈∇u(s),∇ẇ(s)〉L2 for every s ∈ [0, t] .

Moreover, from (4.17) we deduce that

〈∇uk(s),∇ẇ(s)〉L2 ≤ ‖∇uk(s)‖L2‖∇ẇ(s)‖L2 ≤ C‖∇ẇ(s)‖L2 ,

for every s ∈ [0, T ] . By our assumption (4.2) on w , the function t 7→ ∇ẇ(t) is
L1([0, T ];L2(Ω \ Γ)) , so we can apply the Dominated Convergence Theorem to infer
that the function s 7→ 〈∇u(s),∇ẇ(s)〉L2 belongs to L1([0, t]) and

lim sup
k→∞

tik∫
0

〈∇uk(s),∇ẇ(s)〉L2 ds = lim
k→∞

t∫
0

〈∇uk(s),∇ẇ(s)〉L2 ds

=

t∫
0

〈∇u(s),∇ẇ(s)〉L2 ds .

(4.50)
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Together with (4.49), the previous inequality yields (4.48).
We now exploit the global stability to prove, for a fixed t ∈ [0, T ] , the opposite

inequality

1

2

∫
Ω\Γ

|∇u(t)|2 dx+

∫
Γ

〈g(x, ·), νx(t)〉dHn−1

≥ 1

2

∫
Ω\Γ

|∇u0|2 dx+

∫
Γ

g(x, V0) dHn−1 +

t∫
0

〈∇u(s),∇ẇ(s)〉L2 ds .
(4.51)

For every k ∈ N , let us consider the subdivision of the time interval [0, t] given by the
k+1 equispaced nodes

shk := h
k t for h = 0, . . . , k .

Let h ∈ {1, . . . , k} . By the irreversibility condition (IRY), we have ν(shk) � ν(sh−1
k ) ⊕∣∣[u(shk)]− [u(sh−1

k )]
∣∣ =: ν̂h . Since u(shk)− w(shk) + w(sh−1

k ) ∈ Adm(w(sh−1
k )) , by (GSY)

we obtain

1

2

∫
Ω\Γ

|∇u(sh−1
k )|2 dx+

∫
Γ

〈g(x, ·), νx(sh−1
k )〉dHn−1

≤ 1

2

∫
Ω\Γ

|∇u(shk)|2 dx+

∫
Γ

〈g(x, ·), ν̂xh〉 dHn−1

−
∫

Ω\Γ

∇u(shk) · (∇w(shk)−∇w(sh−1
k )) dx+

1

2

∫
Ω\Γ

|∇w(shk)−∇w(sh−1
k )|2 dx

≤ 1

2

∫
Ω\Γ

|∇u(shk)|2 dx+

∫
Γ

〈g(x, ·), νx(shk)〉 dHn−1

−

shk∫
sh−1
k

〈∇uk(s),∇ẇ(s)〉L2 ds+
1

2

( shk∫
sh−1
k

‖∇ẇ(s)‖L2 ds

)2

,

(4.52)

where
uk(s) := u(shk) for every s ∈ (sh−1

k , shk ] .

Summing up the inequalities given by (4.52) for h = 1, . . . , k , we get

1

2

∫
Ω\Γ

|∇u(t)|2 dx+

∫
Γ

〈g(x, ·), νx(t)〉 dHn−1

≥ 1

2

∫
Ω\Γ

|∇u0|2 dx+

∫
Γ

g(x, V0) dHn−1 +

t∫
0

〈∇uk(s),∇ẇ(s)〉L2 ds− ηk ,

where

ηk :=
1

2

(
max

1≤h≤k

shk∫
sh−1
k

‖∇ẇ(s)‖L2 ds

)( T∫
0

‖∇ẇ(s)‖L2 ds

)
.
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In order to infer (4.51), we notice that by Lemma 4.4.9 we have uk(s) ⇀ u(s) for almost
every s ∈ [0, t] , and therefore

lim
k→∞

t∫
0

〈∇uk(s),∇ẇ(s)〉L2 ds =

t∫
0

〈∇u(s),∇ẇ(s)〉L2 ds ,

by the Dominated Convergence Theorem. This concludes the proof of (EBY) and of
Theorem 4.4.4.

Approximation of the evolution and continuity for almost every time. Thanks
to (EBY), we prove the convergence of the approximating evolutions (4.35) and we
improve Lemma 4.4.9.

Proposition 4.4.11. We have

uk(t)→ u(t) strongly in H1(Ω \ Γ)

on the whole sequence (independent of t) such that (4.31)–(4.33) hold.

Proof. By (4.31) and (4.42), for every t ∈ [0, T ] we have

1

2

∫
Ω\Γ

|∇u(t)|2 dx+

∫
Γ

〈g(x, ·), νx(t)〉dHn−1

≤ lim inf
k→∞

[
1

2

∫
Ω

|∇uk(t)|2 dx+

∫
Γ

〈g(x, ·), νxk (t)〉dHn−1

]
.

(4.53)

On the other hand, by (4.50), (EBY), and (EIY)k we get

lim sup
k→∞

[
1

2

∫
Ω

|∇uk(t)|2 dx+

∫
Γ

〈g(x, ·), νxk (t)〉 dHn−1

]

≤ 1

2

∫
Ω\Γ

|∇u0|2 dx+

∫
Γ

g(x, V0) dHn−1 +

t∫
0

〈∇u(s),∇ẇ(s)〉L2 ds

=
1

2

∫
Ω\Γ

|∇u(t)|2 dx+

∫
Γ

〈g(x, ·), νx(t)〉dHn−1.

(4.54)

Thus all inequalities in (4.53) and (4.54) are equalities. Since∫
Γ

〈g(x, ·), νxk (t)〉 dHn−1 →
∫
Γ

〈g(x, ·), νx(t)〉dHn−1,

we have ‖∇uk(t)‖L2 → ‖∇u(t)‖L2 . Thanks to (4.42), this concludes the proof.

Proposition 4.4.12. There exists a countable set E ⊂ [0, T ] such that for every t ∈
[0, T ] \ E

u(s)→ u(t) strongly in H1(Ω \ Γ) , (4.55)

ν(s) ⇀ ν(t) narrowly in Y(Γ; [0,∞]) . (4.56)

as s→ t.
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Proof. By (EBY) we have for every s, t ∈ [0, T ]

1

2

∫
Ω\Γ

|∇u(t)|2 dx+

∫
Γ

〈g(x, ·), νx(t)〉dHn−1

=
1

2

∫
Ω\Γ

|∇u(s)|2 dx+

∫
Γ

〈g(x, ·), νx(s)〉dHn−1 +

t∫
s

〈∇u(r),∇ẇ(r)〉L2 dr .

Thus, if t is a continuity point for the nondecreasing function s 7→ ν(s) , we have
‖∇u(s)‖L2 → ‖∇u(t)‖L2 as s→ t , since r 7→ 〈∇u(r),∇w(r)〉L2 is in L1([0, T ]) by (4.2)
and (4.43). By Lemma 4.4.9, this gives the desired convergence.

4.5 Quasistatic evolution in the setting of functions

This section is devoted to the proof of Theorem 4.2.9. Besides, we also give a proof
of Proposition 4.2.7 and of Proposition 4.2.8 regarding the strong formulation of the
quasistatic evolution. Finally, we mention some possible extensions of the model studied
in this chapter.

In Section 4.4 we have shown the existence of a quasistatic evolution (u(t), ν(t))

in the sense of Young measures. We will now exploit the concavity of g(x, ·) to prove
that the very same displacement t 7→ u(t) found in Section 4.4 is also a quasistatic
evolution in the sense of Definition 4.2.6. We recall that g(x, ·) is strictly increasing
in the interval [0, θ(x)] , where θ(x) is the threshold defined in (4.6). This allows us
to prove that the Young measure ν(t) truncated by θ (see (1.21) for the definition) is
actually concentrated on Vu(t) ∧ θ , i.e., Vu(t) ∧ θ is the limit of Vk(t) ∧ θ .

Proof of Theorem 4.2.9. By Theorem 4.4.4 and Proposition 4.4.11, we know that there
exists a quasistatic evolution in the sense of Young measures t 7→ (u(t), ν(t)) such that,
for every t ∈ [0, T ] , we have (4.12) and

δVk(t) = νk(t) ⇀ ν(t) in Y(Γ; [0,∞]) , (4.57)

up to a subsequence independent of t (not relabelled).
In order to prove (GS), we first prove that

ν(t) � δVu(t) for every t ∈ [0, T ] . (4.58)

By definition of Vu(t) and Remark 1.5.14, it is enough to show that for any partition P

of [0, t] , P = {0 = s0 < s1 < · · · < sj−1 < sj = t} , we have

ν(t) � δV P(t) , (4.59)

where

V P(t) := V0 +

j∑
i=1

∣∣[u(si)]− [u(si−1)]
∣∣ .

The irreversibility condition (IRY) satisfied by s 7→ ν(s) yields

ν(si) � ν(si−1)⊕
∣∣[u(si)]− [u(si−1)]

∣∣ for i = 1, . . . , j . (4.60)
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Employing (4.60) inductively, we obtain the chain of inequalities

ν(t) = ν(sj) � ν(sj−1)⊕
∣∣[u(sj)]− [u(sj−1)]

∣∣
� ν(sj−2)⊕

(∣∣[u(sj−1)]− [u(sj−2)]
∣∣+
∣∣[u(sj)]− [u(sj−1)]

∣∣) � . . .
� ν(s1)⊕

j∑
i=2

∣∣[u(si)]− [u(si−1)]
∣∣

� ν(0)⊕
j∑
i=1

∣∣[u(si)]− [u(si−1)]
∣∣ = δV P(t) ,

and thus (4.58) holds true.
Recalling the definition of cumulative distribution function (1.16), for every ξ <

Vu(t;x) we have FδVu(t;x)(ξ) = 0 . Thus, by (ii) in Definition 1.5.11, we deduce that

supp νx(t) ⊂ [Vu(t;x),∞] (4.61)

for every t ∈ [0, T ] and for Hn−1 -a.e. x ∈ Γ .
We are now in a position to prove that t 7→ u(t) satisfies the global stability condition

(GS). We start by fixing t ∈ [0, T ] and û ∈ Adm(w(t)) , and by setting

ν̂ := ν(t)⊕
∣∣[û]− [u(t)]

∣∣ . (4.62)

Condition (GSY) for t 7→ (u(t), ν(t)) gives

1

2

∫
Ω\Γ

|∇u(t)|2 dx+

∫
Γ

〈g(x, ·), νx(t)〉dHn−1 ≤ 1

2

∫
Ω\Γ

|∇û|2 dx+

∫
Γ

〈g(x, ·), ν̂x〉 dHn−1,

and thus (GS) follows if we show that∫
Γ

(
〈g(x, ·), ν̂x〉 − 〈g(x, ·), νx(t)〉

)
dHn−1

≤
∫
Γ

(
g
(
x, Vu(t) +

∣∣[û]−[u(t)]
∣∣)− g(x, Vu(t)

))
dHn−1.

(4.63)

In order to prove (4.63), notice that by (4.61) and (4.62) we have

〈g(x, ·), ν̂x〉 − 〈g(x, ·), νx(t)〉 =

∫
[0,∞]

(
g
(
x, ξ +

∣∣[û(x)]−[u(t;x)]
∣∣)− g(x, ξ)

)
νx(t)(dξ)

=

∫
[Vu(t;x),∞]

(
g
(
x, ξ +

∣∣[û(x)]−[u(t;x)]
∣∣)− g(x, ξ)

)
νx(t)(dξ) ,

(4.64)

for Hn−1 -a.e. x ∈ Γ . Since g(x, ·) is a concave function, for every ξ ≥ Vu(t;x) it holds

g
(
x, ξ+

∣∣[û(x)]−[u(t;x)]
∣∣)− g(x, ξ) ≤ g

(
x, Vu(t;x) +

∣∣[û(x)]−[u(t;x)]
∣∣)− g(x, Vu(t;x)

)
.

(4.65)
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Let us observe that the right hand side in the inequality above does not depend on
ξ . Therefore, by (4.64), (4.65), and recalling that νx(t) is a probability measure for
Hn−1 -a.e. x ∈ Γ , we deduce (4.63). This completes the proof of (GS).

Let us now prove that t 7→ u(t) satisfies (EB). Arguing as in the proof of (4.51),
using (GS) it is possible to see that

1

2

∫
Ω\Γ

|∇u(t)|2 dx+

∫
Γ

g
(
x, Vu(t)

)
dHn−1

≥ 1

2

∫
Ω\Γ

|∇u0|2 dx+

∫
Γ

g
(
x, V0

)
dHn−1 +

t∫
0

〈∇u(s),∇ẇ(s)〉L2 ds .

On the other hand, the opposite inequality follows immediately from (EBY) since by
(4.58) we have ∫

Γ

g
(
x, Vu(t)

)
dHn−1 ≤

∫
Γ

〈g(x, ·), νx(t)〉 dHn−1.

Therefore, t 7→ u(t) is a quasistatic evolution in the sense of Definition 4.2.6.
We now claim that the truncation T θ#ν(t) (see (1.21) for the definition) is concen-

trated on Vu(t) ∧ θ . To this end, we compare (EB) and (EBY), and deduce that for
every t ∈ [0, T ] ∫

Γ

g
(
x, Vu(t)

)
dHn−1 =

∫
Γ

〈g(x, ·), νx(t)〉 dHn−1. (4.66)

Since by (4.58) and Definition 1.5.11 we have g
(
x, Vu(t;x)

)
≤ 〈g(x, ·), νx(t)〉 , equality

(4.66) implies that
g
(
x, Vu(t;x)

)
= 〈g(x, ·), νx(t)〉 (4.67)

for Hn−1 -a.e. x ∈ Γ . Let us now fix t and let x be such that (4.61) holds. To prove the
claim, we need to show that if Vu(t;x) < θ(x) , then νx(t)

(
(Vu(t;x),∞]

)
= 0 . Let us

assume, on the contrary, that νx(t)
(
(Vu(t;x),∞]

)
= c ∈ (0, 1] . By (4.61) we know that

〈g(x, ·), νx(t)〉 = g(x, Vu(t;x))(1− c) +

∫
(Vu(t;x),∞]

g(x, ξ) νx(t)(dξ) ,

and thus

〈g(x, ·), νx(t)〉 − g
(
x, Vu(t;x)

)
=

∫
(Vu(t;x),∞]

(
g(x, ξ)− g(x, Vu(t;x))

)
νx(t)(dξ) . (4.68)

Since g(x, ·) is strictly increasing in [0, θ(x)] and νx(t) ((Vu(t;x),∞]) > 0 , we get that
the right-hand side in (4.68) is strictly positive. This contradicts (4.67), and therefore
we have proved that T θ#ν(t) is concentrated on Vu(t) ∧ θ .

Eventually, using also (4.57) and Remark 1.5.10, we deduce that

δVk(t)∧θ = T θ#νk(t) ⇀ T θ#ν(t) = δVu(t)∧θ in Y(Γ; [0,∞]) . (4.69)

By Proposition 1.5.6, (4.69) is equivalent to (4.13).
As for the proof of (4.14) and (4.15), we notice that by Proposition 4.4.12 there exists

a set E , at most countable, such that we have (4.14) and ν(s) ⇀ ν(t) in Y(Γ; [0,∞]) ,
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for t ∈ [0, T ] \ E and s→ t . The convergence in (4.15) then follows with an argument
analogous to the one used to show (4.13).

This concludes the proof.

Remark 4.5.1. In the proof of Theorem 4.2.9, we have shown that T θ#ν(t) = δVu(t)∧θ . In
particular, this allows us to rewrite the set ΓN (t) introduced in (4.37) (corresponding
to the part of Γ where the material is completely fractured) in terms of the variation of
the jumps Vu(t) and the threshold θ . Namely, we have

ΓN (t) = {x ∈ Γ : Vu(t;x) ≥ θ(x)} .

We now give the proof of the results concerning the strong formulation of the qua-
sistatic evolution discussed in Section 4.2. The derivation of the Euler-Lagrange condi-
tions follows by standard arguments illustrated below.

Proof of Proposition 4.2.7. Let consider the set ΓN (t) = {x ∈ Γ : Vu(t;x) ≥ θ(x)} .
Let ψ ∈ H1(Ω \ Γ) with ψ = 0 on ∂DΩ and let ε ∈ R . Since∫

ΓN (t)

g
(
x, Vu(t)

)
dHn−1 =

∫
ΓN (t)

κ(x) dHn−1 =

∫
ΓN (t)

g
(
x, Vu(t) +

∣∣ε[ψ]
∣∣) dHn−1

and u(t) + εψ ∈ Adm(w(t)) , by (GS) we have

1

2

∫
Ω\Γ

|∇u(t)|2 dx+

∫
Γ\ΓN (t)

g
(
x, Vu(t)

)
dHn−1

≤ 1

2

∫
Ω\Γ

|∇u(t) + ε∇ψ|2 dx+

∫
Γ\ΓN (t)

g
(
x, Vu(t) +

∣∣ε[ψ]
∣∣) dHn−1 .

Since g is of class C1 , differentiating the previous inequality with respect to ε for ε > 0

and ε < 0 , we get

−
∫

Γ\ΓN (t)

g′
(
x, Vu(t)

)∣∣[ψ]
∣∣ dHn−1 ≤

∫
Ω\Γ

∇u(t) · ∇ψ dx ≤
∫

Γ\ΓN (t)

g′
(
x, Vu(t)

)∣∣[ψ]
∣∣dHn−1.

Using the fact that g′(x, ξ) = 0 for ξ ≥ θ(x) , we also get

−
∫
Γ

g′
(
x, Vu(t)

)∣∣[ψ]
∣∣ dHn−1 ≤

∫
Ω\Γ

∇u(t) · ∇ψ dx ≤
∫
Γ

g′
(
x, Vu(t)

)∣∣[ψ]
∣∣dHn−1. (4.70)

By (4.70) for arbitrary ψ ∈ H1(Ω) with ψ = 0 on ∂DΩ and ψ = 0 in Ω− , we infer
that ∆u(t) = 0 in Ω+ and ∂νu(t) = 0 in H−

1
2 (∂NΩ ∩ ∂Ω+) . With similar arguments,

we obtain analogous properties in Ω− and we eventually deduce (i).
Let us prove (ii). Since νΓ is chosen in such a way that it coincides with the outer

normal to ∂Ω− , by definition of normal derivative of the function u(t)+ = u(t)|Ω+ on
Γ we have that ∂νu(t)+ ∈ H−

1
2 (Γ) is given by

〈∂νu(t)+, ψ+〉 = −
∫

Ω+

∇u(t) · ∇ψ+ dx ,
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for every ψ+ ∈ H1(Ω+) with ψ+ = 0 on ∂DΩ ∩ ∂Ω+ . Similarly, the normal derivative
∂νu(t)− ∈ H−

1
2 (Γ) is given by

〈∂νu(t)−, ψ−〉 =

∫
Ω−

∇u(t) · ∇ψ− dx ,

for every ψ− ∈ H1(Ω−) with ψ− = 0 on ∂DΩ ∩ ∂Ω− . Hence, by testing (4.70) with
functions ψ ∈ H1(Ω \ Γ) with ψ = 0 on ∂DΩ and [ψ] = 0 on Γ , we infer

−〈∂νu(t)+, ψ〉+ 〈∂νu(t)−, ψ〉 = 0 ,

which implies (ii) by the arbitrariness of ψ .
In order to prove (iii), we note that since g′(x, ξ) ≤ g′(x, 0) for Hn−1 -a.e. x ∈ Γ

and for every ξ ∈ [0,∞] , by inequality (4.70) we get∣∣〈∂νu(t), [ψ]〉
∣∣ ≤ ‖g′(·, 0)‖L∞‖[ψ]‖L1 ,

for every ψ ∈ H1(Ω \ Γ) with ψ = 0 on ∂DΩ . Thus ∂νu(t) is a linear and continuous
operator on the space X := {[ψ] : ψ ∈ H1(Ω\Γ) such that ψ = 0 on ∂DΩ} . By density
of X in L1(Γ) , this implies that ∂νu(t) can be extended to a linear and continuous
operator on L1(Γ) , and hence ∂νu(t) ∈ L∞(Γ) . From (4.70) we deduce that

−
∫
Γ

g′
(
x, Vu(t)

)
|z|dHn−1 ≤ −

∫
Γ

∂νu(t)z dHn−1 ≤
∫
Γ

g′
(
x, Vu(t)

)
|z| dHn−1,

for every z ∈ L1(Γ) . This concludes the proof of (iii).

In order to give a proof of Proposition 4.2.8, we need to prove the following lemma
regarding the differentiability in time of the essential variation of a function that is
absolutely continuous in time with values in L2(Γ) .

Lemma 4.5.2. Let γ ∈ AC([0, T ];L2(Γ)). Then ess Var(γ; 0, ·) ∈ AC([0, T ];L2(Γ))

and

lim
s→t

ess Var(γ; s, t)

t− s
(x) = |γ̇(t;x)| for Hn−1-a.e. x ∈ Γ and for a.e. t ∈ [0, T ] , (4.71)

where the limit and the derivative γ̇ are defined with respect to the strong topology in
L2(Γ) .

Proof. We fix s, t ∈ [0, T ] with s < t and we consider a partition of the interval [s, t] ,
namely s = s0 < · · · < sj = t . By the absolute continuity of γ , for every i = 1, . . . , j

we have

|γ(si;x)− γ(si−1;x)| =

∣∣∣∣∣
si∫

si−1

γ̇(τ ;x) dτ

∣∣∣∣∣ ≤
si∫

si−1

∣∣γ̇(τ ;x)
∣∣ dτ for Hn−1-a.e. x ∈ Γ ,

where the integrals are Bochner integrals and γ̇(τ) is the derivative in L2(Γ) of γ(τ) .
Summing up the previous inequalities for i = 1, . . . , j , we obtain

j∑
i=1

|γ(si;x)− γ(si−1;x)| ≤
t∫
s

|γ̇(τ ;x)| dτ for Hn−1-a.e. x ∈ Γ . (4.72)
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By Definition 4.2.3, inequality (4.72) implies that

ess Var(γ; s, t)(x) ≤
t∫
s

|γ̇(τ ;x)| dτ for Hn−1-a.e. x ∈ Γ . (4.73)

In particular, choosing s = 0 in (4.73) we deduce that ess Var(γ; 0, t) belongs to L2(Γ) ,
for every t ∈ [0, T ] . By taking the L2 norm in (4.73) we infer

‖ ess Var(γ; s, t)‖L2 ≤
t∫
s

‖γ̇(τ)‖L2 dτ .

Since the function τ 7→ ‖γ̇(τ)‖L2 belongs to L1([0, T ];R) , we conclude that the function
ess Var(γ; 0, ·) belongs to AC([0, T ];L2(Γ)) .

We now compute the derivative of ess Var(γ; 0, ·) . Since 1
t−s
∫ t
s |γ̇(τ)| dτ → |γ̇(t)|

strongly in L2(Γ) as s → t , dividing all terms in (4.73) by t − s and letting s → t we
deduce that

lim
s→t

ess Var(γ; s, t)

t− s
(x) ≤ |γ̇(t;x)|

for Hn−1 -a.e. x ∈ Γ . On the other hand, since {s, t} is a particular partition of the
interval [s, t] , by definition of essential variation we have

|γ(t;x)− γ(s;x)| ≤ ess Var(γ; s, t)(x) ,

for Hn−1 -a.e. x ∈ Γ . Dividing by t − s and letting s → t in the inequality above, we
obtain (4.71).

We are now in a position to prove Proposition 4.2.8.

Proof of Proposition 4.2.8. Since by assumption u ∈ AC([0, T ];H1(Ω \ Γ)) , we have

d

dt

∫
Ω\Γ

|∇u(t)|2 dx =

∫
Ω\Γ

∇u(t) · ∇u̇(t) dx . (4.74)

Moreover we claim that

d

dt

∫
Γ

g(x, Vu(t)) dHn−1 =

∫
Γ

g′
(
x, Vu(t)

)∣∣[u̇(t)]
∣∣dHn−1. (4.75)

Let us prove (4.75). The absolute continuity of u implies that [u] ∈ AC([0, T ];L2(Γ)) .
Let us consider the set ΓN (0) = {x ∈ Γ : V0(x) ≥ θ(x)} . Thanks to Lemma 4.5.2 and
by the definition (4.3) of Vu(t) , for every t ∈ [0, T ] we have Vu(t;x) <∞ for Hn−1 -a.e.
x ∈ Γ \ ΓN (0) . Then, since g(x, ξ) = κ(x) for ξ ∈ [θ(x),∞] , since g(x, ·) is monotone,
and since Vu(t) is monotone in t ,∫

Γ

g
(
x, Vu(t+ h)

)
− g
(
x, Vu(t)

)
h

dHn−1 =

∫
Γ\ΓN (0)

g
(
x, Vu(t+ h)

)
− g
(
x, Vu(t)

)
h

dHn−1.

Since Vu(t + h;x) − Vu(t;x) = ess Var([u]; t, t + h)(x) for Hn−1 -a.e. x ∈ Γ \ ΓN (0)

and g′(x, Vu(t;x)) = 0 for Hn−1 -a.e. x ∈ ΓN (0) , by taking the limit as h → 0+
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in the previous equality, by Lemma 4.5.2, and since g is of class C1 , we eventually
deduce (4.75).

The equalities (4.74) and (4.75) combined with (EB) imply that∫
Ω\Γ

∇u(t) · ∇(u̇(t)− ẇ(t)) dx+

∫
Γ

g′(x, Vu(t))
∣∣[u̇(t)]

∣∣ dHn−1 = 0 .

Since u̇(t)− ẇ(t) = 0 on ∂DΩ , by definition of ∂νu(t) we obtain∫
Γ

∂νu(t)[u̇(t)] dHn−1 =

∫
Γ

g′(x, Vu(t))
∣∣[u̇(t)]

∣∣ dHn−1,

and thus ∫
{[u̇(t)]6=0}

(
g′(x, Vu(t)) Sign([u̇(t)])− ∂νu(t)

)
[u̇(t)] dHn−1 = 0 .

By (iii) in Proposition 4.2.7, this proves the claim.

Remark 4.5.3. The method presented in this chapter can be used to treat other models
where the system exhibits asymmetric responses to loading and unloading. For instance,
we can study a model where some energy is dissipated when the jump [u(t)] increases
in time, while no energy is dissipated when [u(t)] decreases. Notice that here we are
considering [u(t)] and not |[u(t)]| . Accordingly, Definition 4.2.6 is modified by replacing
the total variation Vu(t) of t 7→ [u(t)] by its positive variation given by

Pu(t) = ess sup
{ j∑
i=1

[(
[u(si)]− [u(si−1)]

)
∨ 0
]}
.

where the essential supremum is taken among all j ∈ N and all partitions t1 = s0 <

s1 < · · · < sj−1 < sj = t2 of the interval [t1, t2] . Specifically, the dissipation is given by∫
Γ

g
(
x, Pu(t)

)
dHn−1.

For a related model, see [15, Section 5.2].
In order to prove the existence of a quasistatic evolution in this case, we pass to the

limit in the approximate evolutions obtained by solving the incremental minimisation
problems

uik ∈ argmin
u∈Adm(w(tik))

{
1

2

∫
Ω

|∇u|2 dx+

∫
Γ

g
(
x, P i−1

k +
(
[u]− [ui−1

k ]
)
∨ 0
)

dHn−1

}
,

P ik := P i−1
k +

(
[uik]− [ui−1

k ]
)
∨ 0 .

As above, we denote by uk(t) and Pk(t) the piecewise constant interpolations of uik and
P ik , respectively.

Here we do not provide the details of the proof, which follows the lines of the proof of
Theorem 4.2.9. Let us only mention that, in order to pass to the limit in the irreversibility
relation

Pk(t) ≥ Pk(s) +
(
[uk(t)]− [uk(s)]

)
∨ 0 for any s ≤ t ,
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we rewrite it as a system of two inequalities

Pk(t)− [uk(t)] ≥ Pk(s)− [uk(s)] ,

Pk(t) ≥ Pk(s) .

By Helly’s Selection Principle, in the limit as k → +∞ , Pk(t) generates a Young measure
π(t) and Pk(t)− [uk(t)] generates a Young measure λ	(t) , both nondecreasing in time.
As in Section 4.4, we can pass to the limit in the two irreversibility relations and we
characterise [u(t)] as the limit of a subsequence of [uk(t)] extracted independently of t .
At this stage of the analysis, the proof is concluded as in Section 4.5.

Other responses can be studied: for instance, one can assume that the dissipation is
given by ∫

Γ

g
(
x, αPu(t) + β Nu(t)

)
dHn−1,

where α, β > 0 and Nu(t) is the negative variation of t 7→ [u(t)] .



Concluding remarks

The results presented in this thesis suggest how cohesive surface energies entail many
mathematical difficulties in different situations. In this last chapter, we conclude by
mentioning some possible open problems connected to the results discussed above.

In Chapter 2 we have presented a Γ-convergence result for gradient damage models
coupled with plasticity. The analysis has been carried out in the simplified case of
antiplane shear. We describe here the model in the case of linearised elasticity to explain
what are the main difficulties arising in this general setting.

Let Ω be an open bounded set in Rn (n = 3 being the physically relevant case),
representing the reference configuration of the body. The displacement of the body is a
vector-valued function u : Ω→ Rn and its symmetrised gradient Eu is is decomposed as
Eu = e+ p , where e ∈ L2(Ω;Mn×n

sym ) and p ∈ Mb(Ω;Mn×n
sym ) are the elastic and plastic

strain, respectively. The matrix p is assumed to be deviatoric (i.e., trace-free), as usual
for materials which are insensitive to pressure. The stress σ is determined by the relation
σ = C(α) e , where C(α) is the elasticity tensor. Denoting by A : B the scalar product
between two n×n matrices A and B , we assume that C(α) e : e is nondecreasing in α

for every e ∈ Mn×n
sym and coercive in e for every α ∈ (0, 1] . The deviatoric part of

the stress σD := σ − tr(σ)
n I is constrained to lie in a convex and compact set K(α) of

the space of deviatoric matrices Mn×n
D . The dependence on α of the constraint sets is

assumed to be such that K(α1) ⊂ K(α2) , for every α1 ≤ α2 . In order to define the
plastic potential, we consider the support function of K(α) defined by

H(α, ξ) := sup
ζ∈K(α)

ξ : ζ .

The total energy relative to a displacement u ∈ BD(Ω) is given by

1

2

∫
Ω

C(α) e : edx+

∫
Ω

H
(
α̃,

dp

d|p|

)
d|p|+

∫
Ω

[W (α)

ε
+ ε|∇α|2

]
dx , (C.1)

for e ∈ L2(Ω;Mn×n
sym ) and p ∈ Mb(Ω;Mn×n

D ) such that Eu = e + p . This is a generali-
sation of the three-dimensional model proposed in [3, 4].

The quasistatic evolution model studied in [25, 27] is based on the minimisation
of the energy defined in (C.1) (for ε fixed), with a slight different expression for the
damage regularising term. Specifically, in [25, 27] the authors require a higher Sobolev
regularity, which in turn implies the continuity of the damage variable. In particular, the
stronger regularising term allows to prove the lower semicontinuity of the total energy.
In contrast, a proof of the lower semicontinuity of (C.1) is still not available. The main
reason is that the arguments of the proof of Proposition 2.2.3 cannot be repeated when
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u ∈ BD(Ω) . A first result in this direction was obtained in [26, Theorem 3.1], where
damage is coupled with a strain gradient plasticity model, and thus p is not just a
measure, but a matrix-valued BV function.

Some comments about the Γ-convergence analysis of (C.1) are now in order. The
slicing method adopted in Chapter 2 cannot be applied in this case, since it is not pos-
sible to recover the integrands C(α) e : e and H(α, p) from the one-dimensional slices.
Instead, a blow-up technique would be more suited in this setting. Yet the latter method
demands lower semicontinuity results for more general classes of free discontinuity func-
tionals defined on BD(Ω) , e.g. for those where the volume term depends on the whole
matrix Eu and not just on its norm |Eu| (as in the discussion of Chapter 3).

An additional technical issue concerns the domain of the Γ-limit functional. In the
limit process, the concentration of the damage variable causes a loss of control on jumps
with large amplitude. In the antiplane setting, we proved that for this reason the vertical
displacements related to the limit model belong to the set GBV (Ω) of generalised func-
tions of bounded variation. This suggests that the limit of the functionals (C.1) should
be finite for displacements belonging to the space GBD(Ω) of generalised functions of
bounded deformation, introduced by Dal Maso in [30]. On account of this, we are
motivated to further investigate into the structure of functions in this space.

The result obtained in Chapter 4 about the existence of a quasistatic evolution for a
cohesive fracture model is quite satisfactory: indeed, despite the use of Young measures,
the evolution found in Theorem 4.2.9 actually satisfies a formulation that does not
require such an abstract tool. However, the technique adopted in Chapter 4 only works
in the setting of a prescribed crack surface. The extension of the result to the case of free
discontinuities is still an open problem; yet it is necessary in order to understand whether
the Γ-convergence result obtained in Chapter 2 also holds in the evolutionary setting.

Besides, in Theorem 4.2.9 the evolution satisfies a global stability condition at every
time. However, when nonconvex terms are present in the energy of the system, the
global stability condition is questionable. Indeed, evolutions should rather satisfy only
a stability condition, without imposing global minimality. For this reason, it would
be interesting to look for other equilibria of the system, e.g. by following a vanishing
viscosity approach.
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