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Introduction

In this thesis we study some relevant free-discontinuity and nonlocal energies arising in sev-
eral physical systems modeled by non-convex variational problems. The trait d’union between
the different functionals that we consider lies in the fact that they share a strong geometrical
content: indeed, they can all be regarded as nonlocal variants of the perimeter functional,
where the non-locality may be given, depending on the context, by an elastic term or by a
long-range interaction of Coulombic type.

An interesting and mathematically challenging peculiarity of the physical systems modeled
by this class of energies is the emergence of complex patterns in the observed configurations,
as well as the formation of morphological instabilities of interfaces between elastic phases.
These phenomena are understood as the result of the competition between different forms of
interaction: indeed, the common feature of the functionals that we study is the presence of two
competing forms of energy, namely a local geometric surface energy of perimeter type and a
bulk nonlocal contribution. While the first one favors phase separation along sharp interfaces,
the latter drives the system towards scattered or oscillating configurations: as a result, the
interaction between the two competing terms makes the minimization of such energies highly
nontrivial, and complex, interesting behaviors emerge.

The main focus of this thesis is to establish local and global minimality results for some
paradigmatic examples encoding the main features of energies of this kind. In particular, we
will consider the following three different models:

e the Mumford-Shah functional, which is the prototype of free-discontinuity problems,
introduced in the context of image segmentation and appearing also in the variational
formulation of fracture mechanics;

e a model functional related to the epitaxial growth of elastic films over a flat substrate
in presence of a mismatch strain, which provides an example of the appearing of mor-
phological instabilities and can be regarded as an instance of the so-called stress-driven
rearrangement instabilities;

e a nonlocal variant of the standard perimeter, with the addition of a repulsive long-range
interaction, which has recently received attention for its connection with some relevant
physical models (like diblock copolymers).

The unifying technical approach to the study of these problems is based on the investiga-
tion of second order necessary and sufficient minimality conditions, which should rigorously
determine the theoretical connection between the notions of stability and minimality. In par-
ticular, we aim at establishing a minimality sufficiency criterion stating, roughly speaking,
that strictly stable reqular critical configurations are local minimizers. With such a condition
in hand, we can address the stability issue for critical configurations in order to provide a
picture of the energy landscape of the functionals under consideration; in some cases, also
global minimality results are established.

Besides providing an analytical tool which has proven effective in different situations,
the previous criterion has an independent theoretical interest, as it can be regarded as the
analog, in this free-discontinuity framework, of the classical minimality sufficient condition

X



X INTRODUCTION

based on the positivity of the second variation. Indeed, although the question whether strict
stability implies local minimality is very classical for the standard functionals of the Calculus
of Variations, its investigation in the context of free-discontinuity problems seems to have been
started only in recent years, by F. Cagnetti, M.G. Mora and M. Morini in [19], and by N.
Fusco and M. Morini in [45]. Following their approach, similar results have been obtained for
different energy functionals: see [1, 12, 14, 15, 20, 56].

The general strategy leading to the proof of such a minimality criterion is close in spirit
to the one devised in [45] and consists mainly of two fundamental steps. In the first part,
one shows that the strict positivity of the second variation of the total energy guarantees a
minimality property weaker than the desired one (usually, we prove minimality with respect to
small W2P_perturbations of the interface or of the discontinuity set). This is accomplished by
a careful analysis of the continuity properties of the second variation, which usually requires
delicate regularity estimates for elliptic PDEs combined with geometric arguments. Such a
minimality property plays the role, in this framework, of the classical notion of weak minimizer
for the standard functionals of the Calculus of Variations.

The second step of the outline consists in showing that weak local minimizers are in fact
local minimizers with respect to the desired stronger topology. This is achieved through a
contradiction argument, with an appeal to the regularity theory of quasi-minimizers of the
area functional and of the Mumford-Shah functional (see Sections 1.2 and 1.3). Clearly, the
implementation of this strategy is different according to the different problems and contexts;
below we sketch the main steps of this second part of the proof in the particular case of the
Mumford-Shah functional, in order to give a flavor of this type of arguments. We remark
that similar ideas have been used also in [1] for a nonlocal isoperimetric problem related to
the modeling of diblock copolymers, and in [27], where the appeal to the regularity of quasi-
minimizers appears for the first time in the context of isoperimetric inequalities and leads to
an alternative proof of the quantitative isoperimetric inequality.

We now turn to the description in deeper details of the three different variational models
whose analysis forms the core of this thesis.

The Mumford-Shah functional. In Chapter 2 (which contains the results of [15]) we
undertake the study of second order minimality conditions for the Mumford-Shah functional.
Such a functional represents the prototype of the so-called “free-discontinuity problems”, ac-
cording to the expression coined by E. De Giorgi in [32] to denote a class of variational
problems whose common feature is the simultaneous presence of volume energies, concen-
trated on N -dimensional sets, and surface terms, concentrated on (N — 1)-dimensional sets:
in this context the unknown of the problem is typically a pair (K, u), where K is a closed
set on which the surface energy is supported (which is not a priori fixed), and wu is a function
defined in the complement of K.

The minimization of the Mumford-Shah functional was proposed in the seminal papers
[68, 69] in the context of image segmentation, and plays an important role also in variational
models for fracture mechanics. Its homogeneous version in a bounded open set  C R? is
defined over admissible pairs (I',u), with T' closed subset of Q and u € H'(Q\T), as

MS(T,u) :—/ |Vu|* dz + HY(T NQ), (1)
O\

where H! denotes the 1-dimensional Hausdorff measure. Since its introduction, several results
concerning the existence and regularity of minimizers, as well as the structure of the optimal
set, have been obtained (see, e.g., [8] for a detailed account on this topic). We shall mention
that an existence theory passes through a suitable weak formulation of the problem, proposed
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by E. De Giorgi and L. Ambrosio in [33], where the relaxed version of the functional is defined
on the space SBV () of special functions with bounded variation as

MS(u) ;:/ IVl de + H'(S,),
Q

Sy denoting the jump set of u € SBV(Q).

Due to the deep lack of convexity of the functional (1), one cannot expect in general
that a critical point is also a minimizer; nonetheless, it was shown in [65] by means of a
calibration method that critical points are in fact global minimizers, with respect to their
own boundary conditions, in sufficiently small domains. Such a smallness assumption was
afterwards interpreted as a second order condition by F. Cagnetti, M.G. Mora and M. Morini
in [19]. Here a proper notion of second variation was introduced by considering one-parameter
families of perturbations of the regular part of the discontinuity set: given a vector field X
and the associated flow ®;, the second variation of MS at (I',u) along the flow ®, was
defined as %MS(@t(F),u¢t)\t:0, where ug, is the minimizer in H(Q\ ®(T')) of the first
term of the functional, under the same Dirichlet conditions as .

In [19] it was also shown that a critical point (I',u) with positive definite second variation
minimizes the functional with respect to pairs of the form (®(I"),v), where ® is any diffeo-
morphism sufficiently close to the identity in the C?-norm, with ® — I'd compactly supported
in Q, and v € HY(Q\ ®(I")) satisfies v = u on 9.

In the main result of Chapter 2 (Theorem 2.7) we strongly improve the aforementioned
result, by showing that in fact the positive definiteness of the second variation implies strict
local minimality with respect to the weakest topology which is natural for this problem, namely
the L'-topology. To be more precise, we prove that if (I',u) is a critical point with positive
second variation, then there exists ¢ > 0 such that

MS(T,u) < MS(K,v)

for all admissible pairs (K, v), provided that v attains the same boundary conditions as u
and 0 < [J[u — v|[z1(g) < 6. We mention that for technical reasons the boundary conditions
imposed here are slightly different from those considered in [19], as we prescribe the Dirichlet
condition only on a portion dp§2 C 02 away from the intersection of the discontinuity set I'
with 09).

We regard this result as a first step of a more general study of second order minimality
conditions for free-discontinuity problems. Besides considering more general functionals, it
would be very interesting to extend our local minimality criterion to the case of discontinuity
sets with singular points, like the so-called “triple junction”, where three lines meet forming
equal angles of 27/3, and the “crack-tip”, where a line terminates at some point.

As anticipated in the first part of this Introduction, the general strategy of the proof con-
sists of two fundamental steps. First, one shows that strict stability is sufficient to guarantee
local minimality with respect to perturbations of the discontinuity set which are close to the
identity in the W2 -norm (see Theorem 2.27). This amounts to adapting to our slightly
different context the techniques developed in [19], with the main new technical difficulties
stemming from allowing also boundary variations of the discontinuity set.

The second step of the outline consists in showing that the above local W2 -minimality
in fact implies the desired local L'-minimality. This is obtained by showing firstly, as an
intermediate result, that the local W2 -minimality implies minimality with respect to small
C1@-perturbations of the discontinuity set. This is perhaps the most technical part of the
proof. The main idea is to restrict the functional to the class of pairs (I',v) such that ||v —
ullpreo@\r) < 1, so that the Dirichlet energy behaves like a volume term, and MS can be
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regarded as a volume perturbation of the area functional. This allows to use the regularity
theory for quasi-minimizers of the area functional (see Section 1.2) to deduce the local C1*-
minimality through a suitable contradiction argument.

A contradiction argument is also finally used to establish the sought L!'-minimality. To
give a flavor of this type of reasoning, we sketch here the main steps of this last part of
the proof. One assumes by contradiction the existence of admissible pairs (I'y,, u,) with u,
converging to u in L'(£2), such that the minimality inequality fails along the sequence:

MS(Tp,un) < MS(T,u) (2)

for every n. By an easy truncation argument, we may also assume that ||unl/co < ||¢]|oo, sO
that u, — w in LP(Q) for every p > 1. Then we replace each (I'y,, u,) by a new pair (K, v,)
chosen as solution to a suitable penalization problem, namely

min{/\/lS(K, w)+ﬁ<\/(||w - u||%2(9) —en)? + 5%—5n) : (K,w) admissible, w = u on ODQ}

with &, := |lu, — uH%Q(Q) — 0, and 8 > 0 large enough. Note that, by (2) and by minimality,
we have

MSE(Kp,vn) < MSTh,un) < MS(T,u). (3)
The advantage is now that the pairs (K, v,,) satisfy a uniform quasi-minimality property (see
Definition 1.10). It is easy to show that, up to subsequences, the sequence (K, v,) converges
to a minimizer of the limiting problem

min{MS(K,w) + Bllw — UH%z(Q) : (K,w) admissible, w = u on ODQ} . (4)

Now a calibration argument developed in [67] implies that we may choose § so large that
(', ) is the unique global minimizer of (4). With this choice of 8 we have in particular that
vp — u in LY(Q), and in turn, by exploiting the regularity properties of quasi-minimizers
of the Mumford-Shah functional, we infer that the corresponding discontinuity sets K, are
locally C1®-graphs and converge in the C1®-sense to I'. Recalling (3), we have reached a
contradiction to the C'1®-minimality of (T',u).

A variational model in epitaxial films theory. A paradigmatic example of the oc-
currence of morphological instabilities of interfaces is given by the mechanism of epitaxial
deposition of an elastic film on a relatively thick substrate, in presence of a lattice mismatch
at the interface between film and substrate. A threshold effect, known as the Asaro-Grinfeld-
Tiller (AGT) instability, characterizes the observed configurations: after reaching a critical
value of the thickness, a flat layer becomes morphologically unstable, and typically the free
surface starts to develop irregularities (see, for instance, [51]). This phenomenon is under-
stood to be governed by the competition between two opposing forms of energy, the bulk
elastic energy and the surface energy, and is the subject of investigation of Chapter 3 (which
is based on the results contained in [13] and [12]).

A proper variational formulation of the problem is proposed in [16]: here the film is
modeled as a linear elastic solid grown on a flat substrate in a two-dimensional framework
(corresponding to three-dimensional configurations with planar symmetry); equilibrium con-
figurations correspond to volume-constrained minimizers of the total energy

F(hyu):= | Q(E(u))dz+H'(Ts), (5)

Qp,
where h is a periodic, non-negative function whose subgraph Q;, = {(z,y) : 0 < y < h(z)}
represents the reference configuration of the film, and whose graph I'j, describes its free profile.
The stored elastic energy is assumed to be the integral over the reference configuration of
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a linear function @ of the symmetrized gradient E(u) of the displacement w. A Dirichlet
boundary condition is imposed at the interface between the film and the flat substrate, forcing
the film to be elastically strained. Since we are imposing a volume constraint, we may interpret
the minimization of the functional (5) as a variant of the isoperimetric problem, where an
elastic term is introduced.

Existence of minimizers is established in [16]| through the relaxation of the functional,
while in [42] a regularity theory for local minimizers is developed for a slightly different model
(see also [36]): it is shown that the profile of a volume constrained local minimizer may exhibit
at most a finite number of cusp points (possibly leading to vertical cracks in the material),
being analytic away from these singularities. A rigorous justification of the zero-contact-angle
condition between film and substrate, in the wetting regime, is also attained.

In [45] qualitative properties of equilibrium configurations are studied by means of a
new local minimality criterion based on the positivity of the second variation of the total
energy: in particular, the authors provide a detailed description of the energy landscape of
the functional and determine analytically the critical threshold for the local minimality of the
flat configuration. The second variation of the functional (5) at a regular critical pair (h,u),
along the direction of a given variation ¢ with zero mean value, is defined as

2
%F(h + td, ug)|i=o, (6)
where u; is the minimizer of the elastic energy in €444 under the prescribed boundary
conditions. Then it is shown that the strict positivity of the associated quadratic form implies
minimality of (h,u) with respect to competitors whose free profile is in a L*-neighborhood
of the graph of h.

We now come to the description of the results contained in Chapter 3. In the first part
of the chapter (Section 3.1) we investigate how the presence of surface anisotropy affects the
resulting equilibrium configurations: the length of the free profile of the film in (5) is replaced
by a term depending also on the orientation of the normal vector to I'y, of the form

g Y(v)dH', (7)

where 1) is a convex, positively 1-homogeneous function of the normal v to the surface of
the film. The main information about the anisotropy is carried by the Wulff shape associated
with ¢, which is the set that minimizes (7) under a volume constraint. We consider first
the case of “weak” anisotropies, in which the surface density ) satisfies a strong convexity
condition (see (3.1)) and the corresponding Wulff shape is a regular set: after having observed
that the derivation of the relaxed energy follows from the same arguments as in [16, 42], we
show that the threshold effect that describes the stability of flat morphologies in the isotropic
case remains valid; correspondingly we analytically determine the volume threshold of local
minimality of the flat configuration (Theorem 3.18). These results are obtained by extending
to this anisotropic framework the local minimality criterion established in [45].

An interesting new phenomenon occurs when considering “crystalline” anisotropies (mean-
ing that the boundary of the Wulff shape associated with 1 contains a horizontal facet inter-
secting the y-axis): in this case the AGT instability is suppressed, that is the flat configuration
is always a local minimizer, no matter how thick the film is (Theorem 3.53).

Starting from Section 3.2, we undertake the task of extending the sufficiency minimality
criterion introduced in [45] to the physically relevant three-dimensional case and to a larger
class of nonlinear elastic energies, which appear in the context of Finite Elasticity. In this
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setting the functional representing the energy of the system takes the form

F(hyu):= [ W(Du)dz+ | ¢)dH T, (8)

Qp, Iy
where W is now a regular function defined on an open subset of the space of N x N matrices
with positive determinant. In this context, by strong local minimizer we mean a pair (h,u)
which minimizes (8) among all configurations (g, v) such that g is in a small L* -neighborhood
of h and satisfies the volume constraint [Q4| = ||, and the gradients of the deformations Du,
Du are close in L*. Necessary conditions for local minimality are the first order conditions

div(DW (Du)) =0 in Qp,
DW (Du)[v] =0 on I'y, 9)
W (Du) + HY = const on I'j,

where HY denotes the anisotropic mean curvature of T'; (see (1.6)).

In our main result we provide a sufficient condition for a critical pair (that is, a pair
(h,u) satisfying (9)) to locally minimize the total energy: precisely, we show that any reqular
critical configuration with strictly positive second variation is a strong local minimizer for F,
according to the previous definition (Theorem 3.45). We also prove a stronger result in the case
of linear elasticity (see Theorem 3.46), namely we replace the L -closeness of the deformation
gradients appearing in the definition of local minimizer by a uniform bound on the Lipschitz
constant of the deformations.

As before, this minimality criterion can be applied to the study of the local minimality
of flat morphologies, when the amount of material deposited is small. Moreover, also in this
case the presence of a flat horizontal facet in the Wulff shape associated with the anisotropy
1 eliminates the AGT instability.

We also mention that our result could be useful to deal with the three-dimensional version
of the elastic film evolution by surface diffusion with curvature regularization, studied in [43|
in the two-dimensional case. In particular, it is a natural question in this context to ask
whether the strict positivity of the second variation guarantees the Lyapunov stability with
respect to this evolution; we think that our criterion could be instrumental in establishing
such a result.

One of the crucial difficulties that arise when treating the three-dimensional case is the
lack of a regularity theory for minimizers of (8), which prevents us to fully extend the results
of [45]. In fact, we remark that the minimality property that we are able to prove is weaker
than the one considered in [45], as it requires the L*°-closeness of the deformation gradients
(or a bound on the Lipschitz constant of the deformation in the linear elastic case). While this
constraint seems to be not too restrictive in the nonlinear case, we expect that in the linearized
framework the local minimality should hold without such a condition; however, our strategy
to improve the result in this direction needs a regularity theory which is not yet available in
three dimensions.

A few comments on the strategy of the proof are in order. The following crucial observa-
tion is a consequence of the Implicit Function Theorem: starting from a regular pair (h,u)
and assuming that the elastic second variation at u is uniformly positive in € (see condition
(3.52)), it is possible to find a critical point u, for the elastic energy in Qg (that is, a defor-
mation satisfying the first two conditions of (9) in €y ), provided that g is sufficiently close to
h in the W?2P-topology (see Proposition 3.29). This allows us to define the second variation
of the functional (8) at the critical pair (h,u) similarly to (6).

As we pointed out before, the proof of the minimality criterion is inspired by the two-steps
strategy devised in [45]. Firstly, we show that the strict positivity of the second variation is
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sufficient, in dimension N = 2, 3, for a weaker notion of local minimality, namely with respect
to competitors (g,v) with ||g — hl|y2» sufficiently small. Since the expression of the second
variation involves the trace of the gradient of W(Du) on I'j,, a crucial point in the proof of
this result consists in controlling this term in a proper Sobolev space of negative fractional
order. We overcome this difficulty by proving careful new estimates for the elliptic system
associated with the first variation of the elastic energy in Lemma 3.42, which provides a highly
non-trivial generalization to the three-dimensional and nonlinear cases of the estimates proved
in [45, Lemma 4.1].

The second part of the proof consists in showing that, in any dimension, the aforementioned
weaker notion of minimality implies the desired strong local minimality. This is obtained by
a contradiction argument, similar to the one previously described in the case of the Mumford-
Shah functional: assuming the existence of a sequence (gn,v,) converging to (h,u) and
violating the minimality of (h,u), one replaces (gn,v,) by a new pair (ky,w,) selected as
solution to a suitable penalized minimum problem, whose energy is still below the energy of
(h,u). Due to minimality, the pairs (k,,w,) enjoy better regularity properties: since the
L*-bound on the deformation gradients allows us to regard the elastic energy as a volume
perturbation of the surface area, we may appeal to the regularity theory for quasi-minimizers
of the area functional to deduce the C1®-convergence of k, to h. In turn, with the aid of
the Euler-Lagrange equations for the minimum problem solved by (kj,w,) we obtain the
W2P_convergence of k, to h, and we reach a contradiction to the local minimality of (h,u)
with respect to W2P-perturbations established in the first step of the proof.

A nonlocal isoperimetric problem. The last problem that we consider is the following
nonlocal variant of the isoperimetric problem:

minimize F(E) =P(E)+ ’y/ / dedy, |E| =m, (10)
RN JRN T —y[®

with o € (0, N —1) and v > 0, where P(E) denotes the standard perimeter of £ in R and
XE its characteristic function. In Chapter 4 (which contains the results of [14]) we provide
an accurate description of the energy landscape of the family of functionals (10).

The energy (10) appears in the modeling of different physical problems. For instance,
when N =3 and o« =1 it corresponds to the celebrated Gamow’s water-drop model for the
constitution of the atomic nucleus (see [46]), and it is also related, by I'-convergence, to the
Ohta-Kawasaki model for diblock copolymers (see |72]). For a more specific account on the
physical background of this kind of problems, we refer to [70].

From a mathematical point of view, functionals of the form (10) recently drew the attention
of many authors. The issue of existence and non-existence of global minimizers is investigated
in [55, 57, 58, 62|, and there is a growing literature on asymptotic regimes in bounded or
periodic domains (see [24, 25, 28, 49, 50, 71, 77]). We mention also the paper [1], dealing
with local minimizers in a periodic setting, whose results inspired also our analysis.

Once again, the main feature of the energy (10) is the presence of two competing terms,
the sharp short-range interface energy, given by the standard perimeter, and the long-range
repulsive interaction, represented by the double integral. Indeed, while the first term is min-
imized by the ball (by the isoperimetric inequality), the nonlocal term is in fact maximized
by the ball, as a consequence of the Riesz’s rearrangement inequality (see [61, Theorem 3.7]),
and favors scattered or oscillating configurations.
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We remark that, by scaling, minimizing (10) under the volume constraint |E| = m is
equivalent to the minimization of the functional

o1 (5) [ [

under the constraint |E| = |By|, where Bj is the unit ball in RY. It is clear from this
expression that, for small masses, the perimeter is the leading term and this suggests that in
this case the ball should be the solution to the minimization problem; on the other hand, for
large masses the nonlocal term becomes dominant and causes the existence of a solution to
fail.

In fact it was proved, although not in full generality, that the functional (10) is uniquely
minimized (up to translations) by the ball for every value of the volume below a critical
threshold: in [5&] for the planar case N = 2, in [57] for 3 < N < 7, and in [55] for any
dimension N but for &« = N — 2. Moreover, the existence of a critical mass above which the
minimum problem does not admit a solution was established in [58] in dimension N = 2, in
[57] for every N and for a € (0,2), and in [62] in the physical interesting case N =3, o = 1.

Here we aim at providing a more detailed picture of the energy landscape of the functional
(10) by a totally different approach, based on the positivity of the second variation. The main
findings of our analysis are the following. First, we confirm and strengthen some of the above
results, proving in full generality that the ball is the unique global minimizer for small masses,
without restrictions on the parameters N and « (Theorem 4.10).

Moreover, for a small we also provide a complete characterization of the ground state,
showing that the ball is the unique global minimizer, as long as a minimizer exists (Theo-
rem 4.11). Precisely, we show that there exists m; > 0 such that for m € (0,m1) the ball is
the unique global minimizer under the volume constraint |E| = m, while for m > m; a solu-
tion to the minimization problem fails to exist. More in general, in this regime we can write
(0,00) = U2 o (my, my1], with mg = 0, my1 > my, in such a way that for m € [my_1, my]
a minimizing sequence for the functional is given by a configuration of at most &k disjoint
balls with diverging mutual distance (Theorem 4.12). The results stated in Theorem 4.11 and
Theorem 4.12 are completely new (the first one was only known in the special case N = 2:
see [58]).

Finally, we also investigate for the first time in this context the issue of local minimizers,
that is, sets which minimize the energy with respect to competitors sufficiently close in the L!-
sense (where we measure the distance between two sets by the quantity (4.7), which takes into
account the translation invariance of the functional). For any N and a we show the existence
of a volume threshold below which the ball is also an isolated local minimizer, determining it
explicitly in the three dimensional case with a Newtonian potential (Theorem 4.9).

One of the main tools in proving the aforementioned results is represented by Theorem 4.8,
where we show that the strict positivity of the quadratic form associated with the second
variation of F at a regular critical set F is a sufficient condition for local minimality with
respect to L' -perturbations. The general strategy to establish this theorem is mainly inspired,
besides [45], by [1]|, which deals with energies in the form (10) in a periodic setting. Here we
have to tackle the nontrivial technical difficulties coming from working with a more general
nonlocal term (the exponent « is allowed to range in the whole interval (0, N — 1)) and
from the lack of compactness of the ambient space RY . Then we treat the global minimality
issues described above, which require additional arguments and nontrivial refinements of the
previous ideas.

An issue which remains unsolved concerns the structure of the set of masses for which
the problem does not have a solution: is it always true that it has the form (m,+o0) for all
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admissible values of o and N7 Notice that we provide a positive answer to this question
in the case of o small. Another interesting question asks if there are other global (or local)
minimizers different from the ball. Finally, our analysis leaves open the case of & € [N—1, N),
which seems to require different techniques.

Organization of the thesis. In a preliminary chapter (Chapter 1) we fix the main
notation and we give an account of one of the main tools needed throughout the thesis,
namely the regularity theory for quasi-minimizers of the area functional (Section 1.2) and of
the Mumford-Shah functional (Section 1.3). In the final section of this preliminary chapter we
also collect some definitions and properties of Sobolev spaces of fractional order (Section 1.4).
The core of the thesis is made up of Chapter 2, Chapter 3 and Chapter 4, where the three
different variational models described above are studied in details. In Appendix A we provide
the proof of a density lower bound for the discontinuity set of quasi-minimizers of the Mumford-
Shah functional in presence of mixed Dirichlet-Neumann boundary conditions: this is required
in Chapter 2. Finally, Appendix B contains an auxiliary technical result needed in Section 3.6.

Bibliographic note. The results of Chapter 2 have been obtained in collaboration with
M. Morini and appear in the paper [15]. The content of Chapter 3 corresponds to the two
articles [13] and [12]. Finally, Chapter 4 describes the results of a joint work with R. Cristoferi

(see [14]).






CHAPTER 1

Preliminaries

In this chapter we fix the main notation and we collect some preliminary results that we
shall need in the following. In particular, in Section 1.1 we recall the definition of some tangen-
tial differential operators and related identities. A fundamental tool required throughout the
thesis is the regularity theory for quasi-minimizers of the area functional and of the Mumford-
Shah functional: a brief account on this topic, with particular emphasis on the properties that
we need for our purposes, is given in Sections 1.2 and 1.3. Finally, in Section 1.4 we collect
some definitions and results concerning fractional Sobolev spaces.

Main notation. Throughout the thesis, the scalar product of two vectors z,y € RY is
denoted by z -y, or equivalently by (z,y), and the associated norm by |- |. The canonical
basis of RY is usually denoted by (e1,...,ex). The space MV of N x N real matrices is
endowed with the Euclidean scalar product A : B := trace (AT B), where A7 is the transpose
of A, and with the corresponding norm |A|. We denote by Mf the subset of matrices with
positive determinant. The symbol I stands for the identity matrix, while Id : RY — RN
indicates the identity map. If a,b € R, the maximum and the minimum of {a,b} are usually
denoted by a Vb and a A b, respectively.

The symbols £V (E) and H¥(E) stand for the Lebesgue measure and the k-dimensional
Hausdorff measure of a set £ C RY | respectively. We will often write |E| in place of LV (E).
The characteristic function of E is denoted by xg, and the symmetric difference of two sets
E,F C RV is given by EAF := (E\ F)U(F\ E).

We denote the ball centered at a point x € RY with radius p > 0 by B,(x), writing for
simplicity B, := B,(0), and the unit sphere in RY by S¥=! := {z € R" : |z| = 1}. The
volume of the unit ball in RY is usually denoted by wy := |By|. Given v € S¥~1 and p > 0,
we shall denote by C,, , the cylinder

Copi={zeRY i |z —(z-v)v|<p, |z v]<p}.

For ¢ : B’])V_1 — (—p, p), where B/])V_l is the ball in RN~! centered at the origin with radius
p, we define the graph of g (with respect to the direction v) to be the set

gr,(9)={ze€Cy:az-v=g@— (v v}

(here we have identified BY'~! with the set {z € RY : |z < p, 2 - v = 0}, with an abuse of
notation).

1.1. Geometric preliminaries

Given a smooth orientable (N —1)-dimensional manifold T' € RY | we indicate the tangent
space and the normal space to I' at = € I' by T,I' and N,I', respectively. By v : U — SN1
we denote a smooth vector field defined in a tubular neighborhood U of I' and normal to I’
on I' (we can take, for instance, the gradient of the signed distance function to IT").

We now recall the definition of some tangential differential operators, referring to [75,
Chapter 2, Section 7| for more details. If g : U/ — R is a C'-function, we denote by Drg(x)

1
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(or by Vrg(x), if d =1) the tangential differential of g at = € T', that is, the linear operator
from RY into R¢ given by dg(x) o, , where dg(z) is the usual differential of g at 2 and =,
is the orthogonal projection on the tangent space to I' at zz. We will usually identify Drg(x)
with a d x N matrix. Notice that

(Drg(z))T[h] - v(z) = h- Drg(z)[v(xz)] =0 for every h € RY,
that is, (Drg(x))” maps R? into T,I'. We remark also that
Dv = Drv onT. (1.1)
If d = N, we define also the tangential divergence of g by

N N-1
divpg := Zej -Vrg; = Z 7 Or, g
j=1 Jj=1

where ¢; := g - e; is the i-th component of ¢ with respect to the canonical basis of R,
Ti,...,TN—1 is any orthonormal basis for T,I', and for every v € SN¥~1 the symbol 9, denotes
the derivative in the direction v. We have, by definition,
divg = divrg + v - 0,9,
from which follows in particular, as d,v = 0 by (1.1), that divy = divrr on I'. We will make
repeated use of the following identities:
divr(pg1) = Vre - g1 + ¢ divrg,
Vr(g1-92) = (Drg1)"[go] + (Drg2)" [91],
for ¢ € CY(U) and g1, g2 € CH{U;RY).
Let S :U — MY be of class C'. We recall that the divergence of S is defined as the
unique vector function divS : ¢ — RY such that
a-divS = div(STa) for every a € RY.

Under identification of S with the matrix associated in the orthonormal basis (ey,...en), the
divergence divS is the vector function whose components in the orthonormal basis (e1,...en)
are the divergences of the rows:

divS = (divSy,...,divSy),

where S; is the i-th row of S. Analogously, we define the tangential divergence divpS : U —
RY as the unique vector function such that

a-divpS = divp(STa) for every a € RY,

and, as before, the tangential divergence divrS is the vector function whose components in
the orthonormal basis (ej,...eyn) are the tangential divergences of the rows:

diVFS = (dinSl, . ,diVFSN).

We remark that all the tangential differential operators introduced so far have an intrinsic
meaning, since they only depend on the restriction of g to I'. The above definitions can be
also extended to the case where T is a countably H¥~!-rectifiable set (see [8, Remark 7.30]).

The following divergence formula is stated in |75, equation 7.6]: if the closure of T' is a
compact C%-manifold with smooth (N — 2)-dimensional boundary I, then for every vector
field g : U — RN of class C' holds

/divrgdHNl :/H(g-y) d’HN1+/ g-ndHN 2, (1.2)
r r or
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where H is the scalar mean curvature of I" with respect to v (see equation (1.5) below), and
7 is the outward pointing unit co-normal of OI' (that is, n is a unit vector normal to I,
tangent to I', and points out of I" at each point of 0I'). Notice that (1.2) allows to extend to
tangential operators the usual integration by parts formula: indeed,

/ngdivng”HN_l = /FVpgo-gd’HN_l (1.3)

for every g € CY(U;RYN) such that g(z) € T,T' for z € T', and for every ¢ € C1(U) with
suppp NI CcCI'.

For every x € I' we set
B(z) := Drv(z) = Dv(z). (1.4)
The bilinear form associated with B(x) is symmetric and, when restricted to T,I'xT,T,

it coincides with the second fundamental form of T' at x. We consider also the function

H : U — R defined by
H :=divw. (1.5)
On I we have H = divv = divpr = trace B, that is, for every € T" the value H(x) coincides
with the scalar mean curvature of T' at x (with respect to v).
If ¢ : RV\{0} — (0, +0o0) is a smooth, positively 1-homogeneous and convex function, we
define the anisotropic second fundamental form BY and the anisotropic mean curvature HY
of I' (with respect to v) by

BY :=D(Vi¢or) and  HY:=traceBY = div (V¢ o) (1.6)
respectively. Notice that, also in this case, we have HY = divy (Ve ov) on T.
Let ® : U/ — U be an orientation-preserving diffeomorphism of class C'. We will usually

denote by I'g := ®(I") the image of I' through ®. A possible choice for the unit normal to
I'g is given by the vector field

(D®)"v]
Vg = —
(D) T[v)
Accordingly, we define the functions By, He, Bg and Hg asin (1.4), (1.5) and (1.6), with T’

and v replaced by I'¢ and vg, respectively. The following identity is a particular case of the
so-called generalized area formula (see, e.g., |75, Chapter 2, Section 8|): for every ¢ € L'(I's)

od L, (1.7)

[ wan = /r(w o ) Jp dHN T, (1.8)

where Jg := |(D®)~T[v]| det D® is the (N — 1)-dimensional Jacobian of ®.

The two dimensional case. We now specialize some of the above definitions in the
particular case where I' is a smooth embedded curve in R?, since the results in Chapter 2
and in the first part of Chapter 3 are obtained in a two-dimensional framework. As before,
we let v : U — S! be a smooth vector field defined in a tubular neighborhood U of I' and
normal to T' on I', and we let 7 := v+ be the unit tangent vector to I' (where * stands for
the clockwise rotation by 7). In this case the tangential divergence of a smooth vector field
g : U — R? has the simpler expression divrg := 7-0,g, and the divergence formula in (1.2)
becomes

/diVngHIZ/H(g'V)dHI-F/ g-ndH°, (1.9)
r r or
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where the last integral reduces to a sum over the endpoints of I', and 7 is a unit vector tangent
to I' and pointing out of I at each point of OI'. Notice that H = divpy = Dv|r, 7] coincides,
on I', with the curvature of T'.

If ® : Y/ — U is a smooth orientation-preserving diffeomorphism, then the divergence
formula (1.9) holds on I's = ®(I") with the vector n replaced by

o — Do[n)

_|D¢M”o@*ﬁ (1.10)

1.2. Quasi-minimizers of the area functional

We recall that a measurable set £ C RY is said to be of finite perimeter in an open set
Q CRY if

P(E;Q) := sup{/ divgdz : g € CHOQ;RY), [|gleo < 1} < +o0,
E

or equivalently if the distributional derivative Dypg of its characteristic function yxg is a
vector-valued bounded Radon measure in €. In this case P(E;) = |Dxg|(f2) is called the
perimeter of E in Q. We usually write P(E) := P(E;RY). For self-contained presentations
of the theory of sets of finite perimeter we refer the reader to the books [8, 64]. Throughout
the thesis, for every set F of finite perimeter we denote by 9*FE its reduced boundary and by
v the generalized outer unit normal to £. By modifying F in a set of measure zero, we can
always assume without loss of generality that (see |64, Proposition 12.19])

supp (Dxg) = {z € RY : 0 < |ENB.(x)] <wyr? forall 7 > 0} =0E.

We now recall the definition of quasi-minimizers of the area functional, which is a sort of
generalization of the classical notion of local perimeter minimizer. The idea is to allow for
the presence, in the minimality inequality, of higher-order perturbations, in order to provide
a minimality condition which is satisfied by solutions of a larger class of geometric variational
problems (for instance, in presence of volume constraints).

DEFINITION 1.1. A set of finite perimeter E C RY is said to be an (w,rq) -minimizer of
the area functional, with w > 0 and ro > 0, if for every ball B,(x) with » <ry and for every
set ' C RY of finite perimeter such that EAF CC B,(x) we have

P(E) < P(F) + w|EAF).

In the literature, sets satisfying the previous condition are sometimes referred to as strong
w -minimizers, while the expression quasi-minimizer designates a more general class for which
the term |EAF| in the above definition is replaced by a power V1427~ € (0,1), of the
radius of the ball B,.

For the purposes of this thesis, we are mainly interested in the regularity properties enjoyed
by quasi-minimizers. A brief account of the development of this now classical theory necessarily
starts from the first regularity results for minimal boundaries obtained by E. De Giorgi in [31]
(see also [35]) in the setting of sets of finite perimeter. Then the partial regularity of sets
quasi-minimizing the perimeter was proved by Tamanini in [79], while a regularity theory
in the framework of rectifiable currents, for currents “almost-minimizing a parametric elliptic
integrand”, was established by several authors: Allard [3], Almgren [4, 5], Bombieri [11],
Schoen and Simon [74].

We direct the attention of the interested reader to the books [6] by L. Ambrosio and [64]
by F. Maggi, which set out a complete and clear presentation of the regularity theory for
quasi-minimizers, and to which we refer for the proofs of the theorems below.
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A first fundamental result provides uniform density estimates for quasi-minimizers in balls
centered at points in OF (see [64, Theorem 21.11]).

THEOREM 1.2 (density estimates). There exists a positive constant C'(N), depending only
on the dimension N, with the following property. If E C RY is an (w,r)-minimizer of the
area functional with wrg < 1, then

L < |EmBr($)| 1 P(E’Br(w))

WSy Slogwe C(N) € = < 3Nay
for every x € OF and r < 1y.

We now introduce the key notion of ezcess, which measures the integral oscillation of the
generalized normal vector to F in small balls centered at some point = € OF:

min / lve(y) — v dHY L(y). (1.11)
0*ENBy(z)

Exc(E,z,7) i= ——

r veSN-1

The main result in the regularity theory expresses the fact that the smallness of the previous
quantity in some ball B,(x) forces the boundary 0F to coincide, in a smaller ball, with the
graph of a C'7-function. This is the content of the following fundamental theorem, for which
we refer to [64, Theorem 26.3| (in the statement, we follow the notation introduced at the
beginning of this chapter).

THEOREM 1.3 (regularity of quasi-minimizers). For every v € (0, %) there exist positive

constants €y(N,v), Co(N,7), depending only on the dimension N and on ~y, with the fol-
lowing property. If E C RN is an (w,ro)-minimizer of the area functional with wrg < 1,
and
Exc(E, xo,7) + wr < g9
for some xy € OF and r < ry, then xog € O*E and, setting v := vg(xy), one has
(OF —x0) N Cy = = gr,(f)

for some function f € CI’V(Bi\/fl_Ol) with

/ |Z_Z/| ’
Ifler < Cor 195) = 97 < o 255

N-1

/
for every z,2" € Br/10 .

By the previous result, one can actually deduce the partial reqularity of OF, namely that
if F is an (w, rg)-minimizer then the reduced boundary 0*FE is a (N —1)-dimensional surface
of class C1+7 for every ~ € (0, 3), relatively open in OF, and such that HN"1(9E\ 0*E) = 0.

As observed by White in [82], the uniform C%7-estimates provided by Theorem 1.3,
combined with the continuity properties of the excess, allow to deduce the following important
result concerning uniform sequences of quasi-minimizers converging to a regular set. The proof
is well-known to specialists and can be found, for instance, in [27, Lemma 3.6].

THEOREM 1.4 (uniform sequences of quasi-minimizers). Let E, C RY be a sequence of
(w, o) -minimizers of the area functional such that

supP(E,) < +0o and xg, — xg in L*(RY)
n
for some bounded set E of class C?. Then, for n sufficiently large, E, is a set of class C™Y
for every ~ € (0, %), and OF,, — OF in CY7 in the sense that
OE, = {z+ pn(x)ve(z) : © € OE},
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with @, — 0 in CY(OE) for all v € (0,3).

PROOF. From the bound on the perimeters of E, and the L'-convergence to E, we
deduce that Dxp, — Dxg and |Dyg,| — |Dxg| weakly* in the sense of measures (see
[6, Theorem 4.2.5]). It follows that each point x € OF is the limit of a sequence of points
xn € OFE,: on the contrary, we could find a ball B,(x) such that supp (Dxg,) N B,(xz) = O
for infinite indices n (since we are assuming supp (Dxg, ) = 0E), ), from which it would follow
that P(E; B,(x)) = 0.

Fix now any point zg € OF and let x,, € OE,, x, — zo. By the regularity of E we can
find 7 € (0,70) such that H¥=1(0E N dBa,(20)) = 0 and

€0

Exc(E, xg,2r) < N (1.12)

where ¢ is the constant provided by Theorem 1.3 corresponding to a fixed v € (0, %) Observe

that for every unit vector v € SV—1

/ v () — 2K ) = () = v MY y).

0* EnNBar(z0) OENBar(z0)

This follows from the weak*-convergence of Dxp, and |Dxg,| to Dxg and |Dxg| respec-
tively, from the assumption H™~1(OE N OBy, (x0)) = 0 and from the representation

1/ e, (y) = v AHN " (y) = [Dxp, |(Bar(20)) = (v, Dx, (Bar(20))) -
0* EnNBar(z0)

2
Hence, if the minimum value defining Exc(E, zg,2r) is attained at some vy € SV~!, by the
previous convergence we deduce that

n—00 n—oo T

1
lim sup Exc(En, 2n,7) < limsup = / vE, (y) — vol> dHN " (y)
0* EnNBr(xn)

< lim sup v, (y) — wl* dHY " (y)

.
n—oo T 3* EnNBa,(20)

1 / 2 N-1
= ve(y) — vo|°dH Y
PN—1 5 QT(:BO)‘ E( ) 0‘ ( )

= 2N1Exc(E, 20, 2r),
where we used the fact that By (x,) C Bar(z¢) for n large enough. Hence by (1.12) we
conclude that for n sufficiently large we have

Exc(En, zp,r) < %0.

By reducing r if necessary, we can also assume that wr < 3.

We are in position to apply Theorem 1.3 to Ej, in the ball B,(z,): setting r := {5, we
have functions g, € C(BN~!) uniformly bounded in C17, with g,,(0) = Vg,,(0) = 0, such
that

(8En - !Tn) N Cl/n,m = gry,, (gn)a
where v,, is the exterior normal to 0F,, at x,,.

By compactness, v, — 7 for some 7 € S¥~! (up to subsequences). Hence for n large

enough Cj . /9 C Cy,  + Ty — To, and there exist functions f, € Cl’”/(Bi\I/_;), uniformly

bounded in C17, satisfying
grD(f“) N CD,T1/2 - (grun (gn) + Tp — .’E()) N C'17,7“1/27
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so that

(0En — 20) N Cyry 2 = 85(fn)-
By Ascoli-Arzela Theorem f,, converges to some function f in C1# for every 8 < 7, with
f(0) =Vf(0)=0. Since E, — E in L', it is easily seen that the limit function f satisfies

(8E - 1'0) N CI?,Tl/Z - grﬁ(f)?
and moreover v = vg(xo). Now the conclusion of the theorem follows by a covering argument,
by using the compactness of F. U

REMARK 1.5. The previous results continue to hold when working in a bounded open set
Q C RY. Precisely, we say that a set F C Q of finite perimeter is an (w,rq)-minimizer of
the area functional in 2, with w > 0 and ro > 0, if for every ball B,(x) with r < ry and for
every set I C Q) of finite perimeter such that EAF CC B, (x) we have

P(E;Q) < P(F;Q) + w|EAF|.

In this case the same argument used in the proof of Theorem 1.4, combined with the regularity
of quasi-minimizers up to the boundary 9 (which follows from a work by Griiter |54]), leads
to the following conclusion (see [56, Theorem 3.3]): assume that  is smooth and E, C Q is
a sequence of (w,rg)-minimizers of the area functional in €2, such that

supP(E,; Q) < +oo and xpg, — xg in L'(Q)

for some set E whose boundary inside € is of class C17, v € (0, %), such that either 0F N QN
0Q =@ or OE N Q meets 9Q orthogonally. Then 0F, NQ is of class C17 for n sufficiently

large, and dF, — OF in C'7. This means that we can find a sequence of diffeomorphisms
@, : Q — Q of class C17 such that ®,(0F) = 0E,, and ||®, — Id||c1» — 0.

REMARK 1.6. Let ¥ : RN — [0, +00) be a convex and positively 1-homogeneous function
of class C? out of the origin, and assume that for every v € SV—!

D) (v)[w,w] > ¢lw]* for all w L v,

for some constant ¢ > 0. We say that F is an (w, 7o) -minimizer of the anisotropic perimeter
if for every ball B,(x) with 7 < ro and for every set F' C RY of finite perimeter such that
EAF CC B,(z) we have

Y(vp)dHY ! < Y(vp) dHY T 4 w|EAF).
o*E o*F
The result in Theorem 1.4 remains valid under the assumption that the sets F, are quasi-
minimizers of the anisotropic perimeter, according to the previous definition. This can be
deduces by following the same strategy, using now the standard regularity theory for almost-
minimal currents, and precisely using the result stated in |39, Theorem 15| (see also the proof
of [39, Theorem 8§|). Notice that the quasi-minimality property considered in [39], namely

Y(vp)dHY L < Y(vp) dHN " + wrP(EAF)
O*E o*F
whenever EAF is compactly contained in a ball of radius r, is clearly implied by our definition
of quasi-minimality as a consequence of the isoperimetric inequality.

REMARK 1.7. We say that a set £ C RY is periodic if its characteristic function is one-
periodic in the first N — 1 coordinate directions. It is clear from the proof that Theorem 1.4,
as well as its anisotropic version discussed in Remark 1.6, are still valid if we replace the
assumption of boundedness of E by the request that E and FE, are periodic sets, with

perimeters uniformly bounded in the cell of periodicity and xg, — xg in Ll _(RY).
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By a standard first variation argument (see, e.g., |8, Proposition 4.71]|) we can show that
the curvature of an (w,)-minimizer of class C! is uniformly bounded by the constant w.

LEMMA 1.8. Let E C RN be an (w, rg)-minimizer of the area functional, and assume that
OFE is of class C'. Then there exists a function H € L®(0E), with ||H||[@p) < w, such
that the equation

divggvg = H
holds weakly on OF, that is, for every X € C1(RV;RY)
/ divop X dHN "' = [ H(X -vg)dHV L.
OF OF

PRrROOF. Let X € C! (]RN ‘RN ) be a vector field whose support is contained in a ball with
radius smaller than ry, and consider the associated flow

0
a<I>(t, x) = X(®(t,z)), ®(0,x) = z.

It can be shown that
|[EA®(t, E)| = |t| /aE X -vg|dHN T +o(t),  lim ot _y.
Then by the quasi-minimality of E we deduce that for every ¢ small enough
P(E) < P(®(t, E)) + w /M X - v dHN T+ wo(t).
Dividing by t and letting ¢t — 0, we obtain
/ divop X dHV 7! < w/ X - vp|dHN L. (1.13)
oF oF

The previous inequality holds for every vector field X € C*(R™;R"), without the requirement
that the support of X is contained in a small ball, by a simple argument which uses a partition
of unity. Hence the left-hand side of (1.13) defines a continuous linear functional, whose norm
is bounded by w, and we conclude by the Riesz representation theorem. (]

We conclude by recalling the following simple lemma from |1, Lemma 4.1], which shows
that any regular set is in fact a quasi-minimizer, with a constant depending on the set itself.

LEMMA 1.9. Let E C RN be a bounded set of class C?. Then there exists a constant
Cg > 0, depending only on E, such that for every set of finite perimeter F C RN

P(E) < P(F) + Cp|EAF).

ProoF. Let v € C1(RV;RY) be any smooth vector field such that v = vg on OF and
|”]loc < 1. Then

P(F)—P(E)> /

V-uFdHN_l —/ V-uEd’HN_l
o*F

OF
:/divydx—/divyda:Z—CEEAF|,
F E

where Cg := ||divy||cc - O
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1.3. Quasi-minimizers of the Mumford-Shah functional

Given an open set @ C RY | we recall that the space SBV () of special functions of
bounded variation is defined as the set of all functions u € L!(2) whose distributional deriv-
ative Du is a bounded Radon measure of the form

Du=VuLl" + Diu=Vul" + (u" —u ), H LS,

where Vu € L'(;RY) is the approximate gradient of w, S, is the jump set of u (which is
countably (HN~1 N — 1)-rectifiable), u™ and u~ are the traces of u on S, and v, is the
approximate normal on S,. We refer to [8] for a complete treatment of the space SBV and
a precise definition of all the notions introduced above.

As observed in the Introduction, the space SBV is the proper space where to set and
solve the minimum problem for the Mumford-Shah functional by the direct method of the
Calculus of Variations. Here we are mainly interested in the regularity properties enjoyed
by minimizers of the Mumford-Shah functional, and, more in general, by gquasi-minimizers,
according to the following definition.

DEFINITION 1.10. We say that u € SBV(Q) is a quasi-minimizer of the Mumford-Shah
functional if there exists w > 0 such that for every ball B,(z)

/ Vuf? dz+HY (SN B,(2)) < / Vol da+HY (8,1 B, () +wp™ (1.14)
QNB,(x) QNB,(z)

for every v € SBV () with {v # u} CC B,(z).

Similarly to the case of the area functional, treated in the previous section, a powerful
regularity theory is also established for quasi-minimizers of the Mumford-Shah functional: the
partial regularity of the discontinuity set of a quasi-minimizer u is proved in any number
of dimensions in the papers [7, 9| (see also [8]), where it is shown that there exists a closed
HN ! negligible singular set ¥ C S, such that S, \ ¥ is locally a hypersurface of class C Li/4

The proof is based on the decay properties of the quantity

By(z,7) := Dy(z,7) +r 2 A, (z,7),
defined for uw € SBV (), x € Q2 and r > 0, where

Dy(z,r) := / (Vu|? dy, Ay(z,r) = min/ dist 2(y, T) dHN "L(y),
B (2)NQ TeA J5,nB, (x)
A denoting the set of affine (N — 1)-planes in RY. The quantity E,(z,r) plays the role in
this context of the excess (1.11), introduced by De Giorgi to study the regularity of minimal
surfaces. The main result expresses the fact that the rate of decay of E, in small balls
determines the C'/4-regularity of the jump set of wu, provided that w satisfies the quasi-
minimality property (1.14):

THEOREM 1.11. Let u € SBV(Q) be a quasi-minimizer of the Mumford-Shah functional,
according to Definition 1.10, for some constant w > 0. There exist Ry > 0, €9 > 0 (depending
only on w and on the dimension N ) such that if

Ey(z,7) < gor¥ !

for some x € S,NQ and r < R := RyAdist (x,0%), then there exist a smaller radius r' € (0,r)
(depending only on w, R and r) and a function f € 01’1/4(B7{\,7_1) with f(0) = Vf(0) =0
such that

(Su—2)NCyyp = gr,(f),
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where v denotes the normal to S, at x. Moreover, ||f|lc1aa < C for some constant C
depending only on w.

The previous result is a consequence of [8, Theorem 8.2 and Theorem 8.3|: the only
missing part is the uniform bound in C*/4, which is not explicitly stated but can be deduced
by checking that the constants appearing in the proof depend only on w. Notice that the
theorem provides the regularity of S,, in balls well contained in 2; concerning the regularity
of the discontinuity set at the intersection with the boundary of €2, under Neumann conditions,
we have the following result, which is essentially contained in the book [30] (see, in particular,
[30, Remark 79.42]; see also [63]), in the two-dimensional case.

THEOREM 1.12. Let  C R? be a bounded, open set with boundary of class C, and let
u € SBV(Q) satisfy (1.14) for some w > 0. Then there exist b € (0,1) and 7 > 0 (depending
only on w and on ) such that, setting

Q1) :={z € Q: dist (z,00) < 7},

the intersection S, N Q(T) is a finite disjoint union of curves of class CYP intersecting 09
orthogonally, with CY° -norm uniformly bounded by a constant depending only on w and §Q.

We conclude this section by recalling a well known property of quasi-minimizers of the
Mumford-Shah functional, namely a lower bound on the H~~!-dimensional density of the
jump set in balls centered at any point of its closure. The estimate was proved in [34] in
balls entirely contained in the domain € (see also [8, Theorem 7.21]); we refer also, when a
Dirichlet condition is imposed at the boundary of the domain, to [21] for balls centered at
08, and to [10] for balls possibly intersecting 92 but not necessarily centered at 2. Finally,
we refer to [30, Section 77] in the case of balls intersecting 92 when a Neumann condition is
imposed.

In fact, we will need to consider also, in the two-dimensional case, the mixed situation
where we impose a Dirichlet condition on a part dpf) of the boundary and a Neumann
condition on the remaining part On{2. The result is still valid for balls centered at the
intersection between the Dirichlet and the Neumann part of the boundary, under the additional
assumption that dp{2 and Iy 2 meet orthogonally. We are not aware of any result of this kind
in the existing literature, but the proof, which we postpone to Appendix A, can be obtained
by following closely the strategy of the original proof in [34], combined also with some new
ideas contained in [10]. The precise statement is the following.

THEOREM 1.13. Let Q C R? be a bounded, open set, let Op) C O be relatively open and
of class C*, On§ := 00\ OpQ of class C', and assume that Op§) meets NS orthogonally.
Let ' C R? be a bounded, open set of class C' such that Q C ' and QN QY = OpQ. Let
u € SBV () be such that S, NOpQ =@ and u € WH*(Q'\ S,).

Let w € SBV (), with w=u in Q' \ Q, satisfy for every x € Q and for every p >0

/ Vuwl? de +H (S N B, (2)) g/ Vo2 de +H (S, N By(x)) + wp®
Q'NBy(x) Q'NBy(x)

for every v € SBV (') such that v =u in '\ Q and {v # w} CC B,(x). Then there exist
po >0 and Oy > 0 (depending only on w, u and §2) such that

Hl(sw N By(x)) > bop

for every p < py and x € S,,.
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1.4. Fractional Sobolev spaces

We collect in this section some definition and properties of fractional Sobolev spaces.
Given a smooth, compact, embedded (N — 1)-dimensional submanifold I' ¢ RY | we recall
that the Gagliardo seminorm of a function 9 on I' is defined as

— [9(2) = d(w)P ., Ny N-1 v
Fepr = ( /F ey Y () a0 ()
for 0 <s<1and 1<p < oo, and that ¥ € W*P(T') if

19 wsry = 19 rr) + [I]spr < oo

When p = 2 we switch to the equivalent notation H*(I') for W*2(T'). We start with the
following simple lemma, which ensures that the product of an H'-function by a Holder-

continuous function belongs to the space H %(F)

LEMMA 1.14. Let N <3 and o> . If o € HY(T') and u € CO(I), then

leull 1 0y < Cllella @y llullcoer

H3(T) =

for some constant C depending only on a and on I.

ProOF. We can bound the Gagliardo H 3 _seminorm of pu as follows: choosing g > 2
such that (2 — 1)g > 2N — 2, adding and subtracting the term ¢(z)u(w) and using Holder
inequality, we have

[QOU <2//‘90 z_w;]\[’u< )’ drHN—l(Z)dzHN—l(w)
_|_2// ‘90 ‘ ‘u (w)‘Q dHN_l(Z)dHN_l(w)

\Z—w\N

<2 HUHEOHSOH}QLI%(F) + 2||ullZ0. /F/F lo(2) 2]z — w2 N AR (2) dHY N (w)

< 2ullouqry 161,
q—2

2 q(2a 9—z
el (0O ([ 1= 0l a e ) 7.

Now the last integral is finite by the choice of ¢, and the conclusion follows since H(T) is
continuously imbedded in L%(T") for every q. O

We now consider the particular case of fractional Sobolev spaces defined on graphs of
regular functions, listing a series of properties that will be used several times in Section 3.6.
We follow the presentation contained in [45, Section 8.1], rephrasing the statements to consider
also the case of dimension N = 3. Given a positive, C'-function h : RVN=! — (0, 4+00), 1-
periodic in the coordinate directions, we denote its graph and its subgraph over the unit square

Q= (0,1)N"1 by
Iy, = {(x,h(@) eRN .z € Q}, Qp = {(x,y) eRV:2€Q,0<y< h(x)},

respectively, and by F# and Q# their periodic extensions. We also denote by ¢y a positive
constant such that m1n h>cg.
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Let W;E’p (T's,) be the subspace of W*P(I') of functions whose periodic extension to Fh#
belongs to VVE)’?(I‘#), endowed with the norm of W*P(I'y). The dual spaces of W*P(I',) and

_g. P
of W"(T';) are denoted by Wfs’%(rh) and VV#S’%1 (), respectively.

REMARK 1.15. We remark that, if —1 < ¢ < s < 1 and p > 1, the space W*P(T',) is
continuously imbedded in W%?(T'),). This follows directly from the definition.

THEOREM 1.16. If -1 <t <s<1, ¢g>p and s — Npl >t — , then W5P(T'y) is
continuously imbedded in W44(T'y,). The imbedding constant depends only on s, t,p, q and
on the C'-norm of h.

In particular, it follows that if N < 3 then H!(T'},) is continuously imbedded in L%(T})
for every ¢ > 1. The proof of the theorem follows from [52, Theorem 1.4.4.1] by a change of
variables, and taking into account Remark 1.15. The following theorem, which follows from
[52, Theorem 1.5.1.2], deals with the trace operator on I'j,.

1
THEOREM 1.17. There exists a continuous linear operator T : WhP(Qy) — Wle’p(I‘h)
such that Tu = u|r, whenever uw is continuous on . The norm of T is bounded by a
constant depending only on p, cy, and on the C'-norm of h.

Denoting by Wiﬁ’p () the space of functions u € W1P(Q;) whose periodic extension
to Qh# belongs to VV&)’?(Q#), we have in particular that Tu € VV1 l/p’p(Fh) whenever u €

W;p (Qp). Viceversa, we have the following extension theorem.

1—1,
THEOREM 1.18. For every ¥ € W,, * p(I‘h) there exists u € W#p(Qh) such that Tu =¥
and

lellwr @y < ClI -3 g

where C' depends only on p, ¢y, and on the C*-norm of h.

: (1.15)

We now state the 3-dimensional version of [45, Theorem 8.6].

THEOREM 1.19. Let N = 3. For every u € W;’p(Qh) and for i =1,2

vill s < C||Vu R3
wbeqy < €IVl 20,

Hazz Vh -

where vy, = (Vi, V}%, v;?) is the upper unit normal to I'y, and C depends only on p, co, and on

the C*-norm of h.

— l,L
PROOF. Assume u € C?(€,). Given ¢ € Wy P~1(T'y,) we consider an extension in

1,-2
W,"* ~'(92,) (still denoted by ¢), according to Theorem 1.18. We may also assume, by
increasing the constant in (1.15), that ¢(z,0) = 0. Then

/Fh(aajlyi_aau ) = /I‘hsa(_@a:i),?o?aa,;i)’yd’]-m

:/thiv<_(p§u’0’¢§:1> dz:/QhVu (gi 0, gZ)dz

< C|Vullr@yms 2]l

W T (1)
and this shows the claim in the case ¢ = 1. The case ¢ = 2 is similar, and an approximation
argument concludes the proof of the theorem. |

< Hvu||Lp(Qh7R3)HV¢HLFI Qp;R3) —
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We conclude this section with the following lemma, whose proof follows from the definition
of the Gagliardo seminorm by using a duality argument (in particular, for the first property
one can argue similarly to the proof of Lemma 1.14).

LEMMA 1.20. Let p > 1 and let u be a smooth function. Then:
(i) if a € CO(Ty) with a > %, then

< Cllallgo.ayllull -1

fuall, s,

)

(Tn) P(Th)

for some constant C depending only on p, o and on the C*-norm of h;
(ii) if ® : Ty — ®(Ty) is a C'-diffeomorphism, then

lwod® ) 1, <
WP (2(Ty))

for some constant C depending only on p and on the C'-norms of ® and of ®~ 1.






CHAPTER 2

The Mumford-Shah functional

The first model that we study is the prototypical free-discontinuity problem, i.e. the
Mumford-Shah functional. In this chapter we improve the minimality criterion established
in [19], by showing that a regular critical point, with positive definite second variation, is
an isolated local minimizer with respect to competitors which are sufficiently close in the
L'-topology.

Organization of the chapter. In Section 2.1 we collect the necessary definitions and
state the main result of this chapter. Section 2.2 is devoted to the computation of the second
variation, when also boundary variations of the discontinuity set are allowed; some properties
of the associated quadratic form are studied in Section 2.3. The proof of the main theorem
starts in Section 2.4 (where the local W2 -minimality is addressed) and lasts for Sections 2.5
and 2.6 (where the C%® and the desired local L'-minimality, respectively, are established).
In Section 2.7 we describe some examples and applications of our minimality criterion. In the
concluding section (Section 2.8) we prove some auxiliary technical lemmas.

2.1. Setting and main result

Let © C R? be an open, bounded, connected set with boundary of class C3. We introduce
the following space of admissible pairs

A(Q) = {(K,v): K C R? closed, v € HY(Q\ K)}
on which is defined the (homogeneous) Mumford-Shah functional

MS(K,U)::/ (Vol?dz + HY K NQ)  for (K,v) € A(Q).
O\K

It will be useful to consider also a localized version of the functional: for A C Q open we set

MS((K,v); A) ::/ Vo2 d + H(K N A).
A\K

Given an admissible pair (K, v) € A(f2) and assuming that K is a regular curve connecting
two points of 0f), we denote by v a smooth vector field coinciding with the unit normal to
K when restricted to the points of K, by H the curvature of K with respect to v (defined
as in (1.5)), and by 7 the unit co-normal of K N I (see Section 1.1). For any function
z € HY(Q2\ K) we denote the traces of z on the two sides of K by z* and z~: precisely, for
H'-ae. x € K we set

1

S C (A —— 2(y) dy,

z
r—0t |Br(2) N ViE| /B, mynvE

where V& := {y € R? : £(y — x) - v(z) > 0}. With an abuse of notation, we denote by 2+
and 2z~ also the restrictions of z to Q7 and Q™ respectively, where Q7 and Q~ are the two
connected components of Q\ K, with the normal vector field v pointing into Q1. Finally we

15
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opQ

Opf2

FIGURE 1. An admissible subdomain U for a regular pair (K,v) (see Defini-
tion 2.2). Notice that U excludes the relative boundary of dp{2.

denote by vyq the exterior unit normal vector to 92 and by Hgg the curvature of 92 with
respect to vyq .

DEFINITION 2.1. We say that (K,v) € A(Q) is a regular pair if K is a curve of class C™
connecting two points of 92, and there exists dpQ CC 9N\ K relatively open in 99 such
that v is a solution to

Vov-Vzdr =0 for every z € H'(Q\ K) with z = 0 on dp$, (2.1)
O\K
that is, v is a weak solution to
Av =0 in Q\ K,
dvE=0 on KNQ,
Oypov =0 on On§:= 00\ OpL2.
We denote by A,¢q(Q2) the space of all such pairs.

DEFINITION 2.2. Given a regular pair (K,v) € A,4(£2), we say that an open subset
U c R? with Lipschitz boundary is an admissible subdomain if K C U and UNS = @, where
S denotes the relative boundary of dp€ in 9. In this case we define the space HJ;(Q\ K)
consisting of all functions v € H*(Q\ K) such that v = 0 in (Q2\ U) U dpf (the condition
on Opf) has to be intended in the sense of traces). Notice that equation (2.1) holds for every
z € HH(Q\ K).

We now give the definition of regular critical pair, motivated by the formula for the first
variation of the functional (see (2.12) and Remark 2.18).

DEFINITION 2.3. We say that a regular pair (I',u) € Ay¢q(Q?) is a regular critical pair for
the Mumford-Shah functional MS if the following conditions are satisfied:
(i) T meets 0 orthogonally,
(ii) transmission condition:
H = |Vru™|? — |[Vru 2 on I'NQ, (2.2)

(iii) non-vanishing jump condition: |u™ —u~|>c¢>0 on T.
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REMARK 2.4. The assumption of C*°-regularity of the curve I' is not so restrictive as
it may appear: indeed, as a consequence of the transmission condition (2.2) and of the fact
that u satisfies (2.1), I is automatically analytical as soon as it is of class Ch® (see [59]).
Moreover, by (2.1) u is of class C* up to ' N Q) and the traces Vu™, Vu~ of Vu are well
defined on both sides of T".

Besides the notion of critical pair, which amounts to the vanishing of the first variation
of the functional, we also introduce the concept of stability, which is defined in terms of the
positivity of the second variation. Its explicit expression at a regular critical pair (I',u) in an
admissible subdomain U, which will be computed in Theorem 2.14, motivates the definition
of the quadratic form 9> MS((T',u);U) : HY(T' N Q) — R given by

32MS((F,U);U)[@] ::—2/ |Vv¢2dl‘+/ |Vp302d’H1+/ H2g02d7-[1
Q N I'nQ

- Haq p* dHY (2.3)
I'nos

where v, € H}(Q\T) solves
/ Vv, - Vzdx + / [z divr(eVruT) — 2~ divr (¢Viu )] dH' =0 (2.4)
Q rno

for every z € H}(Q\T). Notice that the last integral in (2.3) in fact reduces to the sum
Hopa(z1)¢%(21) + Haa(z2)¢?(72), where o1 and o are the intersections of I' with Q2. The
(nonlocal) dependence on U is realized through the function v, .

REMARK 2.5. The second integral in equation (2.4) has to be intended in the duality sense
between Hfé(F N ) and H%(F N Q). Indeed, by Lemma 1.14 the product ¢pVru® belongs

to H%(I‘ NQ) as long as Vput € CO*(I') for some o > 3. In turn, the latter regularity
property is guaranteed by Lemma 2.48, recalling that u solves (2.1).

DEFINITION 2.6. We say that a regular critical pair (I',u) (see Definition 2.3) is strictly
stable in an admissible subdomain U if

PMS((T,u); U)[g] >0 for every ¢ € H(T' N Q)\{0}. (2.5)

Our aim is to discuss the relation between the notion of strict stability of a regular critical
pair and the one of local minimality. It is easily seen that the positive semidefiniteness of the
quadratic form 92 MS((T,u); U) is a necessary condition for local minimality in U (see [19,
Theorem 3.15]). In the main result of this chapter we prove that its strict positivity is in fact
a sufficient condition for a regular critical pair to be a local minimizer in the L!-sense:

THEOREM 2.7. Let (I',u) be a strictly stable reqular critical pair in an admissible subdo-
main U, according to Definition 2.6. Then (I',u) is an isolated local minimizer for MS in
U, in the sense that there exists & > 0 such that

MS(T,u) < MS(K,v) (2.6)

for every (K,v) € A(2) such that v=u in (2\U)UIpQ and 0 < |lu—v| 1) <J.
REMARK 2.8. In order to simplify the proofs and the notations we decided to state and
prove the previous result only in the simplified situation where ) is connected and I is a
regular curve joining two points of 9€2. It is straightforward to check that Theorem 2.7 can

be generalized to the case where T' is a finite, disjoint union of curves of class C'°, each one
connecting two points of 92 and meeting 02 orthogonally.
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REMARK 2.9. The non-vanishing jump condition (point (iii) of Definition 2.3) is not a
technical assumption and cannot be dropped: indeed, it is possible to construct examples
(see the Remark after Theorem 3.1 in [29]) satisfying all the assumptions of Theorem 2.7
except for this one, for which the conclusion of the theorem does not hold. In our strategy,
this hypothesis is needed in order to deduce, in Proposition 2.36, by applying the calibration
constructed in [67], that the unique solution of the penalization problem (2.65) is u itself , if
5 is sufficiently large.

We conclude with the following consequence of Theorem 2.7, which states that given any
family of equicoercive functionals F. which I'-converge to the relaxed version of MS with
respect to the L!-topology, we can approximate each strictly stable regular critical pair for
MS by a sequence of local minimizers of the functionals F.. This follows from the abstract
result observed in [60, Theorem 4.1]. There is a vast literature concerning the approximation
of the Mumford-Shah functional in the sense of I'-convergence (see, for instance, [17]).

THEOREM 2.10 (link with T'-convergence). Let (I',u) be a strictly stable reqular critical
pair in an admissible subdomain U. Let F. : L' (2) — R U {+oco} be a family of equicoercive
and lower semi-continuous functionals which I'-converge as € — 0 to the relaxed functional

Jo |Vo2da +HY(S,) ifve SBV(Q),v=uon (Q\U)UdpQ,
MS(v) = N
+o00 otherwise in L* ()

with respect to the L'-topology. Then there exists €9 > 0 and a family (ue)e<e, of local
minimizers of F. such that u. — u in LY(Q) as e — 0.

2.2. Computation of the second variation of the Mumford-Shah functional

This section is devoted to the computation of the second variation of the functional MS.
To start with, we fix some notation: for any one-parameter family of functions (gs)scr we
denote the partial derivative with respect to the variable s of the map (s,z) — gs(x), evalu-
ated at (t,x), by g:(x). We usually omit the subscript when ¢ = 0. In the following, we fix a
regular pair (K,v) € Ay¢q(£2) and an admissible subdomain U .

DEFINITION 2.11. A flow (®¢); is said to be admissible for (K,v) in U if it is generated
by a vector field X € C?(R?;R?) such that supp X CC U\ 9pf and X - vyq = 0 on 99,
that is, ®; satisfies &y = X o &y, &g = Id.

REMARK 2.12. The condition X -vyq = 0 guarantees that the trajectories of points in 92

remain on 9€2: thus ®;(Q) = Q for every t. Observe also that, since supp X cC U \ dpQ2,
we have that K¢, C U\ 0pQ2 for every t, where we set Ko, := ®+(K).

Given an orientation preserving diffeomorphism ® € C°°(Q;Q) such that supp (® —
Id) cC U\9dpS, we define vg as the unique solution in H*(Q\ K¢) (up to additive constants
in the connected components of 2\ K¢ whose boundary does not contain dp€?) to

/ Vug - Vzdz =0 for every z € H;(Q\ Kg),
O\Kg
vy =V in (Q\U)UIpQ.
DEFINITION 2.13. Let (®;); be an admissible flow for (K,v) in U. We define the first
and second variations of MS at (K,v) in U along (®¢); to be
d2

d
aMS((K@’U@t);U)h:o, ﬁMS((K@,U@)%UNt:o

respectively, where vg, is defined as in (2.7) with ® replaced by ®;.

(2.7)
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Notice that this definition makes sense since the existence of the derivatives is guaranteed
by the regularity result proved in [19, Proposition 8.1|, which can be adapted to the present
setting. In particular, this result implies that the map (¢,z) — vg,(x) is differentiable with
respect to the variable ¢ and that ve, € HY(Q\ Ko,). We set © := v,

In the following theorem we compute explicitly the second variation of the functional MS.
We stress that, comparing with the analogous result obtained in [19, Theorem 3.6], we allow
here the admissible variations to affect also the intersection of the discontinuity set K with
the boundary of 2, while in the quoted paper only variations compactly supported in 2 were
considered. As a consequence, in the present situation boundary terms arise when integration
by parts are performed: in particular this happens for the derivatives of the surface term,
while the first and second variations of the volume term remain unchanged. We refer also
to [78], where a similar computation for the second variation of the surface area was carried
out taking into account boundary effects, in the case of a critical set (the novelty here is that
we will be able to get an expression of the second variation at a generic regular pair, not
necessarily critical).

THEOREM 2.14. Let (K,v) € Apeq(2) be a regular pair, let U be an admissible subdomain,
and let (P4); be an admissible flow in U associated to a vector field X . Then the function v
belongs to HE(Q\ K) and satisfies the equation

/ Vo -Vzdz —I—/ [divK((X V) Vo) 2T — divg ((X - V)VK’U_)Z_:| dH'=0 (2.8)
Q KNQ

for every z € HE(Q\ K). Moreover, the second variation of MS at (K,v) in U along (®)
s given by

d2
@MS((K%UQ); U)li=o = 2/ (09,0 — o007 ) dH! +/ V(X -v)>dH?
KNQ KNQ
+ H*(X -v)2dH' + f(Z-v—2X . V(X -v)+Dv[xI XI| - H(X - 0v)?) dn!
KNQ KNQ
+/ (fH)(X-y)(X-n)d’HO+/ Z -ndH°, (2.9)
KnNoQ KnNoQ

where f = |Vgv™|? = |[Vgvt|?+ H, Z := DX[X], and we split the field X in its tangential
and normal components to K :

X=Xl4+(X-v)r onK. (2.10)
REMARK 2.15. As in (2.4), the second integral in equation (2.8) has to be intended in the
duality sense between H_%(K NQ) and H%(K NQ) (see Remark 2.5). Integrations by parts
yields
—/ Vo[?do = / (0T 0,07 — 09,07 | dH!.
Q KNQ

Before proving Theorem 2.14, we collect in the following lemma some auxiliary identities
which will be used in the computation of the second variation. We recall that, according to
the notation introduced in Section 1.1, we denote by ve, and ng, the unit normal to Kg,
and the unit co-normal of K¢, N OS2, respectively (see (1.7) and (1.10)).

LEMMA 2.16. The following identities hold:
(a) v =—(DrgX)T[v] — Dgv[X] = -Vg(X v) on K;
(b) %(T](}t o ®y)|i=0 = (DKX)T[I/, nly on K NoK;
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(c) (X -v)v-n+X- %(77@ o ®y)|imo=—H(X -v)(X -n) on KNO;

(d) DX[X,vgq] + DroalX,X] =0 on KNON.

PRrROOF. Equality (a) is proved in [19, Lemma 3.8, (f)|. To prove (b), we set v; := D®[n]
and recalling (1.10) we have
=0~ (0-m)n

8 o 8 V¢
a(ﬁcbt o (I)t)\tzo = <|Ut) o

= DX[n] = DX[n,nln = DX[n, vlv,
which is (b). We obtain (c) by combining (a) and (b):

(X )i+ X 2 (na, 0Bl = ~(X ) Dyeu]X, 0] = ~H(X - 0)(X ),

where the last equality follows by writing X = (X -v)v+ (X -n)n and observing that Drv[v] =
0. Equation (d) follows by differentiating with respect to t at ¢t = 0 the identity

(X 0®y) - (von o Py) =0,
which holds on K N o9. (I

PROOF OF THEOREM 2.14. We split the proof of the theorem into three steps.

Step 1. Derivation of the equation solved by ©. As already observed, the result contained in
[19, Proposition 8.1] guarantees that © € Hj(2\ K). Given any test function 2z € H};(Q\ K)
with suppz N K = @, for t small enough we have suppz C Q \ Kg,, and in particular
z € H5(Q\ Kg,). Hence by (2.7) we deduce

/ Vg, - Vzdz =0,
Q

so that differentiating with respect to t at ¢ = 0 we obtain that ¢ is harmonic in (QNU)\ K
and V0 -vgg =0 on (0QNU)\ dpQl. In addition, it is shown in Step 1 of the proof of [19,
Theorem 3.6| that

d,0F = divg ((X - v) Vo) on K NQ.

By this expression we have that 9,9% € H 2 (KNQ) (see Remark 2.5), and hence the previous
conditions are equivalent to (2.8) by integration by parts.

Step 2. Computation of the first variation. The same computation carried out in Step 2 of
the proof of [19, Theorem 3.6] leads to

d :
dt/ Vg, |* dz = / div (| Ve, |*X) dy.
Q Q

Hence, applying the divergence theorem we obtain

d _
G v = [0 POC ) att 4 [ (190, = V0, )X v, a!

@tﬁﬂ

- /K mﬂ(’qu’tv‘;t‘Q - ‘qu)tU%_Jz)(X ' V@t)d}[l
D¢

where to deduce the last equality we used X - vgn = 0 and the fact that 8,,¢)t vgt vanishes on
Kg, . Concerning the surface term, we start from the well known formula for the first variation
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of the area functional (see, for instance, |75, Chapter 2, Section 9]) and we use the divergence
theorem on Ko, N Q2 (see (1.9)) to obtain

iﬂl(Kq,t nQ) = / divg, X dH!
dt Ke,NQ ¢

:/ H@t(X-l/q)t)d/Hle/ X'T](I)thO,
Ke,N0 K, N9

where we recall that Hg, stands for the curvature of Kg,. Thus we can conclude that

d
—MS(Ks,,vs,);U) :/ ft(X'l/q)t)d/}'[le/ X - ne, d/HO, (2.11)
dt Kg,NQ Kg,N0Q
where f; := |vK<I>th:t|2 - \VKq)tvgtP + Hg,. In particular, evaluating (2.11) at ¢ = 0 we
obtain l
d
GMS(Ea v Do = [ JXCwant+ [ Xogant. (21)
dt KNQ KNoQ

Step 3. Computation of the second variation. We have to differentiate again (2.11) at ¢t = 0.
By a change of variables we have

d? 0
T MS(Ke,,ve,):U)le=o :/ o7 (i 0 @o)li—o(X - v) dH!

Kna Ot

(2.13)

9 s 1, d 0
+ ngfa(q)t'(VCI)tO(I)t)Jq)t)‘t:OdH +dt</Kq>tm3QX'%th>

=hL+L+1I;.

t=0

The first integral I; is equal to

I = (X - v)dH! +/ (Vf v)(X-v)2dH! +/ (Vif XX -v)du?t,
KNQ KNQ KNQ
(2.14)
while using [19, Lemma 3.8, (g)| we have
I = fdivg (X - v)X) dH! +/ f(Z-v—2X. V(X -v)+ Dy[x]I X)) dn!.
KNQ KNQ
(2.15)
Applying the divergence formula (1.9) on K N} we obtain
/ (Vif - X)X v)dn* + fdivg((X - v)X) dH!
KNQ KNQ
= fH(X -v)2dH! +/ f(X-v)(X -n)dH°, (2.16)
KNQ KnNon
while using [19, formula (3.17)] we get
/ (Vf-v)(X-v)2dn! :/ (H? —2fH)(X - v)? dH . (2.17)
KNQ KNQ

Differentiating f; with respect to ¢ we obtain

/ f(X~y)dH1:/ (2Vgv™ - Vgt~ —2Vgot - Vot + H)(X -v)dHY,  (2.18)
KN KN
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and an integration by parts yields

2 / (Viv®  Vgob)(X - v) dH?
KNQ

= —2/ @idivK((X-u)VKvi)dHl-i-Q/ 05 (X - v)(Vio™ - n) dH°
KNQ KNon

= —2/ o, 0" dHY, (2.19)
KNQ

where the last equality follows by (2.8) and by observing that Vo® vanishes on K N9Q, as v
satisfies homogeneous Neumann boundary conditions on K and on 992 (Vv is regular up to
K NoQ by Lemma 2.48). Since 0y -v = —v - d,v = 0, we have dive = divgr and in turn
H = divgy. Hence, integrating by parts and using (a) of Lemma 2.16, we deduce

H(X -v) dle/ divgy(X - v) dH!

KNQ KNQ

—— [ Vet [ ) ane
KNQ KnNo

z/ |VK(X-V)\2dH1—|—/ (X -v)(v-n)dH°. (2.20)
KNQ KnNoQ

We finally compute I3:

5= ¥ )| = T @ mivi)]
= Y 2@+ Y X(@) om0 l@)liso. (2.21)

x€KNON KN
Collecting (2.13)—(2.21), and using equality (c) of Lemma 2.16, we finally obtain (2.9). O

REMARK 2.17. We observe that we can easily obtain an expression for the second variation
of the functional MS at a generic ¢. Indeed, by exploiting the property ®;;5 = ®; o , of
the flow, we have

d? d?
WMS((K%,U%); U)lp=t = @MS((@HS(K)W@HS); U)ls=o

d2
= 2 MS(®s(Ka,), (ve)a.)]s=0,
and we can directly apply Theorem 2.14 to the regular pair (Kg,, v, ).

REMARK 2.18. The formula (2.12) for the first variation of MS motivates the definition
of critical pair (see Definition 2.3). Indeed, assuming that (2.12) vanishes for each vector field
X which is tangent to 02, we first obtain that f = 0 on K N by considering arbitrary
vector fields with supp X CC ). Then, using this information and dropping the requirement
on the support of X, we deduce the orthogonality of K and 0f).

COROLLARY 2.19. Assume that (I',u) is a regular critical pair. Then

d2
—MS((Ts,, us,);U)|i—0 = —2/ yvu\2dx+/ V(X -v)|? dH!
dt? Q rnQ

N

+ H*(X -v)?dH' — Hpo(X -v)2dH, (2.22)
N T'no

where Hyq = divvgg denotes the curvature of OS).
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PROOF. The first integral in (2.9) can be rewritten as —2 [, [Vu|? dz thanks to (2.8) (see
Remark 2.15). To obtain the expression in (2.22) it is now sufficient to observe that at a
critical pair we have f=0on KNQ, X -n=X -vyo =0 on K NI, and

Z -n = DX[X,vpa] = —Drgo[X, X] = —(X - v)?Drgg[v,v] = —Hpa(X - v)?
on K NoQ by (d) of Lemma 2.16. O

2.3. The stability condition

In the following we assume that (I',u) is a regular critical pair and U is an admissible
subdomain. Notice that the expression of the second variation of MS at (I',u) proved in
Corollary 2.19 motivates the definition of the quadratic form (2.3) and the notion of strict
stability that we introduced in Definition 2.6.

Following the approach of [19], we start paving the way for the main result by proving
two equivalent formulations of condition (2.5), one in terms of the first eigenvalue of a suitable
compact linear operator defined on H'(I' N §2) and the other in terms of a dual minimum
problem. Let us start by introducing the following bilinear form on H*(T'N):

(@, 1h)n = Ve -V dH! + H? pop dHt — / Hapq o1 dH° (2.23)
N N Tno

for every ¢,v € HY(T'NQ).
PROPOSITION 2.20. Assume that
(p, )~ >0 for every ¢ € HY(T N Q)\{0}. (2.24)

Then (-,-)~ is a scalar product which defines an equivalent norm on HY(T' N Q), that will be
denoted by || - ||~ .

PrOOF. Clearly (2.24) implies that (-,-)~ is a scalar product, and |||~ < C|l¢l g1 rna)
for every ¢ € HY(I' N ), for some positive constant C'. To complete the proof we have to
show the opposite inequality.

Assume by contradiction the existence of a sequence ¢, € H'(I'NQ) such that [[¢, [~ < 1
and [|¢nl|g1rnoy = 1 for every n. By compactness, ¢, converges weakly in HY(T NQ) to
some ¢, and uniformly on I' N, hence

H?p?dH! = lim H? o% dH?,
rno n—=00 Jrno
/ Hyo @?dH? = lim Haq ¢2 dH°, (2.25)
rnoQ n—=+00 JTno0

/ [Vro|? dH' < liminf/ IVron 2 dHL,
rnQ n—o0 A0

and recalling that ||¢,|~ — 0 we get ||¢||~ =0, that is ¢ =0 (thanks to (2.24)). Now from
the first two equalities in (2.25) we deduce that [i o H? o2 dH' = 0, [1r00 Hoo 3 dHY = 0,
and since ||pp|l~ — 0, we conclude that

/ Vrpal? dH" - 0,
N

which is in contradiction with |[¢n | g1 rro) = 1- O

The announced equivalent formulations of the strict stability of a critical pair (condition
(2.5)) are stated in the following proposition.

PROPOSITION 2.21. The following statements are equivalent.
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(i) Condition (2.5) is satisfied.
(i) Condition (2.24) holds, and the monotone, compact, self-adjoint operator T : H'(I'N
rnQ

Q) — HY( ) defined by duality as
(T, ) = —2 / (v} dive (¥Vru®) — v dive (¢ Vru™)] dH! (2.26)
Ina
for every @, € HY (' NQ) (where v, is defined in (2.4)), satisfies
AM(U) = ||HHlaX1(T% Y)n <1 (2.27)
(p ~=

(the dependence on U is realized through the function v, ).
(iii) Condition (2.24) holds, and defining, for v € HL(Q\T), ®, as the unique solution
in H{(T N Q) to
(Py, )0 = —2/ [vTdivp(¥Vrut) — v divp (Ve )] dH!
rnQ
for every ¢ € HY(T'NQ), one has

p(U) = min{2/Q \Vol?dz:v e HYQ\T), || @]~ = 1} > 1. (2.28)

We will omit the dependence on U for A1 and p where there is no risk of ambiguity.

REMARK 2.22. By (2.4) we immediately have

(T, )~ = 2/ Vo, - Vg dz. (2.29)
Q
Moreover comparing with (2.3) we see that
PMS((T,u);U)lg] = (T, 0)~ + [0l

PROOF OF PROPOSITION 2.21. The linear map

1/) € Hl (F N Q) — —2/ [vgdin(¢Vpu+) - U;diVF<’¢VFU_)] d?‘ll
InQ

is continuous on H*(I'N§Y) (recall Remark 2.5). Hence, if condition (2.24) is satisfied, then by

Proposition 2.20 and by the Riesz Theorem the operator T is well defined. The monotonicity

and the self-adjointness of T' follow immediately from (2.29). We prove that T is compact:

let ¢, — ¢ weakly in HY(I' N Q); then

divr (¢n Vrut) = divp(eVpe®) in H2(T' NQ),

which implies that vy, — v, weakly in H L(Q\T'), and, by compactness of the trace operator,

Ufn — U% in H%(F N Q). It follows from (2.26) that (T'vn, )~ — (T'@,1)~ for every
Y € H{(T'NQ), that is, Tp, — Ty weakly in H*(T' N Q). Moreover, by taking ¢ = ¢,, and
Y = Ty, in (2.26), we also deduce that ||T¢,||2 — ||T¢|/?. Hence Ty, — Ty in H}(I'NQ),
which completes the proof of the compactness of the operator T'. From what we have shown
it follows that, under the assumption (2.24), A; is well defined.

Assuming condition (2.5), we have immediately
(o, )~ >2/ \Voy|?de >0 for every ¢ € HY(T' N Q)\{0}.
Q

Hence the equivalence of (i) and (ii) amounts to show that, under condition (2.24), (2.5) and
(2.27) are equivalent: in turn, this follows immediately from Remark 2.22.
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To complete the proof, we show that, under condition (2.24), one has A\ = i Notice first
that, arguing as before, one can prove that the map v — &, is compact, so that u is well
defined. Let ¢ € HY(T' N Q), with [[¢[|~ = 1, be such that A\; = (T'¢, )~ . Then, observing
that @, =Ty = A1, we have that K—"l’ is an admissible competitor in (2.28), and

2 ) 1 1
< = (Ty,p) = —.
n< A2/ |Vo,|? dz /\%( ®, ) N

Conversely, let ¥ € H}(2\T) be a solution to the minimum problem (2.28). Then there
exists a Lagrange multiplier pg such that

2/ Vo -Vzdr = (g, @)~
Q

for every z € H}(Q\T). By taking z = ¥, we obtain ug = pr. Moreover, it follows also that
Vp, = %, and hence we conclude

2 1
A > (Tdy, D)o = 2/ Vg, |? de = 2/ Vo> de = ~
Q w=Ja ©

This completes the proof of the proposition. O
COROLLARY 2.23. Assume (2.5). Then there exists a constant C' > 0 such that
PMS((T,u); U] > C||g0\|%[1(mm for every ¢ € HY(T' N Q).
ProoOF. By Remark 2.22
*MS((T,u); U)le] = [@l2 = (T, )~ = (1= A1) loll2,

hence the conclusion follows by Proposition 2.21 and Proposition 2.20. O

From the definition in (2.28) it is clear that p depends monotonically on the domain U.
This is made explicit by the following corollary.

COROLLARY 2.24. Let Uy, Us be admissible subdomains for (I',u), with Uy C Us. Then
w(Ur) > pw(Uz). In particular, if condition (2.5) is satisfied in Us, then it also holds in U, .

COROLLARY 2.25. Assume that condition (2.5) holds in U. Let U, be a decreasing se-
quence of admissible subdomains for (I',u) such that U is the interior part of (), Un. Then
(2.5) holds in Uy, if n is sufficiently large.

PROOF. In view of (2.28) it is sufficient to show that lim, u(U,) > w(U). Let v, €
H}, (2\T) be a solution to (2.28) with U replaced by U,. Then v, € Hj (2 \T) and
2 [ |Voa[?da = pu(Uy) < p(U), where the inequality follows from Corollary 2.24. Hence, up
to subsequences, v, — v € Hllh(Q\F) Moreover, v = 0 a.e. in Uy \U, so that v € H};(Q\T)
and v is admissible in problem (2.28) (by the compactness of the map v — ®,): we conclude
that

n—oo n—oo

lim p(U,) = lim 2/ |V,|? dz > 2/ Vo2 dz > u(U),

as claimed. 0
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2.4. Local W2 -minimality

In this section, as a first step toward the proof of Theorem 2.7, we show how the strategy
developed in [19] can be adapted to the present setting in order to prove that strict stability
is a sufficient condition for a regular critical pair to be a local minimizer with respect to
variations of class W2 of the discontinuity set. For the rest of the section (I',u) will be a
fixed strictly stable regular critical pair in an admissible subdomain U. For 1 > 0, we denote
by

N,(T) == {z € R? : dist (z,T') < n}

the n-tubular neighborhood of T'.

In order to give a proper notion of sets which are close to I' in the W2 -sense, we now
introduce a suitable flow in U whose trajectories intersect I' orthogonally. To this aim, we
start by fixing 79 > 0 such that A, (I') CC U\ dpS2, and a vector field X € C?(R?;R?) such
that suppX cCc U\ dpQ, X =v on I', X -vpg =0 on 99, and |X| =1 in N (T). We
denote by ¥ : R x  — Q the flow generated by X:

%\Il(t,:r) _X(U(a)),  U(0,z) = 2.

Observe that (by taking a smaller 79 if necessary) for every y € N, (') are uniquely deter-
mined two points 7(y) € I' and 7(y) € R such that y = ¥(7(y),n(y)). The existence of the
maps m and 7, as well as the fact that they are of class C?, is guaranteed by the Implicit
Function Theorem.

We define, for 6 > 0, the following class of functions:

Ds :={¢ € C*(I) : [[¢]lc2(r) < 6}

We can extend each function ¢ € Ds to Ny (') by setting ¢(y) := (7 (y)), in such a way that
1 is constant along the trajectories of the flow W. We associate with 1 the diffeomorphism
®¥(x) := ¥(p(z),z), and we remark that

|8Y — Id||c2(ry < CllYllc2ry (2.30)
for some constant C' independent of ¢ € Ds. Finally, we define the set
Ty = ®¥([) = {¥((z),2) sz € T}, (2.31)

and the function uy := ugy as the unique solution in H'(Q2\ T'y) to
/ Vuy - Vzdr =0 for every z € H(Q\ T'y)
O\,

with uy = u in (2\ U) U 0pS2. We will also denote by vy, := vge and 7y := ngy the unit
normal to I'y, and the unit co-normal of I'y, N 02 respectively, defined in (1.7) and (1.10), and
by Hy := divp, vy the curvature of I'y.

REMARK 2.26. For ¢ € Ds, the function u, is a weak solution to the Neumann problem

Aud,:O in(QﬂU)\Fd,,
6%%,:0 on Fwﬁﬁ;
Oty =0 on (02NU)\ 0p,

and the sets I'y, are uniformly bounded in C?, by (2.30). Hence, by classical results and by
using Lemma 2.48 to deal with the regularity in a neighborhood of the boundary I'y, N 0€2,
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+

we obtain that the functions u, are of class CY7 up to I'y, NQ, for some v € (%, 1), with

C'-norm uniformly bounded with respect to 1) € Ds. More precisely,

O T o Pr———
Y€Ds

and, as an application of Ascoli-Arzela Theorem, we also have
sup ||V (uy; © ) = V|| o rpgme) = 0
$€Ds

for every a € (0,7v), as § — 0.

The main result of this section is the following.

THEOREM 2.27. Let (I',u) be a strictly stable reqular critical pair in an admissible subdo-
main U, according to Definition 2.6. Then (T',u) is an isolated local W2 -minimizer in U ,
in the sense that there exist 6 > 0 and C > 0 such that

MS(Ty,v) > MST, ) + C 612 prg)

for every € W2*(T'NQ) such that ||¢|ly2.ecrng) < 0, and for every v e H (Q\Ty) with
v=wuin (Q\U)UOpQ (where the set I'y is defined in (2.31)).

The remaining part of this section is entirely devoted to the proof of Theorem 2.27. We
start by fixing dg > 0 such that I'y, C N, (T) for every ¢ € Ds,, where N, (T') is the tubular
neighborhood of I' fixed at the beginning of this section. Our first task is to associate, with
every 9 € Ds,, an admissible flow (®;); connecting I' to I'y: this can be easily done by
setting

Oy (x) == VU(ty(z), ). (2.32)
The flow ®; is admissible in U (according to Definition 2.11), as it is generated by the vector
field

Xy = ¢X, (2.33)
where X is defined at the beginning of this section. Moreover it satisfies ®1(I') =TIy, and
¢ — Id||c2ry < C |[¥]lc2ry (2.34)

for every ¢ € [0, 1], where C is a positive constant independent of 1) € Ds,. We also introduce
the vector field

Zy = DXy[Xy] = v’ DX[X] (2.35)
(the last equality follows by a direct computation, by observing that Vi - X = 0 since 9 is
constant along the trajectories of the flow generated by X'). Notice that by (2.33) and (2.35)
we immediately have the estimates

Xyl <TI0l [Zgl SCRP in Ny (D), (2.36)

where C' is a positive constant independent of . In the following lemma we collect some
technical estimates concerning the above construction that will be used in the proof of the
main result of this section.

LEMMA 2.28. Given € > 0, there exists 0(¢) > 0 such that for every 1 € Dy the
following estimates hold:

(a) QHQJZ)HHl Q) < ||X¢, V¢HH1 r,nQ) = 2H,¢)HH1(FQQ)
(b) | Xy -nyl <ely| on TyNoQd.

(C) 2 kuHl rnQ) < WHHl r,N0) <2 kuHl(er
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PRrROOF. To prove (a), we first note that given o > 0 we can find §(o) € (0,dp) such that
for every ¢ € Ds(,) we have on I'y,

vy =vod®d '+ with Zlcrr,) <o (2.37)

and
IX =X o® e, <o (2.38)

(where &1 = &%, by (2.32)). Hence on Ty,
Xy vy =9X vy =9%((X v)o®; '+ (X = Xod ) vod '+ X -7) =1+ Ry)
(where we used the fact that (X -v)o®; ' =1), and
Vr, (Xy - vy) = (Vr, )X - vy + 9V, (X - vy)
= (Vr,)(1+ R1) +9Vr,(1+ (X =X 0@ ) - vod '+ X - D)
= (Vr,)(1 + R1) + ¢ Ry.
Recalling (2.37) and (2.38), the L>°-norm of R; and Ry can be made as small as we want by
taking o small enough, and in turn from the previous identities we obtain (a).
To prove (b), we first observe that, by reducing 6(co) if necessary, we can guarantee that
for every ¢ € Dy,
Ny =no® ' +7 with [ij] <o onTy,NaoN. (2.39)
We deduce that on I'y, N 02
Xy gl = [X - ngl = [ (X -m) 0 @71 + (X = X o @) o &' + X 7)) | <ely]

where the last inequality follows by observing that (X -n)o®;! =0, and by (2.38) and (2.39)
(choosing o small enough, depending on ¢). This proves (b).
Finally, by a change of variables (using the area formula (1.8)) we have

NP
2 _ P2 V(1 0 @¥)| 1
= o _— d
H¢HH1(F¢HQ) /I‘QQOIZJO ‘ + |D(D1[)[7.]|2 )Jqﬂ) H,
and (c) follows by (2.30) and recalling that ¢ o ®¥ =) on T'. O

Given ¢ € D, , we can define a bilinear form on H'(I';, N ) as in (2.23), by setting

(0, 9)m :—/Q ) va.vaﬁdﬁw/ﬂ Hiwdﬂl—/ Do vy, vg] o9 dHO.
Ny

ﬂF.w Fw no

The positivity assumption (2.5) guarantees that, if § is sufficiently small, it is possible to
control the H'-norm on Ty in terms of the norm || - ||~ associated with (-, )~ 4, uniformly
with respect to 1» € Ds. This is the content of the following proposition, analogous to [19,
Lemma 5.3|.

PROPOSITION 2.29. In the hypotheses of Theorem 2.27, there exist Cy > 0 and 61 € (0, dp)
such that for every ¢ € Ds,

el yn) < Cillellvy — for every o € H' (Ty NQ),
PRrooOF. Condition (2.5) implies, by Proposition 2.21 and Proposition 2.20, that
112 ey < Cllgl2 for every ¢ € HI(NQ) (2.40)
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for some positive constant C'. Let us consider any 1 € Ds,. Given ¢ € H' (I'y NQ), by using
the area formula (1.8) we obtain

Vr(pod¥)?
2 _ oY |2 | r dHL
e N (L e

<M [ (lpo@’ +|Vr(po®@)P) dH' < MCllpo @2
rnQ

where we set

M := sup
€Dy,

—+00

‘Jw (1 + Mi[TH?> HLoo(mQ) <

and we used (2.40) in the last inequality. Fix € > 0, and choose §; so small that the following
inequalities are satisfied:

Jpv

sup ||—=————35 — H <&, sup |[(H2 0 %) Jpy — H?|| 1 < e,
veDs, |D<I>w[7']|2 Lo(INQ) e, ”( P ) P ||L ('nQ)
sup ||(Dvaa[vy, vy)) 0 ¥ — Hoqll Lo rron) < €.
$€Ds,
Then
oo @Vl = [ (oo 8P+ [Vilpot") )il = [ Hon (oo 2V an’
inaly) rNoQ

— ll2, + /F (1 = (11099 ) (00 87 4

_£ o dYY|2 1
+/1m<1 DM[T]P)‘VF(‘P )" dH (2.41)

— / (H@g — Dvgq vy, vy o CIW)(QD o ®¥)2 dH°
o

<ol +eclpo (I)wH?{l(mQ) < lll2 5 +e¢ HQOH?JI(meQ)’

where we used also the fact that ||¢ o waH%z(mam < cllgo (I)w”%ﬂ(l“mﬂ)’ and a change of
variables in the last inequality. Now choosing & such that ec’ MC < % and collecting the
previous estimates, we obtain the desired inequality with Cy := v2MC. O

The previous result allows us to introduce, for 1» € Ds,, a compact, linear operator
Ty : HY(Ty N Q) — HY Ty N Q) defined by duality by

(Typp,0)my = —2 /meQ [U;,wdivrw (ﬁprult) — v, pdive, (ﬂpru;)] dH! (2.42)

for every ¢, € HY(I', N Q), where v, € HL(Q2\ T'y) is the solution to
/ Vg - Vzda + / [z*dinw(chpwu:;) — 2z divp, (@pru;)] dH! =0
Q Fwﬂﬂ

for every z € H};,(Q2\T'y) (the compactness of the operator T, follows by the same argument
contained in the first part of the proof of Proposition 2.21). We define also \; , similarly to
(2.27). The following semicontinuity property of the eigenvalues A, will be crucial in the
proof of Theorem 2.27.
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ProprosITION 2.30. In the hypotheses of Theorem 2.27,
lim sup )‘1,1/1 S )\1.
||w||c2(r)ﬁ0

PROOF. By contradiction, assume that there exists a sequence ¥, — 0 in C%(T') such
that A\i y, = Asc > A1. Let o, € C®(L'y,), with [[¢n||~wp, = 1, satisfy

(T Pn> Pn) o, = 2/ |Vw,|? dz — Ao,
Q

where w, := v, y,, according to the previous notation. Setting ®, := @Y and w, =
wy, o ®,,, we have that w, € H5(Q\T) is a solution to

/ A Vi, V2] da + / 2+ (divr, (paVry, 4l )) 0 ®ata, dH!
Q N

— / z~ (divry, (¢nVr,, u, ) ° Pnls, dH' =0
rno

T
for every z € H},(Q\T'), where A, := % o®, and ¥, := &, 1. Moreover, as A, — I
uniformly, we have

lim 2/ Vb, |* dz = lim 2/ IVw,|? dz = Ao (2.43)
We set also @, := cpn © Py, where
cn = |ln o ®p|| 2t = 1 (2.44)

(this convergence follows arguing as in the proof of (2.41)). We claim that

n—o0

lim / IV (vg, —in)[*dz =0, (2.45)
Q

where v, is defined as in (2.4) with ¢ replaced by ¢, . Notice that, if (2.45) holds, then by
(2.43) we immediately obtain

A1 > lim (T@p, Pn)e = lim 2/ IVug, [?dz = lim 2/ |V, |? dz = Aoo > A1,

which is a contradiction. Hence we are left with the proof of (2.45).
The function z, 1= vg, — W, € HL(2\T) solves
/ ApVzy, Vz]de — / (Ap —I)[Vvg,,Vz]d —|—/ (hfzt —hy2z7)dH' =0
Q Q InQ
for all z € H;(Q\T), where hf := divp($, Vrut) — (divr,,, (gonvrwnuin)) o ®,Jp, . Since
Ap, — I — 0 uniformly and vg, is bounded in H;(Q\T) (as ||@nll~ = 1), we have that
(An, —I)[Vvg,] converges to 0 strongly in L?(£2; R?). Hence, to prove (2.45) it is sufficient to
show that hfz* — 0 in LY(T'NQ).
We have that
(dinwn (ganpwn uiﬂ)) o®d, = ((’“)Tn (goanwn uiﬂ) . Tn) o®d,
= D((g&nernuin) o (I)n)(Dq)n)_l[Tn o ®,, 7, 0Dy

= |D®,[7]| 7" D (e,  $n Vi, iy, © )7, 70 © Py,

where 7, = (|D®,[7]| 7' D®,[r]) o ®,;! is the tangent vector to Iy, , hence

hy = D(&aVru®) 1, 7] = ¢, Ja, | D@L [T]| ' D(50 Ve, uy, 0 $p)[7, 70 0 Py. (2.46)
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Recalling (2.44) and the convergence of ®,, to Id in C?(T), it is now sufficient to show that

107 (Bnker) 0, (2.47)

H™%(TnQ)

where we set kF := Vpu® — Vr,, uf;n o ®,. Since the sequence @, is bounded in H(I' N Q)

and, by Remark 2.26, kX — 0 in C%%(T'; R?) for some «a € (%, 1) , we deduce from Lemma 1.14
that

Gkt >0 in H2(I' N Q;RY),

which in turn yields (2.47). This completes the proof of the proposition. O
We are ready to prove the local W2 -minimality of a strictly stable regular critical pair.

PROOF OF THEOREM 2.27. We divide the proof into two steps.
Step 1. We first show that there exist § € (0,61) and ¢ > 0 such that for every ¢ € Ds

MS(T ) = MS(T,u) + ¢ [4] 21 - (2.48)

Given 9 € Ds, with 6 € (0,d1) to be chosen, consider the admissible flow (®;); associated
with ¢, according to (2.32), and its tangent vector field Xy,. Setting gy (t) := MS(Ts,, ua,),
we claim that there exist ¢ > 0 and § > 0 such that

gy (t) > 2¢ ”7?”%{1(1“09) for every t € [0, 1] and ¢ € Ds. (2.49)

Once this is proved, claim (2.48) will follow immediately: indeed, as g;,(0) = 0 since (I',u) is
a critical pair, and recalling that I's, = I'y,, we deduce

1
MS(T,u) = gy(0) = gy (1) — /0 (1 - t)gly(t) dt
< MS(Tyrig) = e 6121 ey,

which is (2.48).

We now come to the proof of (2.49). In order to simplify the notation, we set v := vg, ,
N = Ne,, I't :=Ts,, and Hy := Hp,. By Remark 2.17, recalling the definition of T}, (see
(2.42)), we deduce that

9y (t) = —(Tip(Xyp - 1), Xy - V)t +/ (HE(Xw ) + |V, (X - Vt)!2) d’

T:NO

+ / Fi(Zy - v —2X ) Vr,(Xy - w) + DX}, X )] — H(Xy - 11)?) dH!
TN

4 / (o — H) (X - ) (X - i) dHO + / Zy -y dHO,
T':NoN T':NoN

where f; = |VFtU§t|2 - |Vrtuflgt|2 + H;. Since

0= Z¢ -V + DV@Q[X¢, Xq/}]
= Zy - Vo + Dvgalve, v (Xy - Z/t)2 + ((X¢ . 77t)277t +2(Xy - ) ( Xy - T]t)l/t) - Dvgq 0]
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on I't N OQ by Lemma 2.16 (d), we can rewrite gy (t) as
9 () = =(Top(Xyp - v), Xop - ve) g + | Xy - w2 4

+ / ) Fi(Zy v = 2X) - Ve, (Xy - w0) + D[ X)), X)) — Hy(Xy - 14)?) dH!
I'in

+/ (ft—Ht)(Xw-Vt)(Xw-m)dHO+/ Zy - (e — voq) dH®
T':No2 T':NoN

- /F maQ((Xw s e+ 2(Xy ) (X - ne)vt) - Dvaalni dH°. (2.50)

We now carefully estimate each term in the previous expression. In the following, C' will
denote a generic positive constant, independent of 1 € Dy, , which may change from line to
line.

As (T',u) satisfies condition (2.5), Proposition 2.21 implies that A; < 1, so that by Propo-
sition 2.30 we can find 2 € (0, 1) such that for every ¢ € Dy,

ALy < ()\1 +1) < 1. (2.51)

Fix € > 0 to be chosen later, and let (e ) > 0 be given by Lemma 2.28 (assume without
loss of generality that d(e) < d2). We remark that, if ¢ € D), then ty) € Dy for every

€ [0,1], and Xy, = tXy: hence we can apply (a) and (b) of Lemma 2.28 to ti, and we
easily obtain that

1
§||7!1H%11(m9) <Xy el e,ne) < 20905 rne): (2.52)

[ Xy -m| <elp|  onTyNoQ, (2.53)

for every ¢ € Dy(.) and for every t € [0,1].
Fix now any ¢ € Ds(). From the definition of A; 4 and (2.51) we have

—(Ttw(Xw : Vt) Xy V) + HXw : Vt”rzvtw >(1-X tw)Hsz w2 4

— A1l
> HXw VtHNtw— CQ (| Xy VtHHl(rm)> 10z 1Wlhenay  (254)
1

where the last two inequalities follow from Proposition 2.29 and from (2.52).

By Remark 2.26 the map
Y € Ds(e) — H|VF¢U;|2 - |VF¢U$’2 + H¢||L°°(F¢HQ)

is continuous with respect to the C?-topology; hence, as it vanishes for ¢ = 0 by (2.2),
possibly reducing d(¢) we have that for every ¢ € Ds)

1V, g * = Ve uf [P+ Hyll e (ryne) < €
We deduce that

/ Fi(Zy - = 2X)) - Vr (X - ) + D[X ), X)] — Hy(Xy - 1)) dH?
TN

> —€ ||Zw Uy — 2X1|/|) : th (Xw . I/t) + DVt[X,[U), XJL] + Ht(X¢ . Vt)2||L1(1"th)

vV

> =< C (113 2qe,ry + V0 (X - ) 200 108 22 )

> _5CH¢H12L11(FQQ)7 (2.55)
where we used also (2.36), (2.52), and (c) of Lemma 2.28.
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By (2.36), (2.53) and (c) of Lemma 2.28 we have

/ (fi — H)(Xy - 1) (Xy - me) dH > —e C PPAH > e C |9l png) - (256)
T'tno2 T'tNoQ2

By reducing §(¢) if necessary we can assume

- < fi €D,
xer%lfr%(aﬂ Iny(x) —vaa(x)| < e or every 1 5(2)s

so that using again (2.36) and (c) of Lemma 2.28 we obtain

/ Zy - (np — von) dH° > —< C WP AH" = e C 93 rng - (2.57)
T':NoN T'yNo

Finally, we proceed in a similar way to estimate the last integral in (2.50): by (2.36) and
(2.53)

_/F 89((Xw ) e+ 2(Xy - ve) (Xy - me)ve) - Dvpaln] dH? > —e C @] Fpngy-  (2:58)
+N

Collecting (2.54)-(2.58), by (2.50) we conclude that for every 1 € Dj) and for every
te0,1]

1—X\
40> (5"~ € ) WlBisanay

for some positive constant C' (independent of 1), so that by choosing ¢ sufficiently small we
obtain the claim (2.49) and, in turn, (2.48).

Step 2. The conclusion of the theorem follows now by approximation: given any ¢ € W2°°(I'n
Q) with [|¢)|ly2.e0(rna) < 8, we can find a sequence 1, € Ds converging to ¢ in WH°(I'NQ)
for which the conclusion obtained in the previous step holds:

MS(Fwn, Ud,n) > MS(T,u) +c ||wn||§{1(1“m§2)'

Noting that MS(Ty,,uy,) — MS(Ty,uy) as a consequence of the W1 -convergence of
¥n to 1Y, by passing to the limit we conclude that the same estimate holds for 1. Hence
the conclusion of the theorem follows by recalling that MS(I'y,v) > MS(I'y, uy) for every
v e HY(Q\Ty) with v=w in (Q\ U)UdpQ, by definition of wuy. O

2.5. Local C''*-minimality

In this section we show that the W2 -minimality property proved in the previous sec-
tion implies that (T',u) is also a minimizer with respect to small C1®-perturbations of the
discontinuity set. We start with a preliminary construction that will be needed in the proof.

REMARK 2.31. Let X be the vector field defined at the beginning of Section 2.4, which,
we recall, coincides with v on I' and is tangent to 02, and let ¥ be the flow generated by
X . We want to define a one-parameter family of smooth curves (I's)s, for 6 € (—dp, dg), with
I'p = I', such that X is normal to each curve of the family, and whose union is a tubular
neighborhood of I'. In order to do this, let zyp € I' N 9N and let x5 := ¥(d,x29). We then
define T's as the trajectory of the flow generated by X' starting from x5, where the vector
field X+ is obtained by a rotation of X by 5 - This construction provides a family of curves
with the desired properties.

We can then define a family of tubular neighborhoods of I' in €2 whose boundaries meet
00 orthogonally, by setting for § € (—dg, do)

Zs(T) = | J Ts.

|s|<é
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PROPOSITION 2.32. Let (I',u) be a strictly stable regular critical pair in an admissible
subdomain U, and let oo € (0,1). There exists § > 0 such that

MS(T,u) < MS(@(T),v)
for every diffeomorphism ® € C1(Q; Q) with 0 < |®—1d||c1.0(m) < 0 and supp (®—1d) CC
U\ 0pQ, and for every v € HY(Q\ ®(T)) with v=u in (Q\U) UIpQ.
PROOF. Assume by contradiction that there exist sequences o, — 0 and ®, € C1*(Q;Q),
with
supp (®,, — Id) cC U\ 0pQ, 0< ||®, — Id||01,a(§) < op,

such that MS(®,, ('), u,) < MS(T',u), where u, := ug, is defined as in (2.7). Notice that,
arguing as in Remark 2.26, we have that u; are of class C1® up to ®,(T), and

|V (uf o ®,)— VUiHLoo(Qi) — 0.

We first extend wt and u~ to C“-functions in Q= and Q7 respectively, by using

[52, Theorem 6.2.5]. We similarly extend u o ®, to C1®-functions @ in QF, and we set
v = @ o®;1: since the extension operator constructed in [52, Theorem 6.2.5] is continuous,

we have that
Vi — V™| (o) < 6n

for some 6,, — 0. Finally, as ||®,, — Id||c1.« — 0, we can also assume that ®,,(I") C Zs,_ (T").
Consider the following obstacle problems

min{J(E,v+,v_) CECQ, QT \Z; (1) C EC QT UTs (D), vt —ut € Wb (Q),
U+XE + v XEe =u in (Q \ U) U QDQ, vai - VUiHLoo(Q) < 1} y (259)

where

J(E, vt v7) ::/ |Vv+2+/ Vo~ |* + P(E;Q),
E O\E

and let (F,,w,",w,;) be a solution to (2.59), whose existence is guaranteed by the direct
method of the Calculus of Variations. Since (®,(Q%),v;5,v,) is an admissible competitor, we
deduce that

J(Fp,w wy,) < J(2n(Q7), vf,v,) = MS(@y (1), un) < MS(T, w). (2.60)
We now divide the proof into three steps.

Step 1. We claim that, if v > 0 is sufficiently large (independently of n), then (F,,w;", w; )
is also a solution to the penalized problem (without obstacle)

min{j(E,v+,v_) C ECQ, vt —uF ewh>e(Q), Vot - vuiHLoo(Q) <1,
vE =u in (QF\ U) U (9pQ mﬁi)}, (2.61)
where
J(E, v, v7) = / Vo2 +/ Vo™ |2+ P(E; Q) +v|E AT, (E)|
E O\E
and T, (E) := E U (Q+\ Zs (I') N (Q+ UZs, ().

In order to prove the claim, we fix any competitor (F,w™t,w™) for problem (2.61). We
recall that vg denotes the generalized outer unit normal to a finite perimeter set E. Since
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X = —vr,r) almost everywhere on 0*T,(F) NTs,, and |[X| < 1, we can estimate the
difference of the perimeters of F' and T, (F) in QT as follows:

P(F;QF) = P(Tu(F); F) = !

I - |
(0% F\&* T, (F))NQ+ (0% T (F)\O* F)NQ+

XVFdH1+/ X'Z/Tn(F) dHl
(0 T (F)\O* F)NQ+

>

/(a*F\a*Tn(F))mm
_/ divX > —[|divX oo (F A Tn(F)) N QT
(FAT, (F))NQ+
where we used the divergence theorem taking into account that X -vgq = 0 on 0€2. A similar
estimate holds in 27, and we conclude that

P(F;Q) = P(Ty(F); Q) > —|[divX || F A T, (F)].

Concerning the volume terms, since Vw® are uniformly bounded in L by a constant A
depending only on ||Vu||s we have

/ Yt ? / V't ?
F T (F)

and a similar estimate holds for w™ in the complements of the sets ' and T,,(F'). Hence we
deduce by minimality of (F},,w;, w,)
JF,wt w™) — J(Fp,wh wy) > JFE,wh,w™) — J(T(F),wh, w™) +~|F A T,(F)]
> (v =207 — ||divX o) |F A T (F)| >0
if v > 2A2 4+ ||divX| s . This shows that (F,,w;,w, ) is also a solution to (2.61).

Step 2. We now show that each set F,, is an w-minimizer of the area functional in  (see
Definition 1.1 and Remark 1.5), for some constant w (independent of n). Indeed, given any

finite perimeter set F C € and comparing the value of the functional J on (F,,w}, w;) and
(F,w},w; ), we have by minimality of (F,,w;, w;,)

< N?|F AT, (F)),

P(Fni Q) < P(F;Q) + / Vit + / Vit ?
F Q\F

- / V| - /Q IVl Py PAT, ()

< P(F;Q) + (202 + 7)) |FAF,|,

where we used in particular the L>-bound on Vw." to estimate the difference of the Dirichlet
integrals by |F' A F,|, and the fact that FAT,(F) C FAF,.

Combining the quasi-minimality of F;, with the Hausdorff convergence of F, to Q" (whose
boundary inside Q is regular), we deduce by Theorem 1.4 (see also Remark 1.5) that, for n
sufficiently large, F;, has boundary of class C"® inside Q which converges to I' in the C1:*-
sense for all o € (0, 3).

Hence there exist diffeomorphisms ¥, : Q@ — Q of class Cb* such that F, = ¥, (Q1),
0F, NQ = ¥,(') and ||V, — Id||c1.ery = 0. In turn, by Lemma 2.47 we conclude that
OF, NQ =Ty, for some functions 1, € CH%(T') such that ¢, — 0 in CH*(T).

We also observe that Vw are Holder continuous up to Iy, , and they converge uniformly
to Vu®. Indeed, by considering the Dirichlet minimizer uy, in Q\ ¥, (T') under the usual
boundary conditions, we have by elliptic regularity (as in Remark 2.26) that Vp(uin oW,)
is Holder continuous and converges uniformly to Vru®. Hence, for n large enough, and
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also taking into account the continuity of the extension operator, uy, satisfies the constraint

HVU%n — Vut|| < 1; we can conclude that wl = u$n

Step 3. By Lemma 1.8, the curvatures Hy, of the sets I'y, are uniformly bounded by the
constant w. In turn, this provides the W2 -regularity of Iy, , by standard regularity of the
C*-solutions to the mean curvature equation (see [3, Theorem 7.57]).
If we now write the Euler-Lagrange equations for problem (2.59), we get
b, = { [9P = I90Gl? on T 0, 0)
n Hr,,, on 'y, NT'4s,,

n

where Hr,; denotes the curvature of the curve I'ys, . Moreover, as (T',u) is a critical pair,
by (2.2) we have
Hr = |Vu'|? — |[Vu™|* onT.
Hence, by the uniform convergence of Vw;} to Vu® and observing that the curvature Hp e
is uniformly close to Hr by the regularity of the flow generating the family of curves (I'y)s,
we deduce that
HHwnO\I/n—HFHLoo(F) —0 as n — 0o,

which implies, by Lemma 2.47, that [[1n w20y — 0.

We can conclude that, setting wy := w;} X, + w;, XFe, by (2.60)

MS(Ty, ,wy) = J(Fp,wy wy,) < MS(T,u).

This inequality implies, by the isolated local W2 -minimality of (I',u) proved in Theo-
rem 2.27, that for all n large enough 1, = 0 and w,, = u. As a consequence, (9, (Q"), v, v,)
is itself a solution to (2.59): by repeating all the previous argument for this sequence instead

of (F,,w;, w; ), we conclude as before that ®,, = Id, which is the desired contradiction. [

2.6. Local L'-minimality

This section is entirely devoted to the proof of Theorem 2.7. It will be useful to introduce
the relaxed functional

MS(u) = / \Vul|?dz + HY(S,)  foru € SBV(Q)
Q

and, for B C ) Borel set, its local version

MS(u: B) = / Vul? dz + H' (S, N B).
QNB

In the sequel we will consider the following notion of convergence in the space SBV , motivated
by the compactness theorem [8, Theorem 4.8.

DEFINITION 2.33. We say that u, — u in SBV () if u, — u strongly in L'(€), Vu, —
Vu weakly in L2(Q;R?), and D’u,, — D’/u weakly* in the sense of measures in (2.

REMARK 2.34. If (K,v) € A(Q) is an admissible pair with HV"1(K) < +o0o and
v € L>®(£), then the function v is in SBV(Q) and satisfies H'(S, \ K) = 0 (see [8, Propo-
sition 4.4]); in particular, we have MS(v) < MS(K,v). On the other hand, if (I',u) is a
regular critical pair, then u € SBV (), S, =T and MS(u) = MS(T,u).

REMARK 2.35. We observe that, in proving Theorem 2.7, we can assume without loss of
generality that U is an open set of class C° and that OU and 02 are orthogonal where they
intersect. Indeed, assume to have proved the theorem under these additional assumptions. If
U is any admissible subdomain for (I',u), we can find a decreasing sequence of admissible
subdomains U, of class C°°, with boundaries meeting 02 orthogonally, such that U is the
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interior part of (), U,. It follows from Corollary 2.25 that the second variation is strictly
positive in U, for n large enough, and hence (I",u) is an isolated local minimizer in U,,. This
immediately yields the conclusion also in the initial domain U.

We can now start the proof of Theorem 2.7. By Remark 2.35 we are allowed to perform
the proof under the additional assumption that U has boundary of class C'*° intersecting
0} orthogonally. Moreover, from Remark 2.34 it follows that in order obtain the result it is
sufficient to show that there exists § > 0 such that MS(u) < MS(v) for every v € SBV(Q)
with v = w in (Q\U)UJIpQ and 0 < [[v — 1) < 0.

Hence we assume by contradiction that there exists a sequence v, € SBV (), with v, = u
in (Q\ U)UdpQ, such that 0 < [lvy, — ul|1(q) — 0 and

MS(vy,) < MS(u). (2.62)
By truncation, we can assume that |[|v,|| 1) < [[ullpe@) =t M < +o0.

We introduce a bounded open set Q' such that Q C Q' and Q' NI = IpQ, in order to
enforce the boundary condition on dp€2. We can extend u in '\ to a function u € SBV ()
such that H'(S, N9pQ) = 0 and |[Jul| gy < M. Moreover, we can also assume that
v, € SBV(QY) and v, = u in '\ (UNQ). In particular, H'(S,, N IpQ) = 0 and hence
MS(vy; V) < MS(u; Q).

We set ey, := ||v, — UH%Q(Q) — 0,

o (£) = (t—en)?2+e2 —ep,, ift>e,,
" 0, if 0 <t<ey,
and we consider, for § > 0 to be chosen later, a solution w, to the following penalized
minimum problem:

min{m(w; Q) + Bhy (||w — UH%Q(Q)) cwe SBV(Q),w=uin Q' \ (UN Q)} . (2.63)

The existence of a solution to (2.63) is guaranteed by the lower semi-continuity and com-
pactness theorems in SBV (see [8, Theorem 4.7 and Theorem 4.8]), and we can also assume
|[wnll ooy < M. Observe in addition that, by (2.62) and by minimality of w,, we have

MS(wn; ) < MS(wn; Q) + Bhon (||[wn — u||%2(9)) < MS(v; V) < MS(u; Q). (2.64)

In particular the energies MS(wy,; ') are equibounded, and in turn, again by the compactness
and lower semi-continuity theorems in SBV | up to subsequences w, converges in SBV ()
(see Definition 2.33) and in LP(Q) for every p € [1,+00) to a function z € SBV () which
solves the minimum problem

min{m(w; Q)+ ﬂ/ lw—ufde : we SBV(), w=uin @\ (UN Q)} : (2.65)
Q

Indeed, if w € SBV (') is an admissible function for problem (2.65), then by semi-continuity
and by minimality of w, we immediately deduce that

Sz + 8 | |z—ulfds < lirginf <M5(wn; Q) + Bhn (||wy, — UH%Q(Q))>
Q n—oo
< lim inf (MS(w; Q) + Bhn (Jlw — UH%%Q))) '

By the result in [67], based on the construction of a suitable calibration, we can identify
the solution to the limiting problem.

PROPOSITION 2.36. If 3 is sufficiently large, then the unique solution to (2.65) is u itself.
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Notice that in [67] only pure Neumann boundary conditions are considered (i.e., Ip§ =
). Nevertheless, exactly the same construction applies to our setting without any change
(see also [66, Remark 4.3.5]).

Hence, by choosing 5 > 0 sufficiently large, we have that w, — u in SBV({). In
addition, by lower semi-continuity of MS and by (2.64) we deduce that MS(wy;) —
MS(u; ) as n — oo, which combined with the lower semi-continuity of the two terms in
the functional (which holds separately, by [8, Theorem 4.7]) yields

im [ V|2 dz = / Vul?de,  lim H'(Sw) = H'(S)).  (2.66)
Q Q

n—-+o00 n—-+4o0o

In the following lemma we localize the previous convergence in open sets and we prove a
continuity property that will be used subsequently.

LEMMA 2.37. For every open set A C R? such that |0A| = 0 and H(S, NOA) =0 we
have

/ |an|2dx—>/ |Vu?dz, HY(Sw,, NA) = HY(S, N A)
Q'NA Q'NA

as n — +oo. Moreover, for every bounded continuous function f € CO(Q)) we have

/ fdH! — fdHt.
SuwpNA SuNA

PROOF. The first part of the statement follows easily from the lower semi-continuity of
both terms in the functional, which holds in every open set, combined with (2.66). To prove
the second part, fix any continuous and bounded function f : Q' — R. Assuming without
loss of generality that f > 0 (for the general case, one can split f into positive and negative
parts), we have to show that

max f max f
/ ”Hl(SwnﬂAm{f>t})dt—>/ H(Su N AN{F > 1)) dt.
0 0

The sets A; = {f >t} are open and they satisfy [04;] =0, H1(S, NIA;) =0 for all except
at most for countable many ¢. Then, by the assumptions on A, the same is true for the sets
AN A, and hence by the first part of the lemma we have

HY Sy, NAN{f >t}) = HY S, NAN{f >1}) for a.e. t € (0,max f),

and by the Dominated Convergence Theorem we obtain the conclusion. ([l

In the following proposition we show that w, is a quasi-minimizer of the Mumford-Shah
functional, according to Definition 1.10. This is an essential step in our strategy to prove
Theorem 2.7: indeed, as a consequence of the regularity theory for quasi-minimizers we obtain
firstly that a uniform lower bound on the 1-dimensional density of S, holds, and moreover
we will be able to deduce the C1%-convergence of S,,, to S, (see Proposition 2.40).

PROPOSITION 2.38. There exists a positive constant w (independent of n) such that if
zeq and p > 0 then

MS(wy; By(x) N Q) < MS(v; By() N Q) + wp? (2.67)
for every v € SBV () with v=u in Q' \ (UNQ) and {v# w,} CC By(z).
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PROOF. Let v be as in the statement, and set v := (—=M)V (vA M), where M = ||u]|so .
Then, since vM € SBV(Q) is an admissible competitor in problem (2.63), {vM # w,} C
{v# wy} (as |[wnlleo < M) and MS(vM) < MS(v), we have by minimality of wy,

MS (wp; By(x) N ) < ./\/lS(vM; By(z)N Q) + Bhy (/ \UM - u|2 dy) — Bhy </ lwy, — u|2 dy>
Q Q
< MS(v; By(a) N ) +ﬂ] [oow—alay- [ - u|2dy'
B, (z)NQ B

< MS(v; By(x) N Q) + 8M?Brp?,

()N

where we used the fact that h, is 1-Lipschitz in the second inequality. Hence (2.67) follows
by choosing w := 8M?jr. U

COROLLARY 2.39. Each set Sy, is essentially closed: H (S, \ Sw,) = 0. Moreover, the
sets Sy, converge to Sy in Q' in the sense of Kuratowski:

(i) for every x, € Sy, such that T, — x, then x € Sy;
(ii) for every x € S, there exist x,, € Sy, such that x, — x.

ProoOF. Thanks to the quasi-minimality property proved in the previous proposition and
to the fact that OU and 02 meet orthogonally, we can apply Theorem 1.13 to infer the
existence of constants g > 0, pp > 0 (independent of n) such that for every z € S, N Q'
and for every p < pg

H(Sw, N B,(x)) > Jop. (2.68)
The properties in the statement are now standard consequences of (2.68). The first part

follows from the fact that the 1-dimensional density of Sy, is zero H'-a.e. in the complement
of Sw,:

1
lim sup A (Suw, O By())

=0 for H'-a.e. z € RZ\ S,
p—0 p

(see [8, Theorem 2.56]). We set p, :== HIL S, and p:=H!'LS,. To prove (i), consider any
p > 0 such that u(0B,(z)) = 0. Then for n sufficiently large z,, € B,/»(x) and by (2.68)

pn(By(@)) > pn(By () > L
(if p is sufficiently small). By Lemma 2.37 we conclude that pu(B,(x)) > Yop/2, hence
x € suppp = S,. Finally, we can easily prove that each x € S, is the limit of a sequence
of points z,, € Sy, : indeed, if not we could find a ball B,(z) such that u,(B,(z)) = 0 for
infinite indices n, and without loss of generality p(0B,(x)) = 0; then, by Lemma 2.37 we
would have p(B,(x)) = 0, which is a contradiction. O

Corollary 2.39 provides the Hausdorff convergence of S, to S, in ﬁl, which allows us
to assume, from now on, that S,, is contained in a tubular neighborhood of S,, contained in
U. We now come to the main consequence of the regularity theory for quasi-minimizers.

We first observe that, using the good description of S, near 9Q given by Theorem 1.12,
we can find 7 > 0 such that Sy, NQ(7) is a C1¥-curve for some « € (0,1), with C1**-norm
uniformly bounded with respect to n, meeting 02 orthogonally. Combining this information
with the Hausdorff convergence to S, , we deduce that the sets S,,, converge to S, in (7) in
the C''#-sense, for every < a. In the following proposition we obtain the same convergence
in the interior of € (the notation is the one introduced in Chapter 1).
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PROPOSITION 2.40. There exists a finite covering of I'0(Q\ Q(7)) of the form UZNZO1 (x; +

Cy, p;) where z; € T', vy = vp(x;), and functions fi(n) 2 (—pispi) = (—=pi,pi) of class CH
(for some a € (0,1) ) such that

(gwn —x;) N lezypi = grl/i(fi(n))

for n sufficiently large and i = 1,..., Ng. Moreover, the sequence fi(n) converges to f; in
CY8 as n — +oo for every B < a, where fi : (—pi, pi) — (—pi, pi) is such that
(F - :L'Z) N CVi,Pi = grui(fi)'
PROOF. Fix any point 2o € I'N (2\ Q(7)). By the regularity of u and I' = S,,, we can
find ro > 0 such that B, (z¢) C QNU, H (S, NIB,(70)) = 0 and
0

Ey(z,7r0) < €0g

where ¢ is given by Theorem 1.11. Lemma 2.37 immediately implies that D, (zg,79) —
Dy (g, r9) and that for every affine plane T'

/ dist 2(y, T) dH  (y) — [ dist 2(y, T) dH  (y) .
Swntro (IQ) SumBrO (IQ)

From the previous convergence it follows also that limsup,,_,., Ay, (2o, 70) < Ay(zo,70), since
if the minimum value defining A, (zg, o) is attained at an affine plane Tp, then

limsup Ay, (29, 70) < lim dist 2(y, Tp) dH (y)

n—00 n=00 /G By (0)

- / dist 2(y, Tp) dH (y) = Au(z0,70) -
SuNBrq (x0)

Hence limsup,,_, ., Ew, (z0,70) < Ey(zg,r0), so that for n sufficiently large we have

70
Ewn(xo, 7"0) < Eog .
By Corollary 2.39 we can find a sequence ,, € Sy, converging to zg, so that B, /o(zn) C
By, (xg) for n large enough and thus

4 To
Ey, (Xn,70/2) = Dy, (Tn,10/2) + r—QAwn(xn,roﬂ) <A4E,, (xg,70) < €0y -
0
We are now in position to apply Theorem 1.11: we find a radius r € (0,79) and functions
gn : (—r1,71) = R uniformly bounded in cha, with g,(0) = g;,(0) = 0, such that (S, —
2n) N Cy, ry = g1, (gn), Where vy, is the normal to Sy, at z,.
By compactness, v, — 7 (up to subsequences). For n large enough Cj,, 2 CCypr +
ZTn — T, and there exist functions f, uniformly bounded in C1 such that gty (fn)NCyp 0 =
(gr,, (gn) + Tn — 20) N Cyry/2- Hence

(gwn —x0) N 017,7‘1/2 = gty (fn),

and by Ascoli-Arzela Theorem f,, converges to some function f in C1# for every f < %,

with f(0) = f’(0) = 0. Using the Kuratowski convergence of S, to I', we deduce that
(T —x0) N Cypyj2 = gry(f), and since f'(0) = 0 it must be 7 = vr(xo). O
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From what we have proved it follows that for every n € N there exists a diffeomorphism
®, : Q — Q, with supp (®, — Id) cC (U \ dp{), such that S,, = ®,(I') and |, —
Id”cl,a(]_") — 0.

With this information, we can finally conclude the proof of the isolated local minimality
of u. Indeed, since H'(Sy, \ Sw,) = 0 by Corollary 2.39, we have that (®,(T),w,) € A(Q)
and MS(®,(T),w,) = MS(w,). Hence for n large enough, using (2.64),

MS(®,(T), wy) = MS(w,) < MS(u) = MS(T,u),

which implies that ®,, = Id and w, = u for all (large) n by Proposition 2.32. Hence u
itself is a solution to (2.63), and as a consequence of (2.62) also v,, solves the same minimum
problem. We can then repeat all the previous argument for the sequence v,, instead of w,,
which leads, as before, to v, = u for n sufficiently large. This is the desired contradiction,
since we are assuming v, # u for every n.

2.7. Applications and examples

We start this section by showing that any regular critical pair (I',u) satisfying (2.24) is
strictly stable in a sufficiently small tubular neighborhood N (T') of the discontinuity set. As
a consequence of our main result, we deduce the local minimality of (T, u) in N¢(T"), and also
that (I',u) is in fact a global minimizer in a smaller neighborhood. This is in analogy with
the result proved in [65], where it is shown, by means of a calibration method, that a critical
point is a Dirichlet minimizer in small domains.

PROPOSITION 2.41 (local and global minimality in small neighborhoods). Let (T',u) be a
reqular critical pair satisfying condition (2.24). Then there exists g > 0 such that the tubular
neighborhood N-(T) of T is an admissible subdomain and (I',u) is strictly stable in N(T)
for every e < eg. In particular, there exists § > 0 such that MS(T',u) < MS(K,v) for every
(K, v) € A(Q) with 0 < |lu —v|[p1q) <J and v =u in Q\ N(T).

Moreover, there exists 1 € (0,e0) such that (T,u) is a global minimizer in N:(T') for
every € < €1, in the sense that MS(T',u) < MS(K,v) for every (K,v) € A(Q) with v=u
in Q\ N(T).

PROOF. Clearly N:(T') is an admissible subdomain for ¢ small enough, and in view of
Proposition 2.21 we shall prove that
lim u(Nz(T')) = +o0

e—0

in order to obtain the first part of the statement. Assume by contradiction that there exist
en— 07, C >0 and v, € H[1]7L(Q\F) such that ||®,, ||~ =1 and

2/ Vo2 < C
Q

for every n, where we set U, := N (I'). Then v, is a bounded sequence in HTlJl (Q\TI),
which converges weakly to 0 since the measure of U, goes to 0. By compactness of the map
v+ ®,, we have that ®,, converge to 0 strongly in H'(I' N ), which is in contradiction to
the fact that ||®,, ||~ =1 for every n.

To prove the second part of the statement, let u. be a solution to the minimum problem

min{ MS(v) : v € SBV(Q), v =wuin Q\ N (T)}, (2.69)

where MS is the relaxed functional introduced at the beginning of Section 2.6. We remark
that, by classical regularity results for minimizers of the Mumford-Shah functional, H'(S., \
Su.) = 0 and thus MS(ue) = MS(S,., us). Hence, since u. — u in L'(Q) as ¢ — 0 because
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the measure of N;(T') goes to 0, we conclude that u. = u for ¢ small enough, as a consequence
of the isolated local minimality of (I',u). Then w is a solution to (2.69), and the conclusion

follows by Remark 2.34. (]
REMARK 2.42. Let (I',u) be a regular critical pair, and assume that
—2/ Vv, dz +/ |Vl dH! + H2p?dH! — Hyqp?dH" >0
Q rnQ rnQ rnon

for every p € HY(I'N )\ {0}, where v, € H'(Q\T), v, =0 on dps, solves
/ Vo, - Vzdr + / [z divr(pVruT) — 2~ divp(eVruT)] dH' =0
Q rnQ

for every z € HY(Q\T) with 2 = 0 on dpQ. Then (T, u) is strictly stable in every admis-
sible subdomain U. Hence, under the previous assumptions we can conclude that for every
neighborhood N, (S), where S is the relative boundary of dpQ in 92, there exists §(n) > 0
such that MS(T,u) < MS(K,v) for every (K,v) € A(Q) with [[v —ullp1q) <6 and v =u
in V,(S).

We now provide some explicit examples of critical point to which Theorem 2.7 can be
applied. In particular, in Example 2.43 we discuss how the stability of constant critical pairs
depends on the geometry of the domain €2, while in Remark 2.44 we discuss how to construct
families of (non-constant) critical pairs by a perturbing the Dirichlet data.

EXAMPLE 2.43. Let I' be a straight line contained in € connecting two points z1, xy € 92
of minimal distance, and let u be equal to two different constants in the two connected
components of Q\ T'. Assume that Q is strictly concave at 1 and xo (that is, the curvature
Hpyq with respect to the exterior normal is strictly negative at z1 and z3). Then (T, u) is a
regular critical pair such that for every admissible subdomain U

PMS((T,u); U)lg] = /F IVrgl|* — Hoo(z1)9” (x1) — Hoq(x2)@*(22) > 0

for every ¢ € HY(T') \ {0}. Hence it follows by Theorem 2.7 that (T',u) is an isolated local
minimizer for MS in every admissible subdomain U .

If the domain € is strictly convex, then a straight line connecting two points on 0¢) of
minimal distance is never a local minimizer: indeed, if U is any admissible subdomain, by
evaluating the quadratic form 92 MS((T,u); U) at the constant function ¢ = 1 we get

*MS((T,u); U)[1] = —Hpq(x1) — Haq(zs) < 0.

We remark that this is not in contradiction to the result of Proposition 2.41, since in the
present situation condition (2.24) is not satisfied.

REMARK 2.44 (families of stable critical pairs by perturbation of the Dirichlet data). Let
(T',u) be a strictly stable regular critical pair in an admissible subdomain U, and assume in
addition that u* and u~ are of class C? in a neighborhood of T'.

We fix a function ¢y € C°(0p2) and we consider a perturbation of the Dirichlet datum
of the form wu. := u + g, for € > 0. As an application of the Implicit Function Theorem,
one can show that for every e sufficiently small there exists a strictly stable regular critical
pair (I'c,v;) with v. = u. in (Q\ U) U 9Ip.

The idea of the proof is to associate, with every € > 0 and 1 € C?%(T), the curve Ly
defined as in (2.31) and the function u. , which minimizes the Dirichlet integral in H(Q\T'y)
and attains the boundary condition wu. y = u. in (Q2\U)U0OpQ. Then one considers the map

G:RxC*(T) = C*"T)xRxR
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defined by
Gle ) = ((Hy = Ve uly|? + [V ug ) 0 @7, (g - 700) (@ (21)), (05 - To0) (@Y (22)) ) -

Here ®¥ is a diffeomorphism mapping I' onto T'y (see (2.31)), Hy denotes the curvature of
Iy, 1y is the unit co-normal of I'y, N0, {z1,z2} =T NN, and 7pq is the tangent vector
to 02, oriented in such a way that it coincides with v in a neighborhood of I' N 92.

It can be shown that the map G is of class C! in a neighborhood of (0,0), satisfies
G(0,0) =0 (as (I',u) is a critical pair), and the partial derivative

9pG(0,0) : C**(T) — C**(T) x R x R

is an invertible bounded linear operator. In order to show this last property, we need to prove
that for every (f,c1,co) € C%¥(T) x R x R there exists a unique 1 € C**(T") such that

9y G(0,0)[¥] = (f, c1, 2),
or equivalently, setting 9,G(0,0)[y)] = (h(¢¥), a1(v¥), az(v)), that

h()p dH + a1 (¥)B(x1) + az(¥)p(z2) = fOdH + c1(x1) + cop(z2)  (2.70)
rno rno
for every ¢ € HY(I' N Q). By repeating the computations contained in the proof of Theo-
rem 2.14, one can show that

h(¥)pdH + ar()d(x1) + az(v)d(x2)

rnQ

=2 / Vo - Vugdr + Ve - VegdH! + / H?*ppdH' — / Hyahd dH° .
Q Q rnQ

rn I'no

Hence, the existence of a function ¢ € HY(T) satisfying (2.70) for every ¢ € H(T) is
guaranteed by Lax-Milgram Lemma and by the assumption of strict positivity of the second
variation at (I',u). Such a function v is a weak solution to the system

—Ary + H*p = 2Vu't - vpv;; —2Vu™ - Vry, +f onI'NQ,

Ovon¥ — Hoqp = —2(U;ZVU+ — v;VU_) ‘vogn+c¢  atx, i=1,2,
Avy =0 in Q\ T,

W:O in(Q\U)U(‘?DQ,
0yvy =0 on Jn{2,

Byv,, = divp(pVu) on I'NQ.

By elliptic regularity we deduce that 1 € C*%(T"), completing the proof of the invertibility of
04G(0,0).

The previous conditions allow us to apply the Implicit Function Theorem and to obtain
the desired family of critical pairs.

We conclude this section by observing, in the following remark, that our analysis can be
extended to the periodic case: more precisely, we assume that the domain is a rectangle, T" is
a curve joining two opposite points on the boundary, and the Neumann boundary conditions
are replaced by periodicity conditions on the sides connected by I'. The remaining pair of
sides represents the Dirichlet part of the boundary. We also discuss an explicit example in
this different setting. In the remaining part of this section, with a slight abuse of notation we
denote the generic point of R? by (x,%).
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REMARK 2.45. Let R := [0,b) X (—a,a), where a,b > 0 are positive real numbers. We
define the infinite strip R := R x (—a, a), the Dirichlet boundary dpR := [0,b] x {—a,a}, and
the class of admissible pairs

A(R) := {(K,v) : K C R? closed, K + (b,0) = K, v € H,,(R\ K)Nn H'(R\ K),
vp(z + b,y) = vy (x,y) for every (z,y) € é\K}

We denote by per(R \ K) the class of functions z € 1OC(R \ K)NH(R\ K) such that the
map z +— z(x,y) is b-periodic for every y € (—a,a). Finally we consider the functional

MS(K,v) := /R\K Vo2 +HY(KNR)  for (K,v) € A(R).

Similarly to what we did in Section 2.1, we say that (I',u) € A(R) is a regular critical pair if
I' C R is a curve of class C* such that I'N R connects two opposite points on R, u satisfies

Vu-Vz=0 for every z € per(R \I') with z =0 on dpR,
R\T
and moreover the transmission condition and the non-vanishing jump condition (see Defini-
tion 2.3) hold on I'. Setting H}.(I') := {¢ € H () : p(z+b,y) = @(x,y) for every (z,y) €

I'}, we say that a regular critical pair (I',u) is strictly stable if
PMS(T,u)[g] := —2/ Vo, + / |Vrop|? dH? +/ H**dH! >0
I'nR

for every ¢ € H..(T')\ {0}, where v, € H}

per per(R \T'), v, =0 on dpR, is the solution to

/ Ve - Vz+ / [z+divr (eVrut) — 2~ divr (@Vpuf)} dH' =0 (2.71)
I'nR

for every z € Hl ,(R\T), z=0 on dpR.

Then one can prove that every strictly stable regular critical pair (I, ) is a local minimizer,
in the sense that there exists § > 0 such that MS(T',u) < MS(K,v) for every (K,v) € A(R)
with v =wu on dpR and 0 < [[u —v||1(g) < 6. We omit the proof of this result, since it can
be obtained by repeating all the arguments which lead to the proof of Theorem 2.7 with the
natural modifications (notice that the proof in the present setting is in fact simpler, since by
periodicity we can work in the whole strip R avoiding the technical difficulties related to the
presence of Neumann boundary conditions).

ExXAMPLE 2.46. Here we adapt to the periodic setting described in Remark 2.45 the
example discussed in [19, Section 7|. Setting R = [0,b) X (—a,a), we consider the regular
critical pair (I',u) € A(R) where I' = R x {0} and u: R? — R is the function

(2,y) = z+1 fory >0,
UHY) = for y < 0.

Notice that the energy of (I',u) is invariant along vertical translations of the discontinuity
set. Nevertheless, we shall prove in fact that if

2 tanh(22) < 1, (2.72)

then (I',u) is an isolated local minimizer up to vertical translations: precisely, there exists
d > 0 such that MS(T',u) < MS(K,v) for every (K,v) € A(R) with v = u on dpR and
|lu = v|lpy(r) < &, unless K coincides with a vertical translation of I'. Moreover, (2.72) is

sharp in the sense that if 2 2 tanh (#72) > 1 then (T',u) is unstable.



2.7. APPLICATIONS AND EXAMPLES 45

To this aim, we will test the strict positivity of second variation at (I, u) on the subspace
HE(0,b) of HL, (') of the functions vanishing at the endpoints, showing that

per
PMS(T,u)¢] > C’o|]g0||§{1(07b) for every ¢ € H3(0,b) \ {0} iff %b tanh(27%) < 1. (2.73)
In turn, setting I'; := R x {¢} and

_Jz+1 fory>e,
(@) '_{ —x for y < e,

we have that (I'z,u.) is still a critical pair with the same energy of (I',u), and, assuming
(2.72) and (2.73), there exists g9 > 0 such that for every e € (—eg,e9) we have

C
0 Hg0||H1 (0.5) for every o € Hj(0,0)\ {0}. (2.74)

This can be deduced by comparing the explicit expressions of the second variation at (I',u)
and at (I'z,u.) and observing that

/wﬁ /\mr

(where v, and vg, are the solutions to (2.71) corresponding to (I', u) and (T, u.) respectively);
this last estimate is obtained by subtracting the equations satisfied by v, and vg. From
(2.74) it follows that any configuration which is close in W% and coincides with T'. at the
endpoints has strictly larger energy than (I'c, u.): more precisely, there exists dp > 0 such that
for every |e| < g, for every b-periodic function h € V[/lifo(R) with 0 < [[h —¢|ly2.00) < do,
h(0) = h(b) = €, and for every v such that (I'y,v) € A(R) and v = uw on dpR, we have
MS(Th,v) > MS(Te,us) = MS(T',u), where we denoted by I'j, the graph of k. This can be
deduced by repeating the arguments for the proof of Theorem 2.27, paying attention to the
fact that the local minimality neighborhood can be chosen uniform with respect to n.

In turn, from this property easily follows the isolated local W% -minimality of (I',u),
since it implies the existence of a positive ¢ such that for every (T'y,v) € A(R) with 0 <
|Allw2.00 06y < 6 and v = u on IpR we have MS(Ty,v) > MS(I',u), unless T, = I'c for
some € > 0 and v = u.. Finally, this property implies also the local L'-minimality (up to
translations), by the same argument developed in Sections 2.5 and 2.6.

We are left with the proof of (2.73). Condition (2.24) is automatically satisfied on the

subspace H}(0,b), and we can discuss the sign of 92 MS(T',u) in terms of the eigenvalue \;
introduced in (2.27). We will prove that

82M8(F57UE)[ ]

ase — 0

”90”1-11(0 b) =1

% 2
A1(R) = = tanh % (2.75)

s

We remark that A; coincides with the greatest A such that there exists a nontrivial solution
(v,) € Hyoy(R\T) x Hg(0,b), v =0 in dpR, to the equations

b b
)\/ Vv -Vz+ / (go’z"' + cp'z_) dz =0, / ((p/l// +2¢9'vt + 2@&'1)_) dz =0
R

for every z € Hl ,(R\T) with z =0 on dpR, and for every ¢ € Hg(0,b). By symmetry,
v(z,y) = v(z, —y), so that by setting R := (0,b) x (0,a), we look for a solution to

Av=0 in R,
v=20 on 8DR,
Ayv=¢"  onT,
¢’ =—-40,v onT.
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The last two conditions say that

b
Adyv(x,0) = —4(v(z,0) — ¢), c:= 11)/0 v(z,0)dz

Hence we are left with the determination of the greatest A such that there exists a nontrivial
periodic solution v to the system

Av =0 in R,
v=20 on dpR,
ANy =—4(v—c) onT.
We expand v(-,y) in series of cosines:
+oo

v(z,y) = Z cn(y) COS(HT?CE)?

n=0

and by the first two condition of the system we have that c,(y) = ¢, sinh(%%(a — y)), with
¢, € R. Hence

ch cos(®Fx) sinh (%% (a — y))

and by imposing the last condition of the system we have

+o00
)\ch% cos( )cosh = 4chcos smh( ) —4c.

By expanding also ¢ in series of cosines, we deduce from the previous inequality that ¢ =0,
and also

Acn g cosh(””a) = 4¢, smh(’”“)
5e)

for all n > 1. Hence, since we are looking for a positive A, it follows that \ = % tanh( 5
whenever ¢, # 0. Thus only one of the coefficients ¢, can be different from 0, and by
periodicity it must correspond to an even index (here we used also the fact that the function
t— f—fr’ tanh(t”T“) is monotone decreasing). Hence there exists n > 2 even such that ¢z # 0
and

A= 2 tanh(212)
and clearly the largest value of A corresponds to n = 2. This completes the proof of (2.75)
and, in turn, of (2.73).

2.8. Additional technical results

We collect here some technical results which have been used in this chapter. In the follow-
ing lemma we assume to be in the same setting as described at the beginning of Section 2.4.

LEMMA 2.47. Let (T',)n be a sequence of curves of class CY®, for some a € (0,1),
converging to T' in Cb%, in the sense that there exist diffeomorphisms ®, : Q — Q of class
CY* such that T, = ®,(T) and ||®, — Id| ¢ty — 0.

Then there exist 1, € CH*(T), with 1, — 0 in CY(T), such that Ty, =Ty, , where Ty,
is the set defined according to (2.31).

Moreover, denoting by Hr, and H the curvatures of I'y, and of I' respectively, if

[Hr,, © ®n — Hl[poo(ry = 0 (2.76)
then 1y, is of class W™ and 1, — 0 in W2>2(T).
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PROOF. We first extend each curve I, (and T itself) outside Q as a straight line so that
the resulting curves are of class C'® and still converge to I' in the C1® sense. We can then
localize in a small square R = (—p, p) X (—p, p) (which we assume for simplicity centered at
the origin) in which we can express I' and I',, as graphs of C1® functions:

TnNR={(z, fu(z)): 2 € (=p,p)},  TNR={(z f(z)):z€(=pp)}

with f, — f in Cb®. By a covering argument it is sufficient to prove the result in R (notice
that, by our extension of the curves outside €, in this way we can cover also a neighborhood
of the intersection of I'" with 0Q).

We recall that in a sufficiently small tubular neighborhood N (") of T' are well defined
two maps 7 : N (I') = ', 7: Ny (T) = R of class C? (thank to the C? regularity of the
vector field X generating the flow ¥) such that y = ¥(7(y), 7(y)) for every y.

Taking p' < p, for n sufficiently large we can define a map 7, : (—p',p) — (—p,p) by
setting 7, (x) := m o w(x, fr(x)), where 71 (x,y) := x. Notice that 7, tends to the identity
in C1, hence it is invertible and also its inverse converges to the identity in C1®. Defining

n() = 7 (7 (2), ful7y ' (2)))

for x € (—p', p), since 7 is regular and vanishes on T' we deduce that ¢, — 0 in Ch*(—p', p').

Hence the map ¥y, (z, f(x)) := én(z), for |x| < p, is of class C1® on T'N ((—p/,p") x
(—p, p)), converges to 0 in C and satisfies I'y,, = I',. This proves the first part of the
statement.

The second part follows similarly: indeed, since the sets I'), are locally one-dimensional
graphs, the boundedness in L of the curvatures of T, yields the W2 -regularity of the
functions f,, and the convergence (2.76) implies in addition that f, — f in W%°. Hence
the conclusion follows from the explicit expression of 1, obtained above. O

We conclude with two regularity results for the Neumann problem and for the mixed
Dirichlet-Neumann problem in planar domains with angles.

LEMMA 2.48. Let A be an open subset of the unit ball By such that 0OAN By =11 Uy,
where T'y and Ty are two curves of class CYP meeting at the origin with an internal angle
a € (0,m). Let u € HY(A) be a weak solution to

Au=0 in A,
ou=0 onT1UTls.

Then Vu has a C% extension up to T1UT'y, for v = min{p, > —1}, with C% -norm bounded
by a constant depending only on the CYP -norm of T'1 and T's.

PROOF. We consider A as a subset of the complex plane C (we can assume without loss
of generality that the positive real axis coincides with the tangent to I'y at the origin, and
that the tangent to T'y at the origin is the line {z = pe® : p > 0,0 = a}). Consider the
map ® : A — ®(A) given by ®(z) := za = pae’a’, where z = pe?. The map ® is of class
Cha~1(A), and since it is conformal out of the origin, the function v := uo ®~! is harmonic
in ®(A) and satisfies a homogenous Neumann condition on ®(I'y UT'2). Moreover ®(I'y UT'2)
is a curve of class C7, hence by classical regularity results (see, e.g., [8, Theorem 7.49]) Vv
has a C%7 extension up to ®(I'; UT'3), with C%Y-norm bounded by a constant depending
only on the C'7-norm of ®(I'; UT3). The conclusion follows since u = v o ®, using the
regularity of ®. O
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LEMMA 2.49. Let A be an open subset of the unit ball By such that 0AN B =11 Uy,
where Ty and Ty are two curves of class CYP meeting at the origin with an internal angle
equal to 5. Let u € H'(A) be a weak solution to

Au=f in A

ou=0 only or to ou=0 onT1UTIy

u=1uy only

where f € L®(A), and ug € C*(A) is such that d,uy = 0 on I'y. Then Vu has a COP
extension up to T'y Uy, with C%P -norm bounded by a constant depending only on ||f|s, on
the CYP -norm of Ty and Ty, and on [uollcz ) i the first case.

Au=f inA {

PROOF. Let u solve the first problem, and let @ := u — ug. Then 4 is a solution to

Au=f in A,
O, =0 onIY,
u=0 on I'y,

where f := f — Aug. We can find a radius p > 0 and a C'# conformal mapping ® in ANB,
such that ®(T'1) is a straight line meeting ®(T'y) orthogonally. Then the function v := o ®~!
solves

Av =g in ®(A),

dyv =0 on ®(I'),

v=0 on ®(Ty),

where g := (f o ® )| det V®~!|. By even reflection across ®(I';) and by applying classical
regularity results, we can conclude that Vv has a C%? extension up to O(I'Uly), with Coh-
norm bounded by a constant depending only on ||g||oc and on the C'#-norm of ®(I'; UT5).
Now the conclusion follows by using the regularity of the map ®.

The regularity for the solution to the second problem can be obtained by a similar (and,
in fact, simpler) argument. O



CHAPTER 3

A variational model in epitaxial films theory

The object of investigation of this chapter is a variational model for the epitaxial growth of
elastically strained films. The results obtained in [45] in a two-dimensional, linearized frame-
work are extended here firstly to the case of anisotropic surface energies, and subsequently to
the higher dimensional case, when also nonlinear elastic energies are taken into account. A
particular attention is reserved to the case of crystalline surface energies.

Notation warning. Throughout this chapter, the generic vector z € RV, N > 2 is often
indicated as z = (z,y), where x € RV ~! is the orthogonal projection of z on the hyperplane
spanned by {e1,...,ey_1} and y € R. We also denote by RY := {(z,y) € RY : y > 0} and
RN := {(z,y) € RV : y < 0} the upper and lower half-space, respectively.

In this chapter we also deal with fourth order tensors, which are linear transformations of
the space MY into itself. We denote the action of such a tensor C' on a matrix M by CM.

Organization of the chapter. The first part of the chapter (Section 3.1) is devoted
to the study of the two-dimensional model, when anisotropic surface energies are taken into
consideration: after having described the variational setting in details, we compute the second
variation of the total energy and we prove the local minimality criterion, which will be applied
to the study of the local minimality of the flat configuration.

In Section 3.2 we start the analysis of the higher dimensional case, in presence of a nonlinear
elastic energy. In Section 3.3 it is shown how to find deformations which locally minimize
the elastic energy in the perturbed reference configurations, thanks to the Implicit Function
Theorem. The explicit computation of the second variation is carried out in Section 3.4, and
the associated quadratic form is analyzed in Section 3.5. In Section 3.6 we start the proof
of the main result, showing that the strict stability of a critical pair implies local minimality
in the W?2P-sense; in Section 3.7 we prove that, in any dimension, local W?2P-minimizers are
strong local minimizers, and we show how the results can be strengthen in the linear elastic
case. Section 3.8 is devoted to the study of the stability of flat morphologies.

Finally, Section 3.9 deals with the case of crystalline anisotropic surface energies.

3.1. The case of anisotropic surface energies in two dimensions

3.1.1. Description of the model. We start with the extension of the two-dimensional
setting considered in [16, 45| to the case of regular anisotropic surface energies. The reference
configuration of the film is modeled as the subgraph of a lower semicontinuous function with
finite pointwise total variation: given b > 0, we set

AP(0,b) :=={g : R — [0,400) : g is lower semicontinuous and b-periodic, Var(g;0,b) < +oo},
where
k
Var(g; 0,b) := sup {Z lg(zi) —g(zic1)|:0<zp <21 <...<2 <b k€ N} .

1=1
49
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For an admissible profile g € AP(0,b), we introduce the sets

Qg = {(z,y) eR*: 2 € (0,b), 0 < y < g()},

Ly = {(z,y) eR*:x €[0,b), g7 (2) Sy < g™ ()},

Sy = {(z,y) eR* 12 €[0,0), g(x) < g (2), g(x) <y < g™ (2)},
which will be referred to as the reference configuration of the film, the free profile of the
film, and the set of wertical cuts, respectively (here g*(z) = g(z+) V g(z—) and ¢ (z) =
g(x+) A g(x—), where g(xz+) and g(x—) denote the right and the left limits of g at x,

respectively, which exist at every point). We consider also the b-periodic extension of the
reference configuration:

— 2.
Qf.—{(m,y)eR xeR, 0<y<g(z)}

(the sets F#, E# are defined similarly). If ¢ is Lipschitz, we denote by v the exterior unit
normal vector to 0, on I'y, and by 7 = v+ the unit tangent vector to I'y (obtained rotating
v clockwise by 7). We recall that for a sufficiently regular g the curvature of T'y (with respect
to the upper normal) has the expression

/ /
H =divv = — (g> o on I'y,
1+ (g')?

where 71 : R? — R is the orthogonal projection on the z-axis.
In order to introduce the space of admissible elastic variations, we define for a given
admissible profile g € AP(0,b)
LDy (Qg;R?) := {v € Li,o (3 R?) s w(z,y) = v(@ + by) for (z,y) € O,

E(v)|o, € L*(Q4;M?)},
where E(v) := £(Dv + (Dv)") denotes the symmetrized gradient of v. We assign at the
interface between the film and the substrate a boundary Dirichlet datum, which forces the
film to be strained, of the form wug(z,0) = (epx + ¢(z),0), where ¢g > 0 and ¢ : R — R is
a b-periodic function of class C*° (the constant ey measures the lattice mismatch between

film and substrate). Finally, let us introduce the following spaces of admissible pairs film
profile-deformation:

Y (u0;0,b) == {(g,v) : g € AP(0,b), v: QFf — R* v —ug € LD4x(Qg;R?)},
X (u0;0,b) :={(g,v) € Y(up;0,b) : v(x,0) = up(x,0) for all x € R},
X1,(up;0,b) := {(g9,v) € X(up;0,b) : g is Lipschitz continuous}.
We consider the following notion of convergence in Y (ug;0,b): we say that a sequence (hy,, uy,)
tends to (h,u) in Y iff
e sup,, Var(h,;0,b) < 400,
. dH(]Ri\Q#n,Ri\Qh#) — 0, where dp is the Hausdorff distance defined as'
dy(A,B) =inf{e >0: A C N.(B) and B C N.(A)},
e u, — u weakly in Hﬁ)C(Q#;R2)
(note that this implies also that h, — h in L'(0,b): see [42, Lemma 2.5]). We have the
following compactness theorem (see [16], [42]):

'Here N.(C) denotes the e-neighborhood of a set C'.
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THEOREM 3.1. Assume that (hy,u,) € X (up;0,b) satisfy
Sup{/ |E(uy)|?> dz 4 Var(hy,; 0,b) + |th} < 400.
O,

Then there exists (h,u) € X (ug;0,b) such that, up to subsequences, (hy,u,) — (h,u) in Y.

We are now ready to introduce the functional on X , which is the sum of the bulk elastic
energy and of the energy of the free surface of the film. In our investigation, anisotropy is
incorporated only in the surface term and neglected in the volume energy. This reflects the
observation that surface anisotropy is more considerable than anisotropy in the elastic field.

Hence we consider an elastic energy density of the form W(u) := %CE (u) : E(u), where
(2p + A1 + A22 2pé12 2
C¢ = f e M, .
¢ < 20812 (20 + A2z + A1 or ¢ sym

Here p and A denote the Lamé coefficients, which are assumed to satisfy the ellipticity con-
ditions g > 0, A+ > 0 (note that W (u) > min{u, A + u}|E(u)|* and thus W is coercive).

We add to the elastic energy a (regular) anisotropic surface term: we consider a convex
and positively 1-homogeneous function 9 : R? — [0, +00) satisfying the following conditions:

(1) 1 is of class C3 away from the origin;
(2) for every v € St

D) (v)[w,w] > co |w]*  for all w L v, (3.1)

for some constant ¢y > 0;
(3) there exist positive constants m and M such that

m|z| < P(z) < M|z| for every z € R2. (3.2)
We notice for later use that by homogeneity
D*p(v)[v] = 0 for every v € R?\{0}. (3.3)

We finally introduce the functional

G(h,u) = Wu)dz+ [ (v)dH! for (h,u) € X1 (up;0,b).
Qn Ty

The functional G, originally defined only for Lipschitz admissible profiles, can be extended to

the whole space X (ug;0,b), by relaxation: we set for (h,u) € X (ugp;0,b)

G(h,u) :== inf{liminfé(hn,un) : (B, up) € X1,(up;0,0),

n—o0
|th| = ‘Qh‘7 (hnvun) — (h,u) n Y} .
The following theorem provides an explicit representation of the relaxed functional.

THEOREM 3.2. Let 0 = 9(1,0) + ¢(—1,0). The following representation formula for G
holds:

G(h,u) = i W (u)dz + A Y(vy) dH + o HY (D)) (3.4)

where vy, is the generalized outer normal to Qﬁ UR? at the points of its reduced boundary
(which coincides, in the strip [0,b) x R, with T, up to an H' -negligible set).
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The proof can be obtained arguing as in [42, Theorem 2.8] and |16, Lemma 2.1|, using
Reshetnyak’s lower semicontinuity and continuity theorems (see |8, Theorem 2.38 and Theo-
rem 2.39]) to treat the presence of anisotropy in the surface term (we refer also to the recent
works [18, 23] for related relaxation results in higher dimension).

We now define the notions of local minimizer, critical pair and flat configuration.

DEFINITION 3.3. We say that (h,u) € X(up;0,b) is a b-periodic local minimizer for the
functional G if there exists § > 0 such that

G(h,u) < G(g,v)
for all (g,v) € X (up;0,b) with |Qg| = || and [|g — h|lo < J; if the inequality is strict when
g # h, we say that (h,u) is an isolated b-periodic local minimizer.

DEFINITION 3.4. We say that an element (h,u) € X (uo;0,b) with h € C%(R) is a critical
pair for the functional G if v minimizes the elastic energy in €, that is, u satisfies the
equation

CE(u) : E(w)dz =0 for every w € A(Qy,), (3.5)
Qp
where

A(Qp) == {w € LDx(; R?) : w(-,0) = 0},

and the following transmission condition holds:
W(u) + HY = const on I'y N {y > 0}, (3.6)
where HY is the anisotropic mean curvature of I'j, (see (1.6)).

REMARK 3.5. The definition of critical pair is motivated by the Euler-Lagrange equation
satisfied by a sufficiently regular (local) minimizer of G (see the formula for the first variation
of G deduced in Step 1 of the proof of Theorem 3.8). Notice that if Ao > 0 and I'j, is of
class Ch for all a € (0,1/2), then equation (3.5) (which is a linear elliptic system satisfying
the Legendre-Hadamard condition) implies that u € C1%(Qy,) for all a € (0,1/2) (see [45,
Proposition 8.9]). Moreover, if both v and wug are of class C* (analytic, respectively),
and equation (3.6) holds in the distributional sense, then (h,u) is of class C*° (analytic,
respectively) by the results contained in [59, Subsection 4.2]. Observe that condition (3.1) is
exactly the assumption needed in the regularity result of [59].

REMARK 3.6. We will make repeated use of the following explicit formula for HY:
HY (x,h(x)) = (01 (=1 (2), 1))’ (3.7)

Indeed, from condition (3.3) it follows that D%*yp(—h/,1)[(—h’,1)] = 0, which in turn implies
O2h(—h', 1) = 03 (—h', 1)R'; hence
h//

HY =9, (Vpov) - = T1on? {3%11#(—% 1)+ W pp(—1' 1) | o m

= — (W (= 1)) oy,
which is (3.7).
DEFINITION 3.7. The flat configuration corresponding to a given volume d > 0 and a

boundary Dirichlet datum ug(x,0) = (egz,0), eg > 0, is the pair (%,veo) with

—A
er(x,y) =€ <$, 2'u—|—)\y) . (38)

Notice that the flat configuration is a critical pair for G.
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In Sections 3.1.2 and 3.1.3 we will prove a local minimality criterion for the functional
G expressed in terms of the positivity of its second variation. The result will be established
by implementing, in our anisotropic framework, the general strategy described in [45] to deal
with the isotropic case. From this we will be able to deduce, in Section 3.1.4, a stability
property for the flat configuration, showing that the qualitative results obtained in [45] hold
also in the case of regular anisotropies. The case of crystalline anisotropies will be treated in
Section 3.9, together with the three-dimensional and nonlinear case.

3.1.2. Second variation and local W?>-minimality. In this section, following [45],
we introduce a suitable notion of second variation of the functional G along volume preserving
deformations. Fix (h,u) € X(up;0,b) with h € C*°(R), h > 0, and such that the displace-
ment uw minimizes the elastic energy in €2;. Given ¢ : R — R of class C'"°, b-periodic and
such that fo x)dx =0, define hy := h+t¢ for t € R and let uy, be the elastic equilibrium
in Qp,. We deﬁne the second variation of G at (h,u) along the direction ¢ to be the value of

d2

dae2 [G(hbuht)] |t:0'
In the following theorem we compute explicitly the second variation defined as above. Denote
by 14 the outer unit normal vector to 25, on I'y,, and by HZp := div (V) o 1) the anisotropic
curvature of I'y, .

THEOREM 3.8. Let (h,u), ¢, and (h,upn,) be as above, and let ¢ = ¢1fw om. Then
the function u belongs to A(Qp,) and satisfies the equation
CE(u): E(w)dz = divr, (¢ CE(u)) - wdH! for all w € A(Qp). (3.9)
Qh T'n

Moreover, the second variation of G at (h,u) along the direction ¢ is given by

d? . .
L Gl un)limo = — | CE(i) : E(i)dz + / (D% 0 1)V, 0, Vr, ] dH!
dt Q, T,

+/ (0, W (w)] — HHY) ¢2dH1—/ (W (u) + H?) 0, (W o m1) ¢?) dH'.  (3.10)
Ty, 'y

PROOF. The computation is carried out in [45, Theorem 3.2] in the case of an isotropic
surface energy. The equation solved by # is deduced exactly in the same way, and also the
same computation for the elastic energy yields

d2
— W (up,) dz
dt2 [ Qn, () ]

+ O [W (u)] @* dH* — W (u) 0-((h' o my) apz) dH!.
Ty I

= — CE(d) : E(u)dz (3.11)
t=0 Qp

We are only left with the computation of the first and second derivatives of the surface energy.
Step 1. We compute the first variation of the surface term. Using the positive 1-homogeneity
of ¢, we have

d

o - V() dHE = dt/ P(—hj(z /aﬂ/; —hj(z),1)¢ () dz

/¢ Y (@, ha() da,
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where the last equality follows by integration by parts and by (3.7). Hence the first variation
of the complete functional G is

d b
GG ) = [ 9@ W) + 1l do-

Step 2. Before starting the computation of the second variation, we deduce some useful
identities that will be used in the following. Observe first that, thanks to the fact that
Dv[v] =0, we have
Dv=Dr,v=HT®T on I'y,. (3.12)
Moreover, for the same reason we have also D (Vi o v) [v] = 0; differentiating we get
9, (D (V4 ov)) = —D (Vi ov) Dv,
thus
A, HY = 8, [div(Vy o v)] = 9, [trace (D (Vi) o )]

= trace [0, (D (V¢ ov))] = —trace [D (Vi ov) Dv]

— _—HHY,
where the last equality follows using (3.12).

Differentiating with respect to t the identity

(—hi(x),1)
1+ (hi(z))?
and evaluating the result at ¢t =0, we get

l)+(¢O7T1)62U:—<

vi(z,y+to(z)) = for (z,y) € T'p,

/
1+ (h)?

Now from this equality and from (3.12) we obtain

07r1> T on I'y.

/

]'/:<(¢O7T1)H7'2+1_|_¢(h/)207r1> T:*VFhQO- (3]‘3)

As a consequence of (3.3) we have (D% ov)[v, ] = 0, and differentiating this identity in
the direction v we get

v-0,((D*ov)[p]) = —(D*¢ov)[r,d,v] =0
(recall that d,v = 0). Hence

HY = ;H;ﬂtzo = gt[div(w o1)||i=o = div ((D*¢ o v)[¥])
= divp, (D*¢ov)[2]) +v -8, (D* ov)[V]) (3.14)

= divp, (D*¢ o v)[F]) = —divr, ((D*¥ ov)[Vr,¢]) |
where in the last equality we used (3.13).

Step 3. We finally pass to the second variation. Differentiating the formula for the first
variation of the surface term with respect to ¢t and evaluating at t = 0 we get

C‘Z;[ . zp(ut)dHl] = Ci[/obmx)HZb(x,ht(x))dm}

t=0 t=0

b b
:/0 ¢($)Hw(fﬁ7h($))dl’+/0 ¢(a) VHY (x, h()) - (0, ¢(x)) dz
=1 + I.
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Changing variables in I; and using the equality (3.14) we obtain

I = —/ pdivr, ((D%ZJ o V)[Vrhgo]) dH: :/ (D2¢ o V)[Vr, ¢, Vr, ¢] dH?, (3.15)
Ty r,

where the last equality follows by integration by parts, using the periodicity of ¢.
For the second integral, we can decompose VHY = (0, HY)v + (0, H¥)T, so that after a
change of variables

12:/ (aVH¢)¢2dH1+/ (0-HY)(h o mp)p? dH?
Fh 1—‘h

=— HH%Qdﬂl—/ HY0, ((W om)p?) dH', (3.16)
Iy IV

where we used the identity 0, HY = —HHY satisfied on T', and we integrated by parts in the
last integral (using again the periodicity of the functions involved).
Collecting (3.11), (3.15) and (3.16), the formula in the statement follows. O

Let us introduce the following subspace of H!(T,):

() = {ip € H'(T) (0. h(0) = p(b, (b)), |

Fhapd?-ll :o}

(note that the function ¢ defined in the statement of Theorem 3.8 belongs to this space).
Having the formula for the second variation in hand, and observing that the last integral in
(3.10) vanishes if (h,u) is a critical pair thanks to (3.6) and to the periodicity of the functions
involved, we can define the quadratic form 92G(h,u) : ﬁ;&(Fh) — R associated with the
second variation at a critical pair (h,u) as

D*°G(h,u)[p] :== — ; CE(vy) : E(vy)dz —l—/F (D% o v)[Vr, e, Vr, ¢ du?

- / (0,[W(u)] — HHY) * dH*
IV
for ¢ € .FNI;#(I‘;L), where v, is the unique solution in A(£2) to

CE(vy) : E(w)dz = / divr, (¢ CE(u)) - wdH! for every w € A(Qy,). (3.17)

Qh 1—‘h
It is easily seen that the positive semi-definiteness of the quadratic form 0?G(h,u) is a neces-
sary condition for local minimality (see [45, Corollary 3.4]). On the other hand, we have the
following minimality criterion (see [45, Theorem 4.6]).

THEOREM 3.9. Let (h,u) € X (up;0,b), with h € C*(R), h > 0, be a critical pair for G
such that

D*G(h,u)[p] > 0 for every ¢ € ﬁiﬁ(f‘h)\{()} (3.18)
Then there exists 0 > 0 such that for any (g,v) € X(u0;0,b), with [|g — hllw2e@p < 9,
|Qg] = |Qn| and g # h we have
G(h,u) < G(g,v)
(we say that the critical pair (h,u) is an isolated local W2 -minimizer for G ).

We remark that, if ¢ is of class C°, the regularity assumption on A is not restrictive (see
Remark 3.5).
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The strategy developed in [45] to prove the theorem (which, in turn, borrows some ideas
from [19]) can be repeated here with some changes. We only recall what are the main steps,
suggesting the modifications that are necessary to adapt the proof to our setting.

First of all, one can show that the positiveness condition (3.18) can be equivalently formu-

lated in terms of the first eigenvalue of a suitable compact linear operator defined on H 7zﬁ(ljh) .

This is done by introducing the bilinear form on ﬁ#(rh)

(¢, 0) := /F (0, [W(u)] — HHY) 0 dH" + /F (D* o v)[Vr, @, Vr, 0] dH (3.19)

h

which, if positive definite, defines an equivalent norm || - ||~ on ﬁ#(rh) (this can be shown
using condition (3.1) and following the lines of the proof of Proposition 2.20). Then, one has
the following equivalent formulation of condition (3.18) (see [45, Proposition 3.6]):

PROPOSITION 3.10. Condition (3.18) is satisfied if and only if the bilinear form (-,-)~ is
positive definite and the compact, monotone, self-adjoint operator T : H;#(Fh) — H}%(I‘h),
defined by duality as

(Tp,0)~ = CE(vy) : E(vg)dz = CE(vg) : E(v,)dz
Qpn Qp
for every ¢,0 € fNI#(Fh), satisfies A1 := max{(T, o)~ : ||p|l~ =1} < 1.
The proof of this proposition relies, essentially, on the following representation formula of
0?G(h,u) in terms of T
9*G(h,u)[¢] = (9, 0)~ — (TP, )~ (3.20)

Moreover, using (3.20) it is easily seen that condition (3.18) implies the existence of a constant
C > 0 such that

O°G(h,u)lg] > Cliglngr,, forall o € Hy(Th). (3.21)

Having this equivalent formulation in hand, the proof of Theorem 3.9 is obtained arguing
similarly to [45, Proposition 4.5|, with some natural modifications. Notice that the elliptic
estimates provided by the technical lemmas [45, Lemma 4.1, Lemma 4.4] are valid also in our
setting, because they are concerned only with the volume term which we left unchanged.

PROOF OF THEOREM 3.9 (SKETCH). The main steps in the proof are the following.
Step 1. For g in a CZ?-neighborhood of h, let v, be the elastic equilibrium in , and

consider a diffeomorphism @, : Q, — ﬁg of class C? such that ®, — Id is b-periodic in
z, ®4(z,0) = (2,0), Dy(x,y) = (z,y + gn(z) — h(x)) in a neighborhood of Ty, and ||®, —

IdHCQ(ﬁh;Rz) < 2[lg = hllc2(jo,5) - The same elliptic estimates proved in [45, Lemma 4.1] yield
the following convergence (compare with [45, (4.21)]):
190, [W(vg)l © g T, = O [W (Wl —y 70 s lg = Pllc2(oe) — 0, (3.22)
# h

where Jg, denotes the 1-dimensional Jacobian of &, on T'.

Step 2. Let us introduce, for ¢ in a C?-neighborhood of h, a scalar product (+,)~,g ON
.FNI;#(I’Q) defined as in (3.19) with h replaced by g. We claim that the positivity condition
(3.18) guarantees that it is possible to control the H'-norm on Ty in terms of the norm
associated with (-, )~ 4, uniformly with respect to g in a C?-neighborhood of h:

lolBr,y < Cligl2,,  for every ¢ € HY(T,)
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(here and in the following steps C' denotes a generic positive constant, independent of g in a
C?-neighborhood of h, which may change from line to line). Indeed, given ¢ € H;é (Ty), set

@ = (po®y)Jp,; then 4 € ﬁ#(rh) and
Il = [ (10000l + (0 0) 0 8, 2) Jo, aH!
h

<(+8) [ (@4 0n57) a!

< (1+8) C g,
where in the last inequality we used (3.20) and (3.21) to deduce that
I6I2 > 0°G(h, w)g] > CliglFnr,),
and dg is a constant depending only on [|g — hllc2((04)), tending to 0 as [|g — h|lc2(05) — O-
Now, setting aj, := 0, [W(v)] — HHY, a4 := 8y, [W (vg)] — HHf (we denote by HY the
anisotropic mean curvature of g), we obtain from Step 1 that

[(ag o g)Jo, — an(Jo,) =0 as|lg—hlcog) — O

My
H#Z(Fh)

Hence

13112 = / (an@® + (D 0 1) [V, . Vi, 3]) dH!

Ty

< [ (a0 )00 8% n, aH! + [ (D0 1,)[Vr, 0. Vi, el 41 + 8ol
h g

2 2
+ a0 @, = e,y 600 0]

< Nl + 8ol r,) + C(1+dg)ll(ag © @g) Ja, ah(J%)QHH_%(Fh)Hs@\\ip(rg)a
#

where, as before, d, tends to 0 as ||g — hl|c2 — 0, and in the last inequality we used the
estimate

I(o ‘I’g)QHH%(Fh) < Cllp o @) lmr,) < Clilw o @)lin(r,) < CU+ )l r,)-

Combining the previous estimates the claim follows.

Step 3. The previou~s step allows us to introduce a compact linear operator T also on I;T;#(I’g) ,
as we did for T" on H #(Fh) ; denoting by A1 4 its first eigenvalue, one can prove, arguing exactly
as in Step 3 of the proof of [45, Proposition 4.5], that

limsup A1y < A <1,
lg—hllo2—0

where the last inequality follows by Proposition 3.10.
Step 4. We claim that the following estimate holds for g close to h in C?:
Gh,u) + Cllgglin e, < Glg.vy),

where ¢4 1= \/’% omy. In order to prove this estimate, we define h; := h +t(g — h) and

u; as the corresponding elastic equilibrium, and setting f(t) := G(h¢,ut), we can show that
a careful estimate of the second variation combined with the previous steps yields

77(0) > O = M)llel2n e, (3.23)
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for g sufficiently close to h in C?. From this the claim will follow immediately, since (using
1(0) =0, being (h,u) a critical pair)

1 _
Glho) = 50) = (1) = [ (=070 de < Glavg) - 5 Iy B,

In order to prove (3.23), we have by Theorem 3.8

F'(t) = =T, g8, 09t e + logallZ , —/ (W () + Hy)On, ((hy o m1)ie5,) AR (3.24)

Tp,
where we set ¢g; = 5;7(};/)2 om and Htw denotes the anisotropic mean curvature of I'y, .
t

Using Step 2, Step 3 and the fact that

1
5”909”%{1(1“5,) < llg.t ?il(l“ht) < QH‘PQHJQLP(ng

we deduce that

~(Thi @9t o)y + 1091 % 0, = (1= Ap) 100,12 1,

1\ C(1— ) C(1—\)
> gl 2 = Plegldng,) 2 = Pledling,, — 6:25)

if |lg — h||02([0,b}) is sufficiently small. Moreover, since (h,u) is a critical pair, there exists a
constant A such that W (u) + H¥ = A on T, and it can be also shown that

sup ||W(ug) + HZ/) — Ao, ) =0 asg—hin c?. (3.26)
t€(0,1] ¢

We then have

- [ V) + B2, (0 m)ed,) it
T,

_ _/ (W (ur) + HY = A)on, (b o m1)¢2,) dH!
T,

> —C|[W (w) + HY = Allge(r,, ) legullnr,,)
> =2C|W (us) + HY = A v, ) 2ol (r, - (3.27)

Hence (3.23) follows combining (3.24), (3.25) and (3.27), taking into account (3.26).

Step 5. Finally, using the estimate proved in Step 4, one obtains the local W2 -minimality
by an approximation argument, as in [45, Theorem 4.6]. U

3.1.3. Improvement of the local minimality result. The improvement of the min-
imality Theorem 3.9 requires a careful review of the arguments developed in [45, Section 6|,
which lead to the following result.

THEOREM 3.11. Let (h,u) € X(up;0,b), with h € C*°(R), h > 0, be a critical pair for
G such that condition (3.18) is satisfied. Then (h,u) is an isolated b-periodic local minimizer
for G, in the sense of Definition 3.3.

As in [45], the main idea of the proof is to consider a solution (g,,v,) to the penalized
minimum problem

min{ Gk, w) + Al|%| — 9]+ (k. w) € X(ug:0.0), k> h— .

n
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Assuming by contradiction that we can find a sequence of pairs (gn, ) € X (ug;0,b) such
that |Q,| = ||, G(Gn, Un) < G(h,u) and ||g, — k|| < L, we then have, since (y,Tp) is an
admissible competitor for the penalized problem,

G(gn:vn) < G(gn,vn) + A“an| - |Qh|’ < G(Gn, 0n) < G(h,u).

The conclusion will follow by showing, via regularity estimates, that the functions g, converge
to h in W2 a contradiction with the local W2 -minimality of (h,u) given by Theorem 3.9.

We start to carry out the previous strategy with an approximation lemma which can be
easily deduced from the second part of the proof of [16, Lemma 2.1] by means of Reshetnyak’s
Continuity Theorem.

LEMMA 3.12. Given any h € AP(0,b) with h = h™, there exists a sequence of b-periodic
and Lipschitz functions hy, T h pointwise such that

lim Y(vp,)dH = [ ¢(vp) dH.

n—-4o00 th T

Another preliminary result that we will need in the following is an easy consequence of
condition (3.1).

LEMMA 3.13. For any & € R we have

(€, 1) >

co
(1+¢2)2

)

where co is the constant appearing in (3.1).

PROOF. We split the vector (1,0) into its components parallel and orthogonal to the
direction (£,1):

(17 O) =

£ ( £ 1 ) I (1 _ e« )
Vi 1+ /142 1+e2 1+ )
From this decomposition, using (3.3), we get

OTp(€,1) = D*p(€,1)[(1,0), (1,0)]

— 1 DQw € 1 1— &2 __¢ 1— £ __¢&
/71_"_&2 /;14_52 ) /71_’{2 1+£2 I 1+£2 I 1+§2 ) 1+£2
> < (1 e ¢ ) ‘2 — co
el 1+§2 1+£27 1+£2 (1+§2)% )
which is the inequality in the statement. O

REMARK 3.14. Using the previous lemma and formula (3.7), a straightforward compu-
tation shows that the anisotropic mean curvature of a circumference of radius p is bounded
from below by the constant %0.

We now prove an “anisotropic version” of [45, Lemma 6.5].

LEMMA 3.15. Let h € C*®(R) be a b-periodic function, and let Ao = |HY || oo (r,), where

HY denotes the anisotropic mean curvature of I'y,. Then for any admissible profile k €
AP(0,b)

b
1 _ 1
(v) dH +A0/O Ik h|dx2/rhw(uh) dut.

I
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Proor. If k is Lipschitz, then using the 1-homogeneity and convexity of 1 we get

b
¢(Vk) dHl - ¢(Vh) dHl = /0 [w(_klv 1) - w(_hla 1)] da

I 'y

b b
> /0 (B — k') 01 (=h' 1) dz = /0 |k — h|sign(k — h) HY (z, h(z)) dz

b
Z—Ao/ k — hld,
0

where we integrated by parts using the periodicity of h, k and formula (3.7). If k € AP(0,b)
and X, = @, then the conclusion follows by approximation using Lemma 3.12. Finally, if
Yk # O, one can simply replace k with k= (for which ¥;,- = @ and T',- =T%), and apply
again Lemma 3.12. (Il

One essential point in the regularization procedure which leads to the W2 convergence
is that the solutions to the penalized problems that we will consider satisfy an inner ball
condition. This is the content of the following lemma, which borrows some ideas from [22].

LEMMA 3.16 (Uniform inner ball condition). Let h € AP(0,b) NC?*(R), A >0, d > 0;
let (g,v) € X(up;0,b) be a solution to

min{G(k,w) + A% — d| : (k,w) € X (ug; 0,b), k > h} .

Then there exists po = po(A, h) such that for every p < po and for every z € I'yU X, there
exists a ball B,(z) C Q# U (R x (—00;0]) such that 0B,(z9) N (I'y UX,) = {z}.

PROOF. As in [45, Lemma 6.7], the proof is based on a suitable isoperimetric inequality
which in our anisotropic framework reads as follows (see [45, Lemma 6.6]):

let k € AP(0,b), B,(2) C Qk# URZ, and let z1 = (x1,%1), 22 = (72,y2)
be points in OB,(z0) N (Fk;# U Ek#) (with x1 < x2). Let S = (x1,22) X R,
let v be the shortest arc on 0B,(z9) connecting zy and zp (if z1 and zo

are antipodal, the arc which stays above), let v be the arc on I‘k# U Ek#
connecting z, and zy, and let D be the region enclosed by v U~'. Then

[, v aH +6(=10) (k1) - )
r¥ns

€0

+4(1,0) (k2 — y2) — / viw) dit = L), (3.28)
Y

where ¢y is the constant appearing in (3.1).

Let us prove (3.28). Assume first that k is Lipschitz in [z1,29]: let h be the function in
(z1,22) whose graph coincides with v, then arguing as in the proof of Lemma 3.15 we obtain
(observe that k(x1) = h(z1), k(x2) = h(zs), and k > h)

[, vyt = [ v an = [T - o) o
ry ns I'yns T
> [T - Kyown e = [ k- m) @) da

2
/ (k—h)dz,
1

¢
> 0
P
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which is (3.28) (in the last inequality we used Remark 3.14). For a general k, we can proceed

by approximation using the following property: given g : [x1,x2] — R lower semicontinuous

with finite total variation, there exists a sequence of Lipschitz functions gy, : [x1, 2] — R such

that gn(21) = g(x1), gn(z2) = g(22), gn — g in L'((z1,22)), and

[ v an > [ ) dH - 5(-1,0) (g +) — glan)) + (1, 0) (g(e2-) —gle2)
r,,Ns r,NS

This can be obtained from [45, Lemma 6.2] using Reshetnyak’s Continuity Theorem. Thus
(3.28) follows.

Now the proof of the lemma can be obtained arguing exactly as in [45, Lemma 6.7,
taking pg < min{co/A,1/||h”"||x}. In particular, one can use (3.28) to show that, if B,,(z) C

Q# U (R x (—00;0]), then 0B, (z) N (Ff U E#) is empty or consists of a single point. Then,
the conclusion follows by showing that

U{Bpo(z) : Byy(2) C QF U (R x (—oo;OD} — O U (R x (=003 0])
as in |22, Lemma 2| or |42, Proposition 3.3, Step 2|. O

The following proposition contains the main regularization result which allows us to get
W2 _convergence of the sequence of penalized minima.

PROPOSITION 3.17. Let (h,u) € X(up;0,b), h > 0, be a critical pair for G. Let A >
Ao = |[HY||[o(r,), where HY is the anisotropic mean curvature of T'y. Let (gn,vn) €
X (uo;0,b) be a solution to the penalization problem

min{G(g,v) + A[|Q] = [2]] : (9.v) € X(u0;0,0), 9 > h— an } (3.29)

where (an)n is a sequence of positive numbers converging to zero. Assume also that g, — h
in L1(0,b), Dv, — Du in L2 (Q; M?),

loc
: 1_ 1 - 1 _
im /F )= [ o) @ i (5 =0 (3.30)
and  lim W(vy,) dz = W(u). (3.31)

n—-+4oo an Qh
Then g, € W2%°(0,b) for n large enough, and g, — h in W2>(0,b).

PROOF. We review the proof of [45, Theorem 6.9], underlining the main changes needed
to treat the present situation.

Step 1. We show that supy |gn — h| = 0 as n — +oo. We may assume that I'y, UX,,
converge in the Hausdorff metric (up to subsequences) to some compact connected set K
containing I';,. We claim that H!'(K\T';) = 0. In fact, the approximate normal vector vk is
defined at H'-a.e. point of K, coinciding with v, on I',, and applying [47, Theorem 3.1] we
get,

zp(uh)omlg/ w(yK)d”ngliminf/ Y(vg,) AH + MHY(Z,,) = | ¢(vn) dH,
Ty K Tyn

n—-4o00 Ty,

from which the claim immediately follows. Now, since K is the Hausdorff limit of graphs, for
every x € [0,b) the section K N ({z} x R) is connected; hence H'(K\T';) = 0 implies that
K =T}. The uniform convergence of g, to h follows using this equality, the definition of
Hausdorff convergence and the continuity of h.
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Step 2. We have g, € C°([0,b]) and %, . = @ for n large enough, where

Sgnc = {(@,gn(2)) s 2 €[0,0), gn(x) = g, (x), (gn)' (2) = —(gn)_(x) = +00}

is the set of cusps. The argument relies only on the inner ball condition, proved above
(Lemma 3.16), and can be obtained repeating word for word the second step in the proof of
[45, Theorem 6.9].

Step 3. We claim that g, € C*([0,b]) for n large enough. In fact, using again the inner ball
condition we first obtain that g, is Lipschitz and admits left and right derivatives at every
point, which are left and right continuous respectively: this is proved in [22, Lemma 3| (notice
that the second situation described in the quoted result can be excluded thanks to the fact
that ¥, UX,, .= O, as proved in the previous step).

From this we can also obtain the following decay estimate for v, : for all zg € I'y, there
exists ¢, > 0, a radius r, > 0 and an exponent «,, € (1/2,1) such that

/ |Du, |2 dz < ¢,r2n (3.32)
BT(ZO)ann

for all » <, (see [42, Theorem 3.12|).

Finally, the argument which leads to the C'-regularity of g,, goes as follows. It consists in
showing that the left and right tangent lines at any point zg coincide, comparing the energy
of (gn,vyn) with the energy of a suitable competitor obtained by replacing the graph of g, in
a neighborhood of zy with an affine function. Assume by contradiction that the left and right
tangent lines at a point 2y = (20, gn(20)) € I'g, are distinct, and form an angle 6 € (0,7).
Extend v, out of €, to a function ©,, which still satisfies the estimate

/ |Dop|? dz < ¢, (3.33)
By (20)

For r < r,, consider the points z. = (a,,gn(x.)), 2/ = (x),gn(z])) on T'y, N OB, () such

that the arcs 7,., 7/ on I'y, connecting z/. to zp, and 2, to z respectively, are contained in
Iy, NBy(20). Let s be the affine function whose graph connects z,. and 2], denote by v, v
and 1)/ the upper-pointing normals to the segments [2/., 2], [z}, 20] and [z, z0] respectively

and define

. | gn(x) if z € [0,b)\ (2., z)),
gn(x) = { max{s(z),h(x) —a,} if z € (2., 2)).

Then (gn,0,) is an admissible competitor in problem (3.29), and by the minimality of (g, v,)
we get

0> Glgnsvm) + All9,| — [0]] = Clans 5) — Al ] — 1]
> / b(vy,) dH! / Pvg,) dH / W () dz — AR, AQ;,|
YU~ Ly, N((zh,2) xR) Br(z0)
> J2h — 20| (V) + |2 — 20 $() — 2L — 21| ()

_ / (D=1 (2),1) — (—s,1)) dx — cur? — Amr?, (3.34)
(zl, 2 )N{h>s+an}

where we used (3.33) and the inequality
[ lra) db = 15— 2l ) + | 20l 0,
YUy

which can be deduced arguing as in the proof of Lemma 3.15.
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Now, observe that |z — 20| + |2 — 20|V} = |z]. — 2!/|v,; therefore, applying [41, Proposi-
tion 8.1| (notice that the assumption (3.1) guarantees that the sublevel set {1 < 1} is strictly
convex) we get

|2 = 20| W) + |2 = 20l Y()) = |2 = 2| (vr) Z rw(l — v 1)),

where w : [0,2] — [0,400) is a modulus of continuity. From (3.34) we deduce

ro(l =) < / (V(=H(x),1) = (=5, 1)) dz + ¢,
(zl, 2 )N{h>s+an}

and, in turn,
w(l - l/; ) V;,) < 2L1p(¢) OSC(x’T7x’T’)h/ + C;LTQOZn—l,

and since o, > 3 and A’ is continuous, letting r — 0 we obtain w(1—v/.-1//) — 0, which is a

contradiction since v/, - v/ — cos# < 1. This completes the proof of the C*-regularity of g,.
Step 4. We have g, — h in C'([0,b]). The purely geometric argument that leads to this
claim relies only on the inner ball condition, and is contained in the fourth step of the proof
of [45, Theorem 6.9].
Step 5. We now prove that for all a € (0,1/2), g, — h in C1([0,8]), v, € CH*(Q,,) for n
large enough, and sup,, [|vn |1, ) < +00-

The first claim follows by a comparison argument. Fix any point zy = (xo, gn(20)) € Iy, ,
r > 0, denote by ~, the open arc contained in I'y, of endpoints zy and (zg + 7, gn(x0 + 7)),
and define g, as

N | gn(2) if x € [0,0)\ (xo, z0 + 1),
gn() = { max{s(z), h(z) —ay} if x € (xo,x0+ 1),

where s is the affine function whose graph connects zp and (zg + r,gn(xo + r)). Then,
comparing the energies of g, and g, (as we did in Step 3), one can see that inequality (6.8)
in [45] becomes in our case

To+r To+r
/ (=g, 1)dr — / (=5, 1)dx < dr?. (3.35)

0 Zo

Now, observe that for every a,b there exists a point ¢ in the interval [a A b,a V b] such that

Y(0,1) — 9(a, 1) = Oui(a, 1) (b — @) + 3 F(€,1) (b~ a)?

co(b — a)?
> — N
= 31¢(a7 1) (b a) + 2(1 + 52)3/2
co(b — a)?
>0 1)(b— 3.36
= 1¢(a7 ) ( a’) + 2(1 + max{a2,b2})3/2 ( )
(in the first inequality we used Lemma 3.13). Applying (3.36) with a = —1 ;OH gh, dz and
b= —g, (), integrating in (zg,zo + r) and using (3.35), we get
co 1 /$0+T< , 1 /woJrT , 2
O [ (e - [ as)
2(1 +M12)3/2 T Jzo T Jao
1 xo+Tr 1 ro+r
<o [ v nde = [T us e < et
" Jao T Jap

From this inequality, arguing as in Step 5 of the proof of [45, Theorem 6.9], it follows that
the sequence (gn)n is equibounded in Cl"’_%([O,b]) for all o € (1/2,1), thus proving the
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first claim. The other claims are obtained using standard elliptic estimates (see |45, Proposi-
tion 8.9]).

Step 6. The conclusion (g, — h in W2°(0,b)) follows by using the Euler-Lagrange equation
(3.6) satisfied by a critical pair.

Indeed, setting K,, = {z € [0,] : gn(z) = h(xz) — an} and assuming without loss of
generality that A4, = (0,b) \ K,, is not empty, it is easily seen that ¢/, (x) = h'(z) for every
x € K,,, while for z € A,, the following Euler-Lagrange equations are satisfied by g, and h
respectively:

((%1&(—9%(:6), 1))/ = _W(Un)(x7gn(x)) + /\n;
(O19(=1'(2),1))" = =W (u) (2, h(x)) + X,

for some Lagrange multipliers A, , A (the first equation follows by the minimality of (gy,v,),
the second one by the fact that (h,u) is a critical pair: see (3.6)). Observe that, thanks to the
results contained in [8, Section 7.7|, g/, is a Lipschitz function for all n. Now using the fact
that the anisotropic mean curvature is expressed as a derivative (see (3.7)), we first deduce
from the previous equations that, splitting A, into the union of its connected components

(i Bin),
ﬁi,n

Al An] /A W (0n) (@, gu(@)) do = 3 / (Bnb(—g, (), 1)) da

i Qi n

= 3 (00 (=ga(Bun). 1) = Outh(~gh(aia), 1))
= 3 (b= (Bi). 1) = O (M (@1). 1))

::/“(@¢04ﬂ@y1»%u::MAﬂ-lAAw«wcuhu»dx,

which, in turn, gives

Ap — A=

\A 1 /4 (, gn( ))—W(U)(ﬂi,h(az))] dz.

From assumption (3.31) and Step 5 one can deduce that W(v,)(-,gn(-)) — W(u)(-, h(:))
uniformly in [0, ], hence we conclude that A, — A. Now the Euler-Lagrange equations, the
convergence A\, — A and the uniform convergence of W (vy,)(-, gn(:)) to W(w)(-, h(-)) imply

(811#(—9:1(:):), 1))/ — (81¢(— '(x), 1)) uniformly in [0, b].
Finally, from this we deduce that ¢/ — h” in L°°(0,b), since

gl — W[l o o) H D(=gn, 1) (D1v(= )
L>(0, -

0t 1(—gn, 1) 3%1¢( 1)

(using the fact that the denominators are uniformly bounded away from 0 by Lemma 3.13).

This concludes the proof of the proposition. ([l

—0
Lo (0,b)

PROOF OF THEOREM 3.11. By contradiction, let (gn,?,) € X(up;0,b) be such that
195, = 1], 0 < [|gn = hll=(op) < 5 and

G (G, Bn) < G(h,u). (3.37)
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Fix A > max{Ag, Wy}, where Ay is defined in Proposition 3.17 and

1 [t —A
Wo = b/o W(Uo(z,y))dz,  Uo(x,y) = uo(,0) +e°(°’ 20+ A y)

(notice that Wy is finite since ug is Lipschitz), and let (gn,vy) be a solution to the minimum
problem

. |
mln{G(g,v) + A[|Q] = ]| (9,v) € X (ug; 0,b), g > h — g} : (3.38)

then
G(gns vn) < Glgns vn) + Al | = (]| < G(@n, ) < G, ). (3.39)

We claim that (gn,v,) — (h,u) in Y, up to subsequences. Indeed, by (3.39) we have a
uniform bound
/ |E(v,)|* dz + Var(gn; 0,b) + |Q,,| < C
an

(the bound on the variation of g, follows using condition (3.2), which gives a uniform bound on
H'(Ty,)), so that by Theorem 3.1 we have (gy,vy,) R (k,v) € X(up;0,b) up to subsequences.
Taken any (g, w) € X (ug;0,b) with g > h (it is an admissible competitor for all the penalized
problems) we have, by the l.s.c. of G with respect to the convergence in Y and the minimality
of (gna Un) )

Glk,v) + AJJ9%] — (] < liminf (G g, v) + I, |~ [24]]) < Glo.w) + Al — ]

(3.40)
From the previous inequality with (g, w) = (h,v) we get, since k > h,

b
Y(vg) dH + A/ k—h| < [ () dH,
T 0 Ty,
from which it follows k = h by Lemma 3.15 (using A > Ag), and in turn v = u. Thus the
claim is proved.

Moreover, using again (3.40) with (g,w) = (h,u), combined with the l.s.c. of the volume
energy and of the map g — ng ¥(vy) dH! with respect to the convergence in Y (the second
one follows from Reshetnyak’s Lower Semicontinuity Theorem), we deduce that conditions
(3.30) and (3.31) hold. By Proposition 3.17 we can conclude that g, — h in W2°°(0,b).

We now deal with the volume constraint. Suppose first by contradiction that |, | < [Qp].
In this case, consider the competitor (g, vn), where g, = gn + (|| — €, ])/b and

- Uo(,y) if 0 <y < (2] = [Qg,[)/b,
Un\T,Y) = Qn|=192gp =2(121]-19¢, .
P\ va ey — 20l508m0) e (0, 2GR0 ) if y > (1921 = 120,1)/0,
for (z,y) € Qg,: then
G(Gns Tn) + A, ] = ]| =G (gn, v) — A|1Qg,] = [Q]|= (12%] — |24, [)(Wo — A) <0

(since A > Wy), which contradicts the minimality of (gn,vn).
Thus, [Qg,| > Q4| for every n. We define g, := g, — (|2g,,| — [Q])/b, so that

1.1 = 1],  Gn — g in WH®(0,b), and G(gn,vn) < G(h,u).

From the isolated W2 -minimality of (h,u) (given by Theorem 3.9) we get (§n,vn) = (h,u)
for n large. By (3.39) this implies that G(g,,vn) = G(gn, 0n) = G(h,u) for n large, thus the
pair (gn,¥n) is a solution to the minimum problem (3.38). Hence, the previous compactness
argument applied now to the sequence (§,,%,) instead of (gn,v,) leads to g, — h in W2,
which contradicts (3.37) since (h,u) is an isolated local W2 -minimizer. O
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3.1.4. Stability of the flat configuration. Now we come to the study of the stability of
the flat configuration (%, Ve,) (see Definition 3.7): we show the existence a volume threshold of
minimality, which can be analitically determined in terms of the Grinfeld function K, defined
for y > 0 by

1 y + (3 — 4v,) sinhy coshy
K(y) := max —J(ny), J(y) = (2 2p) inh?y’
R 4(1 = vp)? + y2 + (3 — 41 sinh® y

where v, = ﬁ (the function K is strictly increasing and continuous, K (y) < Cy for some

positive constant C', and lim,_, 1 K(y) = 1: see [45, Corollary 5.3]).

THEOREM 3.18. For any b > 0 and eq > 0, let d(b,ep) € (0,+00] be defined as d(b,ep) =

2
+oo if 0<b< % %, and as the solution to
0

o (2md00)\ 7 (242 OB 0(0.1) 1
< b2 )_4 ulp+r) b

otherwise. Then the flat configuration (%, Vey) 1S an isolated b-periodic local minimizer for G,
in the sense of Definition 3.5, if 0 < d < d(b,ep),

The threshold d(b, eq) is critical: indeed, for d > d(b,eq) there exists a sequence (gn,vn) €
X (u0;0,b) such that |Qg, | =d, ||gn — %Hoo <1 and G(gn,vn) < G(%,veo).

n

In order to prove the theorem, we start by noticing that we can consider without loss of
generality variations in the subspace

Hy(Tapp) := { € Hy(Tap) : (0,d/b) = (b, d/b) = 0},
(see [45, Remark 4.8]); in turn, this space can be identified with
~ b
0. = {o e 10,040 =) =0, [ o =0},
0

Observe moreover that the quadratic form associated with the second variation of the func-
tional G at the flat configuration is given by

b
PGl == [ CB.): B, ds+ 00,1 [ @) da
(0,6)x(0,4) 0
for all ¢ € ﬁ&(O, b), where v, € A(€q);) is the solution to
b
/ CE(v,) : E(w)dz = 7'/ @' (x) wi(x,d/b)dz  for every w = (w1, ws) € A(Qyp)
(0,)x(0,4) 0

with 7 = %;%’}\)60. Observe that, by Lemma 3.13, the coefficient 9%;1(0,1) is strictly
positive.

PROOF OF THEOREM 3.18. Arguing as in the proof of [45, Theorem 5.1|, we get an
explicit expression of the second variation in terms of the Fourier coefficients of ¢, namely

2 ) ; ) 72(1 — vp)bJ (27rnd /b?)
02G(d/b, vey) ] = %n OnP—n [311¢(0, 1) — p27r,un ] ;

(3.41)

where the ¢, ’s are the Fourier coefficients of ¢ in (0,b). Now by definition of K

72(1 — vp)bJ (27rnd /b?) 9 27d 7 (2u+ \)0%9(0,1) 1
> ) e k()T b1
nez 2 pin < Onv(0.1) ( b’ > sS4 u(p+N) b
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which implies by (3.41)

2
02G(dfb,vey)[0] > 0 Ve € HL(0,b) = K (27”1> _ T 2ptNRY0,1) 1

b2 4 eu(p+r) b’
(2 o Cu+NoRY(0,1) 1
b2 4 egup+r) b

Then the conclusion follows by Theorem 3.11. O

— 02G(d/b,ve,)[p] <0 for some ¢ € HL(0,b).

REMARK 3.19. It can be interesting to study what can be said, in this anisotropic contest,
about the issue of the global minimality of the flat configuration, that is, whether (%,veo)
minimizes G' among all b-periodic competitors satisfying the same volume constraint. One
can check that the corresponding result proved in the first part of [45, Theorem 2.11| can be
extended to the anisotropic functional considered in this section, with no particular changes
in the proof: precisely, we have that for every b > 0 and ey > 0 there exists dgion(b, €0) €
(0,d(b, e0)] such that the flat configuration (¢,v.,) is a b-periodic global minimizer if and
only if d < dgion(b, €o), and it is the unique global minimizer if d < dgiop, -

3.2. The case of nonlinear elastic energies in two and three dimensions: setting

In the remaining part of this chapter, except for Section 3.9, we will extend the results of
the previous section to the three-dimensional case, taking into account also nonlinear elastic
energies. We start by describing the setting that will be the subject of investigation of the
rest of this chapter.

Let @ = (0,1)V~! be the unit square in R¥=1. For p € [1,4+0c] and k > 0, we denote
by W;;’p (Q) the set of functions h : RN=1 — (0,400) of class W/P(RN=1) which are one-
periodic with respect to all the coordinate directions, endowed with the norm || - [[yyr.r(q)-
Similarly, C’;ﬁ;(@) and C';;’a(Q), for @« € (0,1), denote the sets of one-periodic functions
h:RN=1 — (0,+00) of class C* and C% | respectively.

We first introduce the class of admissible profiles, given by Lipschitz, strictly positive and
periodic functions:

AP(Q) = {h :RY™Y 5 (0, +00) : h is Lipschitz continuous,
h(z 4 e;) = h(zx) for every z e RVt and i =1,...,N — 1}.

Given h € AP(Q), we define the associated reference configuration 2, and its periodic
extension Q# to be the sets

Q= {(:U,y) eRV:2€Q, 0<y< h(az)}, Q# = {(:U,y) eRV:0<y< h(a:)}
respectively, and the graph I'y, of h and its periodic extension I' ZFL, representing the free profile,
Ty = {(z,h(z)) € RY .z e Q}, Fh# = {(z,h(z)) € RY :z e RN_I}.

We also introduce the following space of admissible elastic variations:
V(Qy) = {w € Wl’OO(Q#;RN) s w(x,0) =0, w(z + e,y) = w(x,y)

for all (z,y) € QFf andizl,...,N—l},
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and we denote by V(Q,) the completion of V(€2;) with respect to the norm of H!(€; RY).
Since we assume to be in presence of a mismatch strain at the interface {y = 0}, we prescribe
a boundary Dirichlet datum in the form

UO(xvy) = (A[JZ‘] + Q(x)70)7

where A € Mffl and ¢ : RV=1 — RV~ is a smooth function, one-periodic with respect to
the coordinate directions. We can finally define the space of admissible pairs

X = {(h,u) € AP(Q) x Wl’OO(Q#;RN) s u—ug € V(Qy), det Du(z) > 0 for ae. z € Qh} .

In order to introduce the functional on X which represents the total energy of the sys-
tem, we define the elastic energy density and the anisotropic surface energy density to be,
respectively:

o W:MY — [0,+00) of class C?,

e 1 : RY — [0,+00), of class C® away from the origin, positively 1-homogeneous, such

that
m|z| < Y(z) < M|z| for all z € RY (3.42)

for some positive constants m, M, and satisfying the following condition of uniform
convexity: for every v € SV1

D*p(v)[w,w] > ¢|lw]* for all w L v, (3.43)

for some constant ¢ > 0.

Finally, we define the functional on X

F(hyu):= [ W(Du)dz+ [ ¥(vp)dHV 1, (3.44)
Qp Ty

where v, denotes the exterior unit normal vector to € on I'j, (we shall omit the subscript

h when there is no risk of ambiguity).

REMARK 3.20. Although, for the sake of simplicity, we assume that W is defined on the
space I\\/Jlf of the matrices with positive determinant, the results that we are going to prove
are valid also for a general nonlinear density W of class C?, defined only on an open subset
O of MY ; in this case the space X should be replaced by the following space of admissible
pairs:

{(h, u) € AP(Q) x Wh2(QF i RYN) 1 u—ug € V(Q), Vu(z) € O for ae. z € Qh} .

The physically relevant condition that W () — 400 as deté — 01, which is customary in
Finite Elasticity, is compatible with our assumption. When W is a quasi-convex function
defined on the whole space MV and satisfying standard p-growth conditions, the definition
of the functional F' can be extended to a larger class of admissible pairs by a relaxation
procedure (see [23]).

We will denote the derivatives of W by
ow 0*W

, 4% = D*W(¢) = ( ) .
5, 9) - el =0 = (GEe)

We now give the definitions of critical point for the elastic energy in a given reference config-
uration €2, and of critical pair for the functional F'.

WMO:DW@=<
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DEFINITION 3.21. Let (h,u) € X with u € Cl(ﬁﬁ;RN). The function w is said to be a
critical point for the elastic energy in €y, if

We(Du) : Dwdz =0 for every w € V(). (3.45)
Qp

Notice that, by periodicity, (3.45) is equivalent to

{div [We(Du)) =0 in QF,
We(Du)ly] =0 onT}.

DEFINITION 3.22. We say that a pair (h,u) € X is a (regular) critical pair for F if

h e Ci(Q), ueC? (ﬁ#, R™M) is a critical point for the elastic energy in €2, and the following
condition holds:

W(Du) + HY = const  on T'y,. (3.46)
The regularity assumptions on a critical pair (h,u) allow us to extend u to a slightly larger
domain, preserving the property that the deformation gradient Du has positive determinant.

More precisely, given a critical pair (h,u) we can find an open set €’ of the form €y, for
some n > 0, with the following property: denoting by Q%E the periodic extension of €, we

can extend u to a periodic function of class C* in ﬁl# in such a way that det Du(z) > 0 for

every z € Q. This induces us to consider the following class of competitors:
X'={(gv) €X : Qg CQ, vEW"(Qy;RY), det Dv(z) >0 for a.e. z €Y'}, (3.47)
We then consider the following notion of local minimality.

DEFINITION 3.23. Let (h,u) € X be a critical pair for F'. We say that (h,u) is a local
minimizer for F if there exists § > 0 such that

F(h,u) < F(g,v) (3.48)

for all (g,v) € X’ with [|g — hllec < 0, [Q] = [Q4], and [|Dv — Dul| e aanvy < 6. We say
that (h,u) is an isolated local minimizer if (3.48) holds with strict inequality when g # h.
REMARK 3.24. The following construction will be used several times throughout this

chapter. Given any admissible profile h € AP(Q), we associate with every g € AP(Q) in a
sufficiently small L -neighborhood of A a map ®, : ﬁ# — ﬁjﬁ with the properties:

o O,(x,0) = (x,0) for every z € RV-1;

o O (x,y) = (z,y + g(x) — h(x)) in a neighborhood of r¥,

o Oy(x+e,y) = Py(x,y) + (€;,0) for (z,y) € ﬁ# and i =1,...,N —1;

e &, satisfies the following estimate:

[®g — Id| poo vy < [lg = PllLoc(q)- (3.49)

We can explicitly construct the diffeomorphism @, as follows. Setting mg := minh > 0, we

fix a nonnegative cut-off function p € C2°(—"2, 552) with p =1 in (%2, 7). Then it is easily

202
seen that, if ||g — hllcc < %, the map

Og(z,y) = (2,4 + p(y — h(@))(9(x) — h(z)))

satisfies all the previous conditions.
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REMARK 3.25. We note here for later use that, as a consequence of the positive 1-
homogeneity of the anisotropy v,

D*p(v)[v] =0  for every v € RV\{0}. (3.50)

Moreover, given a sufficiently regular admissible profile h, we can prove the following explicit
formula for the anisotropic mean curvature of I'j, (see (1.6)), analogous to the expression
obtained in Remark 3.6 for the two-dimensional case:

N-1
HY G h@) = Y (2 (vh), 1), (351)
i1 7 7

Indeed, observe that by (3.50) we have D?*y(—Vh,1)[(=Vh,1)] =0, that is,

—~

=z

-1

0% oh 0%
h,1)— = —Vh,1
8218,2]( Vi, )Oxj 8ziazN( Vh,1)
J=1
for i =1,...,N. Hence, as V1 is 0-homogeneous, a straightforward computation yields
N-1
8%!) 0%h
p _
HO (@) = dive, (V0 lenien = = 2. 5 (VD
N-1
GQw oh 02 0’h  Oh
h,1)=— — —Vh,1
1 + |Vh|2 Z (Z 8zkazj )8;13j szﬁzN( vk, )> 0x,0x; Ox;’

from which (3.51) follows by using the previous equality.

3.3. Critical points for the elastic energy

The purpose of this section is to associate with every g close to h (in some norm, to be
specified) a deformation u, such that, if g is fixed, the map v — F(g,v) has a local minimum
at ug. If this is the case, then in order to prove the local minimality of an admissible pair
(h,u) it will be sufficient to compare F'(h,u) only with the values of F' at pairs of the form
(9,ug), avoiding in some sense the dependence on the second variable. The Implicit Function
Theorem guarantees that this is in fact possible, under suitable assumptions on the starting
pair (h,u).

DEFINITION 3.26. Let (h,u) € X, and assume that w is a critical point for the elastic
energy in {2y, according to Definition 3.21. We say that u is a strict J-local minimizer for
the elastic energy in Qy,, for § > 0, if

W(Du)dz < W(Du + Dw)dz
Qp, Qp,

whenever w € V(2,) and 0 < [[Dw|| g0 (g, vy < 6.

We now provide suitable assumptions on a pair (h, ), with u critical point for the elastic
energy in €, , which guarantee that if ¢ is a small W?2P-perturbation of the profile h then we
can find a critical point u, for the elastic energy in €1, which in addition locally minimizes
the elastic energy. In order to do this, we introduce a fourth order symmetric tensor field,
associated with a deformation w in a domain 2y, setting

Cu(2) == Wee(Du(z)) for every z € ﬁ# :
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DEFINITION 3.27. Let (h,u) € X . We say that the elastic second variation is uniformly
positive at u in €2, if there exists a positive constant ¢y such that

CyDw:Dwdz > COHw”%ﬂ(Qh-RN) for every w € V() (3.52)
Qp ’

where we recall that V() denotes the completion of V(€2,) with respect to the norm of
HY (Qp; RY).
Arguing as in |76, Theorem 1], it is possible to prove” the following equivalent formulation

of condition (3.52).

THEOREM 3.28. Let (h,u) € X be such that h € C’i(Q) and u € CQ(Q#;RN) is a
critical point for the elastic energy in Q. Then (3.52) holds (with some positive constant cg
depending only on the pair (h,u) ) if and only if the following three conditions are satisfied:

(H1) for all z € Qp, the fourth order tensor Cy(z) satisfies the strong ellipticity condition,
that is

Cu(z)M : M >0
whenever M =a®b with a 20, b#0;
(H2) for all zp € T}, the boundary value problem
{div [Cu(20)Dv] = 0 in Hy(z),
(Cu(20)Dv) [V(20)] =0 on OH (),
where
Hy.):=1{z € RN : 2. v(zg) > 0},

satisfies the complementing condition, i.e., the only bounded exponential solution to
the previous equation is v = 0. By bounded exponential we mean a solution of the
form

o(2) = Re[f (= - (z0)) =)
for some b € 0H,(,,)\{0} and f € C>([0,400),CN) satisfying sup, |f(s)| < oo;
(H3) the elastic second variation is strictly positive, that is, for every w € V() \{0}
C,Dw:Dwdz > 0.
Qp
We are now ready to explain the construction announced at the beginning of this section.
PROPOSITION 3.29. Let (h,u) € X be such that h € Ci(Q), u € CQ(ﬁ#ﬂRN) is a critical

point for the elastic energy in QU , and condition (3.52) holds. Let p € (N,+o00). There exists
a neighborhood U of h in Wi’p(Q) and a map g € U +— ug € WHP(Qg; RN such that:

(i) ug is a critical point for the elastic energy in €, according to Definition 3.21;
(ii) up =u;
(iii) the map g +— ug o ®y is of class C1 from Wi’p(Q) to W2P(Qp; RV).

2In view of the Remark following [76, Proposition 9.4], our regularity assumptions on W and (h,u) are
sufficient to guarantee the validity of the stated result.
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PrOOF. We start by observing that if g € Wi’p(Q) is close to h in the W?2P-topology,
the maps ®, introduced in Remark 3.24 are orientation preserving diffeomorphisms of class
W?2P satisfying an estimate

[@g — Td|lw2p(0,ry) < cllg = hllwze @) (3.53)
for some constant ¢ > 0 depending only on h. Moreover, by construction the map g — ®, is

affine, and hence of class C*° from a neighborhood of h in Wi’p(Q) to W2P(Q; RY).

Our aim is to associate, with every ¢ in a sufficiently small W?2P-neighborhood of h, a
solution ug to (3.45) (where h is replaced by g) with ug —ug € V(€4). A change of variables
shows that a function v is a solution to (3.45) with v —ug € V(y) if and only if the function
0 =wvo®y; —ug belongs to V() and solves

/ We (Do + Duo)(DQQ)*l)(DCI)g)*T : Dw detD®,dz =0 for every w € V(2.
Qp

Notice that an equivalent formulation of (3.54) is .
{div [Qa,(2,D0(2))] =0 in Q#,
Qa,(2,D0(2))[v] =0 onT},
where we set, for z € ﬁ# and M € MV,
Qa,(z, M) = detD®y(2) We (M + Dug(2))(D®4(2)) ") (DPy(2)) T (3.55)

Our strategy will be to get a solution to this boundary value problem by means of the Implicit
Function Theorem. To this aim, let us define the open subsets

A= {® e WP(Q;RY) : detD® > 0 in QFf, DO(x + e;,y) = DP(z,y)
for (x,y) GQ# andi=1,...,N—1},
B = {v e V() N WP(Qp; RY) = det(Dv + Dug) > 0in Q,},

both equipped with the norm || - [ly2.p(q,;rv) (notice that the pointwise conditions on the
determinants in the definition of the spaces A and B make sense thank to the embedding of
W2P in C1*). Observing that, for (®,v) € A x B, the map z — Qo(2, Dv(2)) is of class
WP in Qy (here Qg is defined as in (3.55) with @, replaced by ®), we introduce the spaces

Vi = {f € P(QRY) : fla+eny) = f(e.y) for ac. (r,y) € Qf andi=1,... N 1},
Yo :={ne Wlfi’p(l“h;RN) :n(x + e, h(z +e;)) =n(x, h(x)) for a.e. x € RNfl},
and the map G : A x B — Y7 x Y5 defined as
G(@,0) := (div[Qa(, Du())], Qa(, Du()[V])-

It can be checked that G is a map of class C!, and G(Id,u — ug) = (0,0) (as u solves
(3.45)). In order to apply the Implicit Function Theorem, we need to verify that the partial
derivative 0,G(Id,u — ug) is an invertible bounded linear operator. Since for every v €
V(Qp) NW2P(Q; RY)

By G(Ld, u — up)[v] = (div (Wee(Du) Dv] , (Wee(Du) Do) [y])

= (div [C,,Dv], (C,Dv)[V]),
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the invertibility of the operator 0,G(Id,u—wug) corresponds to prove existence and uniqueness
in V() N W?2P(Qy; RY) of solutions to the problem

div[C,Dv] = f in QF,

(CuDv)[v]=n on F#,
for any given (f,7n) € Y1 x Ya. The proof of this fact relies on the regularity theory for elliptic
systems with mixed boundary conditions, and in particular on the regularity estimates of
Agmon, Douglis and Nirenberg (see |2, Theorem 10.5]), which can be applied thank to the
assumption (3.52), which is equivalent to the three conditions (H1)-(H3) by Theorem 3.28,
and to the regularity of h and u (we refer also to [81] for a clear presentation of the theory
in the context of linear elasticity).

We are now in position to apply the Implicit Function Theorem: there exist a neighborhood
V of Id in A, a neighborhood W of u —up in B and a map

PeVi—up eW

of class C' such that ury = u — up and G(®,ugs) = (0,0) for all ® € V. Finally, thank to
(3.53), we can determine a neighborhood U of h in Wi’p(Q) such that if g € ¢ then ®, € V.
Setting ug := (us, +uo) o<I>g_1 for any g € U, we obtain the conclusion of the proposition. [

REMARK 3.30. From the proof of the previous proposition it follows in particular that
there exists a compact set K C Mﬂ\_’ such that

Dugy(z) € K for every g € U and z € Q.

We conclude this section by showing that the critical points u, constructed in Proposi-
tion 3.29 are also local minimizers of the elastic energy, in the sense of Definition 3.26.

ProproSITION 3.31. Let U be as in Proposition 5.29. There exist § > 0 and € > 0 such
that, if g € U and ||g — hllw2p(Q) < €, then ugy is a strict J-local minimizer for the elastic
energy in g, according to Definition 3.26.

PROOF. We start by observing that, if g € U and [|g — hlly2s(g) < €, then from (3.52)
and from the smoothness of the map g — u4 0 4 one can easily deduce that

. ST
/Qg Cy,Dw:Dwdz > ZHwHHl(Qg;RN) (3.56)

for every w € V(€y), provided € > 0 is small enough.
Let now w € V(£ly) satisfy 0 < [[Dw| peo(q,mivy < J, with § > 0 to be chosen. We set

f@) = W(Dug + tDw)dz, te|0,1].
Qg
Notice that, since u, is a critical point, f’(0) = 0. Hence, there exists 7 € (0,1) such that
"
W (Dug + Dw)dz = f(1) = f(0) + fQ(T)
Qg

1
:/ W(Dug)dz+/ Cu,[Dw, Dw]dz
Q 2 Ja,

1
+ B / (Wee(Dug + 1Dw) — Wee(Duyg)) [Dw, Dw] dz
Qg
C
> [ W(Duy)dz + (§0 - w(5)) lellZs g, ey (3.57)

Qg
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where we used (3.56) and we set
w(8) == maX{HW&(A +7B) — Wee(A)||lo: A€ K, BEMY, |B|<6,0< 1< 1},

with K as in Remark 3.30. Note that w(d) — 0 as 6 — 07 . Therefore, choosing § so small
that w(d) < ¢ it follows from (3.57) that ug is a strict §-local minimizer. O

3.4. The second variation

The main result of this section is the explicit computation of the second variation of the
functional F' along volume-preserving deformations. Here and in the following we assume
that (h,u) € X satisfies the assumptions of Proposition 3.29: h € Ci(Q), u € Cz(ﬁh#;RN)
is a critical point for the elastic energy in €25, and condition (3.52) holds.

Given ¢ € C’i(@) with qubda: =0, for t € R we set hy := h + t¢. According to

Proposition 3.29, for ¢ so small that h; € 4/ we may consider a critical point up, for the

elastic energy in €p,. To simplify the notation, we set w; := up,. We define the second
variation of F' at (h,u) along the direction ¢ to be the value of

d2

o2 ' (heyug)]fe=o.

We remark that the existence of the derivative is guaranteed by the regularity result contained
in Proposition 3.29 (see the first step of the proof of Theorem 3.32).

As usual, for any one-parameter family of functions {g; }1er we denote by §;(z) the partial
derivative with respect to ¢ of the function (¢, z) — ¢+(z). We omit the subscript when ¢t = 0.
In particular we let
8ut . 8ut ‘

—, U= — .
ot ot li=o0
We introduce also the following subspace of H(T}):

Q:Lt =

ﬁ#(f‘h) = {19 € Hll(JC(F#) Oz + e, h(z + e;)) = O(x, h(z)) for a.e. z € RV

and for every i =1,...,N — 1, / PAHN L = 0},
'y
and we define ¢ € ﬁ#(lﬂh) to be
o= —® oo
V14 |Vh|?
where 7 : RY — RN~ ig the projection on the hyperplane spanned by ey, ...,ex_;. Denote

also by 14 the outer unit normal vector to €, on I'j,, and by Htw = div (VY oy) the
anisotropic curvature of I'y,. It will be convenient to consider, as we did before, a family of
diffeomorphisms ®; : Q, — Qy, of class C? such that &g = Id and ®;(x,y) = (z,y + to(x))
in a neighborhood of I'y, (see Remark 3.24).

In the following theorem we deduce an explicit expression of the second variation.

THEOREM 3.32. Let (h,u), ¢, ¢ and (hy,ur) be as above. Then the function @ belongs
to V(Q,) and satisfies the equation

CyD1 : Dwdz :/ divr, (o We(Dw)) - wdHN™Y for all w € V(Qp). (3.58)

Qp IS
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Moreover, the second variation of F at (h,u) along the direction ¢ is given by

2
— F(hgyug))i—o = — | CuDu: Didz +/ (D*) o v)[Vr, @, Vr, o] dHN 1
dt? Q T,
- / (8,(W o Du) — trace (BVB)) p? dHN (3.59)
Ty

- / (W o Du + H¥) divr,
Ty

(OnIVhE) N o g,

V1+|Vh|?
where HY , B and BY are the anisotropic mean curvature, the second fundamental form and
the anisotropic second fundamental form of T'y,, respectively (see (1.4) and (1.6)).

Before proving the theorem, we collect in the following lemma some identities that will be
used in the computation of the second variation.

LEMMA 3.33. The following identities are satisfied on 'y, :
(a) 0,HY = —trace (B¢B) = —trace (B*(D*¢Yov));
(b) U =—=Vr,¢;
(c) HY = divy, ((D2¢ o V)[V]) = —divr, ((D2¢ ov) [Vphgo]) .

PROOF. Recalling that Dv[v] = 0, we easily deduce that D (Vi ov)[v] = 0. By differ-
entiating,

d, (D (Vypov))=—D(Vipov)Dv=—-BYB,
and from this we obtain (a), since
d,HY = 8, [div(Ve o v)] = 9, [trace (D (Vi) o )]
— trace[d, (D (V4 o v))] = —trace [BwB] .

Let us prove (b). Differentiating with respect to ¢ the identity

—Vh, 1
I/tO(I)t:MOTr on I'y,

V14| Viy|?

and evaluating the result at t = 0, we get that on I';, holds

—Vo¢ (Vh - v¢>)Vh —Vh-Vo¢
+ (¢pom)d + = |o
e (W (L4 |[VAR)2 " (14 VA2 >2> '
~ (=Ve,0) <Vh Vo )V
V14 [Vh[? |Vhy2 L+ [VRE®
Cortsge oo

= om |V, (¢om).
( 1+ yVhP ) "
Hence, using the identity
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we finally get

I'/——<\/1+1’7Vh|207r>vrh(¢077)—Vrh<\/1+1‘7Vh|20ﬂ'>(q5o7r)

1+ |Vh|?

that is (b).
Let us prove (c). Differentiating in the direction v the identity (D% ov)[v, ] =0 (which
follows by (3.50)), we obtain

V-0, ((Dzw ov)[p]) = —(D*pov)[p,d,v] =0,

where we recall that 0, = 0. Hence

H® = ;Hﬁt:o = gt [div(Vep 0 1)] [1=0 = div ((D* o v)[9])
— divr, (DY o )[5]) + v -8, (D> o v)[F])

= divr, (D%} o v)[5]) = —divr, ((D*) 0 v)[Vr,¢]),

where in the last equality we used (b). O
We are now ready to perform the computation of the second variation of the functional.

PROOF OF THEOREM 3.32. We divide the proof into several steps.

Step 1. We claim that the regularity property stated in Proposition 3.29-(iii) guarantees that
the map (t,2) + wy(2) := ugo®;(2) is of class O in (—ep,eg) x £, for some ¢ small enough.

Indeed, denoting by wj, the derivative of the map ¢ — w; with respect to the W?2P_norm,
evaluated at some ¢ty (small), we have that

L (wigrs — why) = W), in W2P(Qy,), as s — 0. (3.60)

In particular, wy, s — wy, in C1(Q) as s — 0, showing that the map (¢,2) — Dwy(2) is
continuous in (—eg,&0) x Q4. Moreover, (3.60) implies that wj = ty,, and the continuity
of t — w) yields iy, +s — iy, in CO(Qy) as s — 0, showing that the map (¢,2) — 1y (2) is
continuous in (—eg,eg) X Q. The claim follows.

This provides a justification to all the differentiations that will be performed throughout
the proof. Moreover, it is also easily seen that u; € V(Qp,) for ¢t € (—eop,¢0).

Step 2. We prove (3.58). Let us recall that u; satisfies equation (3.45):

We(Duyg) : Dwdz =0 for every w € V(Qy,). (3.61)
Qp,

Fix w € V(). Then w may be extended outside €, in such a way that w € V(€y,) for ¢
small. We can differentiate (3.61) with respect to ¢ and evaluate the result at ¢ = 0 to obtain

0 = CyD7 : Dwdz + / o(z) [We(Du) : Dw] | (g n(z)) dz (3.62)
Qp, Q

= CyDti : Dwdz + / o We(Du) : DwdHN L.
Qh 1_\h
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Recalling that We(Du)[v] = 0 along I'j,, the second integral in the above formula can be
rewritten as

/@Wg(Du):DwdHN_l = /(pr(Du):Dphwd”HN_l
'y 'y

= / divr, (¢ We(Du)) - wdHN 1.
Lp

This concludes the proof of (3.58).

Step 3. We compute the first variation. By the positive one-homogeneity of 1 we have on
p,

(_Vh’tal) ¢((_Vht71))
¢ v :qp — " L o |l="—-—0—""" 07
() < 1+ [Vhe|? 1+ [Vhy|?
Hence,
d he
%F hi,ut) = {/ W (Duy) dydac—i—/ Y((=Vhe, 1) dx}
/gb W (Duy) ”(:c,ht(x)) d:1:+/ Wg(Dut) Dy dy dx
QJo

- /Q V(= Vhi, 1)) - (V6,0) da

Since u; € V(€y,,) the second integral vanishes by (3.61). Then, integrating by parts in the last
integral and recalling the expression for the anisotropic mean curvature provided by (3.51),
we obtain

gt hew) = | ola) [W(Dur) + HY | @, (a)) d- (3.63)

Step 4. We finally pass to the second variation. Differentiating (3.63) with respect to ¢ and
evaluating the result at t = 0 we get

pe ‘ .
gzt (hes u)le—o = /Qﬁb(ff) [(We(Du) = D] |(g,n()) dz + /Q O(2)HY | p(ay) dav
+ [ 0t [T 0 Dut )] o - 0,000 e
=11+ 1+ Is.
Since u € V(Qp), thanks to (3.62) the first integral is

I = — C.Du: Dudz.
Qp,

For the second integral, changing variables, using identity (c) of Lemma 3.33 and integrating
by parts we get

Iy = —/ (pdiVI‘h ((D2»¢; o U)[Vrh¢]) dHN_l — / (D2¢ o V)[VFhSD, thSD] dHN_l.
'y T,

To conclude, we observe that along I'j, the vector (0,¢) can be decomposed as

(07 (P) = (Ov @)Fh + (07 90)1/7
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with (0, ¢)r, tangent to I'y, and (0, ), parallel to v, i.e.,

(0790)Fh_90|:1+‘v}l|2 OT |, (07()0)1/_90 1+‘Vh‘207r :

Hence, recalling the definition of ¢, changing variables in I3 and integrating by parts
. / V(W o Du+ HY) - (0,) (~/1 T |Vh[Zo 7r> AN
'y

2
_ 2 vy (VI [VA[?) N-1
= | PVpr,(WoDu+H?). | =L "Lor | dH
/rh a ) 1+ VA2

+ / ©?8,(W o Du+ HY)dHN !
Iy

= —/ (W o Du+ HY)divr,
T'n

(Vh,|Vh?) 2| qqyN-1
—— dH
( T vape )7
+/ ©? [ﬁy(WoDu) — trace (BwB)} dHN
Ty

where in the last equality we used identity (a) of Lemma 3.33.

O
REMARK 3.34. For a fixed s € R sufficiently small, we deduce from Theorem 3.32 that
d? d?
@F(htvut)’t:s = @F(hsﬂausﬂ)’t:ﬂ
= — 5 Cy. Dt : Digdz + / (D% o vs)[Vr,,, ¢s: Vr,, s) dHN-1
hs

T,

+ / (0, (W o Duyg) — trace (Bfst)) 2 dHN!
Th,

— /I‘ (W o Dug + H;b) diVFhS
hs

(Vhs, |Vhs|?) 2| qayN—1
o7 | ps| dH" T,

( 1+ |Vh|? v
¢ g — Y.

Vi € Hy(T'p,), Bs :== Dvs and By := D(V¢ o). Moreover, the

function s belongs to V(£24,) and satisfies the equation

/ Cy,Dis: Dwdz =
Qpg

where @ 1=

/ divr, (ps We(Dus)) - wdHN 1 for all w e V(Qy,).
r

hs

3.5. The stability condition

The expression of the second variation at a critical pair (see Definition 3.22) simplifies,
as the last integral in (3.59) vanishes by the divergence formula. This observation suggests

to associate with every critical pair (h,u) € X a quadratic form 9?F(h,u) : ﬁ#(rh) - R
defined as

O*F(h,u)[¢] := — ; CuDvy, : Dv,dz —i—/F (D% o v)[Vr, », Vr, ] dHV
h h

+ / (0, (W o Du) — trace (B¢B))tp2 dHN 1 (3.64)
T
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where v, € V(€,) is the unique solution to

CyDvy, : Dwdz = / divr, (pWe(Du)) - wdHN for every w € V(). (3.65)

Qp Ty

It is easily seen that the positivity of the quadratic form (3.64) is a necessary condition for
local minimality: this is made precise by the following theorem.

THEOREM 3.35. Let (h,u) € X, with h € C’i(Q) and u € CQ(Q#;RN), be a local
minimizer for F, according to Definition 3.23, and assume in addition that u satisfies (3.52).
Then the quadratic form (3.64) is positive semidefinite, i.e.,

O*F(h,u)[g] >0  for every ¢ € ﬁ#(Fh)

PROOF. Given any ¢ € 1?-1},£ (Tp)NC=® (I‘ﬁ), we can consider the deformation hy = h+t¢,

where ¢(x) = (1 + |Vh(:n)|2)% o(xz,h(x)), and, for ¢ small, the corresponding critical points
for the elastic energy up,. It follows from equation (3.59) and from the local minimality of
(h,u) (which is in particular a critical pair) that

2

d
82F(h7u) [¢] = @F(ht, Up, )|t=0 > 0.

For a general ¢ the result follows by approximation with functions in fﬂ%(I‘h) NnCc>(T #)
(observe that 0%F(h,u) is continuous with respect to strong convergence in H'). O

DEFINITION 3.36. Let (h,u) € X be a critical pair for the functional F', according to
Definition 3.22. We say that (h,u) is strictly stable if the elastic second variation is uniformly
positive at u in €, (see Definition 3.27) and in addition

*F(h,u)[¢] >0 for every ¢ € ﬁ#(rh)\{O} (3.66)

Our main result (Theorem 3.45) states that a strictly stable critical pair is a local minimizer
for F, according to Definition 3.23. This will be proved in Sections 3.6 and 3.7, while we now
focus on condition (3.66) providing two equivalent formulations.

Given a critical pair (h,u) € X satisfying (3.52), we define the bilinear form on IA{/#(Fh)

(¢, 9)n = / (D*) o v)[Vr, @, Vr, 9] dHN 1 + / apydHN ! (3.67)
Iy 'y
for p,0 € I?Ii#(I‘h), where a := 8,(W o Du) — trace (BYB) on T',. Arguing as in Proposi-
tion 2.20, one can show that if

(p, ) >0 for every ¢ € ﬁ#(Fh)\{O}, (3.68)

then (-,-)~ is a scalar product which defines an equivalent norm on ﬁ#(l“h), denoted by
| - |l~. We omit the proof also of the following result, since it can be deduced by repeating
the proof of Proposition 2.21 (see also [45, Proposition 3.6]).

THEOREM 3.37. The following statement are equivalent.

(i) Condition (3.66) holds.
i) Condition (3.68) is satisfied and T : HL(T'y) — HL(T'},), defined by duality as
# #

(T, 9)~ = / divr, (9 We(Du)) - v, dHN ! = CyDv, : Dvg dz (3.69)

Ty Qp,
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for every ¢, v € .FNI#(I’;L), 15 a compact, monotone, self-adjoint linear operator such
that

AL < 1, where A\ := Hrrnlax (T, 9)n. (3.70)
@|l~=1

(iii) Condition (3.68) is satisfied and defining, for v € V(Q), ®, to be the unique solution
in H#(Fh) to the equation

(Py, V)~ = /F divr, (9 We(Du)) - vdHN 1 for every ¥ € ﬁ#(f‘h),
h
we have

1 = min{ C,Dv:Dvdz : v € ﬁ(Qh), | Py~ = 1} > 1. (3.71)

Qh
REMARK 3.38. We remark that, by definition of T, we have

9*F(h,u) [p] = lell2 — (T, p)~ for every ¢ € f[#(rh) (3.72)
Observe also that Ay coincides with the greatest A such that the following system

{)\ th CyDv : Dw = th divr, (o We(Du)) - wdHN"! for every w € VW),

(@, )~ = Jp, dive, (¢ We(Du)) - vdHN ! for every 1 € ﬁ#(Fh) (3.73)

admits a nontrivial solution (v, @) € V(Qy) x f[;#(Fh): in fact, A\ is an eigenvalue of T' with
eigenfunction ¢ if and only if the pair (%2, ¢) is a nontrivial solution to (3.73).

COROLLARY 3.39. If (3.66) holds, then 9*F(h,u) is uniformly positive: that is, there
exists a constant C > 0 such that

O*F(h,u)le] > Cllolfng,) — for every € Hy(Ty).

PROOF. By (3.72), recalling that |||~ is an equivalent norm on f[#(Fh) and that A} <1
we have

PF(h,w)g] = llel2 — (T, ) > (1= Aol = Clelnr,

which is the conclusion. O

3.6. Local W?P-minimality

In this section we prove the first part of the main result, namely that the strict stability
of a critical pair (h,u) is a sufficient condition for local minimality, in the following weaker
sense:

DEFINITION 3.40. Let p € [1,00). We say that a critical pair (h,u) € X is a local
W2P -minimizer for F if there exists 6 > 0 such that

F(h,u) < F(g,v) (3.74)

for all (g,v) € X with 0 < [|g — hllw2r(g) <9, [Q| =[], and [[Dv — Du| oo (g, ) < 0.

We say that (h,u) is an isolated local W*P -minimizer if the inequality in (3.74) is strict when
g#h.

THEOREM 3.41. Let N = 2,3, and let p > 2N. If (h,u) € X s a strictly stable critical
pair for F, according to Definition 3.36, then (h,u) is an isolated local W?P -minimizer.
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As has been observed in [45], the main difficulty in proving Theorem 3.41 comes from the
presence, in the expression of the quadratic form associated with the second variation, of the
trace of the gradient of W (Du) on I'y: the crucial estimate is provided by Lemma 3.42, where
it is shown how to control this term in a proper Sobolev space of fractional order, uniformly
with respect to small W2P-variations of the profile h (we refer to Section 1.4 for the definition
and properties of fractional Sobolev spaces).

Let Us :={g € CF(Q) : [lg — hllwzrq) < 6. [| = [Qn[}, where § > 0 is so small that
U;s is contained in the neighborhood U of h determined by Proposition 3.29: this allows us
to consider, for g € Uy, a critical point uy for the elastic energy in ;. We denote by cy a
positive constant such that g > 2¢o in Q for every g € Us.

LEMMA 3.42. Under the assumptions of Theorem 3./ 1, we have that

sup [|0y,, (W (Dug)) o g — 9,(W(Du))|| _1,
gEUs W# (T'n)

—0 asd—0.

D=

PROOF. We set, for g € Us, vy :=ug —uo W, (where ¥, := <I>g_1), and we denote by vé
the i-th component of v,. We remark that, by Proposition 3.29,

sup ||vg|lw2r(q,mny — 0 as 0 — 0, (3.75)
geUs ‘

and moreover, since p > 2N, uy;0 &, — u in CH*(Qy;RY) as § — 0, for a = 1 —
uniformly with respect to g € Us.

N
D

Step 1. We start by observing that, using the equations satisfied by v and u, and performing
a change of variable, we get

/Q [(We(Dug) — We(D(uo ¥y))] : Dwdz = /Q dg : Dwdz for all w € V(),
g 9

where dg := We(D(uoWy)(DV,)~ 1) (DWy)~T det DUy —We(D(uo¥y)). Observe in particular
that, by using the explicit construction of the diffeomorphism ¥, (see Remark 3.24) and the
regularity of wu,

-0 as 6 — 0. (3.76)

od
sup dgllwnqymvy = 0, sup |57
gl P (M) ’ geuts | Oz

Lp(Dg;MN)
1 p

Fix now any ¢ € W#’Z’p (T R™), and consider an extension of ¢ (which we still denote by
1,2

©) such that ¢ € W, P71 Qg RY), ¢ vanishes in Qy_, and

, (3.77)

1
P P=T(Tg;RN)

<
1l 2,521 vy < Clel,

for some constant C' > 0 which can be chosen independently of g € Us (see Theorem 1.18).
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Differentiating the equation div[W¢(Dugy) — We(D(uo ¥y))] = divd, with respect to z,
multiplying by ¢ and integrating by parts on €, we get

9vg N-1 _ _ Iuo¥y) N-1
/Fgcugp(a%)[yg] pdHN-T = /Fg(cm% Cu)D( a )il - o

+/Q [CUQD(ZZZ)—CW%D(W) g‘jk} Dpdz +/ Gols] i

< 0(1Cuaw, = Cuy Il ID(w W13, + o mem) + 2

+ HC”"D((;ZZ) B C“O‘PQD(WM LP(Qg:MN) >

where we repeatedly used (3.77) (here the constant C' is independent of g € Us). Hence,
recalling (3.75) and (3.76), we deduce that for k =1,..., N

c.o(32)n

LP(Tg;MN)

el 2

57T (DyRN)’

N — 0 as 6 — 0. (3.78)

sup 1,
W#p (Tg;RN)

gEUs

Step 2. We now claim that for k=1,..., N

D<$€>—D<(22)0¢H r 50 asd—0. (3.79)

sup
geUs

P Fh MN)

We first note that, thanks to the uniform convergence of C,, 0 ®, to C, and to the strong
ellipticity of Cy, also the tensors C,, are strongly elliptic for every g € Us, if ¢ is sufficiently
small; in particular, there exists a positive constant mg such that

Cu,(2)a®b:a®b>mglal® [b]? for every a,b € RV,

for every z € ﬁg and for every g € Us. Hence the N x N matrix QQ4(z), whose entries are
defined by

gin(z Z Cine(WA()E(z),  ih=1,...,N (3.80)
7,k=1
(Cijni; denoting the components of the tensor Cu, ), is positive definite, and det Q,(z) is
uniformly positive with respect to z € €}y and g € Us.
Setting, for ¢,j,k=1,..., N,
2,k
Oijk ‘= 0 Ug )
J &zz(‘)zj
by Lemma 1.20 our claim reduces to show that

sup |[oijell _1, —0 as 6 — 0.

1
gGUa W#p (Fq)

We start from the case N = 2. Consider the following system of equations at the points
of I'y:

m 0 0 a b C d 0111
72 0 0 CL/ b/ C/ d/ 0112
911 N Vg 0 —I/; 0 0 0 70121
1912 o 0 I/g 0 —l/; 0 0 ’ 0122 ’ (3'81)
o1 0 0 v 0 -y 0 09221
(2 0 0 0 20 -y 0222
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where the coefficients in the first two rows of the matrix are defined by
a=Cnnv, + Cranvy, b= Cuav, + Cionvg,

¢ = Cr1avy + Cra1avy,  d = Crinavy + Cromvy,

a' = Cornyy + Coonrvy, b = Cornnv, + Coomiv,

= Cor1ovy + Coz1avy,  d' = Corzav + Congav]

in such a way that

m = (Cugp(g)[yg]> e, M= <C’ugD(§Z‘Z>[l/g]> - es.

Hence by (3.78) we have
il —0 as 0 — 0 (3.82)
W
(uniformly with respect to g € Us). Moreover, observe that we can write each 9;; as a

tangential derivative on I'y:

8v§ 82}5 2 _ 1
192‘7:87—9(8,21) ZV(azl> -(Vg,—l/g),
so that by [45, Theorem 8.6] we also have

L =v ()

1
5P
P(Ty)

— 0 as d — 0 (3.83)

D
H l]HWf 4 Lp(Qg;RQ)

1
w
(uniformly with respect to g € Us). To conclude, observe that the 6 x 6 matrix in (3.81)
has coefficients uniformly bounded in C%® with respect to g € Us, for o = 1 — % > % (as
p > 4); if we are able to show that its determinant is uniformly positive, then we can invert
the relations in (3.81) and express o;;, as linear combinations of the quantities estimated
in (3.82) and (3.83), and in turn (3.79) follows by Lemma 1.20. Hence we are left with the
computation of the determinant of the 6 x 6 matrix M appearing in (3.81), which turns out
to be equal to
det M = (1/3(2))2 det Qq4(2),
which is uniformly positive as observed before. This concludes the proof of this step in the
case N = 2.
In the three-dimensional case we follow the same strategy. We observe that, setting

0
ik = <CugD(aZ“”’)[vg]) ce;  forik=1,2,3, (3.84)
k
by (3.78) we have
il 1, —0 asd—0
PR

(uniformly with respect to g € Us). Moreover by Theorem 1.19 we have also a similar estimate

for the quantities ;5 := O'Z'k;ng - aigjy;“ for 7,7 =1,2,3 and k£ = 1,2, namely

J
0 =TT Gy 0

LP(Qg;R3)

be,

19"](: 3
193l o

as 0 — 0, uniformly with respect to g € Us. Hence we can write a linear system similar to
(3.81) by choosing 18 among the 27 quantities ¥;;,, 7 to be expressed as combinations of
the 18 (different) terms oyj;: precisely, we consider n;, for k¥ = 3 and ¢ = 1,2,3, and all
the ;51 except for Y211, Y221, ¥231. As before, the (computer assisted) computation of the
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determinant of the 18 x 18 matrix of the system obtained in this way shows that this coincides
(up to a sign) with (1/5’(2:))12 det Q4(z), which is uniformly positive (see Appendix B for more
details). Inverting these relations we can then write each term oy, as a linear combination
of the quantities ¥;jx, 7, and from the previous estimates the claim follows, again using
Lemma 1.20.

Step 3. We claim that there exists a constant C', independent of g € Uy, such that for every
1 _p_
o€ WL (L)

[We(Dug o @) 1 < Cllell (3.85)

WP P 1(F MN)

li
Wp p—1

(Th)

In fact, we use Theorem 1.18 to extend ¢ to a function ¢ € W#ﬁ(ﬁh). Note that, by the
Sobolev Imbedding Theorem, setting ¢ := N/pj_vif\’, we have

P

1@l < CIPln s ) < NP3 e
for some constant C' independent of g (the second inequality still follows from Theorem 1.18).
Hence, using Holder inequality, we deduce that

IWeDugo @)l ey o < CIWeDuy o @0)Bl e

< C||W§(Dugo<1> M zoo @0 121, 2 ” )+CHD W5 Dug o ®,)@ Hm ”

< C[We(Dug 0 @) L ) 191l 1,2 + C 1@l Lo || D (We (Dug o q’g )HLN(Qh)

P=T(Qy)
< C|[[We(Dug 0 @)l oo (. n) + [Cuy © Pyl oo () [D?1g © Ryl o) }H@”

li
P p—1

(Tn)
From this estimate, recalling the equiboundedness of u, o ®, in W2P(Qy), we obtain that
(3.85) holds with a constant C' depending also on the C2-norm of W on K, where K is the
compact subset of Mﬂ\_f given by Remark 3.30.

1 _p

Step 4. We now conclude the proof of the lemma. For every ¢ € W;’p_l(Fh), and for
k=1,...,N we have

/rh [aazk W (Du) — ((;jk W(Duy)) o ¢>g] N

:/Fh<wg(pu)_wg(pug)oq>g) :D(SZ) dp N1

+ [ We(Dug) oy {D(g:g)—D(ng)OQQ]adeNl

SCHWE(DU) W{(Dug Oq) HLoo(FhMN H('OHLP 1(F)

ou Oug
* HW& Duy O(I) SOHI/V;D =T (Tp; MN)HD(aiZk> B D(T%) O(I)‘QHW#11””(1ﬂh;1\/]IN)7

where C is a positive constant depending only on the C2?-norm of u and on HN~1(I'},).
Hence, since supyey, |We(Du) — We(Dug) o @ — 0 as 0 — 0, recalling (3.79) and

(3.85) we obtain that

sup [|[V(W(Du)) = V(W (Dug)) o @gf| _1,
gEUs W# (Fh§RN)

ll e vy

—0 as d — 0,

and the conclusion of the lemma follows from Lemma 1.20. O
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We can now prove Theorem 3.41 by reproducing the strategy of [45] with easy modifica-
tions. For the sake of completeness and for the reader’s convenience we will work out all the
details of the proof.

PROOF OF THEOREM 3.41. Let 6 > 0 to be chosen and consider any g € Us. We will
denote by B, and H, the second fundamental form and the mean curvature of I'y respectively,

and by Bg, H;f the “anisotropic versions” of the same quantities. We define the bilinear form
on H;#(Fg)

(0.0 = [ (D% o) T T 010k 4 [ oo

g9 F.q

where a4 := 0,,(WoDugy)—trace (BZJBQ) on I'y, and we set ||90H2~,g = (,P)~,g- We omit the
subscript in all the analogous quantities defined on I'},, according to the notation introduced
in Section 3.4. We now split the proof into four steps.

Step 1. We start by observing that for every ¢ € ﬁ# (Ty)

LA (aln,)* — (g0 ®y)Ja, ) (9 0 Bg)? AHN ™ < ()l 1, - (3.86)
h

where ¢(6) — 0 as 6 — 0 (independently of g € Us). Indeed, by using Lemma 3.42 and
recalling that ||Jg, — 1||pec(r,) — 0 as d — 0, we have

/F (00 (W (Du))(J,)* = (0, (W (Dug)) 0 Bg)Ja, ) (2 0 ®g)* dH

<dO)(po®)?| 12 < dB)(poDy)?

1 1,-P
W) W=t (Tn)

< ')l 0 Dgl3r(r,y < <Ol »

where the third inequality can be deduced by recalling the imbedding of H'(T';) in L4(T'},)
for every ¢, which holds in dimension N < 3. Here ¢/(9),c"(9),"(6) — 0 as § — 0,
independently of g € Us. Moreover, it is not hard to see that

sup || trace (Bng) o ®, — trace (BYB
geUs

)HLP/Q(Fh) —0 asd—0,

from which follows by Holder inequality (again using ||Je, — 1||zec(r,) — 0)
/ (trace (B;Z’Bg) o &, — trace (BwB)Jq)g)Jq)g (po®,)2dHN !
'y

<O )l 2,

=@l
< O)lpo 2yl < " Olelin,).

where the second inequality is justified, as before, by the Sobolev Embedding Theorem. By
combining the previous estimates, (3.86) follows.

1)

Step 2. We claim that if § is sufficiently small then for every g € Us
2~,g > Cl”‘ﬁ“%ﬂ(l‘g) for every ¢ € f]#(rg) (3.87)

el

for some positive constant C;. To prove (3.87), we first note that for every ¥ € fNI;E(Fh) one
has, thanks to (3.72) and to Corollary 3.39,

192 = 8*F(h,w)[9] > Cl10F11r, -
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For ¢ € ﬁ#(rg) we define @ := (po®y)Jp, € .FNI#(Fh); then, using the area formula we have

el e,y = / (9% + |V, o) dHN ! = / (90 @g)* + |(Vr,0) 0 By ) Ja, dHN

Iy Lp
- co
< Nl < & 1912

for some positive constant C’ independent of g € Us. Now

61 = [ (a9 + (D601) (71,8, Vr, ) a

Iy

= lelizy + /F (alJ,)? = (ag0 )i, ) (¢ 0 B)* AN

h

+ / (D) 0 1)[Vr, @, Vr, @] dHV !
I

- /1“ (D*povgo Py)[(Vr, @) 0 By, (Vr, ) 0 Byl Ja, du!
h

< el g + c@lellnr,), (3.89)

where ¢(d) tends to 0 as 6 — 0. To deduce the last inequality in the previous estimate we
used in particular (3.86) and the fact that [|®4 — Id||y2p(r,mvy — 0. Choosing ¢ sufficiently
small and combining the previous estimates the claim follows.

Step 3. By Step 2 we can define a compact linear operator Ty : ﬁ#(l“g) — ﬁ;& (T'y) by duality:

(T, 0)mg = / divp, (9 We(Duyg)) - vy dHN L = / Cu,Dvy - Dvy dz (3.89)
r Q,

g

for every o, v € E@(rg), where for ¢ € ﬁ#(lﬂg) we denote by v¢ the unique solution in lj(Qg)
to the equation

/ Cuy,Dv¢ : Dwdz = / divr, (¢ We(Dug)) - wdHN ! for every w € V().  (3.90)
Qg

g9

Setting, similarly to (3.70),

Mg = max (Typ,¢)~g,
lell~,g=1

we claim that
Moo 1= limsup A1y < Ay (3.91)
lg—hllyw2.p(q)—0
Indeed, let (gn)n be a sequence in CF(Q) converging to h in W2P(Q), |Qq,] = |Q4], such
that

Ao = lim A
> n—-+oo Lgn>

and let u, be the corresponding critical points for the elastic energy in €, . Let ¢, €
H;#(an), with ||opl|~g, =1, be such that

)\Lgn = (Tgn¢n7 (Pn)'\’,gn = /Q C'Uan,UQOn : DUSOn dz?
gn

where vy, is defined as in (3.90). We set @, := cp(pn 0 y,)Js,, , Where ¢, = |[(¢n o
<I>gn)Jq>gnH:1, so that @, € H#(Fh) and ||@pll~ = 1. Setting also wy, := v,, o @4, , by a



3.6. LOCAL WP _MINIMALITY 87
change of variables it follows that for every w & )7(an)

/ Cu, Dvy, : Dwdz = ApDwy, : D(wo @y,)dz,
Qp,

where A,, is the fourth order tensor defined by
A M = (ng (D(un 0 @, )(DB,,) 1) (M (DT, )*1)) (D®,,) T det DB,  for M € M.

Hence by (3.90) we see that w, € V(Q,) solves the equation

/ ApDwy, : Dwdz = / (divr,, (onWe(Duy)) 0 @y, ) - w Jo,, dHNL (3.92)

Qh Tn

for every w € V(). Let us observe also that A, — C,, uniformly in Q. We now claim that
lim / CuDvg, : Dvg,dz = lim ApDwy, : Dwy, dz. (3.93)
n—oo n—oo Qh

Notice that this implies (3.91), since

AL > li_>m (T'@n, &n)~ = hm/ CyuDvg, : Dvg, dz

= lim A, Dw,, : Dwy, dz = lim Cu,Duvy, : Dv,, dz = A
n— o0 Qh n— o0 an
In order to prove (3.93), we need to deduce some preliminary estimates. Using the equation
satisfied by v, and recalling (3.56) we have

& . —
ZOH%anvl(Qg RN) S / Cu, Dy, : Dvg, dz :/ divr,, (¢ We(Dun)) - vy, dHY
" an an

< ||divr,, (¢nWe(Duy))||

H %(F RN H sOTLHI—IZ(F RN)

#

an»

and since the H~3-norm in the previous expression is uniformly bounded by Lemma 1.14
(recall that ¢, are uniformly bounded in H'(T'y, ), and that We(Du,,) are uniformly bounded
in C%(Qg,;MY) with a =1— % > 1), we deduce that

sup [|vg, || g1, &) < oo (3.94)
n

Moreover we have also
Sup HwnHHl(Qh;RN) < 00, sup H%nHHl(Qh;RN) < 00, (3.95)
n n

where the first estimate follows from (3.94), using the definition of wy. Finally, arguing as
in the proof of the estimate (3.88) with ¢ replaced by : and ¢ replaced by ¢, , we obtain
cn — 1.

Now we are ready to prove (3.93), from which the conclusion follows. Observe that, thanks
to the uniform bound (3.95) and to the uniform convergence of A,, to C,, we have

lim CyDw, : Dw, dz = lim A, Dw, : Dw, dz,

n—oo Qp n—o0 Q

thus claim (3.93) will follow from

lim CuD(vp, —wyp) : D(vg, —wy)dz =0, (3.96)

n—oo Q’h
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since this implies that vz, —w, tends to 0 strongly in H'(Q;RY). Hence we are left with
the proof of (3.96).

Observe that, as v, — w, is an admissible test function for both the equations satisfied
by vg, and w,, we have

CuD(vg, —wp) : D(vg, — wy)dz
Qp,

= CyDug, : D(vg, —wp)dz — /Q (Cy — Ap)Dwy, - D(vgz, —wy) dz
h

= / divr, (@nWe(Du)) - (vg, — wp) dHY ! — / (Cy — Ap)Dwy, - D(vp, —wy) dz
Ty Qp

- / (divr,, (enWe(Dup)) o @y, ) - (va, — wn)Ja,, dHN 1
'y
= Il — IQ — I3.

It is clear, from the bounds in (3.95) and from the uniform convergence of A,, to C,,, that the

second integral Io tends to 0. Since, thanks to (3.95), vg, — wy is bounded in H%(Fh; RN),
to prove that also the difference Iy — I3 tends to 0 it will be sufficient to show that

\|divr, (@nWe(Du)) — dive,, (9nWe(Duy)) o @y, HH;%(MRN) —0.
In turn, by Lemma 1.20 the previous convergence will follow from
Onh =0, 3.97
. (397)

where

hy = We(Du) — ¢, (Jo,, ) We(Duy) o @y,
Recalling that ¢, — 1, we have that h, — 0 in CO*(';;MY) for a = 1 — %; hence by
Lemma 1.14 we obtain (3.97), which concludes the proof of Step 3.
Step 4. We define hy := h+t(g — h) for t € [0,1]. Setting f(t) := F(h¢, up,), we claim that
if ¢ is sufficiently small then

F'() > 2Collegllir,)  for every ¢ € [0,1] (3.98)

for some positive constant Ca, where ¢4 := ((g — h)/\/1+|Vg[?) om. In fact, the quantity
f”(t) is nothing but the second variation of F at (h¢,up,) along the direction g — h, hence
by Remark 3.34

F'@t) = =(Tn,ot, 00)mne + N0t 2 1,

_ / (W(Dun,) + HY) divr,
T,

2
<(Vht7 |Vh’t| ) O7T> SO?] dHN*l’ (399)

V14| Vh|?

where ¢; := ((g—h)/\/1+|Vh|?)om € Iz}#(l“ht). Observe that, as Ay < 1 by Theorem 3.37,
combining Step 2 and Step 3 we have that for ¢ sufficiently small
1—X\
= (T, o)y + il e = (1= An) o2 p, > —

Cl(l — Al) 01(1 — )\1)
> —— e, = — 75 leling, (3.100)

el n,
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where in the last inequality we used the fact that, for § small enough,

1
5”909\\%11@9) < H@t”}qu(rht) < 2/l@gl 71 (r,)- (3.101)

In addition, as (h,u) is a critical pair, there exists a constant A such that W (Du)+ HY = A
on I'y,, and moreover

sup sup ||W(Duy,) + H;f; - AHLP(Fh ) =0 as 0 — 0. (3.102)
g€U;s te€(0,1] t

From this it follows that if ¢ is sufficiently small, by Holder inequality

— YN g (Vhe,|Vhe|?) 2 N-1
/F ) (W (Dup,) + HY) divr,, [( Tl o 7) @t] dH

- _ (L ; (Vhe,|Vhe]?) 2 N-1
- /F ) (W (Dup,) + HY, — A) divr,, [( el o7r><pt} dH

_ P . (Vht,|Vhe|?) ‘ 2
2 ~[[W(Dun,) + H, AHLP(th){HdIVth < VIHVRE 7T> Lp(th)H%HszTpZ(th

(Vht)lv}lt‘Q)
+QHVF}ItSOtH[?(th;]RN)H‘pt /1+|Vht|2 7["

Ci(1—X\)
> ———legllin,) (3.103)

2p_
LP=2(Tpy;RV)

where in the last inequality we used also the boundedness of h; in W2P(Q), the Sobolev
imbedding theorem, (3.102) and (3.101). Collecting (3.99), (3.100) and (3.103) we conclude
that the claim (3.98) holds with Cy = $0=21)

Finally, thank to the fact that f’(0) =0 (as (h,u) is a critical pair), we have

1
F(h,u) = f(0) = f(1) - /0 (L— )" (1) dt < F(g,ug) — Call oy 2 r, . (3.104)

This inequality is valid for every g € Uy, for a sufficiently small . Now, by an approximation
argument, if g € AP(Q) is such that [|g — hllw2rg) < ¢ and [Qy] = [Qp], we set § :=
h+ pe % (g — h), where p. is a standard mollifier with support in B.(0). Then g € Us, and ¢
can be chosen so small that

. Co
F(g,uz) < F(g,ug) + 7“%”%1@5)7
hence by (3.104)
Cs
F(h,u) < F(g,ug) — 7”SO§||?;II(F§)'

Now the minimality with respect to a generic pair (g,v) follows from Proposition 3.31. O

3.7. Strong local minimality

In the main result of this section (Theorem 3.44) we prove that the local W?2P-minimality
(see Definition 3.40) implies local minimality in the stronger sense of Definition 3.23. In
particular, by Theorem 3.41 we deduce that the strict stability of a critical pair (h,u) is a
sufficient condition for local minimality (Theorem 3.45). We will also observe, in Theorem 3.46,
that our methods provide the isolated local minimality in the case of the linear elasticity.

The following lemma, which can be proved by standard elliptic estimates, contains a
preliminary result that we will need in this section.
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LEMMA 3.43. Let h € Ci(@), and let h, € C#Q(Q) be such that h, — h in CH, for

some a € (0,1). Assume also that the anisotropic mean curvature H;f’n of hyn is bounded.
Then

(i) if Hy (-, hn(-) = HY (- h(-)) in LP(Q), then hy — h in WP(Q);
(ii) if sup,, | H}. || 1o(q) < 00, then sup,, ||hnllw2s(gy < 0.

PRroOF. The function h,, is a weak solution to the equation
_/ Vip(=Vhy, 1) - (Vn,0)dz = / H;fn (x, hp(x))n(2z) do for all n € CF(Q)
Q Q

with H;f}n(,hn()) € L°°(Q), which implies, by elliptic regularity (see, e.g., |8, Proposi-
tion 7.56]), that h, € Wff(@). Hence it makes sense to perform the differentiation and
rewrite the equation in non-divergence form:

N-1 oo 2
0°Y b 0°hy,

1 82,-82]- (_v n(:L’), 1)3:1:,-8:%- (.73)

= —H;f}n(a:,hn(:c)) a.e. in Q.

i?j:
By elliptic regularity results for equations in non-divergence form with continuous coefficients,
we deduce that h, € Wi’p(Q) for every p € [1,00) (see [8, Theorem 7.48|), and in turn the

conclusion follows from [48, Theorem 9.11] recalling that h, — h in Ch<. O

We recall that we associated, with a critical pair (h,u), an open set Q' containing €2, in
terms of which we defined in (3.47) the class of competitors X’. Our strategy requires now
the extension of the functional F' to a larger class of admissible pairs: in particular, we shall
consider not just subgraphs of Lipschitz functions, but generic periodic sets with locally finite
perimeter. More precisely, let X be the set of all pairs (2, v) such that:

e O C Q) is a set of finite perimeter; we will denote by Q# the periodic extension of
QU (Q x (—o0;0]) in the first N — 1 directions;
®vE W1’°°(Q’#;]RN) is such that v —up € V(') and det Dv > 0 a.e. in .

For (Q,v) € X we define

F(Q,v) = / W(Dv)dz+ [ w(va) dHN
Q g
where T'g := 0*Q# N ([0, 1)N-1 XR) and vq is the generalized outer unit normal to the reduced
boundary of Q#. We remark that, if (¢g,v) € X', then (€,,v) € X and F(Q,,v) = F(g,v).
We are now ready to state and prove the main result of this section.

THEOREM 3.44. Let p € (1,00), and assume that a critical pair (h,u) € X is a local
W2P -minimizer, in the sense of Definition 3.40. Then (h,u) is a local minimizer for F,
according to Definition 5.25.

PROOF. We argue by contradiction, assuming the existence of a decreasing sequence o, —
0 and of a sequence (gn,u,) € X’ such that

0 <llgn —hlloc < oy [[Dupn — DUHLOO(Q’;MN) S on, Q.| = [Q0],

and
F(gn,un) < F(h,u). (3.105)

We now split the proof into several steps.
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Step 1. We claim that we can find new sequences §,, — 0 and v, € COO(QI;RN ) such that
(gnsvn) € X', |lgn = hlloo < 6n, Doy — Dull poo(qrmny < 0n, and for which we still have

F(gn,vn) < F(h,u). (3.106)

Indeed, for every n we can construct an approximating sequence vﬁ, k € N, in the following
way: we let py/, be the standard mollifier in RY with support compactly contained in B, k>
and we set

(up, —uo)(z,y —1/k) if y >0,

oF = wk « P1/k + U0, where wf(z,y) = { 0 ity <0

(where we extended wu,, —ug to 0 in RY). Then by the properties of the convolution product
we have vF € C®(Q;RN), vF —ug € V() and

k
||D?Jn - DUHLOO(Q’;MN) S 20'n

for every k sufficiently large. Moreover, F(g,,v%) — F(gn,un) as k — oo by the Lebesgue
Dominated Convergence Theorem. Hence, for every n we can find k, such that the function
Uy 1= vﬁ” satisfies the desired properties with d,, = 20,,. We set M, := ||D2Un||oo.

Step 2. Let (Qp,wy) € X be a solution to the penalized problem
min{JB(Q,v) Q) € X, Qs CQC Upis,, v € W2 RY),
1D20]|00 < My, [|Dv — Dul| oo ey < 5n}, (3.107)

where
J5(Q,v) == F(Q,0) + B[|Q] — ||

and [ is a positive constant, to be chosen later. Observe that problem (3.107) admits a
solution by the direct method of the Calculus of Variations: indeed, if (QF, w") is a minimizing
sequence, then up to subsequences we have that QF — Q0 in L' and w* — w® weakly* in
W2(Q;RY); the pair (09 w?) satisfies all the constraints and is a minimizer of (3.107)
by the lower semicontinuity of the functional (which follows in particular from Reshetnyak’s
Lower Semicontinuity Theorem, as stated in [8, Theorem 2.38|, for the surface term).

Since (g, ,v,) is an admissible competitor for (3.107), the minimality of (£2,,w,) and
(3.106) yield

F(Q,wn) < Jg(Qnywn) < J5(Qyg,500) = Fgn, vn) < F(h,u). (3.108)

Step 3. We claim that, for § large enough (independently of n), (Q,,w,) is also a solution

to the minimum problem

min{jg(Q,v)  (Q0) € X, v e W¥(YRY), D20l < My, [|Dv — Dul| oo gy < 5n},
(3.109)

where

Jg(Q,v) == Jg(Q,v) + 208 |QAT,(Q)|
and Tn<Q) = (Q U thén) N Qh+6n .
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To prove the claim, consider any competitor (€2,v) for problem (3.109). Then we have,

since T, () = Qs
T5(9,0) = Tg(Qn, wn) = J5(Tn(2),0) — J5(Qny wn) + 28 |QAT, ()]

+/ W(Dv)dz — W(Dv)dz + Y(vq) dHN ! —/ Y(vr, @) dHN -1
Q To(9) I'o I, ()

+8(]190 = 19l = ITu()] - 192

> (26— Wo — 8) [QAT,(O)] + /F (vg) dHV T - /F b, ) AHV T,

Tn ()

where in the last inequality we used the fact that Jg(T5,(Q2),v) — J3(2,,wy,) > 0 by the
minimality of (,,w,), and Wy is a positive constant depending only on W and w.

Now recalling the 1-homogeneity of v, the Euler’s theorem t(v) = Vi (v) - v and the
convexity of i yield

Y(va) = Y(vn) + V(un) - (vo —vn) = Vi(vp) - v on g,

where, for every z € RV we denote by v5,(2) the upper unit normal to the graph of h at the
point (7(2), h(n(z))). Hence, using again Euler’s theorem and observing that H~~!-almost
everywhere on I'r, () \ I'q the normal to I'1, () coincides with vy, , we obtain

) MV / (v, ) AHN !

()

> / V() - v AH 1 - / Vib(up) - vy dHV !
To\l'z, () I'r, @) \l'e

| N9}

> —/ |div(Vep o) | dz > —Ag|QAT, ()] . (3.110)
QAT,(Q)

Here Ag := ||HY|| Leo(T) » Where H ¥ denotes the anisotropic mean curvature of I';,. Hence we
can conclude N B

Jﬁ(Qﬂ U) - Jﬁ(Qna wn) > (B - Wy — AO) |QATn(Q)|7
so that by choosing § > Wy + Ag (notice that this constant depends only on W, ¢, h and
u) we deduce that (€2,,w,) is a solution to (3.109).

Step 4. We claim that each 2, satisfies the volume constraint
|| = Q] (3.111)

Suppose by contradiction that || — |Q,] =: d > 0 for some n. We can find § € (—dy,d,)
such that |Q, UQp5| = |Qn|. Define U := Q,, UQp45. Then, as |U| = |Q4|, we have

To(U, wn) — T5(Qms ) = /U W (Duwy) dz — /Q W (Duw,) dz

+ | Ywy)dHN T — Y(va,)dHN ! — Bd

Ty FQn
<(Wo—B)d+ | ¢y)dHN ! - Y(vg,) dHN ! (3.112)
L'y La,
where W) is the same constant as in Step 3. Now, arguing as in (3.110), we have

Y(vy) dHN L — V(vg,) dHN 7 < Agd.
I'y T'a,
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Hence (3.112) implies that
Jg(U, wn) - Jg(Qn,wn) < (W() + Ao — ,3) d<0

(recall that 5 > Wy + Ag), which is a contradiction to the minimality of (2, wy,).

In the case |Q,| > |Q4|, we can find 6 € (=0, 0,) such that |Q, N Q15| = [Qn|. Then,
setting U := Q, N Q4 and arguing as before, we still contradict the minimality of (€2, w,,).
Step 5. We claim that QF is an (w, 7p)-minimizer for the anisotropic perimeter (see Re-
mark 1.6), with w and r¢ independent of n. Indeed, consider any ball B,(z) and any set
F' such that Q#AF CC By(z). By a translation argument we can assume B, (z) C @ X R;
moreover, by taking a sufficiently small ry we can also assume without loss of generality that
B, (xz) C . Hence, setting F' := FN§', we have that (F’,w,) € X is an admissible competi-
tor in problem (3.109). By the minimality of (2, wy), we have Jz(F',w,) — J3(Q, wy) > 0,
which yields

/ Y(vg,)dHN L < / Y(wp)dHY 4+ [ W(Dw,)dz — / W (Dw,)dz
0*QnNByr(x) 0*FNBr(x) F' Qn
+ B[|F'| = ||| + 28| F' AT, (F")|

< / Y(vp) dHN T+ (Wo + 38)|[F' AQ,,
0* FNBr(x)

where we used the fact that F'AT,(F') C F'AQ,. Since |F'AQ,| = [FAQY|, the previous
inequality proves the claim with w = Wy + 35.

Hence, by Theorem 1.4 (see also Remark 1.6 and Remark 1.7), we deduce that for n large
enough ,, is a set of class C1® and it converges to Q in C1@ for all a € (0, %) In turn,
this implies that for n large the set , is in fact the subgraph of a function k, € C’#a(Q)
(that is, Q, = Qy,, ), and k,, — h in CH® for all o € (0, 3).

Step 6. We claim that k, — h in WP for every p € (1,00).

Fix n € C;E(Q) and set kf := k,, +en, for ¢ > 0. By the quasi-minimality property of

Iy, proved in the previous step we have

Pl ) MY < [ (e ) dHY T+ (Wo + 36) € / ()] dz.
Tk, Tke Q

Dividing by ¢ and letting € — 0, we deduce
/va(—an, 1) (V,0)dz < (Wo + 38) 1]l 1) -

Hence, the left-hand side in the previous inequality defines a continuous linear functional on
L;ﬁ (Q), that is, denoting by H ;fn the anisotropic mean curvature of I'y, and recalling (3.51),

—H} (- kn(-) = H,  onQ

in the sense of distributions, for some bounded function H, whose L*-norm is bounded by
Wo + 38. This uniform bound, combined with the convergence of the functions k, to h
in CY* implies by standard elliptic estimates (see Lemma 3.43) that the functions k, are
equibounded in W?2P for every p > 1.

We can now write the Euler-Lagrange equations for problem (3.107): since k,, is of class
W2P we have

HY (z,kn()) = {—W(Dwn(x,kn(x))) A in Ay = {[kn — b <80},

~W (Du(z, h(z)) + A in {|kn — | =6},
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where A,, A\ are the Lagrange multipliers due to the volume constraint. To deduce the
equation in A,, we considered variations only of the profile k,, compactly supported in A,,,
while the equation in the complement of A,, easily follows from the fact that (h,u) satisfies

(3.46). Notice that the sequence )\, is bounded, by the uniform bounds on H;fn and on Dwy,,.
Now, if HV~1(A,) — 0, we immediately have

HY (ka() = HY(, () in LP(Q) for all p > 1. (3.113)

Otherwise, assuming that HY"1(A,) > ¢ > 0 for all n, integrating the Euler-Lagrange
equation in Q we deduce by periodicity that

- / W (D (,kn(2))) d + AHY 1 (Ay) W (Du(z, h(z))) dz + AHY1(Q\ Ap)
An Q\A,

— [ 1 @) do=0= [ Y@, h(a)) do
Q Q

__ /Q W (Du(z, h(z))) dz + AHY1(Q).

Now the uniform convergence of Dw, to Du on I'y, and the convergence of k, to h in ohe
yield (A, — NHV"1(A,) — 0, and in turn X\, — X since HV1(A,) > ¢ > 0. Hence, using
again the Euler-Lagrange equations, we can conclude that (3.113) holds. In turn, by elliptic
regularity (Lemma 3.43) this implies that k, — h in WP for every p > 1, as claimed.

Step 7. We are now in position to conclude the proof of the theorem. Since
Hkn - hHsz(Q) — O7 HDwn — DUHLOO(an;MN) — O7

and, by Step 4, |Q,| = |Q4l, inequality (3.108) contradicts the local W2P-minimality of
(h,u). O

Combining the previous result with Theorem 3.41, we immediately obtain the announced
local minimality condition.

THEOREM 3.45. Assume N =2,3. If (h,u) € X is a strictly stable critical pair, according
to Definition 3.30, then (h,u) is a local minimizer for the functional F, in the sense of
Definition 3.23.

We conclude this section by observing that Theorem 3.45 can be extended to the linear
elastic case, where we have the following stronger result. Given a set A and a constant
M > 0, we denote by Lip,,;(A;RY) the class of Lipschitz functions v : A — RN whose
Lipschitz constant is bounded by M .

THEOREM 3.46. Assume that the elastic energy density has the form
1 T T
W(e) = 20(“25 ) : (“f ) . gem,

for some constant fourth-order tensor C such that

CE: &> colé?  for every € € MY co >0, (3.114)

Sym>?

where Mg,m denotes the subset of MY of the symmetric matrices. If N = 2,3 and (h,u) is
a strictly stable critical pair, then (h,u) is an isolated local minimizer for F in the following
sense: for every M > ||Dul|s there exists § = 06(M) > 0 such that

F(h,u) < F(g,v) (3.115)
for every (g,v) € X with 0 < ||g — hlloc <&, |Q| = ||, and v € Lip,(Qy; RY).
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REMARK 3.47. Notice that, by Korn’s inequality, the positive definiteness of the tensor C'
on the space of symmetric matrices implies that condition (3.52) is automatically satisfied. We
suspect that, as in the two-dimensional case, in the linearized framework the following stronger
result should hold: there exists 0 > 0 such that (3.115) is satisfied for every (g,v) € X with
0 < [lg—hllw <6, [Q] = ||, and v € Lip(Qy; RY). In order to prove such a result, we
would need a regularity theory for minimizing configurations, which is not yet available in the
three-dimensional case.

PROOF OF THEOREM 3.46. We first observe that the conclusion of Theorem 3.41 holds
also in this case. Indeed, the construction provided by Proposition 3.29 is now unnecessary,
since for every admissible profile g we can consider the unique minimizer u, of the elastic
energy in the corresponding reference configuration {);. By standard elliptic regularity, the
map g +— ug satisfies the conclusions of Proposition 3.29, so that we can repeat the proof
of Theorem 3.41 without changes. Notice also that the estimate provided by Lemma 3.42
remains valid in this case, since the fourth order tensor W, satisfies the strong ellipticity
condition, as a consequence of (3.114).

At this point we can follow the strategy of the proof of Theorem 3.44, where the contra-
diction hypothesis consists now in assuming the existence of a sequence (g,,v,) € X such
that 6, == ||gn — Vnllc = 0, |Qg,.| = ||, vn € Lipys(Qy,.), and F(gn,vn) < F(h,u)

The approximation argument contained in Step 1 of the previous proof is in this case
unnecessary, so that we do not need the strict inequality in (3.106). Indeed, each function v,
can be extended to ' without increasing the Lipschitz constant, and we can now consider
the penalized minimum problems

min{Jg(Q,v) Q) € X, Qs CQC s, v E LipM(Q’;RN)} (3.116)

which admits a solution without assuming any a priori W2>-bound, as we did before. Re-
placing (3.107) by (3.116), the proof goes exactly as in the previous case, yielding the C1-
convergence of k, to h at the end of the fifth step; moreover, k, € W2P(Q), as proved in the
first part of Step 6.

Observe now that, denoting by w, the unique minimizer of the (linear) elastic energy
in €, , by the standard regularity of the elliptic system associated with the first variation
of the elastic energy we have that D, o ®), converge uniformly to Du in Qj, so that for
n sufficiently large the constraint w, € Lip, () is satisfied. Hence we necessarily have
Wy, = Wy, thus w, is in fact of class C! up to I'y, , and we can conclude as before, by writing
the Euler-Lagrange equations for the penalized problems, that k, — h in W2P(Q).

Finally, in the last step of the proof we deduce, by the isolated local minimality of (h,w)
proved in Theorem 3.41, that k, = h and w, = u for all sufficiently large n. It follows that
(h,u) and, in turn, (gn,v,) are solutions to the penalized minimum problem: repeating the
same argument for the sequence (g, v, ), we conclude that for n sufficiently large g, = h and
vy, = u, which is the final contradiction. O

3.8. Stability of the flat configuration

In this section, as an application of our local minimality criterion, we deal with the issue
of the stability of the flat configuration. Given a volume d > 0, we will assume the existence
of an affine critical point for the elastic energy in the domain Q4 = @ x (0,d), namely (recall
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Definition 3.21) an affine function vg(z) = M|z] for some M € MY solution to the problem

div(We(Dvg)) =0 in Qq,
We(Dvo)len] =0 on Iy, (3.117)
Vo — Ug € V(Qd)7

where ug(z,y) = (A[z],0) is the boundary Dirichlet datum. Notice that an affine function

automatically satisfies the first condition (as Duvy is constant), but this is not always the case
for the second one, that can be rewritten as

ow

O&in

DEFINITION 3.48. A pair (d,vg) € X, with vg(2z) = M|z], satisfying (3.117) and condition
(3.52) will be referred to as flat configuration with volume d.

(Dvp) =0 for every i =1,...,N. (3.118)

We remark that, whenever it exists, (d,vg) is obviously a critical pair.

ExaMPLE 3.49. We now show the existence of an affine critical point for the elastic energy
in a flat domain, for boundary data close to the identity, under the assumption that the
identical deformation is a strict local minimum of the elastic energy. More precisely, we
assume that W (I) =0 and that

o, Wee(I)Dw : Dwdz > kHwH?ﬂ(Qd;RN) for every w € V(Qy), (3.119)
for some k£ > 0. Notice that, as W > 0 and W(I) = 0, necessarily W¢(I) = 0. We claim
that, if |A — I] < g for some gp > 0 sufficiently small, then there exists an affine solution to
(3.117) corresponding to the boundary datum wug(z,y) = (A[z],0).

Indeed, given A € MV~ we look for a vector b = (by,...,by) such that the affine
function
van(@,) = (Alz], 0) + b
satisfies (3.118). We define a map G : (4,b) — We(Dvap)len]. As We(I) =0, we have that
G(I,en) = 0. Moreover the matrix d,G(I,en) is positive definite (hence invertible), since
for every vector w € RN \ {0}

N ew

O&NOEN

where the last inequality follows from the fact that the tensor Wee(I) satisfies the strong
ellipticity condition (by Theorem 3.28 and (3.119)). Hence the claim follows by applying the
Implicit Function Theorem (notice also that the affine critical point constructed in this way
satisfies condition (3.52), up to taking a smaller ¢ if necessary, by continuity and by (3.119)).

G(I,en)w,w] =

1,j=1

(I)wiwj = ng(I)(w ® GN) : (w ®€N> >0,

When dealing with the flat configuration (d,vg), it is convenient to identify the space
H;E(Fd) with the space

ﬁ#(@) = {go € HL (RN1) . oz +e;) = () for ae. € RV 7L,
forevery i =1,...,N — 1, / cp(az)dx:O}.
Q
Notice that condition (3.68) is always fulfilled (the coefficient a in (3.67) vanishes), so that

lol2 = /Q D2(en)[(V,0), (Vip,0)]dz for every ¢ € HL(Q)
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is an equivalent norm on ﬁ#(@), in particular, this allows us to discuss the positivity of the
second variation at the flat configuration in terms of the quantity A;(d) defined by (3.70)
(here we make explicit the dependence on the height d of the reference configuration).

We now prove a couple of propositions concerning the stability of the flat configuration.
Precisely, we show that the flat configuration, whenever it exists, is strictly stable if the volume
is sufficiently small, while condition (3.66) is not satisfied if the domain is large enough. In
the following, we will always assume to deal with elastic energy densities W which admit a
flat configuration.

ProPOSITION 3.50. There exists dy > 0 such that for every d < dy
*F(d,vo)[¢] >0 for every ¢ € ﬁ#(@)\{@}

PROOF. Denote by f1(d) the value of the minimum in (3.71) corresponding to the critical
pair (d,vg); by Theorem 3.37 it is sufficient to show that

dlggﬂ p1(d) = 4o0.

Assu@e by contradiction that there exist C > 0, a sequence d,, — 07 and a sequence
v € V(Qq,) such that ||, ||~ =1 and

Wee(Dvg) Doy, - Dv,dz < C.
Qay,

Then the functions

) 0 f0<y<1-—d,
Un(xay):: .
vp(z,y—14+d,) ifl—d,<y<1

belong to V(Q), @5, ]|~ = ||v, ||~ = 1 and satisfy

Wee(Dvo) Doy, : Do, dz < C.
Q
It follows that, up to subsequences, ¥, converges weakly to 0 in 9((21) . From the compactness

of the map v — ®, we conclude that ®; — 0 strongly in ﬁ#(Q), a contradiction with the
fact that [|®;, [~ =1. O

In order to show a situation where the flat configuration is no longer a local minimizer,
we slightly modify the setting of the problem defining, for d > 0, Q4 = (0,d)¥~! and
Qg = (0,d)"V; all the notions considered up to now are extended to this situation in the
natural way.

PROPOSITION 3.51. There exists di > 0 such that the quadratic form 0?F(d,vo) is not
positive semidefinite for all d > dy. In particular, for all d > dy the flat configuration (d,vo)
1s not a local minimizer for F.

PrOOF. Consider a nontrivial solution (v,¢) € V() X ﬁ#(@) of (3.73) in ; with
A= Ai(1). Setting vq(z) = v(3), pa(x) = dp(3), a direct computation shows that (vq, q)
is a nontrivial solution of (3.73) in €4 corresponding to A = d A1(1). Hence Ai(d) > dAi(1),
and taking d; = %(1) we get that Aj(d) > 1 for every d > dy. From this it is easily seen,
using (3.72), that the quadratic form 9%2F(d,vg) is not positive semidefinite for all d > d .
The last part of the statement follows from Theorem 3.35. O
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3.9. The crystalline case

We conclude our analysis by discussing the local minimality of the flat configuration in the
case of crystalline anisotropies, that is when we assume less regularity in the anisotropic surface
density. Precisely, we assume here that ¢, : RN — [0, +00) is a positively 1-homogeneous
and convex function, such that the associated Wulff shape W, contains a neighborhood of
the origin and its boundary has a flat horizontal facet intersecting the y-axis. Under these
assumptions, the model exhibits a different qualitative behavior: we can show that the flat
configuration is always a local minimizer, whatever the volume d > 0.

We will first prove the result in details in the setting considered in Section 3.1, that is, in
the two-dimensional case and in the framework of linearized elasticity (Theorem 3.53). Then
we show that the same conclusion holds also in the general setting introduced in Section 3.2
(Theorem 3.56).

Let ¢, : RV — [0,4+00) be a surface energy density satisfying the following assumptions:

(C1) 1 is a positively 1-homogeneous and convex function;
(C2) the associated Wulff shape Wy, contains a neighborhood of the origin;
(C3) the boundary of Wy, contains a horizontal facet: precisely, we assume that

{(w,y) e RN : lz| < ay,y= ag} C OWy, for some ay,as > 0.

REMARK 3.52. We recall (see [40], [44], [80]) that the Wulff shape associated with a
function 1 : S¥~! — (0, +00) is the convex set
Wy ={z€RY : 2.0 <y(v) for every v € SV 1}, (3.120)

which coincides with the unique minimizer (up to translations) of the “anisotropic isoperimetric
problem”

min{ Y(vg)dHN 1 E ¢ RY has finite perimeter, |E| = |W¢|} .
O*E

Viceversa, every compact convex set K containing a neighborhood of the origin is the Wulff
set associated with the convex function

Y (v) =sup{z-v:z € K}. (3.121)

We start by considering the linearized two-dimensional framework introduced in Sec-
tion 3.1. We first remark that the relaxation result stated Theorem 3.2 still holds under
the current assumptions on .: hence, setting o, = 1.(1,0) + ¥.(—1,0), we consider the
functional

Ge(hyu) = [ W(u)dz+ [ vo(vp)dH' +0.H (Sh),  (h,u) € X(ug;0,b).
Qp Ty
THEOREM 3.53. Assume that 1. satisfies (C1), (C2), (C3). For every b > 0, d > 0
and eg > 0, the flat configuration (%,1}60) corresponding to the volume d and the boundary

Dirichlet datum uo(z,0) = (epz,0) is an isolated b-periodic local minimizer for G., in the
sense of Definition 3.3.

PrOOF. The strategy of the proof will be the following: first of all, we show that we do
not lose in generality if we prove the theorem for crystalline anisotropies of a particular form
(namely, whose Wulff shape is a rectangle with sides parallel to the coordinate axes). Then, we
conclude using an approximation argument combined with the results obtained in Section 3.1
for the regular case. We divide the proof into three steps.
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Step 1. From the assumptions on 1. it follows that we can find 0 < b1 < ay, by > 0 such
that the rectangle R = {(z,y) : [z| < b1, —ba <y < ag} is contained in the Wulff shape Wy, .
Denote by 1g the function whose Wulff shape is R, given by

YRV, 1) = bi|vi| + aslve| if va >0,
B bilvi| + balra|  if 1o <O,

(see (3.121)), and by Gp the functional corresponding to this anisotropic surface density.
Notice that, since R C Wy, , by (3.121) it follows immediately that ¢ < 1).; moreover

Yr(0,1) = az = 1.(0,1) (3.122)
(concerning the second equality see, for instance, [40, Proposition 3.5 (iv)]).

Step 2. We introduce a family of “approximating” functionals, defined as follows. We consider,
for € > 0, the family of anisotropic surface densities

VYe(z,y) = biVe?y? + a2 + (a2 — bie)yl,

and the associated functionals
Ge(h,u) = [ W(u)dz+ | ¢=(vn)dH' + 201 H' (Z).
Qy T

The functions . converge monotonically as e — 07 to ¥ in R x [0,400): indeed, it is
sufficient to observe that for (z,y) € R x [0, +00)

Ye(z,y) = bive2y? + 22 + (a2 — bie)y
_ bix?
bi\/e2y? + 22 + brey
From a geometrical point of view, this means that the Wulff shapes associated with the func-

tions . are converging monotonically from the interior to the corresponding one associated
with 1g in the upper half-plane (see Figure 1).

+azy 7 bil|z| 4 ay = Ygr(z,y) . (3.123)

Consider now the functionals G, corresponding to the regular surface densities

Ve(z,y) = bi/e2y? + a2;

the functions 1[15 satisfy all the assumptions considered in the regular case: in particular,
condition (3.1) follows after some computations from the formula

b1 i (w? + e2ud) — (viwy + e2vawq)?

D% (v)[w, w] = —————
(), ] v$ + 23 v? + g2}

where v = (v1,v2) and w = (wy,w2). The general analysis developed in Section 3.1 applies
to the functional @5: in particular, since 8%11$6 (0,1) = %1, from Theorem 3.18 it follows that,
given any b > 0 and ey > 0, there exists g = o(b,eg) > 0 such that if 0 < & < gp the flat
configuration (%, Uey) 1s an isolated b-periodic local minimizer for G, for every volume d > 0.
The same is true also for G., since the energies G. and @5 differ only by a constant value:
G. = @s + (ag — blé‘)b.

Step 3. Given b >0, d > 0, ey > 0, let g9 = g¢(b, e9) be as above, and let § > 0 be such that
the flat configuration minimizes the energy G, among all competitors satisfying the volume
constraint and whose L°°-distance from the flat configuration is less than 4.
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a2

-b1 o b1

F1GURE 1. The Wulff shape corresponding to the anisotropy . is an approxi-
mation from the interior of the symmetric rectangle Ry = {|z| < b1, |y| < az2}.
To construct the Wulff shape associated with a function 1, consider at every
point (v)v, v € St, of the polar plot of 1 (the bold curve in the figure), the
line orthogonal to the radius vector and passing through that point: the Wulff
shape is the intersection of all the halfplanes containing the origin and whose
boundary is one of these lines (see (3.120)).

Then, for all (g,v) € X (ug;0,b) such that |y = d and 0 < ||g— %[ < & we have, using
condition (3.122),

Ge($,vey) = W (ve,) dz 4 b1pe(0,1) = W (ve,) dz 4 bpR(0,1)
Qasp Qqyp

= GR(%’UGO) = Gq, (%;'er) < GEO(g,’U) < GR(Q?”) < Gc(g,v),

where the first inequality follows from the local minimality of the flat configuration for G,
the second one is a straight consequence of (3.123) and the last one follows using ¥r < v..
From the previous chain of inequalities the conclusion follows. (I

REMARK 3.54. Concerning the global minimality of the flat configuration in the crystalline
case, an argument similar to the one used in the previous proof combined with the result stated
in Remark 3.19 shows that, for every b > 0 and ey > 0, the flat configuration (%,v.,) is a
global minimizer if the volume d is sufficiently small.

REMARK 3.55. A natural question arising from the previous analysis is whether in the
crystalline case the flat configuration is always a global minimizer. This is in fact not true,
at least if the interval of periodicity is sufficiently large. Indeed, we first recall that in [45,
Proposition 2.12| was proved that, for b sufficiently large, the threshold of global minimality
is strictly smaller than the threshold of local minimality. The same comparison argument
used to prove that result shows that, if g is an anisotropy whose associated Wulff shape
is a rectangle (as in Step 1 of the proof of Theorem 3.53), then for every s > 0 there exists
b > 0 such that one can construct a b-periodic competitor (g,v) whose energy is strictly
below the energy of the flat configuration (s,v.,): indeed, it is sufficient to observe that
the surface energy corresponding to ©¥g coincides, up to constant factors, with the isotropic
surface energy when evaluated on the flat configuration and on the competitor constructed
in the proof of [45, Proposition 2.12]. Finally, the same is true for a general anisotropy .



3.9. THE CRYSTALLINE CASE 101

satisfying assumptions (C1)—(C3): in fact, one can always find a rectangle R containing the
associated Wulff shape whose upper side contains the horizontal facet, in such a way that

wR(Oa 1) = wc<07 1)7 ¢c < va
hence Gc(g,v) < Gr(g,v) < GR(S,vey) = Ge(8,0e) -

We conclude this section by proving the result analogous to Theorem 3.53 in the more
general context introduced in Section 3.2.

THEOREM 3.56. Let N = 2,3 and let F. be the functional defined in (3.44) associated
to a surface energy density . satisfying (C1), (C2), (C3). Then for every d > 0 the flat
configuration (d,vg) is a local minimizer for F., in the sense of Definition 3.25.

PROOF (SKETCH). The proof is the same as for Theorem 3.53.

Since we always evaluate the function 1. at vectors whose last component is nonnegative,
without loss of generality we can assume that the Wulff shape Wy, is symmetric with respect
to the hyperplane {y = 0}. From the assumptions on 1), it follows that the cylinder C' =
{(z,y) : |z] < a1,]y| < a} is contained in Wy, . Let ¥c(x,y) = ai|x|+azly| be an anisotropy
whose Wulff shape is exactly the cylinder C', and observe that

Yo <te,  Ye(0,1) =1pc(0,1) = az. (3.124)

As we did before, we now introduce a family of “approximating” functionals: let F. and
F_, for € > 0, be the functionals associated to the anisotropies

Ve(@,y) = ar/e2y? + a2 + (as —are)lyl,  de(w,y) = /ey + [z P2,
respectively (notice that 1. converges monotonically from below to ¥¢ as € — 07, and,
geometrically, the Wulff shapes associated with the functions 1. converge monotonically from
the interior to the cylinder C').

The functions 1&; satisfy all the assumptions of Section 3.2 (in particular, the uniform
convexity condition (3.43) follows from the explicit computation of the hessian of ), and

the quadratic form associated to the second variation of ﬁg at the flat configuration turns out
to be

. wlel = - [

Wee(Dvo) Dvg = Duy dz + “1/ Vo2 dHN
Qx(0,d) €JQ

Since
/Q 0 ng(Dvo)Dvw : Dv,dz < CH/U(QH%II(Qd;RQ) < C’||<0H§{1(Q)
X (0, -

(where C,C’ are positive constants depending only on the boundary Dirichlet datum), it
follows that there exists g > 0 such that the quadratic form 82ﬁ50 (d,vp) is positive definite.
Hence, by Theorem 3.45, the flat configuration (d,vo) is a local minimizer for F., for every
volume d > 0. The same is true also for F;,, since the energies F., and ﬁsO differ only by a
constant value: F., = F., + (az — a1&0).

To conclude, let § > 0 be such that the flat configuration minimizes the energy F;, among
all competitors (g,v) € X' such that [y = d, 0 < [[g—d|[ec < 0, and [[Dv—Duvg|| oo (r;pany <
0. Then for every such (g,v) we have

F.(d,vy) = / W (Dvy)dz + 1.(0,1) = / W (Dvy)dz + (0, 1)
QX(O7d) QX(O,d)

= FC(d,’UQ) = FEO(d7U0) < Fso(gﬂ-}) < FC(Q,U) < Fc(g,'U),
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where the first inequality follows from the local minimality of the flat configuration for Fy,
the second one from 1. < 1¢ and the last one using Yo < 9.. From the previous chain of
inequalities the conclusion follows. ([l

REMARK 3.57. If W is as in Theorem 3.46 and under the assumptions of Theorem 3.56,
we conclude that for every d > 0 the flat configuration satisfies the isolated local minimality
property stated in Theorem 3.46.



CHAPTER 4

A nonlocal isoperimetric problem

In this chapter we provide a description of the energy landscape of the family of functionals

(v) _
F(E) = —i—')//RN/RN |:1:—y\0‘ dzdy ac(0,N—-1),y>0 (4.1)

defined over finite perimeter sets £ C RY, N > 2. We will usually denote the nonlocal term

in the total energy (4.1) by
/ / xe(@)xely) dazdy, (4.2)
RN JRN ’37 - y’a

and we will omit the subscript a when there is no risk of ambiguity. When needed, we will
also underline the dependence of the functional on the parameters o and « by writing F
instead of F.

Organization of the chapter. In Section 4.1 we set up the problem and we list the
main results of this chapter. The notion of second variation of the functional F is introduced
in Section 4.2 (the explicit computation is carried out in Section 4.6); here we present also the
first part of the proof of the main result, which is completed in Section 4.3. In Section 4.4 we
compute the second variation at the ball, and we discuss its local minimality by applying our
sufficiency criterion. Finally, Section 4.5 is devoted to the proof of the results concerning the
global minimality issues.

4.1. Statements of the results

We start our analysis with some preliminary observations about the features of the energy
functional (4.1), before listing the main results of this chapter.
Given a measurable set F C RY | we introduce an auxiliary function vg by setting

1 N
vp(x) = | ——dy for x € R™. 4.3
@ = = (4.3
The function vg can be characterized as the solution to the equation
N —«
(—A)’vg =cNs XE 5= — (4.4)

where (—A)® denotes the fractional laplacian and ¢y s is a constant depending on the di-
mension and on s (see [37] for an introductory account on this operator and the references
contained therein). Notice that we are interested in those values of s which range in the inter-
val (2, 5 ). We collect in the following proposition some regularity properties of the function
VE .

PROPOSITION 4.1. Let E C RY be a measurable set with |E| < m. Then there exists a
constant C, depending only on N, o and m, such that

lvellwiemyy < C.

103
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Moreover, vg € CYP(RN) for every B < N —a —1 and
lvgllcrsmyy < C'
for some positive constant C' depending only on N, o, m and (3.

PROOF. The first part of the result is proved in [57, Lemma 4.4], but we repeat here the
easy proof for the reader’s convenience. By (4.3),

1 1 1
vE(fC)Z/ ady+/ adyé/ ——dy+m < C.
Bi(z)NE [z —y E\Bi(z) |z —y By |yl

By differentiating (4.3) in = and arguing similarly, we obtain

1 1
IVog(x)| < a/ ———dy < a/
g |z —ylott B |ylott

—)|z—yl8 —)|z—y|P
Finally, by adding and subtracting the term ﬁzle)‘iﬂ% — (‘ziﬁﬁﬁﬁlg ,

dy+am < C.

we can write

T —y -y
z —ylot? |z —ylot?

1 1
B B
<o [ (g + gl - —le—alar @9

+a/
E

Observe now that for every v,w € RV \ {0}

|\Vog(x) — Vug(2)| < a/E dy

@-yle—yl’ -yl —ylﬁ‘dy

|l‘ _ y|a+5+2 ‘Z _ y|a+ﬁ+2

Y p|ect2Bt _ W ek 2841

[l

| | = "U ‘v’aJrQﬁ —w ‘w’a+2,8‘ < Cmax{\v\, ‘w’}a+26‘v - U)|
w

< Cmax{Jv], [w[}** 7+ o — w]?

where C' depends on N, « and . Using this inequality to estimate the second term in (4.5)
we deduce

|[Vug(z) — Vug(z)]

< alr — z|'8/ ! + + ¢ d
< g\ |z —ylotBFL T |z —yletB+l T min{|z — gy, |z — y[}otAt] Y

which completes the proof of the proposition, since the last integral is bounded by a constant
depending only on N, «, m and . [l

REMARK 4.2. In the case « = N —2, the function vg solves the equation —Avg = ¢y X,
and the nonlocal term is exactly

NLNy_o(E) = /RN |Vog(z)*dz.

By standard elliptic regularity, vy € I/Vli’f(RN ) for every p € [1,+00).

PROPOSITION 4.3 (Lipschitzianity of the nonlocal term). Given & € (0,N —1) and m €
(0,400), there exists a constant cy, depending only on N, & and m such that for every
measurable sets E,F C RN with |E|,|F| <m and for every a < a

INLa(E) — NLa(F)| < co| EAF].
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PrOOF. We have that
NLo(E) — NLo(F) = /RN /RN (XE(JJ)(XE(?J) —xr(y)) n xr(y)(xe(z) — XF(@)) dady

|z —y|* |z — y|«

= / (ve(z) + vp(z)) do — / (ve(z) + vp(z)) da
E\F

F\E
< / (v(z) + vp(z)) dz < 2C |EAF),
EAF

where the constant C is provided by Proposition 4.1, whose proof shows also that it can be
chosen independently of o < &. g

The issue of existence and characterization of global minimizers of the problem
min {F(E) : ECRY, |E|=m}, (4.6)

for m > 0, is not at all an easy task. A principal source of difficulty in applying the direct
method of the Calculus of Variations comes from the lack of compactness of the space with re-
spect to L'-convergence of sets (with respect to which the functional is lower semi-continuous).
It is in fact well known that the minimum problem (4.6) does not admit a solution for certain
ranges of masses.

Besides the notion of global minimality, we will address also the study of sets which mini-
mize locally the functional with respect to small L'-perturbations. By translation invariance,
we measure the L'-distance of two sets modulo translations by the quantity

a(E,F):= min |[EA(z + F)|. (4.7)
zeRN

DEFINITION 4.4. We say that E C R¥ is a local minimizer for the functional (4.1) if there
exists ¢ > 0 such that
F(E) < F(F)
for every FF C RY such that |F| = |E| and a(E, F) < §. We say that E is an isolated local
minimizer if the previous inequality is strict whenever o(E, F') > 0.

The first order condition for minimality, coming from the first variation of the functional
(see (4.12), and also [26, Theorem 2.3]), requires a C?-minimizer E (local or global) to satisfy
the Euler-Lagrange equation

Hyp(z) + 2yvp(z) = A for every x € OF (4.8)

for some constant A which plays the role of a Lagrange multiplier associated with the volume
constraint. Here Hyp := divggvg denotes the curvature of E with respect to the outer
normal vg, according to (1.5). Following [1], we define critical sets as those satisfying (4.8)
in a weak sense, for which further regularity can be gained a posteriori (see Remark 4.6).

DEFINITION 4.5. We say that £ C RY is a regular critical set for the functional (4.1) if
E is a bounded set of class C! and (4.8) holds weakly on OE, i.e.,

/ divop¢ dHN ! = —2’7/ vp (¢ vE) dHN !
OF oF

for every ¢ € CY(RY;RY) such that [, (¢,vg)dH¥ ! =0.

REMARK 4.6. By Proposition 4.1 and by standard regularity (see, e.g., [8, Proposition 7.56
and Theorem 7.57]) a critical set E is of class W2 and C'# for all 8 € (0,1). In turn,
recalling Proposition 4.1, by Schauder estimates (see [48, Theorem 9.19|) we have that E is
of class C3# for all B € (0,N —a —1).
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We collect in the following theorem some regularity properties of local and global mini-
mizers, which are mostly known (see, for instance, [57, 62, 77] for global minimizers, and
[1] for local minimizers in a periodic setting). The basic idea is to show that a minimizer
solves a suitable penalized minimum problem, where the volume constraint is replaced by a
penalization term in the functional, and to deduce that a quasi-minimality property is satisfied
(see Definition 1.1).

THEOREM 4.7. Let E C RN be a global or local minimizer for the functional (4.1) with
volume |E| =m. Then the reduced boundary O*E is a C38 -manifold for all B < N —a —1,
and the Hausdorff dimension of the singular set satisfies dimy(0FE\0*E) < N —8. Moreover,
E is (essentially) bounded. Finally, every global minimizer is connected, and every local
manimizer has at most a finite number of connected components *.

PROOF. We divide the proof into three steps, following the ideas contained in |1, Propo-
sition 2.7 and Theorem 2.8| in the first part.
Step 1. We claim that there exists A > 0 such that F is a solution to the penalized minimum
problem

min{f(F)+A\|F| —|E|| : FCRY, a(F,E) < g} :

where § is as in Definition 4.4 (the obstacle o(F, E) < $ is not present in the case of a global
minimizer). To obtain this, it is in fact sufficient to show that there exists A > 0 such that if
F C RN satisfies a(F, E) < § and F(F) + A||F| — |E|| < F(E), then |F| = |E].

Assume by contradiction that there exist sequences A, — +oo and Ej C RY such that
a(Ep, E) < %, f(Eh)+Ah’|Eh|—|E|’ < F(E), and |Ep| # |E|. Notice that, since Ay, — 400,
we have |Ep| — |E|.

1

We define new sets Fj, := A\, E},, where A\, = (%) Y 1, so that |F,| = |E|. Then we
have, for h sufficiently large, that «(F},, E) < ¢ and
F(Fp) = F(Ep) + (A = DP(ER) + v\ = YN La(Ep)

< F(E)+ O = DP(BR) v = DN La(Bn) — An||Ex| — |E]
AT =1 P(Ey) ., AN — 1 N Lo (By)
A =1 B A =1 B

:.7-"(E)+])\}]LV—1]|E;L!< —Ah> < F(E),

which contradicts the local minimality of E (notice that the same proof works also in the case
of global minimizers).

Step 2. From the previous step, it follows that E is an (w, ro)-minimizer of the area functional
for suitable w > 0 and 7y > 0 (see Definition 1.1). Indeed, choose 7y such that wyrd < g:
then if F' is such that FAE CC B,(z) with r < ro, we clearly have that a(F,E) < % and
by minimality of E we deduce that
P(E) < P(F) +y(NLa(F) = NLa(E)) + A||F| - |E]|
< P(F) + (yeo + )| EAF|

(using Proposition 4.3), and the claim follows with w := ycp + A.

Here and in the rest of this chapter connectedness is intended in a measure-theoretic sense: F is said to
be connected (or indecomposable) if E = E1 U E,, |E| = |E1| + |Ez2| and P(E) = P(E1) + P(E2) imply
|Ei||E2| = 0. A connected component of E is any connected subset Eg C E such that |Ep| > 0 and
P(E) = P(Eo) +P(E\ Eo).
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Step 3. The C’l’%—regularity of 0*F, as well as the condition on the Hausdorff dimension
of the singular set, follows from classical regularity results for (w,rp)-minimizers of the area
functional (see the discussion in Section 1.2 or, e.g., [79, Theorem 1]). In turn, the C3#-
regularity follows from the Euler-Lagrange equation, as in Remark 4.6.

To show the essential boundedness, we use the density estimates for (w,rp)-minimizers,
which guarantee the existence of a positive constant 9 > 0 (depending only on N) such that
for every point y € 0*FE and r < min{rg,1/(2Nw)}

P(E; By (y)) > dor™~! (4.9)

(see, e.g., |64, Theorem 21.11]). Assume by contradiction that there exists a sequence of
points z, € RNV \ B where

ENB
EO .= {:c e RV : limsup w = 0} ,
r—0+ r
such that |z,| = +o0. Fix r < min{ry,1/(2Nw)} and assume without loss of generality that
Ty — Tyn| > 4r. It is easily seen that for infinitely many n we can find y, € 0*E N B, (x,);
Yy Yy y Y
then

P(E) > ZP(E7BT(yn)) > ZﬂOTN_l = +00,

which is a contradiction.

Connectedness of global minimizers follows easily from their boundedness, since if a global
minimizer had at least two connected components one could move one of them far apart from
the others without changing the perimeter but decreasing the nonlocal term in the energy (see
[62, Lemma 3] for a formal argument).

Finally, given a local minimizer |E|, assume that Ey C E satisfies |Ep| > 0, |E\ Ey| > 0,
and P(E) = P(Ep)+P(E\ Ep): then, denoting by B, a ball with volume |B,| = |Ep|, using
the isoperimetric inequality and the fact that E is a (w,79)-minimizer of the area functional
we obtain

P(E\ Eo) + Nyt ' < P(E\ Eo) + P(Eo) = P(E)
< P(E\ Eo) + w|Eo| = P(E\ Ep) + wwyr”,

which is a contradiction if r is small enough. This shows an uniform lower bound on the
volume of each connected component of F, from which we deduce that E can have at most
a finite number of connected components. O

We are now ready to state the main results of this chapter. The central theorem, whose
proof lasts for Sections 4.2 and 4.3, provides a sufficiency local minimality criterion based
on the second variation of the functional. Following [1]| (see also [26]), we introduce a qua-
dratic form associated with the second variation of the functional at a regular critical set (see
Definition 4.18); then we show that its strict positivity (on the orthogonal complement to a
suitable finite dimensional subspace of directions where the second variation degenerates, due
to translation invariance) is a sufficient condition for isolated local minimality, according to
Definition 4.4, by proving a quantitative stability inequality. The result reads as follows.

THEOREM 4.8. Assume that E is a reqular critical set for F with positive second variation,
in the sense of Definition /.22. Then there exist 6 > 0 and C > 0 such that

F(F) > F(B) +C(a(E, F))”
for every F C RN such that |F| = |E| and o(E,F) <.

(4.10)
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The local minimality criterion in Theorem 4.8 can be applied to obtain information about
local and global minimizers of the functional (4.1). We start with the following theorem,
which shows the existence of a critical mass mjo. > 0 such that the ball Bgr is an isolated
local minimizer if |Bgr| < mjoc, but is no longer a local minimizer for larger masses. We also
determine explicitly the volume threshold in the three-dimensional case. The result, which
to the best of our knowledge provides the first characterization of the local minimality of the
ball, will be proved in Section 4.4.

THEOREM 4.9 (Local minimality of the ball). Given N >2, o € (0,N —1) and v> 0,
there exists a critical threshold mioe = Mioe(IN, ,y) > 0 such that the ball Bg is an isolated
local minimizer for Fu ., in the sense of Definition 4.4, if 0 < |Bpr| < Mg -

If |Br| > mioe, there exist sets E C RN with |E| = |Bg| and o(E, Bg) arbitrarily small
such that Fo~(E) < Fan~(Br).

Finally mioe(N,a,v) — 0o as a — 0", and in dimension N = 3 we have

3

a3, . 7) = 4(<6—><4—>>

3 23—a~am

Our local minimality criterion allows us to deduce further properties about global mini-
mizers, which will be proved in Section 4.5. The first result states that the ball is the unique
global minimizer of the functional for small masses. We provide an alternative proof of this
fact (which was already known in the literature in some particular cases, as explained in the
Introduction) which holds in full generality and removes the restrictions on the parameters N
and « which were present in the previous partial results.

THEOREM 4.10 (Global minimality of the ball). Let mgion(N, @, 7) be the supremum of
the masses m > 0 such that the ball of volume m s a global minimizer of Fo , in RN . Then
Mglob (IV, v, ) is positive and finite, and the ball of volume m is a global minimizer of Fo ~ if
m < mglob (N, o, ) . Moreover, it is the unique (up to translations) global minimizer of Fe
if m < mglob(N, 7).

In the following theorems we analyze the global minimality issue for « close to 0, showing
in particular that in this case the unique minimizer, as long as a minimizer exists, is the ball,
and characterizing the infimum of the energy when the problem does not have a solution.

THEOREM 4.11 (Characterization of global minimizers for « small). Given N > 2 and
v > 0, there exists & = @(N,vy) > 0 such that for every a < & the ball with volume m
is the unique (up to translations) global minimizer of Fo~ if m < mgion(N, o, y), while for
m > mglob(N,a,'y) the minimum problem for F.~ does not have a solution.

THEOREM 4.12 (Characterization of minimizing sequences for « small). Let @ be given
by Theorem 4.11, let o < & and let

k

= i F(BY) : B ball, |B| = u; ¢.

= min S5 < B val, |5 = i}
pat.App=m -~ J=1

There exists an increasing sequence (my)y, with mo =0, m; = Mglob , such that limy my = oo
and

Ibi|nf F(E) = fr(m) for every m € [my_1,my], for all k € N, (4.11)

that is, for every m € [mg_1, mg] a minimizing sequence for the total energy is obtained by a
configuration of at most k disjoint balls with diverging mutual distance. Moreover, the number
of non-degenerate balls tends to +00 as m — +00.
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REMARK 4.13. Since mioc(N,a,y) — 400 as a — 07 and the non-existence threshold
is uniformly bounded for o € (0,1) (see Proposition 4.34), we immediately deduce that, for
a small, mgioh(IV, o, ) < Mmiee(N, a,y). Moreover, by comparing the energy of a ball of
volume m with the energy of two disjoint balls of volume %, and sending to infinity the
distance between the balls, we deduce after a straightforward computation (and estimating
NLy(B1) > w%27%) that the following upper bound for the global minimality threshold of

the ball holds:

wny(1— (1)

Hence, by comparing this value with the explicit expression of my.. in the physical interesting
case N =3, a =1 (see Theorem 4.9), we deduce that mgion(3,1,7) < miec(3,1,7).

1 N
2N (2N — 1 N+l-o
Mglob (N, @, 7) < UJN< ( )a)> :

REMARK 4.14. In the planar case, one can also consider a Newtonian potential in the

nonlocal term, i.e.
1
/ / log dzdy .
EJE [z =yl

It is clear that the infimum of the corresponding functional on R? is —oo (consider, for
instance, a minimizing sequence obtained by sending to infinity the distance between the
centers of two disjoint balls). Moreover, also the notion of local minimality considered in
Definition 4.4 becomes meaningless in this situation, since, given any finite perimeter set
E, it is always possible to find sets with total energy arbitrarily close to —oo in every L!-
neighborhood of E. Nevertheless, by reproducing the arguments of this paper one can show
that, given a bounded regular critical set E with positive second variation, and a radius
R > 0 such that E C Bpg, there exists § > 0 such that £ minimizes the energy with respect
to competitors F' C Br with a(F, E) < 0.

4.2. Second variation and local W??-minimality

We start this section by introducing the notions of first and second variation of the func-
tional F along families of deformations as in the following definition.

DEFINITION 4.15. Let X : RN — RY be a C%-vector field. The admissible flow associated
with X is the function ® : RN x (—1,1) — R¥ defined by the equations

o
%t =Xo®, P(z,0)==x.
DEFINITION 4.16. Let E C RY be a set of class C?, and let ® be an admissible flow. We
define the first and second variation of F at E with respect to the flow ® to be

2

d d
a]:(Et)'t:O and @]:(Et)

respectively, where we set Fy := O(F).

lt=0

Given a regular set E, we denote by X, := X — (X, vg)vg the tangential part to OE of
a vector field X . We will also denote by Byg := Dggpvg and Hyg := divggrg the second
fundamental form and the mean curvature of OF respectively, according to (1.4) and (1.5).

The following theorem contains the explicit formula for the first and second variations
of F. The computation, which is postponed to Section 4.6, is performed by a regularization
approach which is slightly different from the technique used, in the case « = N —2, in [26] (for
a critical set, see also |71]) and in [1] (for a general regular set): here we introduce a family
of regularized potentials (depending on a small parameter 6 € R) to avoid the problems in
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the differentiation of the singularity in the nonlocal part, recovering the result by letting the
parameter tend to 0.

THEOREM 4.17. Let E C RN be a bounded set of class C?, and let ® be the admissible
flow associated with a C?-vector field X . Then the first variation of F at E with respect to
the flow @ is

dF(F,
£2) :/ (Hop + 2yvp)(X,vg) dHN 1, (4.12)
dt =0 OF
and the second variation of F at E with respect to the flow ® is
d*F(E -
EHE) / (IVop(X, ve)[? — Bop|2(X, vg)?) dHN !
di lt=0 OF

+ 2’Y/ Gz, y)(X (), ve(2))(X (v), ve(y)) dHY 1 (2)dHN " (y)
OF JOE

—|—2’y/ DypVE (X,VE>2d’HN1—/ (2vwE + Hop) divor (X (X, vg)) dHN !
OFE OFE

+ / (2vvE 4+ Hyp)(divX) (X, vg) dHN T,
OFE

where G(z,y) : is the potential in the nonlocal part of the energy.

_ 1
o eyl
If E is a regular critical set (as in Definition 4.5) it holds
/ (2yvg + Hyp)diveg (XT<X, I/E>) dHN "t =0.
OF
Moreover if the admissible flow ® preserves the volume of E, i.e. if |®4(E)| = |E| for all
t € (—1,1), then (see |26, equation (2.30)])

d2

0= @’Etht:o

= / (divX)(X,vg)dHN L.
OE

Hence we obtain the following expression for the second variation at a regular critical set with
respect to a volume-preserving admissible flow:

dz‘F(Et) 2 2 2 N-1 2 N-1
7dt2 = / (‘V8E<Xa Z/E>’ - ’BBE’ <X, I/E> ) dH —|—2’)// aVEQ}E<X, UE> dH
lt=0 OB OB

Loy / G, ) (X (1), v (@) (X (1), v (y)) dHY " (2)dHN 1 (y)
OF JOFE

Following [1], we introduce the space

H'Y(OE) := {go € H'(9E) : /aEgod’HN_l = o}

endowed with the norm H‘PHﬁl(aE) = [[V¢l|2(aE) » and we define on it the following quadratic
form associated with the second variation.

DEFINITION 4.18. Let E C RY be a regular critical set. We define the quadratic form
0?F(E): HY(OF) — R by

*F(B)[g] = / (IVorel® — IBop*¢®) dHN ! + 24 / (By,vp) > AN
or oF (4.13)

+27/ G(z,y)p()p(y) AR (z)dHY " (y).
oFE JOFE
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If E is a regular critical set and ® preserves the volume of E, then

2
*F(E)(X,vE)] = d“‘;ft)h_o . (4.14)

We remark that the last integral in the expression of 92F(E) is well defined for ¢ € H'(OE),
thanks to the following result.

LEMMA 4.19. Let E be a bounded set of class C. There exists a constant C'° > 0,
depending only on E, N and o, such that for every ¢, € H'(OF)

/aE - Gz, y)p(x)e(y) dHY (@) dHY " (y) < Cligllellvlize < Cllell gllllga - (4.15)

PRrROOF. The proof lies on [48, Lemma 7.12|, which states that if  C R™ is a bounded
domain and p € (0, 1], the operator f — V,f defined by

(MJxmr1Lm—yW“”ﬂwdy

maps LP(Q) continuously into L4(£2) provided that 0 < §:=p~t — ¢! < p, and

1—40\1-% |_ .
Vi laer < (5 =5)  n ™ 101 I fll ooy

In our case, from the fact that our set has compact boundary, we can simply reduce to the
above case using local charts and partition of unity. In particular we have that p = & ]Qio‘,
and applying this result with p = ¢ = 2 we easily obtain the estimate in the statement. [J

REMARK 4.20. Using the estimate contained in the previous lemma it is easily seen that
O2F(E) is continuous with respect to the strong convergence in H'(E) and lower semi-
continuous with respect to the weak convergence in H L(OF). Moreover, it is also clear from
the proof that, given @ < N — 1, the constant C' in (4.15) can be chosen independently of
ac (0,a@).

Equality (4.14) suggests that at a regular local minimizer the quadratic form (4.13) must

be nonnegative on the space H Y(9F). This is the content of the following corollary, whose
proof is analogous to |1, Corollary 3.4].

COROLLARY 4.21. Let E be a local minimizer of F of class C*. Then
O*F(E)[g] > 0 for all p € H'(JE).

Now we want to look for a sufficient condition for local minimality. First of all we notice
that, since our functional is translation invariant, if we compute the second variation of F at
a regular set E with respect to a flow of the form ®(z,t) := x + tne;, where n € R and e¢; is
an element of the canonical basis of RV, setting v; := (vg, e;) we obtain that

d2
PF(B)ny) = —5F(®(E,t)) =0.
dt? [
Following [1], since we aim to prove that the strict positivity of the second variation is a

sufficient condition for local minimality, we shall exclude the finite dimensional subspace of
H'(OF) generated by the functions v;, which we denote by T(OE). Hence we split

HY(OE) = T+(0E) ® T(JE),
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where T (9F) is the orthogonal complement to T(OE) in the L?-sense, i.e.,
TH(9E) := {(p € H'(OE) : / or; ANt =0 for eachi=1,... ,N} .
OE

It can be shown (see [1, Equation (3.7)]) that there exists an orthonormal frame (e1,...,en)
such that

/ (v,ei)(v,e;) dHN 1 =0 for all i # 7,
OFE

so that the projection on TL(9E) of a function ¢ € H(JE) is
N

TrLar)(P) = ¢ — Z (/{)Ego(y, ) d?—[N1> H<V’€’>

i—1 v €i>|’%2(8E)

(notice that (v,e;) # 0 for every 7, since on the contrary the set E would be translation
invariant in the direction &;).

DEFINITION 4.22. We say that F has positive second variation at the regular critical set
Eif
D*F(E)[p] >0  forall o € TH(IE)\{0}.

One could expect that the positiveness of the second variation implies also a sort of coer-
civity; this is shown in the following lemma.

LEMMA 4.23. Assume that F has positive second variation at a regular critical set E.
Then

mo = inf{82]:(E)[<p} D p € Tl((?E), H‘P”Erl(a}j) = 1} >0,
and

82}"(E)[gp] > mo||e|| for all ¢ € Tl(aE) .

2
H'(3E)
PROOF. Let (¢p)n be a minimizing sequence for mg. Up to a subsequence we can suppose
that ¢, — o weakly in H'(0F), with g € T+(OE). By the lower semicontinuity of 9*F(E)
with respect to the weak convergence in H'(OF) (see Remark 4.20), we have that if ¢g # 0

mo = lim 0*F(E)[pn] > 0*F(E)[po] > 0,
h—o0
while if pg =0
mo = lim 0*F(E)[pp] = lim / \Voppn?dHN 1 =1.
h—o0 h—oo Jog
The second part of the statement follows from the fact that 9?F(E) is a quadratic form. [

We now start the proof of the local minimality criterion stated in Theorem 4.8. In the
remaining part of this section we prove that a regular critical pair with positive second variation
satisfies a weaker minimality property, that is minimality with respect to sets whose boundaries
are graphs over the boundary of E with sufficiently small W?P-norm (Theorem 4.25). In
order to do this, we start by recalling the technical result contained in |1, Theorem 3.7], which
provides the construction of an admissible flow connecting a regular set £ C RY with an
arbitrary set sufficiently close in the W?2P-sense.

THEOREM 4.24. Let E C RN be a bounded set of class C® and let p > N — 1. For all
€ > 0 there exist a tubular neighborhood U of OF and two positive constants 6, C with the
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following properties: if ¢ € C%(OF) and ]l wer@or) < & then there exists a field X € C?
with divX =0 in U such that
| X —YvElr2oe) <cll¥lon) -

Moreover the associated flow

0d

®(2.0)=0, = =Xod
(,0)=0, Z °

satisfies ®(OFE,1) = {z + Y (x)vp(z) : © € IE}, and for every t € [0, 1]
|®(-,t) — Id|lw2r0m) < CllYllw2roE) -

If in addition Ey has the same volume as E, then for every t we have |E;| = |E| and
/ (X,vg,)dHN "t =0.
OF;

We are now in position to prove the following local W?2P-minimality theorem, analogous
to |1, Theorem 3.9|. The proof contained in 1| can be repeated here with minor changes, and
we will only give a sketch of it for the reader’s convenience.

THEOREM 4.25. Let p > max{2, N — 1} and let E be a regular critical set for F with
positive second variation, according to Definition 4.22. Then there exist §, Cy > 0 such that
F(F) 2 F(E) + Co(a(E, F))?,
for each F C RN such that |F| = |E| and OF = {x + ¢ (z)vg(z) : * € OE} for some v with

lllwer@m < 6.
PROOF (SKETCH). We just describe the strategy of the proof, which is divided into two
steps.

Step 1. There exists d; > 0 such that if OF = {z + ¢(z)vg(x) : x € OE} with |F| = |E|
and Hw”WQ,P(aE) < 641, then

. o _ mo

wt {7 (P)ie] < o € BUOP). Iellguor = 1. | [ oveaw™| <sr) = 50,
where my is defined in Lemma 4.23. To prove this we suppose by contradiction that there exist
a sequence (F},), of subsets of RY such that 0F, = {z+ ¥, (2)vg(z) : z € OF}, |Fy| = |E|,
lUnllw2r@r) — 0, and a sequence of functions ¢, € HY(OF,) with |p, 1,
| faFn onvE, dHN 7Y — 0, such that

”ﬁl(aFn) =

mo
5
We consider a sequence of diffeomorphisms ®,, : E — F),, with ®,, — Id in W?? and we set

Pn = o 0 P — an, Qan = f on o Py, dHN L
oF

82}_(Fn)[90n] <

Hence ¢, € HY(DE), a, — 0, and since v, o ®, —vp — 0 in C% for some 8 € (0,1) and
a similar convergence holds for the tangential vectors, we have that

/ @n(VEy 5i> d/HNil —0
oF
for every i =1,..., N, so that ||7TTJ_(3E)(Q5n)||If11(8E) — 1. Moreover it can be proved that

0P F(F)lia] — PF(B)a]| - 0.
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Indeed, the convergence of the first integral in the expression of the quadratic form follows
easily from the fact that Byp, o ®, — Bygg — 0 in LP(OF), and from the Sobolev Embed-
ding Theorem (recall that p > max{2, N — 1}). For the second integral, it is sufficient to
observe that, as a consequence of Proposition 4.1, the functions vg, are uniformly bounded
in CLYP(RYN) for some B € (0,1) and hence they converge to vg in C'7(Bg) for all v < 3
and R > 0. Finally, the difference of the last integrals can be written as

/ G2, ) pn(@)pn(y) AHN1dHN 1 / G (2, )G (@) (y) AV AN
OFy, JOFy, oFE JOFE
- / / 0 (2,9)G (@, ) B () B () AHY AN
OF JOE

+ ap / G(®n (), Pn(y)) o, (x)Jo, (1) (Bn(z) + En(y) + an) dHV " HdHN !
OF JOE

where Jg, is the (N — 1)-dimensional jacobian of ®,, on OF, and

- |z —y|* . B
gn(x7y) = |<pn($) — q)n(y)‘a J':I)n( )Jq>n<y) L.

Thus the desired convergence follows from the fact that g, — 0 uniformly, a, — 0, and from
the estimate provided by Lemma 4.19.
Hence
m . . ~ . ~
=5 2 lim F(Fo)lpn] = lim O*F(E)[@a) = lim 0°F(E)lmrs om)(@n)
n—oo n—oo

n—o0

> Mo nli_{go HWTL(aE)(@n)Hgl(aE) = my,
which is a contradiction.
Step 2. If F is as in the statement of the theorem, we can use the vector field X provided
by Theorem 4.24 to generate a flow connecting E to F' by a family of sets Ey;, t € [0,1].
Recalling that E is critical and that X is divergence free, we can write
d2

1
F(F) = F(E) = F(B) = F(By) = [ (1 =057 E)ar

1
- [a-o(@rE).em)- |

It is now possible to bound from below the previous integral in a quantitative fashion: to do
this we use, in particular, the result proved in Step 1 for the first term, and we proceed as in
Step 2 of [1, Theorem 3.9] for the second one. In this way we obtain the desired estimate. [J

(29vs, + Hom,)divar, (Xr, (X, vi,)) dHN 1) dt.
o

4.3. Local L'-minimality

In this section we complete the proof of Theorem 4.8 by using a contradiction argument
which relies on the regularity properties of sequences of quasi-minimizers of the area functional.
We premise to the proof the following lemma, similar to Lemma 3.43, which is a consequence
of the classical elliptic regularity theory (see [1, Lemma 7.2]).

LEMMA 4.26. Let E be a bounded set of class C? and let E,, be a sequence of sets of class
CYP for some B € (0,1) such that OF, = {x + Yn(z)vp(z) : x € OE}, with ¢, — 0 in
CYP(OF). Assume also that Hyp, € LP(OE,) for some p > 1. We have:

o if Hop, (- +Un(-)vE(+) = Hap in LP(OF), then v, — 0 in WP(OF);
e if sup, [|[Hog, || r(9E,) < 00, then sup,, |[¢nllw2rop) < 00.
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An intermediate step in the proof of Theorem 4.8 consists in showing that the local W?2P-
minimality proved in Theorem 4.25 implies local minimality with respect to competing sets
which are sufficiently close in the Hausdorff distance. This is the content of the following
theorem, whose proof can be easily adapted from |1, Theorem 4.3] (notice, indeed, that the
difficulties coming from the fact of working in the whole space RY are not present, due to the
constraint ' C Zs,(E)).

THEOREM 4.27. Let E C RYN be a bounded regular set, and assume that there exists § > 0
such that

F(E) < F(F) (4.16)
for every set F C RN with |F| = |E| and OF = {x+(x)vg(z) : x € OE}, for some function
Y with |[Y]lweror) <0-

Then there exists 09 > 0 such that (4.16) holds for every finite perimeter set F with
|F| = |E| and such that I_5,(E) C F C Zs,(E), where for 6 € R we set (d denoting the
signed distance to E')

I5(E) :={z : d(z) < d}.

PROOF. Assume by contradiction that there exist sequences 6, — 0 and Ej C RY such
that |Ey| = |E|, I_5,(F) C E, C s, (E), and F(E}) < F(E). We consider a solution Fj,
to the obstacle problem

min {F(F) + A||F| - |E|| : I_5,(FE) C F C I5,(E)}, (4.17)
where we choose
A > max{F(E), ||div e + cov} - (4.18)

Here v denotes a regular extension of the normal vector field vg (given, for instance, by Vd),
while ¢ is the constant provided by Proposition 4.3 corresponding to the fixed values of N
and « and to m := |E|+1. Notice that A depends only on the set E, and that by minimality
of F h

F(F) < F(Ep) < F(E). (4.19)

Step 1. We claim that |F},| = |E| for every h. Indeed, assuming that |F},| < |E| for some h
(the argument in the opposite case is similar), we can find 7, € (—0dp, ) such that setting

Fy, := F,, UZ,, (E) one has |Fj,| = |E|. By Proposition 4.3, observing that without loss of
generality we have |F| < |E|+1,
IWL(Fy) = NL(Fy)| < col FuAFR| = co(|Ful — |Fal) -

Moreover, since O*F), \ 0*F}, is contained in 0Z,, (E) and VL, (B) =V,

P(Fy) — P(Fy) = / . dHN Tt — / _dnN!
O* Fp\O* Fy, O* Fp\O* Fy,

§/~ v-vg dHN_l—/ ~I/~VthHN_1
O* Fp\O* Fy, h O* Fp\o* Fy,
< /~ dive| dz < ||divelloo (1Fh| — |Fn]).

B, AF,

Hence, combining the estimates above and recalling the choice of A, we have
F(Fy) — F(Fy) — A||Fy] — |B|| < (||diveleo + coy — A) (|Fa| — |Fal) <0,

which contradicts the minimality of Fj,.
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Step 2. We now show that each set F}, is a solution to the penalized minimum problem
min { J,(F) := F(F) + A||F| — |E|| + 2A|FAT,(F)| : F c RV},
where for a set F we define Ty (F) := (F NIy, (F)) UZ_s,(E). Indeed, we have as in the
previous step that for every F ¢ RY
P(F) — P(TW(F)) > —|[divv || FATH(F)]

Moreover we can assume without loss of generality that |F'| < |E|+ 1, since on the contrary

Tn(F) > A||F| = |El| > A > F(E) > F(Fy) = Jn(Fr)
by the choice of A in (4.18) and by (4.19). Hence by Proposition 4.3

INL(F) = NL(Th(F))| < co| FAT,(F))|
and we conclude that
Tn(F) = Tu(Fy) > F(F) = F(Tu(F)) + A(||F| = |B|| = |[Tu(F)| - |EI[) + 2A| FAT,(F)|
> (A — [|divr|se — coy) |[FATL(F)| > 0,

where we used the fact that Fj, solves (4.17) in the first inequality.

Step 3. We have that each set F} is a (4A,rp)-minimizer of the area functional (see Defini-
tion 1.1), where 79 > 0 is such that wyre® < 1. Indeed, with this choice we have that for
every ball B,(x) with r < ry and for every finite perimeter set F' such that FAF, CC B,(x)

INL(F) = NL(FR)| < co| FAF|

by Proposition 4.3, where ¢y is the same constant as before since we can bound the volume
of F by |F| < |Fy| +wnro < |E|+ 1. Hence, as Fj, is a minimizer of Jj,, we deduce

P(F) < P(F) +y(NL(F) = NL(F,)) + A||F| — |E|| + 2A| FAT), (F)]
< P(F) + coy| FAF,| + 3A|FAF| < P(F) + 4A|FAF}).
Hence, since xr, — XE in LY(RY), by Theorem 1.4 we deduce that for h sufficiently large
Fj, is a set of class C1% and
OF), = {z + ¢Yn(2)vg(z) : x € OE}
for some 4, such that 1, — 0 in CV#(9E), for every B € (0,31).
Step 4. Another consequence of the quasi-minimality of F}, is that, by Lemma 1.8,
| Hor, | Looam,) < 4A,

and in turn, by Lemma 4.26, we obtain that

sup lnllw2rom) < o0

for every p > 1. Hence we can write the Euler-Lagrange equation for problem (4.17):

_ [ =2y in A= 0B, 0 (5, (B) \ T, (B)),
Hor, = { A —2yvg + pp  otherwise, (4.20)

where Ap, A are the Lagrange multipliers corresponding to Fj and F, respectively, and pp
is a reminder term tending uniformly to 0. On the other hand we have on 0F

H@E =\— 2’7’UE. (421)
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Observe now that, since the functions v, are equibounded in C1#(RY) for some 3 € (0,1)
(see Proposition 4.1) and they converge pointwise to vg since xp, — xg in L'(RY), we
deduce that

vp, —vg  in C*(BR) for all R > 0, (4.22)
and moreover the sequence A is bounded. We now show that
Hop, (- + ¢n(")ve(")) — Hop  in LP(OE) (4.23)

for every p > 1. This is trivial if HNY~1(A4;) — 0. On the contrary, assume without loss of
generality that HV~1(A) > ¢ > 0 for every h. Then we can find a cylinder C' = B'x]—L, L],
where B’ ¢ RV~ is a ball centered at the origin, such that H¥N"1(4, NC) > ¢ > 0 and in
a suitable coordinate system we have

F,nC={(,zy)eC:2' € B, zn < gn(2)},
EnC={(,zy)eC:2' € B, zy < g(2')}

for some functions g, g € W?P(B') such that g, — g in C“3(B’) for every 8 € (0, %) Let
now Aj be the projection of A, N C on B’. Then, by integrating (4.20) we obtain

/\hHN_l(A;L) — 2'7/ vp, (2, gn(a')) d”HN_l(m’)
Al

+ AHN LB\ 4)) — 27/

vi(e!, gn(a')) AN (') + / o dHN 1
B\AY,

BA\AY,

. Van ) N—1/.s Van ! N-2
= | div| —2 ) au ) =— — . dH" 7,
/’ (\/1+|V9h2 =) oB' \/1+ [Vgp2 [@|

and the last integral in the previous expression converges as h — oo to

x dHN2 =
||

Vg ! / . ( Vg > N—1/.1
- _—_— . = — div] ————— | dH T
oB \/1+[Vg|? / V1+ Vg2 @)
—NHYE) <20 [ oplel, gl MY ),
B/

where the last equality follows by (4.21). Then, recalling (4.22) and that p; tends uniformly
to 0, we conclude that (A, — \)HN~1(A}) — 0, which in turn gives A\, — A.

Hence (4.23) is proved and, in turn, we conclude that v, — 0 in W2P(9F) by Lemma 4.26.
The thesis now follows since (4.19) contradicts the assumption that E is a local W?2P-
minimizer. O

We are finally ready to complete the proof of Theorem 4.8. The strategy follows closely |1,
Theorem 1.1], with the necessary technical modifications due to the fact that here we have to
deal with a more general exponent o and with the lack of compactness of the ambient space.

PROOF OF THEOREM 4.8. We assume by contradiction that there exists a sequence of
sets B, C RN | with |Ey| = |E| and a(Ey, E) > 0, such that &, := a(Ej, F) — 0 and
Co

F(Ep) < F(E) + Z(a(Eh, E))?, (4.24)

where (Y is the constant provided by Theorem 4.25. By approximation we can assume without
loss of generality that each set of the sequence is bounded, that is, there exist Rj, > 0 (which
we can also take satisfying Rj, — +o00) such that Ej C Bp, .
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We now define Fj, C RV as a solution to the penalization problem

min{jh(F) = f(F)+A1\/(a(F,E) —en)? e+ Ao||F| — |E|| : FC BRh}, (4.25)

where A; and Ag are positive constant, to be chosen (notice that the constraint F' C Bpg,
guarantees the existence of a solution). We first fix

A >Cg+ [ (426)

Here Cg is given by Lemma 1.9, while ¢y is the constant provided by Proposition 4.3 corre-
sponding to the fixed values of N and « and to m := |E|+1. We remark that with this choice
A1 depends only on the set E. We will consider also the sets F n, obtained by translating F},
in such a way that a(Fy, E) = |FRbAE| (clearly Jn(Fr) = Jn(Fr)).

Step 1. We claim that, if Ay is sufficiently large (depending on Aj, but not on h), then
|Fp| = |E| for every h large enough. This can be deduced by adapting an argument from [38,
Section 2| (see also |1, Proposition 2.7]). Indeed, assume by contradiction that there exist
Ay — o0 and F}, solution to the minimum problem (4.25) with Ag replaced by Aj such that
|Fr| < |E| (asimilar argument can be performed in the case |F}| > |E|). Up to subsequences,
we have that Fj, — Fy in L] . and |F},| — |E|.

As each set Fj, minimizes the functional

./—"(F) +A1\/(O¢(F,E) —Eh)2 +€p

in Bp, under the constraint |F| = |[F}|, it is easily seen that F}, is a quasi-minimizer of the
perimeter with volume constraint, so that by the regularity result contained in |73, Theo-
rem 1.4.4] we have that the (/N — 1)-dimensional density of 0*Fj}, is uniformly bounded from
below by a constant independent of h. This observation implies that we can assume without
loss of generality that the limit set F is not empty and that there exists a point xg € 0* Fp,
so that, by repeating an argument contained in [38|, we obtain that given ¢ > 0 we can find
r >0 and z € RV such that

wN'rN

|Fi 0 Bryja(2)] < er™,  |Fy N Bo(2)| > oNTZ
for every h sufficiently large (and we assume Z = 0 for simplicity).

Now we modify Fj, in B, by setting G}, := ®(F},), where @, is the bilipschitz map
(1-0,2Y = 1))z if |2| < 1§,

Oy (z) := x+0h(1—|;]‘\]]\, r o if§g<xz<r,
T if |x| >,
and oy, € (0, 2%\,) It can be shown (see [38, Section 2|, [1, Proposition 2.7| for details) that ¢
and o, can be chosen in such a way that |G| = |E|, and moreover there exists a dimensional

constant C' > 0 such that
Inn(FR) = In, (Gr) = o3 (Chur™ = 2NN + Oy + CA)P(Fy: B,))

(where Jp, denotes the functional in (4.25) with Ag replaced by Ap). This contradicts the
minimality of Fy for h sufficiently large.
Step 2. We now show that

lim «(Fy, E) =0. (4.27)

h—+o00

Indeed, by Lemma 1.9 we have that
P(E) < P(Fy) + Cp|FAE|,
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while by Proposition 4.3

INL(E) = NL(Fy)| < ol R AE.
Combining the two estimates above, using the minimality of Fj, and recalling that |F,| = |E|
we deduce

P(Fn) + ANL(F) + Ay (BB — 24)* + 2 = Ti(Fy) < Ja(E)

=P(E) +yNL(E) + A1y/e} +ep

< P(Fy) +YNL(F) + (Cp + co)| FhAE| + A1y/€3 + en,

which yields

Al\/(yﬁhAE\ —en)’ +en < (Cp + o) | FRAE| + Al\/ﬁz%T%

Passing to the limit as A — +o00, we conclude that

Ay limsup |F,AE| < (Cg + coy) limsup | F, AE|,
h h

—+00 —+00

which implies |F,AE| — 0 by the choice of A; in (4.26). Hence (4.27) is proved, and this
shows in particular that xz — xg in LY(RY).

Step 3. We claim that each set F}, is an (w,rp)-minimizer of the area functional (see Defi-
nition 1.1), for suitable w > 0 and 79 > 0 independent of h. Indeed, choose ry such that
wnro™ < 1, and consider any ball B,(z) with r < 7y and any finite perimeter set F such
that FAF, CC By(x). We have

IWL(F) = NL(Fp)| < co| FAF|
by Proposition 4.3, where ¢ is the same constant as before since we can bound the volume

of F by |F| < |Fy| +wnre™ < |E|+ 1. Moreover

P(F) —P(FNBg,) = / dHN 1 (z) — / dHN 1 (2)
B*F\BRh (9*(FﬁBRh)ﬂaBRh

T _ T _
> / = ypdHN 1(37) — / 7 VFNBg, dH~ l(x)
O*F\Bg,, || 9*(FNBR, )NOBRg,, |z|

T X
— — v dHNil(x) = / div — dzx Z 0.
/8*(F\3Rh) ] VR F\Br, |2l

Hence, as Fj, is a minimizer of J;, among sets contained in Bg, , we deduce

P(F,) < P(FNBg,) +v(NL(F N Bg,) — NL(F,)) + As||F N Bg,| — |E]|

+A1\/(a(Fﬂ Bp,, E) —en)’ +en — A1\/(04(Fh7E) —en)’ +en
< P(F) + (coy + A1+ A2)[(F N Br, ) AFy|
< P(F) + (60’7+A1 +A2)‘FAFh‘

for h large enough. This shows the claim with w = ¢py + A; + Ay (the same property holds
obviously also for Fy,).
Recalling that x £, T XE in L', we can apply Theorem 1.4 and we obtain that for h

sufficiently large F}, is a set of class C1# and

OF, = {z + Yn(z)ve(z) : © € OE}
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for some 1, such that 1, — 0 in CY#(OF), for every S € (0, %) We remark also that the
sets ﬁh are uniformly bounded, and for h large enough ﬁh CC Bg,,: in particular, fh solves
the minimum problem (4.25).
Step 4. We now claim that
Fy, FE
lm “EE) (4.28)
h—4-00 €Eh

Indeed, assuming by contradiction that |a(F, E)—ep| > oep for some o > 0 and for infinitely
many h, we would obtain

F(Fn) + AiyJo%e; + en < F(Fp) + Al\/(a(FhaE) —en)’ +en

C
< F(Ep) + Ay, < F(BE) + Z“ez + AEn

-G
§f(Fh)+T°ei+A1\/5

where the second inequality follows from the minimality of F},, the third one from (4.24) and
the last one from Theorem 4.27. This shows that

C
Aiy/o%ed +ep < Toei + A1v/en,

which is a contradiction for A large enough.

Step 5. We now show the existence of constants )\, € R such that

”Haﬁh + 2’}/Uﬁh — )\h”Loo(aﬁh) < 4A1\/{:‘7h — 0. (4.29)
We first observe that the function f,(t) := \/(t — ep,)? + &, satisfies
’fh(tl) — fh<t2)| S 2\/5#1 — tg‘ if ‘ti — z’:‘h‘ S Eh- (4.30)

Hence for every set F' C RY with |F| = |E|, F C Bg, and |a(F,E) — &3] < €, we have

F(F) < FF) + M (y (@(F.B) — 1) + 1~ (alFa B) — 1) + 1)
< F(F) + 21z, |o(F, E) — a( Fy,, E)| (4.31)
< F(F) + 2A1\/e, |[FAFy)

where we used the minimality of ﬁh in the first inequality, and (4.30) combined with the fact
that |o(Fy, E) — ep| < e, for h large (which, in turn, follows by (4.28)) in the second one.

Consider now any variation ®;, as in Definition 4.15, preserving the volume of the set ﬁh,
associated with a vector field X . For |¢| sufficiently small we can plug the set ®;(F}) in the
inequality (4.31):

F(Fp) < F(®(Fp)) + 2812 |8 (Fn) AR,

which gives
f(@t(ﬁh)) — F(ﬁh) + 2A1+/en |t /~ | X - l/ﬁh| dHN L 4 o(t) >0
OFy
for |t| sufficiently small. Hence, dividing by ¢ and letting ¢ — 07 and ¢ — 0™, we get

‘/~ (Hop, +2yv5,) X v, dHN 1) < 2A1¢57/~ RRLZAL
oOFy OFy,
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and by density

‘/~ (Hyg, + 270, )pdH™ ) < 2A1J5/~ [l dHN
OFy, OFy,

for every ¢ € C“(@ﬁh) with fﬁﬁh @dHN=! = 0. In turn, this implies (4.29) by a simple
functional analysis argument.
Step 6. We are now close to the end of the proof. Recall that on OF

H()E =A- 2"va (4.32)
for some constant A, while by (4.29)
Hyp = An =205 + phs with pp, — 0 uniformly. (4.33)

Observe now that, since the functions vz are equibounded in CLB(RN) for some B € (0,1)

see Proposition 4.1) and they converge pointwise to vg since Y= — g in L', we have that
y g Xg, =X

VF, VB in C1(BR) for every R > 0. (4.34)

We consider a cylinder C' = B’'x] — L, L[, where B’ ¢ R¥~! is a ball centered at the
origin, such that in a suitable coordinate system we have

FoNC={(,zy) € C:2' € B, xn < gn(z)},
ENC={(2',z2y)€eC:2' € B, xy < g(a)}

for some functions g, — g in C#(B’) for every 8 € (0, 3). By integrating (4.33) on B’ we
obtain

MEN B =27 [ g, (an@ )AL @) + [l gn(a)) LY )
B/ !
) Vo > N_1/, 4 Van ! N—2
= — div| —=——— | dL T )= — - ’ dH )
/' <\/1 + [Vgn|? (@) o' \/1+ [Vgn2 ||

and the last integral in the previous expression converges as h — 0 to

K AxN-2 —
||

Vg ! / . < Vg ) N—1/_1
9. = [ aiv[—29 _VachN 'z
B’ \/1+ |Vgl|? / /1+|Vg[? (a7)
—ALNYB) -2y / vp(e, g(a')) LNV (),
Bl

where the last equality follows by (4.32). This shows, recalling (4.34) and that pp tends to 0

uniformly, that A\, — A, which in turn implies, by (4.32), (4.33) and (4.34),

By Lemma 4.26 we conclude that v, € W2P(9E) for every p > 1 and ¢, — 0 in W2P(9E).
Finally, by minimality of Fj we have

F(F) < F(B) + M/ (B B) — 24)* + en — A1 y/on
< F(Ep) < F(E) + % &2 < F(B) + % (ol B, B))?

where we used (4.24) in the third inequality and (4.28) in the last one. This is the desired
contradiction with the conclusion of Theorem 4.25. O
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REMARK 4.28. It is important to remark that in the arguments of this section we have
not made use of the assumption of strict positivity of the second variation: the quantitative
local L'-minimality follows in fact just from the local W?P-minimality.

4.4. Local minimality of the ball

This section is devoted to the proof of Theorem 4.9, which can be obtained as a consequence
of Theorem 4.8 by computing the second variation of the functional F at the ball and studying
the sign of the associated quadratic form.

4.4.1. Recalls on spherical harmonics. We first recall some basic facts about spherical
harmonics, referring to [53] for an account on this topic.

SNfl

DEFINITION 4.29. A spherical harmonic of dimension N is the restriction to of a

harmonic polynomial in N variables, i.e. a homogeneous polynomial p with Ap = 0.

We will denote by Hév the set of all spherical harmonics of dimension N that are obtained
as restrictions to SV~ of homogeneous polynomials of degree d. In particular ’Hév is the
space of constant functions, and H{V is generated by the coordinate functions. The basic
properties of spherical harmonics that we need are listed in the following theorem.

THEOREM 4.30. The following properties hold.

(1) For each d € N, Hév 18 a finite dimensional vector space.
(2) If FeHY, GeHY and d+# e, then F and G are orthogonal (in the L?-sense).
(3) If F € HY and d # 0, then

/ FAHN"1 =0
sN-1

(4) If (H},...,H, ) is an orthonormal basis of Hév for every d > 0, then this
sequence is complete, i.e. every F € LQ(SNfl) can be written in the form

dlm(Hd )

oo dim(HL)

F = Z Z L HY (4.35)

where ¢y = (F,H%) .
(5) If Hy are as in (4) and F,G € L*(SN~1) are such that
oo dim(HL) oo dim(HL)

F=Y Y A G=Y Y e
d=0 =1 d=0 =1

then
oo dim(HL)

Y
d=0 =1
(6) Spherical harmonics are eigenfunctions of the Laplace-Beltrami operator Agn-1.
More precisely, if H € ’H(Jiv then
—Agnv1H =d(d+ N —2)H.
(7) If F is a C?-function on SN~ represented as in (4.35), then
oo dim(HL)

/SMWSN VFI2AHN Y Z Z d(d+ N —2)(c})%.
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We recall also the following important result in the theory of spherical harmonics.

THEOREM 4.31 (Funk-Hecke Formula). Let f:(—1,1) = R such that

/1 IFO)(1 =) 2 dt < oo.

-1

Then if H € Hév and xo € SN it holds

[ P a) 1) a3 @) = palTan).

where the coefficient g is given by

N-3

1
pa = (N = Do [ Pral) (01~ at.

Here Py g4 1s the Legendre polynomial of dimension N and degree d given by
NG vosrdyd N_3
Png(t) = (-1)¢—2 1—t2’T(—> 1— )75
walt) = () s =87 () -
where T'(x) == [;°t*"te~tdt is the Gamma function.

4.4.2. Second variation of the ball. The quadratic form (4.13) associated with the
second variation of F at the ball Br, computed at a function ¢ € H'(0Bg) is

PFEI = [ (IVond@)f — S £ @) @)

L N-1 N-1
T2 /MR /MR @R Y @) )

+ 2y —aw dy ) &% (x) dHN 1 (z).
dBr “JBgr |z —y|

Since we want to obtain a sign condition of 92F(Bgr)[#] in terms of the radius R, we first
make a change of variable:

PF(Br)lgl = RV /6 (Vome@)]? = (N = 1)¢*(@)) AN ()

+ 2yRIN 2 /a N Mw(m)w(w)dHN—1<w)dHN—1<y> (4.36)

0B1
9 RQN—Q—Q/ / _ (z—y,z) d 2(2) qyN -1
+ 2y ( P y)«ﬁ (z) dH" (@),

0B,

where the function ¢ € H'(SV~!) is defined as o(z) := @(Rx). Since we are only interested
in the sign of the second variation, which is continuous with respect to the strong convergence
in H'(SV=1), we can assume ¢ € C?(SN=1)nTH(SN-1),

The idea is now to expand ¢ with respect to an orthonormal basis of spherical harmonics,
as in (4.35). First of all we notice that if ¢ € T+(SV¥~1), then its harmonic expansion does
not contain spherical harmonics of order 0 and 1. Indeed, harmonics of order 0 are constant
functions, that are not allowed by the null average condition. Moreover H{V = T(SN-Y),
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because vgn-1(z) = x, and the functions z; form an orthonormal basis of H. Hence we can
write the harmonic expansion of ¢ € C2(SN=1) N T+(SV~1) as follows:

oo dim(HL)
p=2 2. clly
im(HY
where (H;, e ,Hj (Ha )) is an orthonormal basis of Hév for each d € N. We can now com-

pute each term appearing in (4.36) as follows: the first term, by property (7) of Theorem 4.30,
is
0o dim('HN)

/SN1(|VSN_1¢|2—( )Py N = Z Z (d(d+ N —2) — (N —1))()>

For the second term we want to use the Funk-Hecke Formula to compute the inner integral;
so we define the function

F(t) = (2(1 - t)) 2
and we notice that
|z =y~ = f((z,y))  fora,yeSVT,

and that, for o € (0, N —1), f satisfies the integrability assumptions of Theorem 4.31. Hence
for each y € SN—1

oo dim HN)

1 N,
@AY @) = 30 S ).
/831|CU—IU| !

where the coefficient

« __aN—lw_ d—la ) PMFM
e = gV (2)N1<HO <2+Z>>FENi1)—éjd§ (4.37)

is obtained by direct computation just integrating by parts. Therefore

oo dim(HL)

1 T N-1 T N-1 _ N,a Ci 9
[ et an @ an ) DDA

For the last term of (4.36), noticing that the integral

Na _ / mdy
B ’x_y’a—&—Q

is independent of z € SV, we get

0o dim(HdN)

L U, ‘“Wdy)ﬁ(@dw‘%x):—QIN”; 2 (@)

Combining all the previous equalities with (4.36) we obtain

oo dim ’HN)

92 F Z Z RN=3( [d(d+N 2) — (N—1)+27RN+1_°‘<uév’a—aIN’O‘ﬂ.
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4.4.3. Local minimality of the ball. From the above expression we deduce that the
quadratic form 9%2F(Bg) is strictly positive on T+(0Bg), that is, the second variation of F
at Bpg is positive according to Definition 4.22, if and only if

d(d+ N —2) — (N — 1) + 2yRN+1-@ (ujl“a - aIN’O‘) >0 (4.38)

for all d > 2, where the “only if” part is due to the fact that H) c T+(SN~1) for each d > 2.
On the contrary, 9>F(Bg)[¢] < 0 for some ¢ € T+(0Bg) if and only if there exists d > 2
such that the left-hand side of (4.38) is negative.

We want to write (4.38) as a condition on R. Since d(d+ N —2)— (N —1) >0 for d > 2,
we have that (4.38) is certainly satisfied if ,uﬁlv’a —aZ™% > 0. But this is not always the case,
as the following lemma shows.

LEMMA 4.32. The sequence uév’a strictly decreases to 0 as d — 00.

PROOF. First of all we note that
S+d
N,a 2 N7a

= 4.
Mgt N—l—%—kdud ) (4.39)

hence the sequence (,uilv’a)dEN is decreasing since o < N — 1. Now

d
MN’a: (H g +k >HN70‘: (N -1 +5+d
d+1 LN -—1-2+k% 1 L1+ )N -5 +d

I'(N-2) ya 2 +d (5 +d)[log(F +d)—1]
T T )M\ NC1-8 1 d (N5 dlos(N-1-5+d-1]’

where in the second equality we used the well known property I'(z + 1) = 2I'(z), and in the
last step we used the Stirling’s formula. Since the previous quantity is infinitesimal as d — oo,
we conclude the proof of the lemma. O

As a consequence of this lemma and of the fact that ZV® > 0, we have that the number
dg’o‘ :=min{d > 2 : ,uilv’a < o™}
is well defined. This tells us that (4.38) is satisfied for every R > 0 if d < dg’a, and for

1

dld+ N —-2)— (N —1)\ V+i-a o

R<(( e )> = gV (d).
QV(aI =y’ )

if d > dﬁ’a. Moreover, by the previous lemma we get that ¢™**(d) — oo as d — co. The
following lemma, tells us something more about the behaviour of the function ¢™:.

LEMMA 4.33. There exists a natural number dﬁv’a such that for d < dﬁv’a the function

N,«

g is decreasing, while for d > d;" is increasing.

PROOF. The condition gV¥(d + 1) > g™V%(d) is equivalent to
d+1)(d+1+N-2)—(N—-1) dld+N-2)—(N-1)
27 (aZNe — 1iy') T o (azve - )
Recalling (4.39), the above inequality can be rewritten, after some algebraic steps, as follows:
PN -—a+1)+d(N*>—aN+a—-1)+$(N-1) y,
(N—1-2+d)(2d+N—1) Ha -

TN > (4.40)
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Using (4.39), it is easily seen that the right-hand side of the above inequality is decreasing
and converges to 0 as d — co. Hence the number

dY :=min{d € N : (4.40) is satisfied}
is well defined and satisfies the requirement of the lemma. ([l

We are now in position to prove Theorem 4.9.

PROOF OF THEOREM 4.9. Define
R(N’ «a, 7) = min g (d) ’

a>d
which can be characterized, by the previous lemmas, as
B gNe@l ™ it dy > dy
R(N,a,7) =
gve(dy ™) it dy < dle.
Now, from (4.38), we have that
9*F(Bg)[p] > 0 for every p € TH(0Bgr) <= R < R(N,a,7),
while
9> F(BR)[p] < 0 for some ¢ € TH(OBR) <= R > R(N,a,7).
By virtue of Theorem 4.8 and Corollary 4.21, we obtain the first part of the theorem, where

Mioc(N, @, ) is the volume of the ball of radius R(N, a, 7).
In order to show that the critical radius tends to oo as a — 0, we notice that

o dlm('HN)
O*F(Br)[# >Z Z DPRNT3(N + 1 — 2yaz™M RN,

Since
IN.a aio>+/ <ﬂf—y,9§> dy < oo,
By ’33 - y’
we have that for each R > 0 there exists @(N,~, R) > 0 such that for each o < @(N,~, R)
N+1
N,«
al < Q,YRNJrlfa’

which immediately implies the claim. To conclude the proof we examine in more details the
special case N = 3, determining explicitly the critical mass mjo.. From (4.37) we have that

S () ILCEL I L SH A )

2 F<2+d—%) H?;i(l_%+j)d+1—%2—a’

37
Hq
=0

where we used the property I'(z + 1) = 2I'(x). Moreover, by the explicit computation of the
integral 73 which is done below (see (4.42)), we have
22—0c

d-—a)2—a)
It is now easily seen that d?’a = di’a = 2 for every a € (0,2). Hence

(6 - a)4—a)\T=
23—anqr > '

%% = 2r (4.41)

R(3,a,7) = (

which completes the proof of the theorem. O
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4.4.4. Computation of ZV:®. Here we want to get an explicit expression of the integral

IN,a — / <l‘ — y,.%'> dy
B

1 ’1’ - y’a+2

in the case N = 3. First of all, since ZV'® is independent of z € S¥~!, we fix = e;. By
Fubini’s Theorem we get

1- ! 1—t
e —/ e dy—/ (/ == dLNl(z)>dt,
B ler =yl “U\JB (1= 1)2 4 |22) T

where B; := BY71(0,v/1 —#2) denotes a (N — 1)-dimensional ball of radius v/1 — 2 cen-
tered at the origin. To treat the inner integral, we apply the co-area formula (see [&,
equation (2.74)]), by integrating on the level sets of the function fi(z) := /(1 —t)? + |z]?,
z € RV=1: setting §(r) = \/r2 — (1 — )2, we get

/ dcN-1(z) /m < / dH N2 ) |
= r

B ((1—1)2+ Mz)‘%z 1t OBN-1(0,6(r)) T /12 — (1 — £)2

V208 (32 _ (1 - 2 F

ra—i—l

dr.

= (N - 1)wN—1/

1—t
Therefore

NG — (N = 1wn s /1 (1—1) </1m (= (-0 dr) dt. (4.42)

-1 —t ratl

By computing the previous expression for N = 3, we end up with (4.41).

4.5. Global minimality

This section is devoted to the proof of the results concerning global minimality issues. We
start by showing how the information gained in Theorem 4.9 can be used to prove the global
minimality of the ball for small volumes.

PrROOF OF THEOREM 4.10. By scaling, we can equivalently prove that given N > 2 and
a € (0,N —1) and setting

5= sup{7 > 0 : By is a global minimizer of F, , in RN under volume constraint},
we have that 4 € (0,00) and Bj is the unique global minimizer of 7, for every v < #.

We start assuming by contradiction that there exist a sequence v, — 0 and a sequence of
sets By, with |E,| = |B1| and «(FE,, B1) > 0, such that

‘FOé7’Yn (En) < Jra,'yn (Bl) (443)
By translating E,, so that a(E,, B1) = |E,ABj|, from (4.43) one immediately gets
C(N) |E,AB|? < P(Ep) — P(B1) < m(NLa(B1) = NLo(Er)) < yncol EnAB:|

where the first inequality follows from the quantitative isoperimetric inequality and the last
one from Proposition 4.3. Hence, as v, — 0, we deduce that «(E,, B;) — 0.

From the results of Section 4.4 it follows that if 9 > 0 is sufficiently small then the func-
tional Fq 4, has positive second variation at Bi: by Theorem 4.8, this implies the existence
of a positive d such that

Faro(B1) < Fano(E)  for every E with |E| = |Bi| and 0 < a(E, Br) < 0. (4.44)
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We now want to show that (4.44) holds for every v < g, with the same 0. Indeed, assuming
by contradiction the existence of v < 79 and £ C RY such that |E| = |Bi|, 0 < a(E, B1) <
and

Fary(E) < Fay(Bi), (4.45)
since P(By) < P(E) we necessarily have N'L,(E) < NL,(B1). Hence by (4.45)
P(E) = P(By) < y(NLa(B1) = NLs(E)) < v (NLa(B1) = NLL(E)), (4.46)

that is, Fo~o(E) < Fanqo(B1), which contradicts (4.44).

Now, since for n large enough we have that ~, < v and 0 < a(E,, B1) < J, the previous
property is in contradiction with (4.43). This shows in particular that 5 > 0.

The fact that 7 is finite follows from Theorem 4.9, which shows that for large masses the
ball is not a local minimizer (and obviously not even a global minimizer).

Finally, assume by contradiction that for some v < %4 the ball is not the unique global
minimizer, that is there exists a set E, with |EF| = |Bi| and «(F,B;) > 0, such that
Far(E) < Far(B1). By definition of 74, we can find 4/ € (vy,7) such that Bj is a global mini-
mizer of F, /. Arguing as before, we have that by the isoperimetric inequality P(B) < P(E),
which by our contradiction assumption implies that N'L,(E) < N Ly (Bi); this yields

P(E) — P(B1) < Y(NLa(B1) = NLo(E)) < v (NLa(B1) = NLo(E)) ,
which contradicts the fact that By is a global minimizer for F, . U

We now want to analyze what happens for small exponents «. Since for a = 0 the
functional is just the perimeter, which is uniquely minimized by the ball, the intuition suggests
that the unique minimizer of F, ., for a close to 0, is the ball itself, as long as a minimizer
exists. In order to prove the theorem, we need an auxiliary result: the non-existence volume
threshold is uniformly bounded for o € (0,1). The proof is a simple adaptation of the
argument contained in [62, Section 2|, where just the three-dimensional case with a = 1 is
considered.

PROPOSITION 4.34. There exists m = m(N,~) < +oo such that for every m > m the
minimum problem
19 == inf {For(E) : ECRY,|E|=m} (4.47)
does not have a solution for every a € (0,1).
PROOF. During the proof we will denote by C' a generic constant, depending only on N
and «y, which may change from line to line.
Step 1. We claim that there exists a constant Cj, depending only on N and ~y, such that

I7 < Com for every 0 < a < N —1 and m > 1. (4.48)

Indeed, if B is a ball of volume m, then

2N —«
N 1
Fanr(B) = Nuwy /Ny N-D/N + v ca (m> , Co 1= / / ———dady.
WN By /By ‘ﬂj - y’a

It follows that for every 1 < m < 2 we have I, < Cp, for some constant Cy depending only
on N and «. It is now easily seen that I, < Iy + I if m = my + ma (see the proof of
[62, Lemma 3]): hence by induction on k we obtain Ig < Cok for every m € [k, k+1).

Step 2. We claim that there exists a constant C7, depending only on N and <, such that for
every 0 <a <N —1and m > 1,if F is a solution to (4.47) then

|E N Bg(x)| > C1RY (4.49)
for every R <1 and for every x € E such that |[E'N B,(z)| > 0 for all » > 0.
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To prove the claim, assume without loss of generality that = = 0. It is clearly sufficient to
show (4.49) for Ll-a.e. R < e, where gy will be fixed later in the proof. In particular, from
now on we can assume without loss of generality that R is such that HV~1(0E NdBg) = 0.
We compare the energies of E and E' := \(E \ Bg), where A > 1 is such that |E'| = m: by
minimality of E we have Fo (E) < Fo~(E’), which gives after a direct computation

HN"YWOENBR) < AWV~ = ) For (B) + XN HY "1 OBR N E).

In turn this implies, by using ¥ ~Y(O(EN Bg)) = HYN"1(OENBR) + HYN "1 (OBRrNE) (recall
that HN~Y(OE N dBg) =0),

HYHO(ENBR)) < VN — 1) For(B) + WV 1+ WHYN 1 OBR N E).

Now, choosing €9 > 0 so small that |E\Bg| > $m, we obtain the following estimates:

2N —«

N E N Bg|
AN-o (T 1< m ) <cEOBRl v o
<\E\BRI> —C<1E\BR = =¢

Hence from the isoperimetric inequality, (4.48), and from the above estimates we deduce that

|ENBg|'~ < C|EN Bg|+CHYN 10BN E).

Finally, observe that if &y is sufficiently small we also have |[ENBg| < 5=|ENB R|% , hence

we obtain
BN Br|"% < CHY 1 (0BR N E) = C%\Em Bxl,
which yields
%w NBg|~ >C  for Llae. R < e.

By integrating the previous inequality we conclude the proof of the claim.

Step 3. We claim that there exists a constant Cy, depending only on N and ~, such that for
every 0 < a <1 and m > 1,if E is a solution to (4.47) then

NLL(E) > Comlogm — Cym (4.50)

(notice that the conclusion of the proposition follows immediately from (4.48) and (4.50)).
In order to prove the claim, we first observe that

|EN Bgr(z)| >CR  forevery x € E and 1 < R < $diam(E). (4.51)

Indeed, as E is not contained in Bgr(z) and E is connected (see Theorem 4.7), we can find
points z; € ENOBgr_;(x) for i = 1,...,|R] such that |E N B.(z;)] > 0 for every r > 0.
Then by (4.49)

LR] NN

|E N Bg(z)| > Z} |EN By (x:)] = Cy <2) |R].
1=
Observe now that, if we set Eg := {(z,y) € E x E : |vr —y| < R}, we have by (4.51) that

for every 1 < R < 3diam(E)

£2V(Bp) = / B Br(z)|dz > C|E|R. (4.52)
E
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Hence
/ / dzdy = / o i%” YOER)dR
[ =yl V2
te 1 d 1 [t>°1 d
== —L*N(Eg)dR > / —L*N(Bg)dR
2/0 7o art (Er) ., RdR (Er)
_ 1 £2N(E1) + 1/+Oo — L*N(Eg)dR
2/, R?
dlam(E 1
> —Cm+ C’m/ —dR,
R
where in the first inequality we used the fact that o < 1, while the second one follows from
(4.52). This completes the proof of the proposition. O

An essential remark for the proof of Theorem 4.11 is contained in the following lemma,
where it is shown that the local minimality neighborhood of the ball is in fact uniform with
respect to v and «.

LEMMA 4.35. Given 4 > 0, there exist & > 0 and § > 0 such that
Fan(B1) < Fay(E)
for every a < @, for every v <7 and for every set E with |E| = |B1| and 0 < a(E, B1) <.

PROOF (SKETCH). Notice that, by the same argument used in the proof of Theorem 4.10,
it is sufficient to show that, given 4 > 0, there exist & > 0 and § > 0 such that

Fazy(B1) < Fasy(E)
for every ae < @ and for every set F with |E| = |B;| and 0 < a(F,B;) < 9.

In order to prove this property, we start by observing that there exists a; > 0 such that

mo = inf mf{a Fars(B1)le] : ¢ € TH0B), llel o, = 1} >0. (4.53)

a<a1

In fact, assuming by contradiction the existence of a,, — 0 and ¢, € T+(9By), with
lenllz: = 1, such that 8?F,, 5(B1)[¢n] — 0, we have by compactness that, up to subse-

quences, @, — g weakly in H' for some ¢y € T(0B1). It is now not hard to show that the
last two integrals in the quadratic form 9%F,, 5(B1)[pn] converge to 0 as n — oo: indeed,
the second integral in (4.13) converges to 0, since it is equal to

_Ozn/ (/ x_awdy) -x(}pi(w)d’HN_l(:L,) < C’an/ QO%dHN_l 50 asn — oo,
o5, \JB, |z —yl* .

For the last integral in (4.13), denoting by Ga,, (z,y) = | — y|~*", we write

/ Gan (‘/an)gpn(x)@n(y) dHNfl(gj)dHNfl(y)
8B1 aBl
- / G (2,9)¢n(2) (Pn(y) — wo(y)) AV (2)dHN " (y)
aBl 831
+ / Ga (7,9) (pn(x) — 0(2))po(y) dHN Hz)dH " (y)
8B1 831

s [ [ Gae et MY ) dH  y);
0B1 JOB1
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the potential estimates provided by Lemma 4.19, where the constant can be chosen indepen-
dently of «,, by Remark 4.20, guarantee that the first two integrals in the above expression
converge to zero, while also the third one vanishes in the limit by the Lebesgue’s Dominate
Convergence Theorem, recalling that |, op, P0 =10 and a, — 0. Moreover, for the first integral

in the quadratic form 9%F,, 5(B1)[en], we have that

/ Vomwol? < limint / Vomenl?, / Bog, [20% — / Bos, %03
0B; n—=oo  JoB; 8B, 8B,

Hence, if 9 = 0 we conclude that fa& \Vaglgpn|2 — 0, which contradicts the fact that
lonll 71 =1 for every n. On the other hand, if ¢o # 0, we obtain

/ \Vop,pol? dHN ! —/ IBop, |2 dHY 1 <0,
0B1 0B1

that is, the second variation of the area functional computed at the ball By is not strictly
positive, which is again a contradiction.

With condition (4.53), it is straightforward to check that the proof of Theorem 4.25 pro-
vides the existence of §; > 0 and C7 > 0 such that

Fur(E) > Fary(B1) + Ci(a(E, By))®

for every o < ay and for every E C RY with |E| = |By| and 0F = {z +¢(z)z : « € 0By}
for some ¢ with [|¥|ly2p9m,) < 1.

In turn, having proved this property one can repeat the proofs of Theorem 4.27 and
Theorem 4.8 to deduce that there exist ay > 0, d9 > 0 and C5 > 0 such that

Far(E) 2 Fay(B1) + Co(clE, By))”

for every a < ap and for every E C RY with |E| = |By| and «(E,B;) < 2. The only
small modifications consist in assuming, in the contradiction arguments, also the existence of
sequences «;, — 0, instead of working with a fixed a. Then the essential remark is that the
constant ¢g provided by Proposition 4.3 is independent of v, . In addition, some small changes
are required in the last part of the proof, since the functions v, associated, according to (4.3),
with the sets F;, constructed in the proof are defined with respect to different exponents ay,,
but observe that the bounds provided by Proposition 4.1 are still uniform. The easy details
are left to the reader.

These observations complete the proof of the lemma. O

We are now in position to complete the proof of Theorem 4.11.

PrROOF OF THEOREM 4.11. We assume by contradiction that there exist a,,, — 0, m, >0
and sets E, C RV, with |E,| = m,, a(E,, B,) > 0 (where we denote by B,, a ball with
volume my, ), such that E, is a global minimizer of F,, , under volume constraint. Note
that, as the non-existence threshold is uniformly bounded for a € (0,1) (Proposition 4.34),
we can assume without loss of generality that m, < m < +oo.

By scaling, we can rephrase our contradiction assumption as follows: there exist «,, — 0,
Yn > 0 with 4 := sup,, v, < +o0, and F,, C RY with |F,| = |Bi|, a(F,, B1) > 0 such that

fan,vn(Fn) = min{]:an,'yn(F) D |F| =B},

and in particular
‘Fanu"fn (Fn) S fanﬂ/n (Bl) (454)
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We now claim that, since «;,, — 0,
lim |NL,,(B1) —NCL,, (F,)| =0. (4.55)

n—+oo
Indeed, we observe that by adapting the first step of the proof of Theorem 4.7, we have
that there exists A > 0 (independent of n) such that F,, is also a solution to the penalized
minimum problem

min {Fo, ~, (F) + A||F| = |Bi|| : F c RV}

(for n large enough). In turn, this implies that each set F), is an (w, 79)-minimizer for the area
functional for some positive w and ry (independent of n): in fact for every finite perimeter
set F' with FAF,, CC By,(xz) we have by minimality of F,

P(F,) < P(F) +m(NLa, (F) = NLa, (Fp)) + A||F| — |Bi]]
< P(F) + (Jeo + A) [FAF,],

where we used Proposition 4.3 and the fact that the constant ¢y can be chosen independently
of a;,. We can now use the uniform density estimates for (w,rg)-minimizers (see [64, The-
orem 21.11]), combined with the connectedness of the sets F,, (see Theorem 4.7), to deduce
that (up to translations) they are equibounded: there exists R > 0 such that F,, C B g for
every n. Using this information, it is now easily seen that, since «, — 0,

1

from which (4.55) follows.
By (4.54), (4.55) and using the quantitative isoperimetric inequality we finally deduce

Cn((Fy, B1))? < P(Fy) — P(B1) < (N Loy (B1) = N Lo, (Fy))
<Y |NLa, (B1) = NLqa, (F,)| — 0,

that is, F}, converges to By in L'. Hence (4.54) is in contradiction with Lemma 4.35 for n
large enough. ([

We conclude this section with the proof of Theorem 4.12.

PROOF OF THEOREM 4.12. First of all we notice that, since for masses smaller than
Mglob the ball is the unique global minimizer, for each m > 0 there exists k,, € N such that
[, (m) = min; f;(m). Setting mo = 0, my = mgeh, we have by Theorem 4.11 that (4.11)
holds for k£ = 1. In the following, we denote by E} a solution to the constrained minimum
problem

min{F(F) : E C Bg, |E| =m}.
We remark that
F(EE) —inf {F(E): ECRY,|E|=m} as R— 0, (4.56)

and that, given m > 0, for every m < m and for every R > 0 the volume of each connected
component of £} is bounded from below by a positive constant My > 0 depending on m (this
conclusion can be obtained by arguing as in the proof of Theorem 4.7, showing in particular
that each set EF' is an (w,rp)-minimizer for some constant w independent of m < m).

We now define

my :=sup{m > my : fo(m') = inf|g_,y F(E) for each m’ € [m1,m)}

and we show that mg > my. Indeed, fix € > 0 and m € (myi, m; + ). Observe that the sets
(ER)r cannot be equibounded, or otherwise they would converge (as R — oo) to a global
minimizer of F with volume m, whose existence is excluded by Theorem 4.11. The fact that
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the diameter of E¥ tends to infinity, combined with the uniform density lower bound satisfied
by E} (which, in turn, follows from the quasiminimality property), guarantees that for all R
large enough the set E}? is not connected; moreover, if ¢ is small enough, each of its connected
component has mass smaller than mg1,, as a consequence of the lower bound on the volume
of the connected components. Then we can write Ef} = Fy U Fy, with |Fy|, |Fb| < mglop and
FiNF, =@, so that we can decrease the energy of E} by replacing each F; by a ball of
the same volume, sufficiently far apart from each other, obtaining that fo(m) < F(ER). By
(4.56) we easily conclude that fo(m) = inf g, F(E) for every m € (m1,m;+¢), from which
follows that mg > my. Moreover, by definition of mg, we have that (4.11) holds for k = 2.
We now proceed by induction, defining

Mig1 1= sup{m > my, : frp1(m') = inf| g,y F(E) for each m' € [my, m)}

and showing that my < mygiq1. Arguing as before, we consider m € (my, my + €), for some
€ > 0 small enough, and we observe that for R sufficiently large the set E%' is not connected,
and each of its connected components has volume belonging to an interval (m;_1,m;| for some
i < k. By the inductive hypothesis we can obtain a new set F', union of a finite number
of disjoint balls, such that F(Fg') < F(E}), simply by replacing each connected component
of B by a disjoint union of balls. We can also assume that at least one of these balls, say
B, has volume larger than e (if we choose for instance ¢ < %5t ); in this way |Fg' \ B| < my,
and we can decrease the energy of Fj' by replacing Fp'\ B by a finite union of at most
k balls. With this procedure we find a disjoint union of at most k£ + 1 balls whose energy
is smaller than F(F}'), so that, recalling (4.56) and that F(Fp') < F(ER), we conclude
that firy1(m) = inf|g =, F(E) for every m € (my, my +¢). This completes the proof of the
inequality my < myg41, and shows also, by definition of my, that (4.11) holds.

Now, assume by contradiction that my — m < oo as k — oo. Since each interval
(mg, mp41) is not degenerate, the definition of my as a supremum ensures that we can find
an increasing sequence of masses my — m such that an optimal configuration for min; f;(my)
is given by exactly k£ + 1 balls. Recalling that the constant My provides a lower bound on
the volume of each ball of an optimal configuration, the previous assertion is impossible for &
large and shows that limy_,., mg = co. Finally, it is clear that the number of non-degenerate
balls tends to co as m — oo, since the volume of each ball in an optimal configuration for
min; f;(m) must be not larger than m; . O

4.6. Computation of the first and second variations of the functional

We conclude this chapter by proving Theorem 4.17, which consists in the computation of
the first and second variations of the functional F.

PROOF OF THEOREM 4.17. The first and the second variations of the perimeter of a

regular set E are standard calculations (see, e.g., [75]) and lead to
d ,
B = | Hop(X, vg) HN ! (4.57)
OF
and
d? _
GPED = [ (VorlX.m)? - [BopP (X,vi)?) au¥ !
oF
+/ Hpp ((X,vp) divX — divep (X (X, vg))) dHV L. (4.58)
OF
This particular form of the second variation is in fact obtained in [19, Proposition 3.9|, and

we rewrote the last term according to [1, equation (7.5)].
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We now focus on the calculation of the first and the second variations of the nonlocal part.
In order to compute these quantities we introduce the smoothed potential

1
o) = T

for § > 0, and the associated nonlocal energy
NLs(F) := / / Gs(a,b) dadb.
FJF
We remark that the following identities hold:
Vo (Gs(®e(), Bi(y))) = VaGs(P(x), Bi(y)) - DPy(x), (4.59)
ViGs(a,b) = V,Gs(b, a). (4.60)

Step 1: first variation of the monlocal term. The idea to compute the first variation of the
nonlocal part is to prove the following two steps:

(1) NLs(Ey) =9 NL(E;) uniformly for t € (—tg,tg),

(2) %Nﬁg(Et) converges uniformly for ¢ € (—tg,%p) to some function H(t) as § — 0,
where ¢ty < 1 is a fixed number. From (1) and (2) it follows that

— H(0) = lim 2N Ls(E)

d
&NE(Et) 5§—0 Ot

(4.61)

lt=0 lt=0"

We prove (1). We have that

\Nc(;(Et)—Nﬁ(Em{ [ [ (@st.0) - Ga) asay

< / / Gs(x,y) — Gla,y)| dady,
Br J/Bg

where we have used the fact that E is bounded and hence E; C Bpr for some ball Bg. It is
now easily seen that the last integral in the previous expression tends to 0 as § — 0, thanks
to the Lebesgue’s Dominated Convergence Theorem, hence

sup |NLs(Ey) —NL(E)|—0  asd— 0.

tE(—to 7t())

We now prove (2). By a change of variables and using (4.59) and (4.60) we have

GAEsE) =2 [ ST @) 10)Gol @), el dady

ot

+2/E/EJ(I)t(m’)J(I)t(y)<Vx(G5(CI)t(x),(I)t(y))).(Dq)t(x))1?X((I)t(x))>dzdy
:/ / f<t7x7y)G5(q)t<$),q)t(y))dfﬂdy
EJE
* /M </Eg(tv$vy)G6(<I>t(w),‘1>t(y))dy> dHN " (z),

where J®, := det(D®;) is the jacobian of the map ®;,

f(t,z,y) = 26? (2)J@¢(y) — 2div, (JOy(z) T4 (y) X (P4(2)) - (DRy(2))"7T),

g(t,z,y) == JO4(x) T (y)(X (Pe(2)) - (DPe(2)) T, v(@))
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and in the last step we used integration by parts and Fubini’s Theorem. Now since f and g
are uniformly bounded on (—tg,tg) x E x E and (—tg,ty) X OF x E respectively, it is easily
seen that

;Nﬁg(Et) a H(t) uniformly for t € (—to,tp),

where
://f(t,m,y)G(‘I)t(x)a‘I)t(y))dgﬁdy
EJE

[ ( / g(t,x,mG(@xx)@t(y))dy) aHN 1 (a).

We finally compute (4.61). Recalling that

0J P,

=divX 4.62
Ot im0 e (4.62)

we have

Nﬁé(Et)|t o = //< (o ih;‘);_i_ 252)3 _a(|x<)_((;|i’i ;Q;JZ+2> dzdy
= 2 fo () oo

- 2/aE </E <\;{<;j\)2’ Vﬁ??) dy) 4R @)

(where we used the divergence Theorem and Fubini’s Theorem in the last equality), and hence
by letting 6 — 0 we conclude that

H(o)—z/@E (/EW@) dHN () —2/8EUE (X,v)ydHN L,

This, combined with (4.57), concludes the proof of the formula for the first variation of F.

Step 2: second variation of the nonlocal term. We will compute the second variation of the
nonlocal term by showing that

2
;Nﬁg(Et) =9 K (t) uniformly in t € (—tg, to)

for some function K, hence getting

2

lim 8t2 (4.63)

lt=0 lt=0 °
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First of all we have that

D Ny - 3[2 / E8””<x>J<I>t<y>Ga<<1>t<w>,@(y))dxdy

8752 ot ot

42 / / JO(2) T 04 (y)(VaGa (@4 (), Bi(y)), X (®4(x))) dady

=2 [ (o @t
)

+2//J(I>t J<I>t

+ (V4G5(®i(), @uly)), X (@:(y))) dady

2 / / (72u0) TB) X (@1(2)) ), TaCs(®1(), B1(y))) dirdy

G5(®1(x), Pi(y)) dzdy
(@4 (x)

)
((VaGs(®i(x). 2u()), X (@1(a))

N

2
w2 [ [swwre <§: ilg;] 2), ®1(y)) X (@4(2)) X; (@4())

G
" Z da;db ((I)t(m)’q)t(y))Xi(@t(w))Xj(‘Pt(y))) dady . (4.64)
Using identity (4.59) and integrating by parts, we can rewrite this expression as

2
SN EsE) = [ [ 1t )Gs(ila), @1(w) dody
[ (VuGo(@1(0), )18, 9)) + (F1G(®0). Bul0). (8, 7,0))) oy
EJE

b [ ((VaGs@la), Bu(w)), n(t,.9)) + (TuGis(@e(a), D)) ol 1) ) AHY ()
E JOE

for some functions f, g1, g2, h1, he uniformly bounded in (—tg,tg) x E x E. It is then easily
seen that

8t2Nﬁ5(Et) =9 K(t) uniformly in t € (—to, o),
where K (t) is simply obtained by replacing G(; by G in the previous expression.

We finally compute (4.63). Setting Z := we have that

0 J®, 0X; 0X; . .
T divZ + (divX)? ”21 d, O = div((divX)X).

Therefore, computing (4.64) at ¢ = 0, from this identity and recalling (4.62) we obtain

2
38752N£5(Et)to = 2/ / [div((divX)X) (2)Gs(z,y) + divX (z)divX (y)Gs(z, y)] dzdy

+4/ / divX (y ng( )X () + %jf(:c 9) Xy )) dzdy

Ly / / Z <8G5 ji (z)X;(z) + aig:ij (,y) Xi(2) X;(z)

i,7=1
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2

Gs

81‘@6%‘

By integrating by parts in Iy, the sum of the first two integrals is equal to

L+ 1= 2/ / (VoGs(z,y), X (2)) (divX (z) + divX (y)) dedy

(x, y)XA:c)Xj(y)) dwdy = I + I + I

/ [ Giay) (@ivX (@) + v X () (X (0). () 41 )y

Hence

3t2Nﬁé(Et)|t 0o = 2/ Gs(z,y)(divX (z) + divX (y)) (X (z), v(z)) AHY " (2)dy
+2// (dive ((VaGs(ar, ), X (@)X (2)) + divy (V2 Gi(a,y), X (2)) X (3) ) dadly
+ Q/E </8E divx(G(;(x,y)X(:z)xX(y),V(y)> dHNl(y)> da
- 2/3E </E div, (Gg(x,y)X(x)) dy) (X (x),v(x)) dHNﬂ(x)

+ 2/ G(z, y) (X (a), v(@)) (X (y), v(y)) AH " (2)dH " (y)
oF JOE

where the second equality follows after having applied the divergence theorem, and the last
one by Fubini’s Theorem and the divergence theorem. Thus, using the Lebesgue’s Dominated
Convergence Theorem to compute the limit of the previous quantity as 4 — 0, and recalling
that a € (0, N — 1), we obtain

2
86752/\/[5(Et)lto = 2/8E </E div, (G(z,y) X (2)) dy> (X (2),v(z)) dHN (z)
2 / / Gla, y)(X (2), v(x)) (X (y), v(y)) AHN " (2)dHY " (y).
or Jor

We can rewrite the first integral in the previous expression as
2/ (/ div, (G(z,y) X (z)) dy> (X (x),v(z)) dHN(z) = 2/ div(vpX) (X, v) dHN
oF E oF

i /8 ) (0 (@ivX) (X, 0) 4 (Vo X)X, 0) 4 By (X,0)?) dRY

(4.65)

= 2/8E<’UE(diVX)<X, 1/> — VR diVaE(XT<X7 y>) + O, vE (X, y>2> d,HN_l '

Finally, combining this expression with (4.65) and (4.58), we obtain the formula in the state-
ment. O






APPENDIX A

Proof of the density lower bound

This section is entirely devoted to the proof of the density lower bound for quasi-minimizers
of the Mumford-Shah functional (Theorem 1.13), in the case where we fix a Dirichlet condition
on a part dp{ of the boundary of the domain and a Neumann condition on the remaining
part On§2, under the assumption that dp{) and In2 meet orthogonally. We recall that the
relaxed version of the Mumford-Shah functional is defined on functions u € SBV () by

MS(u) = /Q Vul2dz + H1(S,).

We start by observing that, if w satisfies the hypotheses of Theorem 1.13, the following
energy upper bound holds in every ball B,(xz) with p < Ry (it can be easily deduced by
comparing the energies of w and of wxon (B, (z)n0) ):

MS(w; By(x) N ) < cop, (A1)

where ¢g depends only on Ry, w, v and €). In the following, C will always denote a positive
constant depending only on the previous quantities. We now show that we can replace the
Dirichlet condition in €'\ Q by a homogeneous boundary condition.

LEMMA A.1. Set w := w—u. Then w € SBV (), w =0 in Q' \ Q, and there exist
n>0, >0 (depending only on Q, w and u) such that for every x € QNN,(0pQ) and for
every p <mn

MS(i0; B,(x) N Q) < MS(v; By(x) N ) + @p?
whenever v € SBV () is such that v =10 in Q' \ Q and {v # 0} CC By(x).

PROOF. By choosing 7 sufficiently small, we can guarantee that S, N B,(z) = @ for each
ball B,(x) as in the statement, hence Sy N B,(z) = Sy N By(x). By comparing the energies
of w and v 4 u we obtain

S (i; B, (x) N Q) < MS(v: B, (x) N Q) + 2 / Vu- (Vo — V)
B, (z)NQ’

+2/ \Vau|? + wp?.
By ()N

Now, using the fact that Vu € L> and the upper bound (A.1), we have

2/ |Vul|? < Cp?, —2/ Vw-VuSC’p%,
B, (z)NQ’ B, (z)NY’

while for every € > 0 we have
1 — C
2/ Vv Vu < &|Vo|72 + || Vull7. < 2 MS(v; By(z) N Q) + —p°.
B, ()N € c

It follows that

MS(; By(z) N Q) < (14 *)MS(v; By(x) N ) + C(l + 6%),02 + C’p%.
139
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Defining the deviation from minimality of @ in a Borel set B as
Dev(w; B) := MS(w; BN Q')
—inf{MS8(v;BNY):v e SBV(Y),v=0in @'\ Q, {v#w} CC B}, (A2)

from the previous inequality we obtain, by taking the infimum over all v,

Dev(w; B,(r)) < e? MS(w; By(x) N Q) + C(l + é)pQ + Cp%

1 P
< coe?p + C’<1 + 7>p2 + Cp% < @p%,
€
where we used (A.1) in the second inequality and we choose & = p% in the last inequality. O

In the proof of the main decay property in Lemma A.5 we will perform a blow-up in a
sequence of balls whose centers converge to a point in dpQ2NIny2. This situation is examined
in the following lemma.

LEMMA A.2. Let x, €Q, x, — 29 € OpQNONQ, and r, — 0F. Setting

/I _ / _
:Q xnﬂBl, Dn:zw

Qe Ly By, (A3)
Tn Tn

there exist 61,02 € [0,1] and a coordinate system such that (up to subsequences)
Q= Qo :={(§ ) €B1:£{ <}, Dn—Do:={(() €Br1:{< b, (>}

in LY. Moreover, the constant of the relative isoperimetric inequality in Q, is the same for
all the sets Q, (and we denote it by ~ ). Finally, assuming 52 < 1, given v € W12(Qq) with
v =20 in Dqy there exists a sequence v, € WV2(By) such that v, — v in WH2(Qy) and v, =0
n D, .

PROOF. In a suitable coordinate system and for r sufficiently small we have

Q' N By (z0) = {(£,¢) € By(w0) : £ < f(()}

for some function f of class C!, with f({o) = &, f'(¢) =0, 20 = (&,C0). We then have,
for n sufficiently large,

Q. ={(&,0) €B1: €< fu(O)Y,  fulQ) = f(Cn‘i‘::nC)—gn’
where x, = (&, ). If 9 N By, (x,) = @ for infinitely many n, then Qo = Bj; otherwise,

taken any point z, = (&,,¢) € 0Q' N B, (x,), we have
FalC) = S+ Q) — f(Gn) +Ti(<n) —F)+ € — &

and since |f(Cn) = f(Cu)l < Crn, [§, — &nl < mn and (f(Cn + 7)) — f(Cn))/rn converges to
0 uniformly, we deduce that f, — §; uniformly, for some d; € R. Note that d; > 0 since

fn(0) >0 for every n, and §; < 1.
We can prove similarly the convergence of the sets D,,, by writing (using the orthogonality
of 3DQ and 8NQ)
(Q\ Q)N B (z0) = {(§,¢) € Br(zo) : £ < f(C), ¢ > 9(&)}
with g of class C', g(&) = Co, ¢'(&) =0, and

D= {(6,0) € Br £ < [0, (> 0n(©)),  gu(e) = Lo T =Cn

Tn

and arguing as before we prove that g, — d2 uniformly for some ds € [0, 1].
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The fact that the constant in the relative isoperimetric inequality is the same for all the
sets €, follows from the fact that, as f], — 0 uniformly, the boundaries of the sets 2, are
close to the boundary of Qg in the C'-sense.

Finally, we prove the last part of the statement, under the assumption d9 < 1. We extend
v to the set ) = QoU{C > d2} by setting v = 0 outside g, and since Q satisfies the exterior
cone condition we can find @ € W2?(R?) such that Ujg = v- Setting, for (&,¢) € By,

vn(fv() = 6(676"" an)a ap = Slglp |gn(§) - 52’ — 0,

we obtain a sequence with the desired properties. O

In the following compactness property, which is a consequence of the Poincaré inequality,
we adapt [8, Proposition 7.5] to our context.

LEMMA A.3. Let xz, and r, be as in Lemma A.2, and assume that |D,| > dy > 0 for
every n. Let u, € SBV (), with u, =0 a.e. in Dy, be such that

sup/ 'V, |? dz < oo, li_}m H(S,,) = 0.
n—oo

n Jao,

Setting iy, := (up AT,7) V1, , where

7,7 = inf{t € [—00,+00] : [{un < t}| > Q] — (2yH"(Su,))?},
77 = inf{t € [—o0, +00] : [{u, < t}| > (2vH'(S.,))?},

(here ~ is the constant in the relative isoperimetric inequality in €, ), one has that u, = 0 in
D,, for n large, and (up to subsequences) t, — v € WH2(Qq) in LE _(Q), un — v a.e. in
Qo, and for every p <1

/ |Vo|? dz < liminf/ Viin|? da. (A.4)
QoNB, n= J0,NB,

PROOF. To show that @, = 0 in D,, we fix ¢ > 0 and, since H!(S,,) — 0, for all n
sufficiently large (and independently of ) we have

{un < e} > [Dn > do > (29H(Su,))? = 7, <¢,
{un < =€} <[9Qn] = [Dnl < Q0] —do < |Qn] — (29H'(Su,))? = 7f > —.

Hence 7, <0, 7,7 >0 for n large enough, and this implies that %, =0 in D,,.
We now repeat the argument of the proof of the Poincaré inequality in SBV', following
[8, Theorem 4.14], in order to deduce the compactness of the sequence . Let

my, = inf{t € [—o0, +00] : [{un < t}| > [Q,|/2}
be a median of wu, in Q,, and observe that 7, <m, < 7,7 for n sufficiently large, since

€2
.

(2yH' (Su,))? <
We have

Dt () = / Vitn] + / it — | dH < / V| + (7 — 77 Y1 (S ),
Qn @ Qn

Un
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while using the Coarea formula and the relative isoperimetric inequality in €,

o
D) = | P({in >}, Q) dt
1

mn 1 TTT 1
> U \{ungt}|zdt+/ {un > t}|2 dt] zz(f,j—rg)’}-ll(sun).
ry T, mMn

n

Combining the previous inequalities we deduce that

| Dy, | () < 2/ |Vup|. (A.5)

n

By the Poincaré inequality (notice that, since we are in dimension 2, we have 1* = 2)

* 1/1* 1
[tn = mnllz20,) = (/Q (@, — mp)’ ) < 7Dt |(Q2n) < 29 [Q[2[[Vuallz2,)-  (A6)

Now from (A.5) and (A.6), since by assumption sup,, [|[Vun|z2¢q,) < oo, we deduce that
up to subsequences u, — m, — v € BV () in L (). Moreover, by setting vM :=
(vAM)V (—M), by the compactness and lower semi-continuity theorems in SBV we deduce

that v™ € SBV(Qp) and

/ VoM |? < liminf IV (@, — mp)M|? < liminf Vi, |2,
QO n—oo Qn n—roo Qn

HY(S,m N Q) < lim inf 7' (S, st N Q) < liminf H'(S,,) = 0.
n—oo

n—oo

Hence we obtain that, for every M, v™ € W11(Qg) and VoM are equibounded in L?(),
hence passing to the limit as M — +oco we obtain that v € W2(€)y) and (A.4) holds. We
remark also that, since {u, # t,} = {un, > 7,7 } U{u, < 7., },

[{un # wn}| < 2(29H'(Su,))?, (A7)

and hence u,, — m, — v a.e. in .

To conclude the proof, it remains to show that the sequence m,, is bounded (indeed, in
this case m,, — m € R, and hence the sequence u,, converges to v+m). In turn, this follows
from the fact that

limsup m2|D,| = limsup/ |t — mp|? < /Q [v]? < 400,
n 0

n—-+0o0o n—-+o0o

and |Dy,| > dy > 0. O

The following lemma is a variant of [8, Theorem 7.7]. For B C R? Borel set and ¢ > 0
we set

MS(v,c; B) ::/ |Vo|? dz + cH (S, N B).
B

LEMMA A.4. Let x, and 1y, be as in Lemma A.2, and assume that |D,| > dy > 0 for
every n. Let ¢, >0, u, € SBV(Qy,), with u, =0 in D, , be such that

sup MS (tup, cn; Q) < +00, lim Devp, (un,cn; B1) =0,
n n—+o00

lim H'(S,,) =0, Uy — v € WH(Qp) a.e. in Q,

n—-+40o
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where
Devp, (v,¢; B) := MS(v,¢; BNY,)
_ inf{./\/lS(w,c;B NQy,):weSBV(Q,), w=0in D,, {w#v} CC B}_

/VU’2d£C</ |Vwl|? dz
Q Q0

for every w € WY2(Qq) such that w =0 in D and {v # w} CC By, and

Then

lim MS(un,cn; QN B,) = / \Vol?dz for every p € (0,1).
QoﬁBp

n——+oo
PROOF. The map p — MS(up,cn; B, N Q) is increasing in [0,1], hence up to subse-

quences
lim MS(un, cn; B, N Q) = a(p) for every p € [0, 1],

n—-+o0o

where « : [0,1] — [0,+00) is increasing. By Lemma A.3 we have also @, — v in L _(Q0)
and

/ |Vo|? < liminf/ Vi, |* for every p < 1. (A.8)
QoNB, n—=+% J0,.NB,
We now show that

ngrfm MS (i, cn; B, N Q) = alp), ngrfw Devp, (tn, cn; B,) =0 (A.9)

for £'-a.e. p € (0,1). Denoting by @,, @, the Lebesgue representative of u, and i,
respectively, we have

1
Cn/ ?—ll({ﬂn # Up} N 0B, NQy,)dp = cp[{un # tn}| < ZCn(QvHI(Sun))Z —0
0

(see (A.7)), from which it follows that (up to further subsequences)
enH ({in, # U} NOB, N Q) — 0 for Lae. p € (0,1).

Moreover, H!(Sz, NdB,) = 0 for every n and for L'-a.e. p € (0,1). Choosing 0 < p < p’ <1
such that the previous properties hold, by comparing the energies of u,, and @,xp, +unX B,\B,
we deduce

MS (i, cn; By N Q) < MS (U, cn; B, N Q)
< MS (i, en; By 0 Q) + ey H ({Tn, # tn} N OB, N Q) + Devp, (n, cn; By),
from which we obtain the first part of (A.9). Similarly, if w € SBV(Q,), w = 0 in D,,
{w # u,} CC B,, by comparing the energies of u, and wxp, + UnXB,\B, We obtain
MS (i, cn; By N Q) < MS(un, ey By N Q)
< MS(w, ¢; By N Q) + e ({0 # Gy} N OB, N Q) + Devp, (n, cn; B,y)
< MS(w, ¢; By N Q) + e ({Tn, # G} N OB, N Q) + Devp, (tn, cn; By),

from which the second part of (A.9) follows.

We can now prove the minimality of v. Let w € WH2(Q), w=0in D, {v # w} CC By.
By Lemma A.2 we can find a sequence w,, € Wl’Q(Bl), wy, = 0 in D,,, such that w, — w in
W12(Qp). Let 0 < p < p/ <1 be such that {v # w} CC B,, « is continuous in p, p’ and
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(A.9) holds. We fix a cut-off function ¢ between B, and B, and we compare the energies of
Up and ¢wy, + (1 — @)y :
MS(Un, cn; B, N Q) < /B . IVw,|? 4+ Devp,, (tin, ¢n; By) + CMS (iin, cn; (By \ B,) N Q)
P n
1
+CU an|2+,2/ (o — T2
(B, \Bp)Nn (0 =p)? JB,\B,)Nn

Letting n — 400, we obtain
a@) < [Vl +Clale) - alp) +C [ Vo,
BPQQO (Bp/\Bp)ﬂQO

and letting p  p' we conclude that o(p’) < [j e, |Vw|?. By choosing, in particular,
P
w = v, and recalling (A.8), we deduce that

a(p) = / Vol?
Bp/ﬁﬂo

and that v is a local minimum of the Dirichlet integral. Finally, since the monotone increasing
functions p — a(p) and p — prﬂQo |Vv|? coincide for £L1-a.e. p € (0,1), and the second one
is continuous, we conclude that they coincide everywhere. (I

The following lemma contains the main decay property used to prove Theorem 1.13.

LEMMA A.5. There exists a positive constant C' such that for every 7 € (0,1) there exist

e(r) >0, 6(r) > 0 and r(r) > 0 with the property that for every = € Q and p < r(7),
whenever v € SBV (' N By(x)) is such that v =10 in (' \ Q)N By(x),

H(S, N By(x) N Q) < e(r)p, Dev(v; By(x)) < O(1)MS(v; By(z) NY)
(the deviation from minimality is defined as in (A.2)) then
MS(v; Brp(z) N Q) < OT2MS(v; By(z) N Q).

PROOF. By choosing C large enough, we can assume without loss of generality that
T < %. The proof is by a contradiction argument: let ¢, — 0, 6, — 0, r, = 0, z, € €,
v € SBV (B, (2,) NQ), v, =0 in (Q'\ Q)N B,, (), be such that

HY(S,, N By, (2,) NY) = eurn,  Dev(vn; By, (#)) = 0, MS(vy; By, (z,) N YY),
and
MS(vp; Brr, (1) N ) > CT*MS (vp; By, () NY),

where C will be chosen later. By a change of variables, we set
1 T
cn% Un(Tpn + TnY), Cp 1= —— n .

MS(vp; By, (x,) N YY)

We obtain a sequence w,, € SBV(£2,,) such that MS(wy,c,; Q) =1, Devp, (wy,cn; B1) =
On, H'(Sw, N Q) = ey, and

MS(wy, cn; By NQy) > Cr?
(here Q,, and D,, are defined as in (A.3)). Up to subsequences, x,, — xo, and we are in one
of the following cases:

e 1y € Q: in this case the balls B, (x,) are contained in € for n large, hence the
boundary does not play any role and the contradiction follows from [8, Lemma 7.14];



A. PROOF OF THE DENSITY LOWER BOUND 145

e 1y € Opf): the balls B,, (z,) intersect only the Dirichlet part of the boundary for n
large, and the contradiction follows from [10, Lemma 6.6];

o 1o € ON§): we have that Q, — Qo ={(£,{) € By : £ <61} for some §; € [0,1] (in a
suitable coordinate system) and D,, = O for n large enough. Adapting Lemma A.3
and Lemma A.4 to this situation (in which the Dirichlet condition does not play any
role) we have that, up to further subsequences, w,, — m, — w almost everywhere in
o, where m,, are medians of w, in Q, and w € W12(€y), with

/ |Vw|? < liminf/ |Vw,|* < 1.
Qo n

In addition, w is harmonic in 2y and satisfies a homogeneous Neumann condition
on {(£,¢) : £ =461}, and hence (by the decay properties of harmonic functions)

n—-+o0o

Cr% < lim MSE(wy, cn; By N Q) = / |Vw|2 < 87’2/ |Vw\2 < 872
BN B%QQO

which is a contradiction if we take C' > 8.
e g € IpQ2 N INS: in this case we are under the assumptions of Lemma A.2. If
09 € (%, 1], then BN Dy, = @ for n large enough, and we can argue exactly as in

the previous case, in the ball Bj/;. It remains only to deal with the case d2 € [0, %]

To get a contradiction also in the case 2 € [0, 3], observe first that |D,| > dog > 0. We can
apply Lemma A.3 and Lemma A .4 to deduce that, up to subsequences, w, — ws € W12(Qy)
a.e. in g, with we =0 in D,

/ |Vweo|? < liminf/ |Vw,|? < 1.
QO n—oo Qn

Moreover for every w € W12(€)) such that w =0 in D and {w # ws} CC By
/ Va2 < / Vul?,
Qo Qo

MS(wy,, cp; B, N Q) — |Vwso|? for every r € (0,1).
BrNQyo

If Wso is the harmonic function in B; obtained by applying firstly an even reflection of we
across {(§,() : £ = 41}, and then an odd reflection across {(,() : ( = d2}, we conclude, by

using the decay properties of harmonic functions, that

and

C7? < lim MS(wp, ¢n; Br N Q) :/ | Ve |2 </ |V |2
BN B-

n—oo

< (27)2/ |V |? < 4(27)2/ |Vweo|? < 1672,
B% B%HQO

and this is a contradiction if we choose C' > 16. O
We have now all the ingredients to conclude the proof of Theorem 1.13.

PROOF OF THEOREM 1.13. Let n be given by Lemma A.1. We first observe that the
density lower bound holds in any ball B,(z) with z € Q\ N, (0pQ) and p < py (for some
po < 1 depending only on w, u and ): indeed, in this case the Dirichlet boundary condition
does not play any role, and the result is classical. It is then sufficient to prove the lower bound
for the function @ defined in Lemma A.1 in balls B,(x) centered at points z € SzNN,(9pQ),
since in such balls Sy, N B,(z) = Sg N By(x) if p <1n.
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In order to do this, we first note that by a simple comparison argument the following
energy upper bound holds for w:

MS(w; By(x)) < 2mp + d:p%. (A.10)
Let 7 € (0,1) be such that C72 < 1 3 , where C' is the constant provided by Lemma A.5, and
let o € (0,1) be such that Co(2m + 1) < e(7). We define 0y := (o),
. 1 se(r)obp\2 e(T)0(1)12\2
po = mln{p(0)¢ 5’ ( o ) ,p(T), (T) }
and we prove the density lower bound for this choice of 6y and py (here we are using the
notation of Lemma A.5).
We first show by induction that, assuming H!'(Sgz N B,(z)) < 6pp for some z € QN
N, (0pQ) and p < po, then
MSE(W; Byrny(x)) < ()T
In the case h = 0, if Dev(w; B,(x)) < 8(0)MS
MS(W; Byy(z)) < Co? MS(w; By(z)) < Ca?(2mp —|—wp2) < Co?(2n 4+ 1)p < e(1)op,

while if Dev(w; B,(x)) > 0(0)MS(w; By(x)) then

h
2

(o7"p) for every h € N. (A.11)
(w; By(x)), then Lemma A.5 and (A.10) imply

3
wp2

N

0(a) 0(o
Hence (A.11) is proved if h = 0. Assuming now that it holds for a given h > 0, we prove it
for h+ 1. As before, if Dev(i; Byn,(z)) < 0(1)MS(W; B,,n,(z)) then by Lemma A.5 we

obtain

MS(w; Bs,(x)) < MS (10 B,(x)) < Dev(w; B,(x)) < <e(r)op.

v

while if Dev(iw; B, ,(x)) > (1) MS(@; Byrn,(z)) then
<

MSE(W; By () < MS(W; B, pn () < 9(17_)Dev(ﬁ); B, n,(7))
w(O'Thp)% ht1
By SEmT T ).

Hence (A.11) is proved. By an iteration argument, we obtain that for z € Q NN, (9p§2) and
P < po
H'(Sz N B,y(2)) < bop = 1 'MS(w;Br(z)) =0 asr—0".

Now, setting

I:= {erﬁNn(BDQ) : limsup ———— lo(y) Y dy:oo},
p—0 |Bp(@)| JB, ()
by [8, Theorem 7.8] we have that the lower bound holds in every point of Sy \ I, and by
density also in every point of Sz \ I. It is the sufficient to prove that Sz \I = Sg. Let
x ¢ Sy \ I, and let us prove that z ¢ Sy . Since H1(I) = 0 by [8, Lemma 3.75], we can find
a neighborhood V of z such that H!(Sz N V) = 0. Hence w € W2(V), and in each ball
B, (y) C V we have (by using the energy upper bound (A.10) and the Poincaré inequality)

/ [i(2) — Wy, |? dz < cr2/ IVa|* < dr?,
Br(y) Br(y)
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1
where 0, , is the average of w in B, (y). By [8, Theorem 7.51] we conclude that w € C&f V),
and hence = ¢ Sy . O






APPENDIX B

On the invertibility of the linear system appearing in

Lemma 3.42

The final part of the second step in the proof of Lemma 3.42 requires to invert the relations
determined by an 18 x 18 linear system which we can write explicitly as

¢ = Mo,

where, according to the notation introduced in the proof of Lemma 3.42, £ and o are the

column vectors

5 = (791111 Q93117 Q91127 192127 193127 191217 193217 191227 ’02227193227 191317 193317

T
U132, V232, V332, M3, 123, 133)

0 = (0'1117 0121,0131, 0221, 0231, 0331, 0112, 0122, 0132,0222, 0232, 0332,

T
0113,0123,0133, 0223, 0233, 0333) )

and M is the matrix

vi 0 —y3 0 0 0 0 0 0 0 0
0O 0 v 0 0 -y 0 0 0 0 0
0O v —v2 0 0 0 0 0 0 0 0
0 0 0 wp —v; 0 0 0 0 0 0
o0 0 0 w» -2 0 0 0 0 0
o0 0 0 0 0 v 0 —y 0 0
o0 0 0 0 0 0 0 w» 0 0
o0 0 0 0 0 0 v —v2 0 0
o0 0 0 0 0 0 0 0 v -y
oo o0 0 0 0 0 0 0 0 u
o0 0 0 0 0 0 0 0 0 0
o0 0 0 0 0 0 0 0 0 0
o0 0 0 0 0 0 0 0 0 O
o0 0 0 0 0 0 0 0 0 O
o0 0 0 0 0 0 0 0 0 0
0 0 al 0 b1 C1 0 0 d1 0 €1
0 0 a 0 bg C9 0 0 dg 0 €2
0 0 as 0 b3 C3 0 0 d3 0 €3

The coefficients in the last three rows of M are defined by
. \3 k V3 k
aj =Y w1 Cjknrvy, by =2 1 Cjrravy,
N3 k N3 k
dj =351 Cjiknrvgs € =) 1 Ciraary,
3 k N3 k
95 = > p=1 Cjika1vg,  hj =3 51 Cjkzavy,
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0 0 O 0
0 0 O 0
0 0 O 0
0 0 0 0
0 0 O 0
0 0 O 0
vl 0 0 0
0 0 O 0
0 0 0 0
2 0 0 0
0 1/3 0 —V;
0 0 0
0 0 1/5’ —1/3
0 0 0 0
0 0 O 0
i 0 0 ¢
fo 0 0 g
f3 0 0 g3

N3 k
¢j =D g1 Cjr1svy,
3 k
fi = 2"k=1 Clkasvy,

s \3 ) k
Zj T Ek:l C]kggl/g’

OOOOQFOJOOOOOOOOOOOOO

O OO OO DO OO OO0 O oo

|
<

Q:tw

> S S
w N =

O OO DO DO OO O oo
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for j =1,2,3, so that the corresponding equations are exactly the equalities (3.84). In order
to invert the relations determined by the previous system, we claimed that the determinant
of M equals (1/3)12 det Qg, where @), is the 3 x 3 matrix defined by (3.80).

We present here the Mathematica code which allows us to check this equality. We first
define the 18 x 18 matrix M : here the variables nl, n2 and n3 stand for the components
Vgl, 1/3, Vg’ of the normal vector, and the variables Cijhk for the coefficients Cjjpy of the tensor.
We then define the matrix Q)4 introduced in (3.80), whose entries are indicated by qij, and we
compute its determinant (multiplied by (1/3)12>. Finally we evaluate the difference between

the determinant of M and (1/3)12 det 4, which turns out to be zero.

The Mathematica code is the following.

n3 0 -—-nl O 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 n3 0 0 -nl O 0 0 0 0 0 0 0 0 0 0 0
0 n3 —n2 O 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 n3 —n2 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 n3 -—-n2 O 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 n3 0 -—-nl O 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 n3 0 0 —nl O 0 0 0 0 0
0 0 0 0 0 0 0 n3 —n2 O 0 0 0 0 0 0 0 0
M= 0 0 0 0 0 0 0 0 0 n3 —n2 0 0 0 0 0 0 0 :
0 0 0 0 0 0 0 0 0 0 n3 -—-n2 O 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 n3 0 -—-nl O 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 n3 0 0 —nl
0 0 0 0 0 0 0 0 0 0 0 0 0 n3 —n2 O 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 n3 —n2 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 n3 —n2
0 0 al 0 bl cl 0 0 dl 0 el fl 0 0 gl 0 hl il
0 0 a2 0 b2 c2 0 0 d2 0 e2 2 0 0 g2 0 h2 i2
0 0 a3 0 b3 c3 0 0 d3 0 e3 3 0 0 g3 0 h3 i3
DM = Det[M];

al = C1111n1 + C1211n2 + C1311n3;
bl = C1112n1 + C1212n2 + C1312n3;
¢l = C1113n1 + C1213n2 + C1313n3;
dl = C1121n1 + C1221n2 + C1321n3;
el = C1122n1 + C1222n2 + C1322n3;
f1 = C1123n1 + C1223n2 + C1323n3;
gl = C1131n1 + C1231n2 + C1331n3;
hl = C1132n1 + C1232n2 + C1332n3;
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il = C1133n1 + C1233n2 + C1333n3;
a2 = C2111n1 + C2211n2 + C2311n3;
b2 = C2112n1 + C2212n2 + C2312n3;
c2 = C2113n1 + C2213n2 + C2313n3;
d2 = C2121n1 + C2221n2 + C2321n3;
€2 = C2122n1 + C2222n2 + C2322n3,;
f2 = C2123n1 + C2223n2 + C2323n3;
g2 = C2131n1 + C2231n2 + C2331n3;
h2 = C2132n1 + C2232n2 + C2332n3;
i2 = C2133n1 + C2233n2 + C2333n3,;
a3 = C3111nl + C3211n2 + C3311n3;
b3 = C3112n1 + C3212n2 + C3312n3,;
c3 = C3113n1 + C3213n2 + C3313n3;
d3 = C3121n1 + C3221n2 + C3321n3;
e3 = C3122n1 + C3222n2 + C3322n3;
3 = C3123n1 + C3223n2 + C3323n3;
g3 = C3131n1 + C3231n2 + C3331n3;
h3 = C3132n1 + C3232n2 + C3332n3;
i3 = C3133n1 + C3233n2 + C3333n3;

qll = C1111nlnl + C1212n2n2 + C1313n3n3 + (C1112 + C1211)nln2+
(C1113 + C1311)n1n3 + (C1213 + C1312)n2n3;
q12 = C1121n1nl + C1222n2n2 + C1323n3n3 + (C1122 + C1221)n1n2+
(C1123 + C1321)n1n3 + (C1223 + C1322)n2n3;
q13 = C1131n1nl + C1232n2n2 + C1333n3n3 + (C1132 + C1231)n1n2+
(C1133 + C1331)n1n3 + (C1233 + C1332)n2n3;
g21 = C2111n1n1 + C2212n2n2 + C2313n3n3 + (C2112 + C2211)nln2+
(C2113 + C2311)n1n3 + (C2213 + C2312)n2n3;
q22 = C2121n1n1 + C2222n2n2 + C2323n3n3 + (C2122 + C2221)n1n2+
(C2123 + C2321)n1n3 + (C2223 + C2322)n2n3;
q23 = C2131n1n1 + C2232n2n2 + C2333n3n3 + (C2132 + C2231)nln2+
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(C2133 4+ C2331)n1n3 + (C2233 + C2332)n2n3;
q31 = C3111n1nl + C3212n2n2 + C3313n3n3 + (C3112 + C3211)n1n2+
(C3113 4+ C3311)n1n3 + (C3213 + C3312)n2n3;
q32 = C3121n1n1 + C3222n2n2 + C3323n3n3 + (C3122 + C3221)n1n2+
(C3123 + C3321)n1n3 + (C3223 + C3322)n2n3;
q33 = C3131n1nl + C3232n2n2 + C3333n3n3 + (C3132 + C3231)n1n2+
(C3133 + C3331)n1n3 + (C3233 + C3332)n2n3;

qll ql2 ql13
Q=] ¢21 q22 @23 |;
q3l q32 q33

DQ = n3'?Det[Q);

ExpandAll[DQ] — ExpandAll[DM]
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