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Abstract

The main aim of this research project was to ingast the function of the prefrontal
cortex and basal ganglia of selection of task-@hwnformation. To that purpose, different
tasks and methodologies were used in the domaimediigher levels of the language
production system.

The first part of the thesis concerns with dynaapbasia. This is a sever impairment in
propositional language production characterizedrgxceptionally reduced spontaneous
speech in the context of well-preserved namingguddtion, prosody and repetition skills. It
has been proposed that the ability to select resgsofiom among alternative options can be
dramatically reduced in this syndrome. Most ofdbeumented cases of dynamic aphasia
have been described following lesions occurrinigtiofrontal regions. However, a few cases
of dynamic aphasics following lesion to basal ganlghve been reported. The patient that we
studied represents one of these rare cases. lwiithgrevious evidence we found that our
patient was particularly impaired in selecting \&@ntesponses from among competing
options, thus suggesting that basal ganglia cantito the process of response selection and
inhibition in domain other than motor behavioureTgatient also had problems in non-verbal
domains suggesting the presence of a more geredreait @f novel thought generation.

The results of the single case analysis motivaseid investigate the ability of selecting
responses from among alternative options in noadalt subjects. A couple of behavioral
studies showed that selecting a response from awibiegs in competition takes longer than
selecting a response which is more uniquely relatéida stimulus. High selection demands
conditions were also shown to be more prone to-thskl interference than conditions with
low selection demands.

Moreover we have modeled dynamic aphasia usinG@@ENT information-processing
package. A computational model, focused on a seateompletion task, implemented some
of the higher-level processes of language prodactimd successfully reproduced patient’s
difficulties on this task. The model has suggesied the language output disorder of our
dynamic aphasic patient may be due to a decreasiwdtéon of verbal responses within a
contention scheduling framework.

In the second part of the thesis we have furtheggtigated the role of fronto-striatal
circuits in the selection of task-relevant verlmdibrmation. We used a paradigm of noun and
verb generation which allowed us to dissociaterdihes that different factors, such as

selection of responses from among alternative noptamd strength of stimulus-response



association, play in single word generation. Weiedrout three studies on this topic. In the
first of these, patients with Parkinson’s diseas# @ormal older controls were asked to
generate nouns and verbs from noun-stimuli whifferdid in selection demands (high and
low) and association strength (weak and strong)p&iiznts had the greatest difficulties with
the weakly stimulus-related verbs. Their poor peri@nce was in part due to task-irrelevant
responses which interfered during verb generation.

A unitary account of performance in word generatlmased on the functional interaction
between aspects of response selection and stimegpsnse association strength, was
proposed. A cognitive model that relied on basiclel® of associative retrieval (ACT-R
memory theory) and on general theories of executoverol was developed in order to
reproduce the performance of young adults, oldeltsidand PD patients on the noun and
verb generation tasks. Simulation results showatlRD patients and older controls differ
particularly in the ability to inhibit task-irrelent responses and in the speed of release from a
retrieval failure.

Finally we also carried out an fMRI study on adulbjects using the same noun and verb
generation tasks. The results highlight a funclisegregation within the left inferior frontal
gyrus, particularly for verb generation. The armdgvientral section of this brain region is
involved in controlled retrieval from semantic mamwhereas the mid/posterior section is
more involved in post-retrieval selection in sitaas of high competition. Finally, the basal
ganglia were more active when weakly associatelsviead to be produced relative to weakly
associated nouns; thus additional activation ofetsibcortical structures was triggered
particularly when task-irrelevant stimuli interfasgth the current task (e.g. nouns during verb
production).

Overall, the present project represents an instthoi of the fractionation approach
recently adopted to study the supervisory functmithe prefrontal cortex and basal ganglia.
This approach was used here in order to underskenble of these brain regions in the
process of selection of task-relevant responsesriety of approaches was used (i.e.
functional neuroimaging, cognitive neuropsychologyd cognitive modelling) to pursuit our
aims. Critically we have shown that the developnoéntell specified models of normal
cognition allows linking findings from functionakaroimaging and cognitive

neuropsychology.

The author retains all proprietary rights. The autso retains the right to use the thesis inréutu
works such as books or articles.
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Chapter 1

1.1. Methods of Cognitive Neuroscience

This thesis investigates the ability to select tadkvant information. The human ability to
selectively adapt behaviour to different situati@a crucial requirement in our daily life.
Our environment affords different behavioural opiponly some of which are adaptive in
any given situation. Therefore, we are very ofteguired to select the contextual information
that determines appropriate goal-oriented behaViuis control process is generally referred
to as the selection of task-relevant informatioaZganiga, Ivry, & Mangun, 2002). Cognitive
neuroscience is making significant progress toveardnderstanding of such an ability.

The aims of cognitive neuroscience are fundamentatbfold. From the “cognitive”
point of view, researchers in this field try to omer and identify the elementary processes
that may contribute to the overt behaviour (e.gzZaaiga et al., 2002). From the
“neuroscientific” point of view, the aim of cognig neuroscience is to find the neural
mechanisms that underlie these processes. Implgrtastit will be shown in this thesis, the
two aims are strictly interrelated and they candfiefrom each other (e.g. Shallice, 1988).

Cognitive neuroscientists have used a number tdréifit methods to understand the
neural basis of human cognitive functions (e.gsEl Young, 1988; Gazzaniga et al., 2002).
Well-known techniques are the lesion method anduhetional magnetic resonance imaging
(fMRI) method. The lesion approach to structuredtion relations dates back several
centuries but was brought to our attention in paldr in the 1800s by Broca and by the
patient Phineas Gage (Harlow, 1848; Damasio, GrakipWwrank, Galaburda, & Damasio,
1994), who showed dramatic changes in cognitiveeanational behavior following an injury
to the frontal cortex. Cognitive neuropsychologgqas particularly emphasis on the lesion
method. It rests on the assumption that by studgeaple with selective disorders of
cognition we can make inferences about the natldlae structure of cognitive functions
(Shallice, 1988). Cognitive neuropsychology hafact two main aims (Ellis & Young, 1988;
Harley, 2004): 1) to explain the patterns of intaatl impaired performance, observed in
people with brain damage, in terms of impairmerdrie or more components of a model of
normal cognitive functioning, and 2) to infer abowtrmal cognitive processes from the

patterns of performance shown by people with bdaimage.



fMRI tells us more about brain functions. It rel@s the paramagnetic properties of
oxygenated and deoxygenated hemoglobin in ordgettanages of changing blood flow in
the brain which are associated with neural activiityis allows the generation of images that
reflect which brain structures are activated dupegormance of different cognitive tasks
(Friston, Ashburner, Kiebel, Nichols, & Penny, 2DJespite the criticisms which have
frequently been risen to fMRI (e.g. Page, 2006, mdew), this technique has widely been
using for the last two decades. This is due to sadvantages that fMRI inherently shows.
For instance, it can non-invasively record bragnais without risks of radiation (present, for
instance in CT scans), and it can record on aapasolution in the region of few millimetres
even though it has relatively poor temporal resotuin the order of seconds).

An important method used in cognitive neurosciea@mputational modelling
(McClelland, 1989; Anderson et al., 2004). Suchethod has been employed to test theories
of neuropsychological findings and to derive prodes regarding brain-behavior
relationships, but, as other methods, it has nehlexempt from critiques. Computational
modelling of cognitive processes (henceforth cagaitodelling) originated from Artificial
Intelligence in the 1960s and has the aim to sitewa predict human behaviour through
abstract representations of cognitive processds.ni@ans that elements in a cognitive model
correspond to elements of the hypothesized prose$bkere are several approaches to
cognitive modelling (see next section) mainly diffig in their assumptions about mental
representation and in the way in which a cognithagel is put into a relation with the brain.
Generally speaking, important features of a cogaithodel areompletenesandfaithfulness
(Cooper, 2002), namely, models should not neglapbrtant aspects that may influence
behavior completenegsand they should not include component propettiasare not likely
to influence behaviorf§ithfulnes$. A productive way to study the characteristicaohodel
of a particular cognitive process is that provitdgdhesimulationprocedure. Simulation
allows understanding how the component processasraidel operate and interact over a
certain amount of time.

Contrasting ideas exist, among cognitive neuros$siesn on whether and how,
neuropsychology findings, brain imaging findingsdaesults of simulations can be helpfully
related to improve knowledge about brain-behawtatronship. Generally speaking, it has
been proposed that cognitive modelling may plagyrkle in bridging “the gap between
mind and brain” (Harley, 2004, p. 12; see also Asde et al., 2004). Thus, simulation has
been considered to provide a crucial contributmthe process of evaluation and exploration

of cognitive processing theories (Cooper, 2002gritove theories can in fact sometimes be
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very complex, consisting of many sub-processesitit@tact (Shallice, 1988; Ellis & Young,
1988); cognitive modelling helps to tease aparhsub-processes making explicit
representational and processing assumptions ahewit in this view cognitive modelling
may represent a supplement to cognitive neuropsygiicince, for instance, once a model of
normal cognitive functioning is developed in a specognitive domain (e.g. reading), it can
be “lesioned” in a pre-specified way, and its perfance can be compared with that of
patients with cognitive impairments (e.g. patiamith dyslexia or alexia, Cooper, 2002; see
also Plaut, McClelland, Seidenberg, & Patterso®6)9Nonetheless, the relation between
cognitive modelling and cognitive neuropsychology ®e bidirectional as long as the latter
informs the former by providing data against whicbdels can be developed and tested.
Despite the potential advantages of cognitive miodglthe usefulness of this method for
understanding brain-behavior relationship has, vewedeen questioned. The first critique
concerns the problems that may originate when nsadgto make detailed assumptions, for
instance about processing and representation tiissdo not rest on well-established
empirical knowledge. For instance, a computatiomadlel of memory for lists of words may
need to incorporate a process of memory decay. Menwene has to specify details of the
process and may have to decide between say a [isti@process (i.e. words may
spontaneously disappear from memory) and a pracessesby memory representations vary
in their strength, with decay affecting strengtrhatéver is the choice one has to either
specify the function which governs the probabitifya word decaying at any specific moment
or specify how strength changes with time. In iigation, many of those who criticize
cognitive modelling may argue that insufficientaasmce is available to decide on the correct
decay process and thus tend to refuse modelsitlatie specifications that do not rest on
purely empirical grounds. In a similar way, cogretmodels have also been considered to be
too powerful and, on the other hand, difficult &sify (Harley, 2004; but see Cooper, 2002).
Findings from neuroimaging studies and findingsrfrcognitive models have been
related only in a few cases. The difficulty to gpedoth anatomically and functionally, the
processes that, in connectionist models, interbetween input (stimulus) and output
(response) (i.e. hidden units, see next sectioay, lme the reason why there has been little
attempt to relate fMRI evidence to such models [£ea2003). However, some exceptions
exist; in an fMRI study of verbal short-term mem@WSTM), Henson, Burgess, and Frith
(2000) have tried to localize in the brain the tfims of 1) recoding, 2) storage, 3) rehearsal,
and 4) temporal grouping. An existing connectiomsidel of VSTM (Burgess & Hitch,

1999) that makes explicit assumptions about theesgmtation of temporal order was
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considered in order to explain the function of iaisal. Henson et al. (2000) proposed a
mapping of Burgess and Hitch’s model onto diffeflerain areas claiming that one specific
area (left dorsolateral premotor cortex) was paldidy important for the function of
rehearsal.

Many more attempts have been made to use fMRtactanputational models derived
from cognitive architectures (Anderson et al. 20§&E next section). As an example, Stocco
and Anderson (2008) investigated the way in whidrpntal cortex and anterior cingulate
cortex interact during performance on the symbeicadigm of algebraic problem solving.
The authors used ACT-R as the cognitive architecfdnderson & Lebiere, 1998; Anderson
et al., 2004) and found that their computationatlelavas able to reproduce the time course
of the BOLD signal which was observed in many tedkted brain areas. These authors also
mapped the different modules implemented in ACTeRhE brain areas that showed
activation during execution of the algebraic taste(also Qin, Bothell, & Anderson, 2007, for
further evidence on the relationship between fMRd ACT-R).

Finally, the issue about how findings from cogretiveuropsychology and brain imaging
can be related has not been less controversialligaissues concerning cognitive modelling.
The debate has focused particularly on the usedalo&functional neuroimaging as a method
for testing different psychological theories, andrengenerally, for learning more about
cognition. Thus, both pessimistic (Poeppel, 1996allJ2001; see also Coltheart, 2006), and
optimistic opinions (Shallice, 2003; 2004, Cappa0& Jack, Sylvester, & Corbetta, 2006)
have been given. Among the optimistic views, Hen@®95) has claimed that fMRI can be
used as other dependent variables to tease affaredt psychological theories as long as we
assume the existence of a mapping from psycholbfgination to brain structure. In this
view it has been argued that fMRI can be applie$btheories of, for instance, visual
attention (Downing, Liu, & Kanwisher, 2001), probiesolving (Anderson et al., sumitted),
and memory retrieval (Donaldson, Petersen, & Buck2@01). Caplan and Chen (2006) have
also argued that fMRI is useful for exploring imgamt cognitive operations in the sentence
comprehension domain, while Jonides, Nee, and Bef2@06) have made a similar claim
studying the cognitive operations and the braincstires involved in an interference-
resolution task. Moreover, Cappa (2006) also arghatbrain imaging is useful in
adjudicating between competing theories when ttterlaredict, for instance, that either a
single process or two different processes are wabin a cognitive task. He also claimed that
brain imaging may have a role of “Surrogate BeharabMarker” in the evaluation of

cognitive theories. This would occur when more @nrtional techniques such as behavioural
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reaction times fail to show differences in perfonoe In general terms, according to those
who consider neuroimaging useful for learning madveut cognition, fMRI is power enough
to suggest crucial new behavioral or neuropsychocébgnvestigations (Downing et al., 2001)
and to lead to the generation of new hypothesa®i(S& Fias, 2006).

As stated before, pessimistic conclusions have kemgeen drawn about the utility of
brain imaging. Thus, according to Harley (20045%). “knowing the hardware underlying
something tells us nothing about the software rilmas upon that hardware. In either case, we
need the model before the pictures”. Harley has @Emed that neuroimaging may at best
have a suggestive role, rather than crucial, whenused in conjunction with cognitive
neuropsychology. This is also due to the fact tbe¢ also Vallar, 2006) in many
brainimaging studies of normal subjects the bragasithat neuropsychology indicates as
being not critically involved in a cognitive tasidso tend to activate. In a similar way, Page
(2006) has claimed that fMRI tell us nothing ablooitva specific cognitive process is
implemented in the brain even though it informsudlveherea cognitive process occurs. In
line with Page’s proposal, Coltheart (2004; 20a6)gests that fMRI reveals facts about the
brain that, however, do not constraint the natofésformation-processing systems, thus
making fMRI unhelpful for dissociating alternatigegnitive models (see also van Orden &
Paap, 1997 for similar arguments).

Shallice’s (2003; 2004) position seems to be paldaity important for reconciling fMRI
with cognitive neuropsychology (and possibly witgnitive modelling as well). He has
claimed that brain imaging, similarly to cognitimeuropsychology, can provide evidence that
a specific cognitive domain consists of more thae separable subsystem. He (Shallice,
2003) has also proposed that the critical factar tfas to be taken into account when trying to
relate analyses of neuropsychology and brain intagithe cognitive architecture to which
such investigations are referred. He also sugdleastsonverging evidence from different
methods can be obtained if, for instance, functideacriptions of specific syndromes,
obtained through anatomically-based group studiesalso taken into account. According to
Shallice (2003), fMRI has been particularly coneermith cognitive systems based on
isolable subsytems which have received large c@usealso in neuropsychological
investigations. On the other hand, he claimedlb#t fMRI and neuropsychology have been
much less concerned with other kinds of functiarahitecture (connectionism and
production systems, but see exceptions reportedeabo

The present research project aims to provide eeglabout how findings from

investigations carried out using different method@és (i.e. neuropsychological single-case
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analysis and group-study, and fMRI) may be linkegkether if cognitive models of task
performance are made explicit. As proposed by #8leg|P003), this seems to be a valuable
enterprise particularly in poorly understood cogeitdomains, one of which is that involving

the higher-level processes of the language proalustystem.

1.1.1. Different approaches to cognitive modelling

Connectionism is the most common approach for niadgbrocesses in different
cognitive domains (McClelland, 1992). Models depeld within this framework address the
parallel nature of many psychological processestugial assumption of connectionism is
that properties of neural tissue such as masspaaigllel computation through the interaction
of many simple processing units are critical foderstanding how the mind works and in
modelling cognitive processes. The major methocbohectionism is the use of artificial
neural networks. These are simplified models othitzeén composed of large numbers of units
which represent the analogous of neurons. Thess am@ generally divided into three classes:
input units which receive information that has &gdrocessed, output units, and units in
between which are known as hidden units. A typacaficial neural network consists also of
weights that measure the strength of connectiotvgdem the units and mimic the effects of
the synapses that link one neuron to another. Naatavork models have several properties
that make them appropriate for cognitive modelljngt to name a few of these, they 1) show
graceful degradation of performance in the facaroartificial damage, 2) learn from
examples, and 3) generalise the learning to nempbes. Once tested artificial neural
networks have demonstrated a surprising abiliteaon different cognitive skills such as face
recognition, reading, and the detection of gramoaastructure (see McClelland, 1992, and
Cooper, 2002, for general overviews of connecttomisdels, and Plaut et al., 1996, for a
specific model of the reading processes). Damagedectionist networks (e.g. some nodes
are removed or noise is added to activation valbagg also shown behaviours similar to
those observed in patients with brain damage (Rleshallice, 1993). Connectionist
networks can be of different types (see Cooper2200a brief review), one type being the
interactive activation networkl' he nodes of this kind of network can be assedi# high
level concepts such as word, and they can compesefection through mechanisms of
mutual inhibition and self excitation (McClellarith92). As suggested by Cooper (2002),
interactive activation networks are particularlyted for modelling tasks that involve

conflicts between various interacting sources fdrimation.
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Another important approach to cognitive modelliaghe use of symbolic cognitive
models. Symbolic models assume that informatiocgssing can be described in terms of
manipulation of symbolic representations. In theawthe neural tissues are not of primary
importance for understanding cognitive functioniSgmbolic models are generally
developed within the framework of production syssgSs) which started to evolve shortly
after the first works of Newell and colleagues (M#nShaw, & Simon, 1958) on problem
solving. PSs capture the idea that cognitive psingscan be expressed through the cyclic
application of rules to the current representatibane’s beliefs. A PS is a model of cognitive
processing, consisting of a collectionifethenrules (i.e. production rules) (Anderson &
Lebiere, 1998). Each rule has@nditionpart and ammctionpart and the logic is that when the
condition holds true, then the action is taken. &alfy, a PS includes two main components:
the production memory (which holds the productioles that refers both to general
knowledge and to task-specific knowledge), andotiopositional memory (which holds a
propositional database) which may be referred thh@svorking memory of the PS. The PS
operates in a cyclieecognise-actashion. First, in theecognise phasa rule whose
conditions are satisfied is identified. Then, ie éitt phasehat rule is fired (i.e. an action is
carried out), and specific propositions may be ddutedeleted to or from working memory.
This in turn reflects in another rule whose comdis are satisfied, so that the cycle repeats.
Processing terminates either when no rule is ifledtin the recognise phase or when a fired
rule signals the end of processing. PSs have alse &ey properties that make them
appropriate for modelling cognition. First, theloal both parallel and serial processing since
many production rules occurs in parallel in theoggase phase, but only one production at
time can fire in the act phase. Second, a PS sritaxible control of the information
processing. This means that if relevant informatippears in working memory, a PS can
abandon its current line of processing followingeav line.

An important feature of most PSs is the way in Whieey handle witltonflictswhich
may occur when more than one production rule Isasoihditions satisfied at a given time.
Important mechanisms of conflict resolution, (bae production is chosen from among
others) may be to select: 1) productions whoseitiond match most recently created
contents of working memory, 2) productions with kighest value of activation, or also 3)
more complex productions (consisting of many coods) relative to simpler productions
since the former are more likely to be specifictfog current task situation (Anderson &
Lebiere, 1998; Cooper, 2002).
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Since the 1990s, cognitive architectures have begposed as another approach to
cognitive modelling (Newell, 1990). A cognitive aitecture represents a unified theory of
cognition in which a complete organization of theormation processing mechanisms of the
mind/brain is made explicit through the creatiorspécific models. Cognitive architectures
may include several subsystems such as long-termomye working memory, production
systems, motor and perceptual systems, and leammiopanisms. Models of cognitive tasks
which are developed within a cognitive architectoage to specify how these subsystems
interact and provide the architecture with the appate task-specific knowledge (e.g. a
series of production rules). Nowadays there arerséeognitive architectures such as Soar
(Newell, 1990), EPIC (Meyer & Kieras, 1997), CAR&eider & Oliver, 1991), and ACT-R
which is become the most popular (Anderson & Lehi@®98; Anderson et al., 2004). ACT-
R is an hybrid architecture since it contains Bthsymbolic and symbolic aspects. The latter
are given by the use of a PS component while tiradoare given by activation values of
working memory elements (i.e. chunks) and by ytii#lues of production rules that may
influence the probability of selection of, respeely, chunks and productions.

More recently, an integrated language for cognithaelling has been proposed
(COGENT, Cooper & Fox, 1998; Cooper 2002) whichpsarfs many of the different styles
of modelling briefly described above. COGENT doesambody any particular theory of the
cognitive architecture, but it provides a set ofrtives (such as PS, connectionist networks,
and memory buffers) which may be rigorously assenhtih a box and arrow notation, to
implement a variety of computational models ofeli&nt cognitive domains. In a COGENT
model it is generally assumed that boxes correspmfuthctional components of cognitive
processes, so that a correspondence would exwgebetthe states of these components and
the mental states. An important aspect of COGENG&L, inakes it particularly flexible, is that
boxes may be configured through the use of praggestich as capacity limitations and decay
for memory buffers and rate of firing for producticules. Specific manipulations of
properties may allow ideal performance on a tagkegrade, potentially mimicking

pathological neuropsychological conditions.
1.2. Fronto-striatal circuits: Anatomo-functional considerations

The frontal lobes are the most anterior part of Aarforain. They are separated from the

temporal lobes by the Sylvian fissure, and fromghgetal lobes by the central sulcus.
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The frontal lobes can be roughly distinguishedna parts: the prefrontal cortex (PFC),
which represents the rostral part, and the motemptor and supplementary motor areas,
which form the more posterior part of the front#dés. PFC has a modular structure, as
several areas are differentiated on the basistofanchitectonic criteria (Brodmann, 1909;
Preuss & Goldman-Rakic, 1991; Petrides & Pandy84),%nd of distinct connections with
other cortical and subcortical regions (e.g., Sdimmenn & Pandya, 1997). PFC can be
anatomically classified in three parts (Fuster,9)9¢he lateral PFC (Brodmann areas (BA) 8,
9, 10, 11, 44, 45, 46, and 47), the orbitofrontatex (OFC, BA 10, 11, 13, and 47), and the
medial PFC (BA 8, 9, 10, 11, 12, 25, and 32).

It has been well-established for more than two desdAlexander, DeLong, & Strick,
1986) that the frontal lobes are functionally assted to the basal ganglia (BG). The BG are
a network of neuronal elements whose main compsrastthe striatum, the pallidum, the
substantia nigra, and the subthalamic nucleus (P&rélazrati, 1995). The striatum can in
turn be divided in neostriatum (i.e. caudate nuskeod putamen) and ventral striatum
(including the nucleus accumbens) (Alexander etl@86; Postuma & Dagher, 2006).
Interest in the BG has been originally motivatedhssy striking motor symptoms which occur
in specific pathological conditions after lesionsgalving these structures. Lesion at BG
levels can in fact lead in humans to disordersridwage from hypokinetic (e.g. Parkinson's
disease) to hyperkinetic dysfunctions (e.g. Hurttny chorea) (Parent & Hazrati, 1995). In
this view BG structures were initially thought tpesate mainly in the domain of motor
control (Mink, 1996; Middleton & Strick, 2000).

However, it is now accepted that the BG are alsolued in nonmotor cognitve functions
(Owen, Doyon, Dagher, Sadikot, & Evans, 1998; S@wit, 2003; Longworth, Keenan,
Barker, Marslen-Wilson, & Tyler, 2005; Postuma &dbar, 2006). Alexander and colleagues
(1986) suggested that the BG influence a broaderafhtpehaviour being involved, with
frontal lobes, in 5 segregated parallel loops {gpee 1). The functional specialization of
these loops relates to motor, oculomotor, cognileeical-grammatical, and emotional
domains. According to this view, each striatal aegives input from a different area of the
cortex and projects back to these areas via sp&@i nuclei and the thalamus. Minor
modifications to the proposal of Alexander and eafjues have been advanced more recently
by Lawrence, Sahakian, and Robbins (1998), whherst(Parent & Hazrati, 1995; Postuma
& Dagher, 2006) have identified 3 different funct@ zones of the striatum (associative,

sensorimotor, and limbic striatum), which receiwgaut from different cortical areas. Recent
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evidence (Saint-Cyr, 2003) suggests also thatayesl may not be totally segregated given

the presence of overlapping projections which |lgaeehalamus for the cortex.

Motor Oculomotor Prefrontal Orbitofrontal Cingulate
Frontal Eye Lateral
SMA Fields DLPFC Orbitokontal ACC
l APA PMC.PSC l DLPFC.PPC l PPC. APA l STGITG.ACC lHC EC.5TG.ITG
p Cauda Dorsohteral Ventromedial Wentral
uramen audate Caudate Caudarte Striatum
GP i : GPi/
i/ SNr GPi/ SNr GPi / SNr GPi / SNr SNr
l y ] l i
VA and DM VA and DM VA and DM
VL Thalamus Thalamus Thalamus Thalamus DM Thalamus
R -~ - - P

Figure 1.1: Parallel loop models of corticostriatahnectivity (Postuma & Dagher, 2006;
original version by Alexander et al., 1986). SMApplementary motor area; APA, arcuate
premotor area; PMC, primary motor cortex; PSC, prijveomatosensory cortex; PPC,
posterior parietal cortex; STG, superior tempoxalg; ITG, inferior temporal gyrus; ACC,
anterior cingulate cortex; DLPFC, dorsolateral prefal cortex; HC, hippocampus; EC,
entorhinal cortex; GPi, globus pallidus interna;rShibstantia nigra pars reticulata;
VL,ventrolateral; VA,ventroanterior; DM,dorsomedial

The projections from cortical areas to the BG aeglisted by the neurotransmitter
glutamate. The connections between the striatunttaohner globus pallidus-substantia
nigra (pars reticulata) complex are divided into pathways: the direct pathway and the
indirect pathway. The latter goes through the eleglobus pallidus and the subthalamic
nucleus using mainly GABA as neurotransmitter. $hthalamic nucleus projects in turn to
the inner globus pallidus-substantia nigra (patisukata) complex using glutamate. In the
direct pathways the striatum projects to the glgmiidus-substantia nigra (pars reticulata)
complex using substance P and GABA as neurotratessiEfferent GABA-ergic
projections leave the globus pallidus (internabsgtantia nigra (pars reticulata) complex for

the thalamus. Finally, thalamic nuclei project batk specific regions of the frontal cortex
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using glutamate. There is a delicate balance betweedirect and indirect pathways that is
partly maintained by dopamine release from thetsmis nigra pars compacta (SNp) directly
to the striatum. Dopamine release inhibits thergwtipathway by stimulating dopamine D2
striatal receptors, and excites the direct pathiastimulating the dopamine D1 receptor.
The direct route is thought to be responsiblefierihitiation of actions while the indirect
pathway for braking or switching from one actiorthie next. As it will be explained in more
detail in chapter 4, dopamine deficiency may bectese of many pathological conditions,
one of the most common being Parkinson’s diseadg (Fhis condition is associated to a
depletion of dopamine in the substantia nigra parspacta which disbalances the direct and
indirect pathways from the striatum, giving riseatoenhanced excitation of the subthalamic
nucleus and the globus pallidus internus, and,@maequence, also to an increased
inhibition of the thalamus. As final result therital cortex may be less activated in PD. Thus,
globally BG circuits are considered to control éxeitability of the frontal lobes (Lawrence

et al., 1998; Saint-Cyr, 2003; Postuma & Daghed&20

1.2.1. Executive functions and fronto-striatal cuds

Executive functions are mechanisms aimed to gindeght and behaviour in accordance
with internally generated goals or plans (Shallic@88; Miller & Cohen, 2001; Royall et al.,
2002; Stuss & Knight, 2002). Executive functions aften invoked when it is necessary to
override responses that may otherwise be autonigtedecited by stimuli in the external
environment. Although some researchers have propbse various PFC areas have an
equipotential and undifferentiated role (e.g., Kerdp& Farah, 1993; Duncan, Burgess, &
Emslie, 1995; Duncan, 2005), there is now a lagyesensus suggesting that the executive
system can be differentiated into several relagiuatiependent functions (e.g. Smith &
Jonides, 1999; Stuss et al., 2005; Alexander, SRis®n, Shallice, & Gillingham, 2007;
Persson, Welsh, Jonides, & Reuter-Lorenz, 2007lji&#aStuss, Alexander, Picton, &
Derkzen, 2008; Shallice, Stuss, Picton, Alexandggjllingham, 2008). Moreover, recent
neuroimaging and neuropsychological findings alsggest that these functions may be
localized in discrete parts of the PFC (Perssai.£2007; Alexander et al., 2007; Shallice,
Stuss, Picton et al., 2008).

The frontal lobes have been associated with thieelnigxecutive functions since at least
the famous case of Phineas Cage (Harlow, 1848)s&vpersonality changed dramatically
after that his frontal lobes were damaged as caresep of an accident occurred at work.
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Furthermore, technologies such as single-cell tBogs, neuroimaging, and fine-grained
lesion analyses suggest that several aspects &fFR@econtribute to its role in mediating
executive functions (Royall et al., 2002). FirdgE@is connected to more brain regions than
any other cortical region. Second, PFC receivesctzortical input only from heteromodal
association areas and this allows the PFC to astformation that has already been
processed at lower levels. Third, changes in fiohffontal cortex neurons can be determined
by a manipulation of the motivational importancesaf/ironmental stimuli. Fourth, PFC is
also strongly interconnected with the limbic systdéhoreover, as reported in the previous
section, PFC is also the main target for projectoming from the thalamus. Thus, PFC is
the only region which can integrate cognitive, éoral, and sensorimotor information with
internal motivation in order to reflect goal-diredtbehaviour (Royall et al., 2002; Hasselmo,
2005). In this view PFC has been considered tombaved in “top-down” processing, that is
when “the mappings between sensory inputs, thoughtsaction are weakly established
relative to other existing ones or rapidly changifMiller & Cohen, 2001, p.168). As it will
be reported in more detail in the next sectioniehe converging evidence showing that PFC
can actually maintain goal-relevant informationewethe face of distractors (Fuster, 1995;
Goldman-Rakic, 1996; Miller, Erickson, & Desimori®96; Thompson-Schill, D’Esposito,
Aguirre, & Farah, 1997).

One of the most influential models which aims tplain the functions of the PFC is the
Supervisory Attentional System (SAS) model (NormeaBhallice, 1980; 1986; Shallice,
1988). This is grounded in the dichotomy betweenraatic versus controlled processes
which was first proposed in the domain of attentiesearch (Shiffrin & Schneider, 1977a;
1977b) and then extended to the whole human infoaomarocessing system (e.g. Jonides,
Naveh-Benjamin, & Palmer, 1985). Important featwkautomatic processes are that they
are elicited by appropriate inputs, do not reqetffert, are fast, and do not suffer from dual-
task interference; by contrast, controlled processe effortful, suffer from dual-task
interference, and are slower as they begin witadmf the will (see also Badre & Wagner,
2002 for a similar position in the domain of refaéof semantic information).

Norman and Shallice’s proposal (1980; 1986) pottslthe existence of two systems:
contention schedulingvhich produces automatic processes, and the B&{Ssta high-level
system which deals with controlled processes. énctintention scheduling over-learned
responses (i.e. schemata), compete against eaahfotlthe control of perceptual and motor
systems. Schemata can be active to a differenedatgpending on the associative strength of

each schema with internal or external triggers\aitid specific patterns of behaviour.
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Complex activities, such as driving a car, canxerated appropriately by the contention
scheduling although in a rather automatic fashimportant features of schemata are that
they are rigid, need extensive time and practiateteelop, and do not generalize easily to
novel situations. The main task of the SAS is astihe selections of schemata in the
contention scheduling in novel or non-routine ditwres. Thus the SAS is important both in
the implementation and monitoring of new schemathia inhibiting prepotent schemata
which are irrelevant in the current situation ($bal& Burgess, 1996).

Stuss and colleagues have provided a consideratdard of evidence in favour of a
fractionation of attentional processes within PB&ugs, Shallice, Alexander, & Picton, 1995;
Stuss et al., 2005; Alexander, Stuss, ShallicdpRj& Gillingham, 2005; Shallice, Stuss,
Picton et al., 2008). In particular they definedathattentional processes may characterize
the SAS. Some of the identified processeseamergizing schematavhich can be considered
as the allocation of arousal’s energy to the nesystems required to perform a given task;
task-settingthat is the process of representing the task ddsam an early stage of
performance in order to accomplish them approgyiatehibiting task-irrelevant schemata
as required when an infrequent but prepotent respshould not be executedpnitoring
behaviourin order to adjust the level of activity in scheéeaccordingly. In line with the
proposal of Stuss and colleagues, these processest doincide with precise tasks, but
underlie performance of several apparently diffetasks.

As already shown, the frontal lobes are extensigelynected to the BG and this indicates
that also these structures may have an activanret@ny SAS processes. In fact there is
evidence that subcortical lesions can affect exeet@tinctions either directly or indirectly via
frontal cortical metabolic changes (e.g. hypopediusNadeau & Crosson 1997; Hillis et al.,
2002). In the latter view the impairments in exeaifunctioning which are sometimes found
in non-demented patients suffering from subcortiesibns are due to disturbance of
subcortical-frontal circuits (Kramer, Reed, Mungé&iner, & Chui, 2002). Three fronto-
striatal circuits are thought to be particularliex@nt to executive control (see figure 1): the
dorsolateral prefrontal circuit, the lateral orfritmtal circuit, and the anterior cingulate circuit
(Alexander et al., 1986; Mega & Cummings, 1994; tervee et al., 1998). The first of these
is involved in many higher cognitive functions suashgoal setting (Rogers et al., 1998;
Meiran, Friedman, & Yehene, 2004), planning andiseqing (Saint-Cyr, 2003), response set
formation (Fletcher, Shallice, & Dolan, 2000; Nailed-James & Frith, 2002), set shifting
(Shallice, Stuss, Picton et al., 2008), verbal gpatial working memory, and monitoring

(Stuss et al., 2005). Moreover, components ofdinaiit such as the DLPFC have been held
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to be critically implicated in response suppresslaring the random number generation task
(Brown, Soliveri, & Jahanshahi, 1998hanshahi et al., 199&8nd also during other tasks
requiring challenging response inhibition suchhes$troop task (Alexander et al., 2007). The
lateral orbitofrontal circuit involves also the et anterior and inferior lateral regions of the
frontal lobe (BA 10-15, 45 and 47) and it has baegued to be implicated in initiation of
internally driven behaviours, in response selectidrompson-Schill et al., 1997; Thompson-
Schill et al., 1998), in setting stimulus-respo(8eR) criteria (Alexander et al., 2007), as well
as in risk assessment (Rogers et al., 1999).Thegiantingulate circuit is instead claimed to
be important in monitoring behaviour, conflict detten and error correction (Peterson et al.,
1999; Barch, Braver, Sabb, & Noll, 2000), and istaining S-R contingencies (e.g.
energization; Stuss et al., 2005; Picton et aD,720

Computational models have also investigated theabfronto-striatal circuits in
executive functions. Thus Frank, Loughry, and OllRéR001) have proposed a connectionist
model which was aimed to explain how frontal cordexi BG contribute to both updating and
maintenance of representations in working memolg duthors have claimed that BG
operate alynamic gating functiowhich reflects in the updating of representationfsontal
cortex that, in turn, is more critically involved the active maintenance of such
representations. More recently O’Reilly and Fra2®06) have improved their initial proposal
including a learning mechanism to their model. Sactaddition allowed the model to learn
which representations needed to be updated andhwiantained. Reinforcement learning
mechanisms (thought to be subserved by BG, e.y§.Nive & Ruppin, 2002) were critical in
consolidating the dynamic gating function of the ®@ich allowed only task-relevant
information to be efficiently maintained in PFC.

Another model which investigated the way in whid® Bnd PFC subserve executive
functions is that of Amos (2000). He exploited dlskaown task which taps executive
function abilities, the Wisconsin Card Sort TestG®m) task, to test his artificial neural
network. The WCST requires subjects to sort a @édards according to different criteria
which are not told in advance to the subjects, mawor, shape, and number which change
every so after. Amos’s model was aimed to simulaéempaired performance observed in
different clinical populations (Parkinson’s diseasgients, Huntington’s disease patients and
frontal damage patients) on the WCST test. He fdbatla lesion to the units of the model
which represented frontal neurons led to the probdonof perseverative errors, in line with
what is found in patients with frontal damage drisophrenic patients (e.g. Waddington et

al., 1995); by contrast, a lesion to the units Whiepresented striatal neurons gave rise to

22



random errors, as it is often found in patientdesufg from striatal lesions (e.g. Caltagirone,
Carlesimo, Nocentini, & Vicari, 1994). According Aanos (2000) the striatum performs a
pattern matching operation. This proposal is baseevidence showing that projections to
the striatum are topographically arranged suchdlsatibuted areas of the cortex, dedicated
to the represention of different aspects of theesaamstruct, project to the same area of the
striatum. Projections from the striatum are algmtraphically organized (Graybiel &
Kimura, 1995) suggesting that this structure ogar&t integrate and gate information. Amos
claimed that random errors on the WCST are assattatdefective mechanisms of matching
in the striatum.

The importance of the interaction between BG an@ RFRalso stressed in the cognitive
architecture of Anderson and colleagues (Andersdwel8iere, 1998; Anderson et al., 2004).
In a similar way to Amos’s proposal, in ACT-R tdbe striatum serves a pattern matching
operation. In more detail, this structure is desldtesearch for a production rule that matches
the current state of the buffers, for instancehefdoal buffer which ACT-R assumes to be
located in the DLPFC (Anderson et al., 2004). Meezpin Anderson et al.’s view, the
pallidum serves a conflict-resolution function sranly a single production can be executed
at a given moment in ACT-R, and the thalamus cdstiee execution of production actions
which have the effects of changing the contentsudfiers.

Important roles of BG in higher-level cognitive filions have also been suggested based
on findings both of neuroimaging and neuropsychicldgnvestigations (Rogers et al., 1998;
Copland, Chenery, & Murdoch, 2000a; 2000b; Grossrhae, Morris, Stern, & Hurtig, 2002;
Rissman, Eliassen, & Blumstein, 2003; Crosson.ef803; Copland, 2003; Longworth et al.,
2005). Thus, there is evidence showing that thedhipergic dysfunction associated with PD
may differentially affect some SAS processes. Retance some studies have been reported
as showing that PD patients have depleted atteaitresources (e.g. Woodward, Bub, &
Hunter, 2002), while others have claimed that thpedeents are more impaired in the strategic
allocation of the resources rather than suffermogifa non-specific reduction or depletion
(Robertson, Hazlewood, & Rawson, 1996). Moreovetidtaet al. (1996) have shown that
PD patients had deficits in re-engaging attentiter & shift and in maintaining new task-
rules in a delayed response paradigm in which caekl either explicitly indicate the correct
answers (externally guided task) or not (interndhyen task). In a similar way, Gauntlett-
Gilbert, Roberts, and Brown (1999) have shown Biatpatients suffered from an inflexible
exaggeration of selective attention that remaimedged on the previously relevant

dimensions of the task in shift situations.
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As will be explained in more detail in the nexttsart, different studies have proposed
that deficits in the SAS may also be reflectedonmperformance on tasks requiring
inhibition of prepotent or irrelevant responsesnsmf these studies have shown that
damages to the BG are particularly important insgagifailure of inhibition (see Brown et
al., 1998; and Castner et al., 2007 for findingswted on tasks respectively of random
number generation and lexical decision). As faihasprocess of energizing-schemata is
concerned, no study has directly investigated wéredhd to what extent this process is
impaired in the pathological conditions which affde BG. However, it has been argued that
the striatopallidal complex is involved in a comalit known as Auto-Activation deficit (AAD;
Laplane & Dubois, 2001) which is similar to the mdsamatic manifestation of deficient
energizing, namely akinetic mutism (see Stuss.eP@05; see also Alexander, 2001 for
evidence showing that akinetic mutism respondfachinergic treatment including
Levodopa). The main symptom of AAD is representgdhirtia (or “mental emptiness” as
often reported by the patients) whereby patientd te stay in the same place all day long,
without taking any initiative or engaging in spamaus activity. According to Laplane and
Dubois (2001), the patients affected by AAD havkaits in the spontaneous activation of
mental processing which extend to many differegindove domains. These authors have
proposed that the BG operate to activate, init@tel, maintain responses (“to energise the
appropriate group of muscles”, Laplace & Duboi)2(. 812). Finally, patients with
damage to BG have been found to be impaired irstasich investigated working memory
and memory retrieval abilities (Owen, Iddon, Hoddge&obbins, 1997; see also Lewis,
Slabosz, Robbins, Barker, & Owen, 2005; Filotealgt1997).

As already mentioned this thesis is about seleafdask-relevant responses. Thus, in the
next section we report evidence about the way irchvitonto-striatal circuits control the

retrieval and selection of responses in a taskragliemanner.

1.3. Selection of task-relevant information and frato-striatal circuits

As already mentioned, the human ability to seleldvwant from irrelevant information is
necessary in order to adapt to the complex enviemtwe live in. According to Thompson-
Schill, Kan, and Oliver, (2006, p. 20) “in any mbdewhich information is represented as a
distributed pattern across multiple units, thenstexhe possibility for the partial activation of
multiple, incompatible representations. The proc#sssolving this conflict and arriving at a
stable representation can be referred to by tie setectiori. As briefly described above,
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PFC has been thought to enable flexible and costensitive responses and to favor task-
relevant representations even in the presencespbpent, task-irrelevant information
(Shallice, 1988; Miller & Cohen, 2001; Gazzanigalkt2002; Badre & Wagner, 2002).
Similarly it has been proposed that prefrontal@ornediates the selection of action by the
weighting of information active in working memomi(nberg & Farah 1993); a position
similar to the “dynamic filtering” mechanism progasby Shimamura (2000) whereby
prefrontal cortex selects information most relevianimeeting the demands of a task.
Accordingly, one or more attentional componentthefSAS allow subjects to modify the
salience of information depending on their goalsr(hian & Shallice, 1980; 1986).

The relationship between PFC and selection of talkrant responses has been addressed
in a series of studies by Thompson-Schill and egllees (Thompson-Schill et al., 1997;
1998). In 1997 these authors tested the dynanéifig hypothesis using three semantic
tasks. The critical variable was the selection deasahat were varied across the conditions
of each task. In a first task, Thompson-Schill aalleagues (1997) investigated the
production of verbs from noun-cues in condition®itiier low or high selection (i.e., either
when one verbapple— eat,or at least two verbsnap— travel, find,were elicited by the
stimulus, respectively). In a classification taskbjects classified line drawings of common
objects according to either one of eight differatttibutes (high selection) or to a basic level
object name (e.g. spider, hammer). A comparisdovias also used in which subjects had to
compare a target word to several probe words acidei® which probe was most similar. In
the high selection condition comparisons were basespecific attributes (e.g. color, shape,
function) while, in the low selection condition,mparisons were based on global similarity.
With regard to the first task, that is the verbeyaion task, the authors claimed that, in
response to cues suchraap the activation of many weakly associated actioay fail to
produce sufficient activation to select any actiepresentation. Thompson-Schill et al.
argued that these situations can cause conflichgraotive representations in working
memory which require top-down intervention. On titleer hand, in response to cues such as
apple,the strongly-associated actieat might be activated from the input without addiabn
demands for conflict resolutioithus, they claimed that the process of generatinerb
related tanapandapplediffers in their selection demands. Importanthe authors found
slower RTs and an increased activation of theidédtrior frontal gyrus (LIFG) in the high
selection condition of each task. They interpretese results as suggesting that the LIFG is
involved in response selection. In a subsequedysithompson-Schill et al. (1998) showed

that lesions to the LIFG were associated with clifties in producing verbs primarily in the
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high selection condition, confirming the criticale of the LIFG in selection from among
alternative responses. More recent studies haviamaa these findings about the LIFG, both
using the same paradigm of verb generation of TleamySchill and colleagues (i.e. Persson
et al. 2004), and other related paradigms (Bareth. €2000; Moss et al., 2005).
Neuropsychological findings, too, have suggestatittie LIFG plays a crucial role in the
selection of a response from among competing sewttmformation (see chapter 2, see also
Robinson, Blair, & Cipolotti, 1998; Robinson, Shed|, & Cipolotti, 2005).

There is also evidence that the potential roldnefltiIFG in the selection between
alternative responses may not be limited to sermaetiieval tasks, reflecting instead a more
general mechanism of the PFC required for the 8efeof responses from memory (Zhang,
Feng, Fox, Gao, & Tan 2004). Despite this evidetieerole of the LIFG in selection of
responses from among alternative options has lesemily questioned particularly in the
domain of verb production. As will be discussednare detail in chapter 4, there is an
alternative view about the role of the LIFG in ttask, namely one that this area is important
in semantically controlled retrieval. Such a pracesuld be needed particularly when no
verb response is strongly associated to a giversttomilus (Martin & Byrne, 2006; Martin &
Cheng, 2006). Thus, according to this view a wegkwus-response association would
maximally involve the operations of the LIFG irrespive of whether or not competition
between alternative verb-responses is elicited tyyeastimulus.

Recently, Badre and colleagues (Badre, Poldraaié-Bkgoev, Insler, & Wagner, 2005;
see also Badre & Wagner, 2002) attempted to releoti@ selection and association strength
accounts for LIFG function, providing fMRI evidenoésome functional segregation within
this regions; in particular they showed that ther@d-ventro lateral prefrontal cortex
(VLPFC, inferior frontal gyrus pars triangulariscapars opercularis, BA 44/45) was actually
involved in selecting a response from among otlrecempetition. By contrast, the more
anterior section of the VLPFC (including the interfrontal gyrus pars orbitalis, BA 47)
activated more during controlled retrieval.

The studies briefly described above indicate teatantic retrieval may give rise to
conflicts between multiple responses. The issugwfselection of task-relevant information
occurs thus becomes an important one. Selectioo@aur in at least two different ways. A
first possibility would be to accentuate the rel@vaformation while the second would be to
selectively exclude (i.e. inhibit) irrelevant infoation. The two mechanisms are not mutually
exclusive as suggested by the process of seleatiamesponse in an interactive activation

system (e.g. McClelland & Rumelhart, 1981; see alspter 3); for instance if we have fixed
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cognitive resources, the allocation of these tomaee of information represents a limit for
those allocated to other information (Gazzanigal.e2002). Indeed, Mostofsky and

Simmonds (2008) have recently proposed that regpiahgbition and response selection are
similar mechanisms both depending on fronto-str@tauits and in particular on the circuit
involving the pre-supplementary motor area (pre-Sigife also Picton et al., 2007).

According to the authors, components of these tg@elect to engage relevant responses and
to inhibit irrelevant ones. In other words, resppmgibition involves the suppression of a
prepotent, irrelevant response that would corregporselect not to respond.

A more direct role of inhibitory mechanisms in #edection of responses has been
proposed by Levy and Anderson (2002). These autiars claimed that the ability to control
memory represents an instantiation of responseridessituations that are likely to require
executive control. Response-override situationgrayse in which one has to stop an habitual
response to a stimulus because of another, lessi&lals more relevant in the current
situation. One candidate solution for response+ters to suppress the more habitual
response in order to select the less habitualAceordingly, Levy and Anderson (2002) have
proposed that inhibitory mechanisms, which theyntte be generally subserved by PFC and
anterior cingulate cortex, act in two memory sitas, namely when prepotent responses
must be inhibited and when one needs to selectdagtwlternatives during retrieval.
Generally speaking, inhibitory control is an im@mtt function of frontal lobes (Norman &
Shallice, 1986; Gazzaniga et al., 2002), and thbiiity of patients with frontal lobe damage
to inhibit irrelevant information, for instancetime Stroop test and in the go-nogo task
(Alexander et al., 2007; Picton et al., 2007, retipely), is a key demonstration of such an
ability.

As stated above, selection of task-relevant resgsonmsy also occur through an
accentuation of relevant responses. Such a passlials been suggested by Egner and Hirsch
(2005) who have claimed that resolution of condlicetween incompatible responses is
mediated by a top-down amplification of corticapenses to task-relevant information rather
than inhibiting task-irrelevant information. Thetlaors used fMRI while subjects were
engaged in a modified version of the Stroop taskhich the level of conflict was varied
using face stimuli of actors or politicians. Eaeld was presented together with either a
category-congruent or category-incongruent nanulhadr actors or politicians. The level of
congruency of the previous trial gave the levataitrol required by the current trial while
the current-trial congruency determined the levalamflict on the current trial. Egner and

Hirsch’s factorial design involved the followinguioconditions which implied different
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levels of control and conflict: successive congtummngruent trials reflected low conflict and
low control; congruent-incongruent trials reflectadh conflict and low control; incongruent-
congruent trials reflected low conflict and higmtwol; and incongruent-incongruent trials
reflected high conflict and high control. Subjelstsl to discriminate actors from politicians in
a two-alternative forced-choice design. In one domathey had to judge the face stimuli
while in the second they had to ignore the facekjatige the written names. Egner and
Hirsch (2005) found that face processing was ameplifvhen control was high relative to
when it was low. More specifically, they obtainéattactivation in the fusiform face area
(FFA) in response to face-target stimuli, was iasexl on incongruent trials which followed
other incongruent trials (High conflict-High conffreelative to the high conflict-low control
condition. Moreover, they tested the hypothesis tthe amplification of face processing in
the FFA was driven by input from dorsolateral pvetal cortex (DLPFC) which is known to
be important in cognitive control. A psychophysmitmal interaction analysis (PPI) showed
that functional coupling between the DLPFC andRRA increased under high control in the
face-target condition, but not in the face diseacbndition.

Other studies have focused more on the role tieaB®, and more generally fronto-
striatal circuits, have in the selection of taslevant information giving a more general
explanation of this executive process. Thus McNabkdingberg (2008) have stressed the
functional coupling between PFC and BG and propdisatthey operate in concert to filter
irrelevant information. In particular they claimgwt globus pallidus is important for
allowing only relevant information to enter workingemory. A position similar to that of
McNab and Klingberg is that of Frank and colleag{Z&91) and O’Reilly and Frank (2006)
that we briefly described in the previous sectidocording to these authors, the BG enables
working memory representations in frontal cortexéoupdated in a task-relevant fashion.
Furthermore, more than two decades ago Norman &8li&hg1986; see also Robbins &
Sahakian, 1983) had proposed a mechanism, whichsshanilarities with some of the
proposals reported above (e.g. Egner & Hirsch, 2aGBBough which task-relevant responses
may be accessed. These authors claimed that thed®perate to potentiate the activation
level of schemas in contention scheduling thusitgatheir selection in a task-relevant
manner. The validity of such a proposal has beefircoed more recently by results of an
fMRI study of language production carried out by$§xon et al., (2003). These authors have
in fact proposed that the BG maintain a bias tovealekical alternative chosen from among

others in competition during controlled word select
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From another perspective there is also evidenddhba8BG have an important role in
suppression of competing response alternatives 8ucle in the motor realm is a well-
known function of the BG (Mink, 1996). Nevertheleggere have been reported studies (e.g.
Copland, 2003; Bouquet, Bonnaud, & Gil, 2003; Loongiv et al., 2005; Castner et al., 2007;
Crosson, Benjamin, & Levy, 2007) suggesting thatlhd framework can also be applied to
domains other than motor behavior (i.e. semantmipg, word selection, cognitive
inhibition, working memory). For instance Redgrakegscott, and Gurney (1999) have
claimed that the BG operate as a selection dewicesblve conflicts in different cognitive
domains. Accordingly, in the domain of languagedpiciion, a considerable amount of
evidence obtained from both fMRI and neuropsychickdgstudies on patients with
subcortical lesions (e.g. Copland et al., 20008080 Rossell, Bullmore, Williams, & David,
2001; Copland, 2003; Castner, et al., 2007; Casthel., 2008), suggests that the BG operate
a function of suppression and selection of respoirssituations of competition. As an
example, Castner et al., (2008) administered nodnvarb generation tasks from both noun
and verb cue-stimuli to 8 PD patients that hadivecesurgery for deep brain stimulation
(DBS) of the subthalamic nucleus (STN). The tasksawo be carried out both when patients
were stimulated or without stimulation. In line vén earlier study (Péran et al., 2003), PD
patients had a deficit of verb generation when theyormed the tasks without being
stimulated. However, when patients were stimulétteg made more errors in the noun-to-
noun and verb-to-verb tasks. Errors in the verkegaion task occurred particularly in
response to stimuli with high selection demands &timuli that were associated with more
than a verb response). According to the authorb| Simulation affected the ability to select
between competing alternatives during verb gerarati

In a similar fashion, Bouquet et al. (2003) hadvamehat PD patients were particularly
impaired when asked to perform the section B ofHhgling test (Burgess & Shallice, 1996)
which requires inhibition of prepotent responses {nhibition of words to complete
phrases). Just to give a few examples in domahey ¢lhan language production, Dujardin,
Degreef, Rogelet, Defebvre, & Destee (1999) hawsvsithat PD patients had problems in
inhibiting task-irrelevant information in a modifiezersion of the Stroop test and of the
Brown-Peterson paradigm. Moreover, in the domaitask shifting, Pollux and Robertson
(2002) have shown that PD patients had longer bwigccost (the difference between a
switch trial and a repeat trial in a task-switch@xgperiment) relative to normal controls
particularly in situations of high interferencemely when selection of relevant responses

relied on inhibition of irrelevant responses.
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1. 4. The present project

The main aim of this thesis is to investigate tnection of the PFC and BG in the
selection of task-relevant representations. Toehdt we have used different tasks and
methodologies in the domain of the higher leveltheflanguage production system.

The ability to select relevant responses in situnatiof high interference can be
dramatically disrupted after brain damage. Witlhie language domain this is what has been
suggested to happen in dynamic aphasia (Robinsain é998; Robinson et al., 2005; 2006).
This is a disorder in which patients have an exoeptly reduced spontaneous speech in the
context of well-preserved naming, articulation,gody and repetition skills (Luria, 1973). As
part of this project there was the opportunityttadg a patient with dynamic aphasia
following a subcortical lesion. We carried out agie case analysis of this patient (chapter 2)
aiming to investigate his ability to select respgmBom among alternatives. This was done
both within and beyond the domain of language sottee hypothesis that subcortical lesions
which give rise to dynamic aphasia also lead ticdeh non-verbal domains. The results of
the single case analysis motivated us to investitia ability of selecting responses from
among alternatives in normal adult subjects (seg@amtlof chapter 2) and also to explicitly
produce a model of the processes of conceptuaapatpn of language production (chapter
3). The aim of the model is twofold: to give onetlod first implementation of the higher-
levels of the language production system and tailsite dynamic aphasia.

The difficulty our patient had in generating notreughts and his inability to select a
verbal response between other alternative optianther stimulated our interest to study how
fronto-striatal circuits may handle the procesde®iieving and selecting task-relevant
responses in the language domain. Three studiesaaered out on this topic and are
reported in the second part of the thesis. In diairstudy (chapter 4) we have investigated
associative retrieval of nouns and verbs in popariatof healthy older subjects and PD
patients. Currently, there is a debate on whetbempetition between alternative responses or
association strength is the critical factor explagrperformance in the verb generation task.
In this study we used a paradigm (Martin & Cher@)& that allowed the dissociation of the
two processes, and we found that both are impoirtamlping to give rise to the poor verb
generation performance of PD patients. The secomtkps (i.e. association strength) had
however a greater impact on performance than the(fie. selection). In a second related
study we proposed a cognitive model (chapter 5¢kwinas based on the ACT-R cognitive
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architecture (Anderson et al., 2004) and on gerikealries of executive control (Stuss et al.,
2005). The model was aimed to give a unitary accotiperformance in word generation
tasks and was tested in a series of simulatiomghioh the performance of young adults,
older adults, and PD patients on the noun and genieration tasks were reproduced.

In a subsequent study we investigated the braireledes of selection of task-relevant
responses using fMRI (chapter 6). We administemgdhal adult subjects the same paradigm
of noun and verb production aiming to directly istrgate whether the competitive or the
associative account of verb generation is to beeped with respect to the function of the
LIFG. Another important aim of the study was toastigate whether task-irrelevant
responses interfere during the production of vedponses.

Finally, in chapter 7 the conclusions of the présevestigation are drawn, highlighting
the methodological, empirical and theoretical cdesations which can be derived from this

project.
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Chapter 2

2.1. Aim of the single-case study

As already shown in the Introduction, the abiliyselect responses in situations of high
competition can be dramatically disrupted afteirbdamage. Within the language domain
this is what has been suggested to happen in dgreggshiasia. This syndrome consists of an
impairment in propositional language productionrakterized by an exceptionally reduced
spontaneous speech in the context of well-presaraedng, articulation, prosody and
repetition skills. Patients with dynamic aphasiaehgreat difficulty in the initiation and
elaboration of self-generated utterances; nevestsehey may be able to describe pictures
and to answer certain types of direct questionsiél.1973; Robinson et al., 1998; Robinson
et al., 2005). Dynamic aphasia generally occuey ddsions confined to the left cerebral
hemisphere specifically involving frontal regiomsinetheless rare cases of dynamic aphasia
have been described after ischemic lesions invglsirbcortical structures such as basal
ganglia (BG) (e.g. Gold et al., 1997).

In the present investigation we describe a new chdgnamic aphasia, OTM, who was
classified as dynamic aphasic following a vascataident occurred to his left BG (see figure
2.1). In our investigation we have presented apatvith subcortical damage with a series of
tasks, commonly used with other dynamic aphasieptwhich tap the ability to select
verbal responses from among competing options. &Ve hlso extended the investigation to
domain other than language in order to test OTMiBtees to generate non-verbal responses.
Globally,the case of OTM is particularly relevant to thewstaof dynamic aphasia as a
language specific disorder and on whether functigigstinct sub-varieties of this syndrome
exist, as has been suggested by Robinson and guodle42005, 2006Moreover, a careful
examination of his extra-language cognitive proessdlowed us also to test the hypothesis
that sibcortical lesions which give rise to dynamic aphadso lead to deficits in non-verbal
domains, as suggested by others (Gold et al., 1R&@ymer Rowland, Haley, & Crosson
2002; Robinson et al., 2006). Such a hypothesiddwast on evidence which shows that the
role of BG in response selection and inhibitionas restricted to language but also extends to
other cognitive domains (e.g. Longworth et al.,20@ccordingly, as already shown, the
involvement of BG in multiple fronto-striatal loogsiggests that they may influence a wide
range of behaviors (Alexander et al., 1986; Laweegical., 1998; Postuma & Dagher, 2006).

32



The analysis of our single case has brought inieageand clear-cut results that indicate
that different sub-varieties of dynamic aphasiateand that subcortical lesions which give
rise to dynamic aphasia also lead to deficits in-merbal domains. OTM showed indeed a
deficit in novel thought generation which involvieshctions both within and beyond the
domain of language..Globally, the findings on OT&& shown that fronto-striatal circuits
are crucially involved in response selection ardhaition.

2.1.1. Theoretical accounts of dynamic aphasia

Several theoretical accounts for dynamic aphasra baen proposed. Most of these
accounts interpret the syndromvéhin the domain of language while other explamagi
extend beyond this domaiAmong the accounts that interpret dynamic aphagtan the
domain of language there are the general explargapat forward by Luria (1973) and
Costello and Warrington (1989). Briefly, accordieg_uria dynamic aphasia is the
consequence of damage to a mechanism aimed tafiertimear scheme of a sentence, while
Costello and Warrington (1989) have proposed thasiyndrome is due to defective
mechanisms of verbal planning. Recent investigatmfrpatients with dynamic aphasia (e.g.
Robinson et al., 1998; Warreharren, Fox, & Warringtor2003; Robinson et al., 2005,
2006) have however shown that both Luria and Closéeld Warrington’s accounts are
problematic given that they predict the patientedee more generalized verbal generation
impairments than those that they actually showeR#yg, more specific accounts for dynamic
aphasia have been proposed that consider the drsasdiue to a specific impairment in
creating preverbal messages, following the themaktramework proposed by Levelt (1989;
1999). Preverbal messages consist of conceptuakstes expressed in terms of lexical
concepts, which are in turn associated with theesponding words in the language. For
example, Warren et al. (2003) described a pati&bty() with a frontal lobe dementia who
was impaired when asked to combine various lexicatepts in order to create a new
sentence or a phrase, and particularly when redjtireetrieve lexical concepts from among
others or when asked to link them in new ways.

A similar interpretation has also been advocate®blginson and colleagues (2005) to
account for the language disturbances shown bgmaiiH who presented with focal atrophy
to the left frontal lobe. CH showed a defectiveaaptual preparation of language, which was
particularly evident when lexical concepts hadeagenerated in condition of high
competition, that is, by choosing them from amotiges equally plausible such as when a

subject has to complete a sentence that can belemtpn many different ways. According
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to Robinson et al. (2005) when stimuli activate ynaarbal response options, selection
between them cannot be accomplished by a damageghsynevertheless, an appropriate
response can be produced when lexical conceptrargly suggested by the context,
namely in conditions of low competition. CH’s impaent was shown to be specific to the
language domain since an accurate examinatiorsafdn-verbal generation abilities showed
that these were intact. Robinson et al. (1998) i@ported the case of the patient ANG who
was seen to be impaired in the selection of a Vedsponse when there were many
competing options.

As stated above, a number of accounts that intedyreamic aphasia as arising from
impairments not limited to the domain of languagiste For instance, Raymer et al. (2002)
suggested that the deficits observed in case dminaphasia may also involve the ability to
produce non-verbal responses. A more detailed atd@s been put forward by Gold et al.
(1997) who studied a dynamic aphasic patient (Cky had a bilateral striatocapsular
infarction. These authors stressed the importahtdgedronto-striatal circuit involving the
dorsolateral prefrontal cortex and the dorsolatesaldate in order to take into account the
impairments found in their patient. In more det@i) had decreased spontaneous speech,
difficulties in executive functions and, most imgamtly, was unable to adopt effective
strategies for retrieving information from semamiemory. According to Gold et al., (1997)
CO'’s deficits in concept formation and semantiatstyy formation reflected a more general
impairment in the ability to organize knowledgeaihierarchical fashion.

Furthermore, Robinson et al. (2006) reported tise cd a patient with progressive
supranuclear palsy (PSP) who, despite his propositianguage impairment, performed well
on word and sentence level generation tasks thjairesl a single response, but did not do so
on discourse level generation tests and on tasichwéipped his non-verbal generation
abilities. More importantly, Robinson and colleag¢2006) drew a distinction between two
subtypes of dynamic aphasia. They argued thatrgatibat present with word and sentence
level generation deficits have a language speicifi,airment and generally left inferior
frontal gyrus lesions. By contrast, the second tyfpeynamic aphasia could be associated
with bilateral frontal and subcortical damage; plagients affected by this second subtype
should present with verbal and non-verbal genarateficits as well as with problems with
discourse level generation tests. The authorscidsmed that such patients are supposed to

be unimpaired in the word and sentence level gépartests.
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2.2. OTM: Case study

OTM is a 67-year-old man, right handed, with 8 geafreducation, who had retired from
work as a solderer. In May 2005 he suffered fronrsahemic stroke. A CT-scan revealed a
lesion involving the left basal ganglia, the coreadiata, and the surrounding white matter.
Within the basal ganglia the lesion involved théapuen and extended to the capsule close to
the dorsal caudate (see figure 2.1.). A few dates &fs admittance to the department of
Neurology of theDspedali Riunitin Trieste he had a second stroke, this time aonog the
right parietal lobe. When he was discharged heref@sred for a neuropsychological
evaluation. The testing was carried out at the bigsychology Lab of the Ospedali Riuniti in

Trieste over a series of sessions that took plateden September and October 2005.

Figure 2.1: OTM'’s CT scan. Four images are preskinteadiological convention (left hemisphere on
the right). The axial sections are organized itoakwise fashion. They show that the lesion invelve
left basal ganglia, the corona radiata, and thesuading white matter (see main text for details).
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2.2.1. Neuropsychological assessment

The patient was given a general neuropsychologEstssment in September 2005 (see
table 2.1.). He obtained similar values of WAISWRechsler, 1981) Verbal and Performance
IQs. OTM's Verbal IQ was in line to those obtair®dprevious dynamic aphasic patients
(Costello & Warrington, 1989; Robinson et al., 19B8binson et al., 2005) while his
Performance 1Q was in line to that of patient ANRbinson et al., 1998) and close to that of
another case (Costello & Warrington, 1989) but aerably lower than that of CH
(Robinson et al., 2005). One of the most strikieguits on the WAIS-R was OTM’s very
poor performance on the Picture Arrangement taskt DTM’s anterograde memory may be
mildly impaired is suggested by his performanceamort story recall (Novelli et al., 1986).
As far as attentional functions were concerneacéie attention was severely impaired
(Attentive Matrices, Spinnler & Tognoni, 1987). énestingly, OTM made many
perseverations in this test as the targets fofitsteand second matrix were frequently
incorrectly selected in the third matrix.
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Table 2.1

Patient OTM’s results on the general neuropsychcid@ssessment.

TESTS Normative data

Raw Scores (Mean + SD) Cut offs
WAIS-R:
Verbal IQ 83
Digit span* 7
Vocabulary* 6
Arithmetic* 8
Similarities* 9
Performance 1Q 85
Picture Completion* 9
Picture arrangement* 5
Block design* 8
Object assembly* 8
TIB? Ql=101
LANGUAGE:
Aachner Aphasiae Test (AAT)
Token test (num. errors) 13/50 20+23
Repetition 129/150 147 +3.2
Comprehension 103/120 110+8.4
Reading/Writing 80/90 87.2+4
Naming 108/120 114 +4.3
Non Literal Language Comprehension
- Metaphoric Expression 24/40 *
. A ; average
- Idiomatic Expression 22/40 average*
MEMORY
Spatial Span — Corsi tést 5 4.67 +0.95 <3.75
Short story recaff 7 12.41 43.28 <8
Recognition memory test:
Short Recognition Memory Test for 24/25 22.8+1.9
Faced
Recognition Memory Test for Words 41/50 40.9 +4.8
LOGICAL FUNCTIONS:
Coloured Progressive Matrices - CPM 25/36 27.22 £.59 <18.96
ATTENTION:
Attentive Matrices 24/60 48.36 +8.55 <31
VISUAL PROCESSING:
Screening test (VOSP) 19/20 19.92 +0.33 <15
Object Decision (VOSP) 17/20 17.7 +1.9 <14
IDEOMOTOR APRAXIA (IMA): No IMA > 62
AIM test™ 64/72 Borderline 53 - 62 <53

Notes.Thebold character indicates pathological scores. *= agéesicscores;

Brief Intelligence Test, Sartori, Colombo, Vall&uysconi, & Pinarello, (1995);
®Luzzatti, Willmes, & De Bleser, (1996)Papagno et al., (1995)Spinnler & Tognoni,
(1987);°Novelli et al., (1986)! Camden Memory test, Warrington, (1998)Varrington,
(1984);" Carlesimo, Caltagirone, & Gainotti (19968pinnler & Tognoni, (1987);
'Warrington & James, (1991Y:De Renzi, Motti, & Nichelli (1980).
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2.2.2. Frontal executive functions

The patient was administered a series of teststsent® frontal executive dysfunction
(see table 2.2.) that revealed severe deficithisncbgnitive domain. He was tested on the
Modified Card Sorting test (MCST, Caffarra, VezzagdDieci, Zonato, & Venneri, 2004)
using the administration procedure described byde(1976). The MCST is a shortened
version of the original Wisconsin Card Sorting T@ICST), in which only 48 items are
employed, with ambiguous stimuli that can be cfassiaccording to more than one category
excluded. OTM performed very poorly on this teshpbeting only two categories; he was
also highly perseverative (14 errors were perséioena OTM was also impaired on both
phonemic (Carlesimo et al., 1996)d semantic verbal fluency tests (Spinnler & Tagno
1987).

OTM was also administered a card version of thedpitest (Barbarotto et al., 1998). It
consisted of 3 cards, each with 100 stimuli, orgeaiiin 10 columns and 10 rows. The patient
was requested to scan each card from the left avididnto give the appropriate responses as
quickly as possible. The stimuli on the first carere five colour words (red, blue, green,
brown, and violet) printed in congruent colours &M was asked to read all words aloud.
The second card consisted of squares in the filmiand he was asked to name the colours
of the squares. Finally, the third card involved ttames of the 5 colours printed in a
conflicting ink colour. OTM had to name the ink @of of the printed words. The patient
promptly and correctly read the words of the foatd and reported the colours of the squares
of the second card. For the third card the numbeowect responses in the fixed time of 30 s
was recorded following Barbarotto and colleaguestpdure (1998). OTM performed very
poorly on this card being able to name correctéydblour of only 2 words in the first 30
seconds. In contrast to his poor performance oistreop, MCST, and fluency tests, OTM
performed at average level in the standard versidhe Brixton test (Burgess & Shallice,
1996), and he passed both the Cognitive Estimatssand the Trail Making Test (see table
2.2.).
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Table 2.2

Patient OTM'’s results on frontal executive tests

TESTS Normative data
Raw Scores (Mean + SD) Cut offs
EXECUTIVE FUNCTIONS:
WCST- Nelson’s modified versiofi
- n. of Categories 2/6 Normal range: 4 — 6 <3
- n. of Perseverative Errors 14 Normal range: 3—0  >6.40
Stroop Test’ Failed
Brixton Test®
- Standard (num of correct) 36/55 SS =5 SS =5 moderate aver.
Cognitive Estimate$ Pass
- Absolute error score 15 10.81+3.71 18
- Total bizarreness 2 1.42 4.31 4
Trail Making Test®
- Trail A Time = 45" 67.26 +28.69 >94
- Trail B Time = 210" 167.54 +97.41 >283
Verbal Fuency (FAS) 10 30.77+11.09 <17.35
Semantic Verbal Fluency
- Animals 11
- Fruits 5
- Colors 8
- Cities 9
Total score 33/4 =8.25 16.76_+4. 38 <7.25

Notes Thebold character indicates pathological scoféaffarra et al., (2004)
®Barbarotto et al., (1998)Burgess & Shallice, (1996Della Sala, MacPherson,
Phillips, Sacco, & Spinnler (2003) (original vensiby Shallice & Evans, 1978);
Giovagnoli et al., (1996)Carlesimo et al., (1996)Spinnler & Tognoni, (1987),
a raw score of 8.25 indicates a mild impairmenthos test.

2.2.3. Language baseline

OTM was assessed on a wide range of languageftastshe Italian version of the
Aachener Aphasie Test (AAT, Luzzatti et al., 199€e table 2.1). He showed a mild deficit
on the Token Test and in repetition of sentencestite Token Test, OTM’s understanding
of simple verbal commands was intact. Errors (13¥%€e made only in the most difficult
subtests of the test, when he was required taretan characteristics of the tokens at a time
(i.e. shape and colour, colour and size). Errot$l&0) in repetition of sentences were
characterized by omissions of one or two words wdsked to repeat long sentences.
Repetition of words was within normal limits. Oretbomprehension subtests his
performance was within the normal range. In additis reading, writing and naming skills
were normal, as well as comprehension of metapdrmatsdioms (Papagno et al., 1995; see
table 2.1.).
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Speech production

OTM’ spontaneous speech was greatly reduced; Hd pooduce only short phrases of 3-
4 words. Family members claimed he tended not ¢éalspt home, while before the stroke he
had been very loquacious. He showed mild disprasadd mild articulatory problems. When
asked to speak, he was very often unable to convatawhat he appeared to want to say,
and he usually stopped in the middle of a sententen asked to describe something (i.e.
what he remembered of his first stroke) his answere characterized by many repetitions,
interruptions and circumlocutions. For example, whsked to describe how he felt after his
stroke he produced the followingreglio...ma piu di tanto non so come parlar...non soeco
parlar...parlo un pd con mia moglie...ma piu di tant®0.§)(I feel better...but | do not know
how to speak....l do not know how to speak...l spdittleavith my wife...but not so much...)

OTM’ speech was also analysed using tasks thatezlispeech from pictorial stimuli.
In order to obtain a spontaneous speech samplskeel ©TM to generate a story from three
simple pictures taken from the BADA (Battery foetAssessment of Aphasic Deficits,
Miceli, Laudanna, Burani, & Capasso, 1994). He giaen 1 min to produce a story for each
picture. OTM was also asked to talk about bothdbhsvhen he worked and the city where he
lives. One minute was again given for each topixe Ralian control subjects matched to
OTM for age, education, and gender carried oustme tasks (see table 2.3. for their
performance and for comparison with OTM). The miedift-test of Crawford and Garthwaite
(2002) was used to contrast the performance of @ikl that of control subjects. OTM
produced significantly less words than controls mhe was required to speak about his job
and his city, whereas there was only a trend tosvardifference between OTM and controls
on the story generation task. Globally OTM produlesd words (word/minute ratio; see table
2.3) than normal subjects but he was close todteeaf word production of other dynamic
aphasic patients. OTM always began the story gaoerask by providing good descriptions
of the pictures he saw. Only rarely did he attetoptonstruct a story as required. By contrast,
controls provided less detailed descriptions battto produce a story for each single picture.
This difference in fulfilling task requirement caube the reason why OTM did not differ
from controls in the story generation task whiléendoso when asked to describe, for example,
his city. In this latter task, stimuli (i.e. desmiyour city) provide less constrains for verbal
production relative to pictures which act as cugpfoduction in the story generation task.
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Table 2.3

Speech rate of patient OTM, 5 matched controls,daather dynamic aphasic patients

OTM  Controls t(4) ANG?® MP® CH®  KAS®
Story Generation (3 X 1mifh) 50 130.2 +45.15 -1.62
Event Description (2 X 1 mif)) 39 169 +47.5 -2.5

Speech Rate (words per min) 17.8 59.8+17.63 -2.17 29.2 <20 12.0 23.0

Notes.The total number of words produced are reportezhth cell. The Standard Deviation for
controls is also reportetl See text for details on these tests. Boé character indicates significant
differences between controls and OTMobinson et al. (1998JRaymer et al. (2002Robinson et
al. (2005):"Robinson et al. (20086).

Summary

In sum, OTM showed impairments in intellectual,gaage, and executive functions as
well as having problems in verbal memory and selectttention. Within the language
domain OTM had a dissociation between dramaticalijyced spontaneous propositional
speech and either preserved or only mildly impafred Token Test and repetition of
sentences) use of language in comprehension anahgakills. The diagnosis derived from
the AAT (Luzzatti et al., 1996) was that OTM wag afiected by aphasic disturbances.
However, his dysphasic impairment falls within thassification of pure dynamic aphasia
(Luria, 1973; Robinson et al., 2005, 2006).

The next experimental series of tests was desigmawestigate OTM’s language output

disorder.

2.3. Word and sentence level generation tasks

The aim of this experimental series of tests wasinpoint the nature of OTM’s word and
sentence level generation impairment. Most of éiséstwere based on those used by
Robinson et al. (1998, 2005 and 2006). In additthver tests based on those of Costello and
Warrington (1989), and Warren et al. (2003) werdugor comparison purposes OTM’s
performance in each test was contrasted with thi@ireed from another sample of five age,
gender, and education matched controls. As repatiede, the modified t-test of Crawford
and Garthwaite (2002) was used to make comparisbege needed. Where necessary,
reaction times were calculated from a tape recgrdReaction times were defined as the time

between the end of the stimulus and the onseted@onse.
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Generation of sentences from single common wordsl @mgle proper nouns (Robinson et
al., 1998)

Single common words and single proper nouns werengone at time to OTM who was
asked to produce a whole sentence incorporatintatiget word. Both the responses of
patient OTM and those of control subjects are reploin table 2.4. (the performance of
patients ANG, CH and KAS, of Robinson et al., 192@0)5; and 2006 respectively, is also
included in the table).

Remarkably, OTM produced sentences with the saruetste for seven of the twelve
common words and for eight of the twelve propernsiespite his tendency to produce
sentences with the same structure, the sentendelsg@merated were always grammatical
and meaningful. Hence, he globally produced 8/12 1312 correct sentences from,
respectively, common words and proper nouns. Cbsittgects performed at ceiling in this
task. OTM'’s performance did not differ from thatamintrols on either kind of stimuli (p >
0.09 for both comparisons —common words, propengpwMoreover he did not show any
significant difference across the two task condgi¢OTM common words vs. OTM proper
nounsy? (1) = 0.22, P = 0.64).

With common words he provided an explanation otfiom (e.g.”ll tavolo serve per
mangiare”—“The table is needed for eatinrdgbr the word Tavolo” —“Table”-). Two
sentences of this group were correct but OTM i@tidahem only after very long pauses (>13
sec), while he did not produce anything at all wgsen two other words. With proper nouns
OTM used the expressionkéllissimo” and “bravissimo”(“very beautiful and very good”)
(e.g.“Pippo Baudo” prompted‘Pippo Baudo e’ un bravissimo conduttore*Pippo Baudo
is a very good showmas)! For two of these stimuli he did not make angmit to produce a
sentence.

Clearly, OTM did not have problems in generatingsponse in this task; however he
appeared to use a compensatory strategy in copthgagk demandsekplain functiorfor
common words anceport a descriptiorfor proper nouns). Thus when he was asked to vary
the structure of the sentences he was producingpimglained that the task was too difficult
and that he did not have any other word in mindredger, OTM may have perseverated on
this test, as have other patients with subcortesabns when tested on similar tasks
(Esmonde, Giles, Xuereb, & Hodges 1996; see alsermdaMP, Raymer et al., 2002, for
strategy use). OTM performed this task differebyyANG and CH who had more

difficulties in generating sentences from commomdgdhan from proper nouns. As also
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stated in Robinson et al. (2006), proper nounsasseciated with a dominant response or with

few verbal response options, while common nound terelicit many response options.

Generation of a sentence from word pairs with stgpand weak associations (Robinson et
al., 1998)

The stimuli used in this task were the same ofaladsRobinson et al. (1998). They
consisted of strongly associated word pairs (gigaffa-collo”, “giraffe-neck”) and weakly
associated word pairs (e‘pambino-dolce”, “baby-sweet”). OTM was asked to produce a
sentence incorporating both words of the pair. &phatient ANG, OTM had more
difficulties in producing sentences from weakly@sated word pairs than from strongly
associated onegi((1) = 5.62, P < .02) (see table 2.4.). Controfetts had no difficulty with

this task.

Generation of single words to complete sentencéhk Wgh and low response predictability
(Robinson et al., 1998)

This task consisted of 20 sentence frames to b@lebded with a single word where there
were few response options (e.g. “The boy sentdtterlwithout the..” with “stampbeing the
selected response for 98% of the subjects; BlooRis&hler, 1980; Il ragazzo spedi la

lettera senza..” “francobollo”,is the Italian version) and also 20 sentenceswhad many
response option®.g.“The policeman had never seen a man so..” withrikitioeing the

most often selected response, 18% of the subjgagolizia non aveva mai visto un uomo
cosi..”, is the Italian version). The sentences giveréoatient were an Italian translation of
either the corresponding sentences used in a pegioidy with a dynamic aphasic patient
(Robinson et al., 1998) or of the sentences of Bland Fischler (1980).

OTM produced appropriate responses (in less tharsegonds on average) for almost all
the sentences with high response predictabilityh(vaw competition in the response set). By
contrast his performance was significantly impaioedhe low response predictability
sentences (with high competition in the responge(ge(1) = 8.02, P < .006, see table 2.4.).

Control subjects performed at ceiling in this task.

Generation of phrases to complete sentences witthtand low response predictability
(Robinson et al., 1998)
This task consisted of sentence frames, basedoge tf Robinson et al., (1998), to be

completed by the addition of a whole phrase. Twéiaty few plausible verbal response
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options for their completion (e.g. “The hairdress®ved next to the lady with her scissors
and...” “La parruchiera ando’ verso la donna con le fodbe..”, is the Italian version) while
20 sentences had many plausible verbal respongmsor their completion (e.g. “The man
sat in his chair and.;”“L’'uomo si sedette sulla sua poltrona.€ is the Italian version). Each
sentence was read to the patient. As for patiehNtS And CH, OTM produced significantly
more phrases in completing sentences with a higitdglictable response (the mean voice
onset time for the correct responses was 2.8 seitimah in case of sentences with low
predictability of the response (mean voice onseet8.2 secondsg? (1) = 4.10, P < .05) (see

table 2.4.). Controls perform at ceiling on thiskta

Elaboration of nuclear sentences (Warren et al. Z)0

OTM was presented with 10 complete sentences daeilds produce a second sentence
developing the theme of the first. OTM did not pd®vany answer for 3 out of 10 sentences.
For five sentences OTM provided only a completioth@ut generating a separate sentence
(e.g. for the sentenc#t:a ragazza ascoltava la storia..”;The lady was listening to the
story...”, after more than 15 sec he saldl suo ragazzo? “of her boyfriend”). For the
remaining two sentences OTM produced a correcbrespn Controls had no difficulty with
this task.

Sentence construction task (Costello & Warringtat989)

Dynamic aphasia can also be present in the coatexdncomitant syntactical or verbal
planning impairments. OTM was provided with 10 seces of four to eight words in length
which had to be rearranged. Single words weregulioh separate pieces of paper and had to
be reorganized to construct a meaningful sentedt®! performed well in this task (9/10).

His only hesitation concerned one of the two sewerd sentences. He rearranged the target
sentence’leri Luca ha rotto la sua macchina nuovq"Yesterday Luca broke his new car”)
as“leri Luca ha rotto sua la macchina nuovalnsofar as this task is one of verbal planning
(Costello & Warrington, 1989) this ability was showo be spared in OTM. Controls also had

no problem in this task (see table 2.4.).

Generation of a sentence given a pictorial sceR®linson et al., 1998)
As shown in table 2.4 previous studies with dynaapibasics had found that patients
were able to provide simple descriptions of pi@bsicenes. In this test OTM was given a

series of pictures taken from the BADA (Miceli &t 4994) and was told to create a sentence
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that described the content of the picture. Thespativas able to do this for all the pictures he
saw (10/10). Controls also performed errorlessliis task.

Generation of a sentence from a single picture (Rwwon et al., 1998

Patient ANG (Robinson et al., 1998) was impaire@mvasked to produce whole
sentences (i.e. more than a simple descriptiom)rlcarporated the meaning of single
pictures with which he was presented. OTM was mrteskewith twenty single pictures
selected from the BADA battery (Miceli et al., 19%4d required to produce a whole
sentence incorporating the meaning of the pictamenot to simply describe it (see table
2.4.). Pictures were divided in two groups: 10 warebjects whereas 10 were of either
persons or animals carrying out an action. Theupgst from the two groups were presented at
two different times. Like patient ANG, OTM'’s perfaance was seriously impaired in this
test (only 2 out of 20 sentences were correctindst cases, OTM merely produced a
description of the picture rather than generatimghale sentence as required. Controls

performed at ceiling.
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Table 2.4

Word and sentence generation tasks: summary cfcdaesponses on each task of patients OTM,
ANG, CH, KAS and control subjects

_ Number correct
Word and sentence level generation tests

OT™M ANG? CHP KAS® Controls
Generation of sentences from
a. Common words 8/12 11/28 10/30 14/15 12/12
b. Proper nouns 10/12 26/28 22/30 15/15 12/12
Generation of sentences from
a. Pairs with strong association 23/30 22/30 NT 15/15 30/30°
b. Pairs with weak association 13/30 4/30 NT 15/15 30/30

Generation of single words to complete sentences

a. High predictability 19/20 NT NT NT 20/20
b. Low predictability 10/20 NT NT NT 20/20

Generation of phrases to complete sentences

a. High predictability 17/20 9/12 19/22 10/10 20/20

b. Low predictability 10/20 3/12 11/22 10/10 20/20
Elaboration of nuclear sentences 2/10 3/20 NT 5,5  onid
Sentence construction task 9/10 14/15 9/10 8/10 1010/
Generation of a sentence given a pictorial scene 10/10 34/34 20/20 15/15 10/10
Generation of a sentence from a single picture 2/20 0/6 NT 9/10 20/20

Notes. Indicates significant differences (p < .05) acritestwo conditions of the relative test for
patient OTM.” Indicates significant differences (p < .05) betw&@M and control subjects in the
test. NT = not tested. An arbitrary cut-off of rends was adopted for all the tests reportedsn th
section; responses generated after this time wetaded by the analyseRobinson et al. (1998);
Robinson et al. (2005) ;Robinson et al. (2006).

Summary and conclusions from the word and sentegemeration tasks

The word and sentence level generation tests shtvae®©TM has difficulties in
generating words, sentences and phrases. Howawaattain cases he was able to produce
plausible words and phrases. OTM was particulaniyaired when stimuli activated many
response options (phrases and words low in resgmesiéctability, word pairs weak in
association). By contrast he generally performedhrhetter with stimuli that strongly
constrained a response (phrases and words higisponse predictability, word pairs strong
in association). In these respects OTM’s perforrearsembled that of the dynamic aphasic
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patients ANG and CH (Robinson et al., 1998, 2006 results from this series of tests
showed that OTM had problems in generating verlegsages in condition of high
competition between multiple response options. HaneOTM behaved differently from
ANG or CH in some ways. Qualitatively he perfornjast in the normal range in the
generation of sentences from proper nouns and camvoods. Nevertheless, as reported
above, he appeared to use a compensatory stratéyyg task.

Gold et al. (1997) reported the case of patient@10 also became dynamic aphasic
following a BG lesion, namely a bilateral striatpsalar infarction. CO also presented with
signs of executive dysfunction. CO performed poorlya semantic categorization task and
on a procedural discourse test. The authors artipatdhe suffered from an impairment of
concept formation as well as from defective seneasitategy formation. They held that the
latter problem was confirmed by the difficulty thatient had in sorting items from very
closely related categories by contrast with hiaghperformance in sorting items from more
distantly related categories. Gold et al. (199 ¢gasted that CO’s deficits might reflect a
more general impairment in the ability to orgarkmewledge in a hierarchical fashion. The
following section aims to assess whether OTM'’s fwis in producing verbal responses in
situations of high competition may be due to d&fian concept generation and in semantic

strategy formation.

2.4. Routine activities description and semantic sdtegy formation
Procedural discourse task (Gold et al., 1997)

In Gold et al.’s (1997) version of the task theigrathad to describe the steps involved in
carrying out a series of common actions such gsapireg a cup of coffee. The patient
performed the task in two conditions. First he dégd the steps involved in the procedures
without any prompting, whereas in the second theeementer provided the patient with cues
such as “the first step is...” etc.

We administered a similar task to OTM but changiame of the required actions to fit
with those used by Rumiati, Zanini, Vorano, andlBie(2001). These authors provided a
list of the verbal descriptions of the discretgstavolved in a series of multi-objects-actions
(MOT) that they administered to their apraxic patise They distinguished a total of 47 steps
for 10 common tasks with 7 tasks being divisibk® i discrete steps and 3 tasks into 4 steps.

The procedures werBreparing orange juice, Making coffee using a @fbet, Lighting a
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cigarette, Preparing a letter for posting, Pouringter from a bottle, Lighting an electric
torch, Hanging a small picture, Lighting a cand&harpen a pencil, Peeling a potato.

OTM was asked to describe the steps he usuallythoasgh in carrying out these
actions. He performed as well as normal subjectsghin this task. OTM gave an average of
3.9 steps for each action while controls gave desens formed of 4.3 steps on average with
the difference being not significarit(4) = -0.97; modified t-test, Crawford & Garthuai
2002).Given OTM'’s ability to perform the task he was administered the sequence cued
condition used by Gold et al. (1997).

Semantic categorization task (Gold et al., 1997)

Before assessing OTM’s abilities in semantic sgafermation and semantic
categorization, we evaluated his ability to acsEsrantic representations. OTM was tested
using only the picture section ®he Pyramids and Palm Trees T@sbward & Patterson,
1992), a test specifically aimed to assess thgiinyeof the semantic network. His
performance was well within the normal range amdoat at ceiling (50/52) indicating that he
could recognize the items and retrieve conceptudis@mantic information about them.

Given that OTM'’s ability to access meaning fromtypies was intact we gave him a
semantic categorization task. We used the procathweloped by Robinson et al. (2005) and
the categories these authors employed. They haui fthat the dynamic aphasic patient CH
was unimpaired in this tas@TM was required to sort items into two categorfeset of 80
words and a set of 80 pictures were chosen. Eatttedfvo groups of stimuli formed 16
categories, each consisting of five highly assedatems. Pairs of categories were used with
their degree of association being either distamiase.OTM was given 10 cards at the same
time and was required to sort the pictures or tbed® into two groups of five each. In one
condition the names of the two categories werergineadvance to the patient (cued
condition) and in another the names of the categarere not given (uncued condition).

OTM’s performance on this task is reported in tégbketogether with CH’s performance
(Robinson et al., 2005) and thatfotir control subjects who were administered tis&.ta
OTM'’s performance on the task was good and sinaldnat of CH (Robinson et al., 2005)
and of normal controls. OTM was only somewhat siotlvan controls in the uncued
condition of the closely related word pairs catggo(3) = 2.88, p < 0.05).
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Table 2.5

Semantic categorization task

PICTURES WORDS
Close Distant lo€e Distant
Condition  N. Correct Mean RT N. Correct afART N. Correct Mean RT N. Corrddean RT
CUED
OT™M 40/40 12 40/40 10 38/40 23 40/40 18
CH? 39/40 28.3 40/ 25.5 40/40 18.8 40/40 20
Controls 40/40 13 (2.2)  40/40 11.5 (1.9) 39/40 15 (3.9) 40/40  14.2 (4.3)
UNCUED
OTM 38/40 25 40/40 13 35/40 44 40/40 18
CH? 38/40 47 0/40 28.3 37/40 348 40/40 19.3
Controls ~ 38.2/40 26.2 (7.1) 40/40 16§7 37/40 22.75 (6.6) 40/40 183B)

Notes Response times are expressed in seconds. Stdbelaiedions for controls are shown in
parenthesegRobinson et al. (2005).

Summary and conclusions from the procedural discearand the semantic categorization
tasks

Given OTM'’s intact performance on the proceduratdurse task, an explanation of his
deficits in terms of impaired generation of consegdn be ruled out. OTM was able to
retrieve information in order to generate phrasesléscribing well learned actions. OTM
performed very differently from Gold et al.’s patien this test. The results of the semantic
categorization task showed that OTM did not haseraantic strategy formation deficit of the
kind proposed by Gold et al. (1997) to accountfierdifficulty their patient showed on the
task. In this respect the findings on OTM are samib those on patient CH (Robinson et al.,
2005).

2.5. Random number generation task

In this task OTM'’s ability to generate numbers wasstigated. As discussed in
Robinson et al. (2005; see also CappellBitterworth, & Kopelman2001), numbers are a

special category which can dissociate from othmguistic categories. In the Introduction we
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have also reported evidence showing that patieittsB% pathology may be unable to
generate numbers in random order (e.g. Brown €1898). On the other hand, dynamic
aphasic patient CH (Robinson et al., 2005) hadopexéd in the normal range on this task.
The task that we used consisted of three conditidfexing in the size of the response set. In
the first part of the task OTM was asked to gemenaimbers within the set 1-9 in a random
order. In order to illustrate the concept of randess, both the control subjects and patient
OTM were given the analogy of picking a number @ité hat, reading it aloud, putting it
back, and then picking another. The number sewa®followed by two conditions in which
the response set was more restricted, OTM haviggnerate numbers from the sets 1-4 and
1-2. Each condition involved 100 numbers. OTM hadénerate a number in time with a
tone occurring once every 3 seconds, as used by&wbet al. (2005). The percentages of
number repetitions (e.g. the series 2-2 was scaselj, descending series (e.g. 4-3, scored as
1) and ascending series (e.g. 3-4, scored as3t4es, scored as 2) were calculated.

OTM'’s performance is reported in table 2.6 alonthwinat of control subjects. For
comparison purposes performance of patient CHogrted as wellOTM performed
significantly differently from control subjects @ach kind of response for the 1-2 number set.
In the number set 1-4 OTM produced significantlyrendescending series than did the
controls. In the largest number set (1-9) OTM prmtlmore responses that were part of

ascending series than control subjects.

Summary from the random number generation task

The random number generation task showed that Oiffisted from normal controls
particularly in the length of ascending and desoenderies he generated. This behavior was
not related to the size of the response set siifieeahces between OTM and controls were
present in all conditions of the task. Excessiveafsascending and descending sequences of
numbers have also been reported in the contexmM@ hvolving the left dorsolateral
prefrontal cortex (Jahanshahi et al., 1998; seeBiewn et al., 1998) and, as noted also by
Robinson et al. (2005), this may indicate an assedideficit for OTM.
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Table 2.6

Random Number Generation task

Number Chance OT™M Controls CH?
Generation task % % % %
Responses Responses Responses t(4) Responses

Number set (1-2)

Repeats 48 36.5 51 (4.33) *-3.05 48
Ascending series 25 32 25 (2.77) *2.31 28
Descending series 25 31.2 24 (1.2) *5.47 23

Number set (1-4)

Repeats 25 0 11.2(7.72) -1.32 30
Ascending series 18.75 33.7 22.2(5.54) 1.89 21
Descending series  18.75 33.7 21 (4.63) *2.50 25

Number set (1-9)

Repeats 111 0 2(1.9) -0.96 25
Ascending series 9.9 20.4 8(4.78) *2.36 24
9.9 234 17 (5.16) 1.13 13.5

Descending series

Notes *Indicates significant t values (p < 0.05) for quanison between OTM and
controls. Responses are reported as percentagelaBiaDeviations for controls are
shown in parentheseéRobinson et al. (2005).

2.6. Nonverbal generation tasks

Robinson et al. (2005) described the dynamic aphzsdient CH who was found to have

largely preserved abilities to give non-verbal mrses, performing as well as normal controls

in some non-verbal generation tasks. This was takezvidence that CH’s dynamic aphasia

did not extend beyond the domain of language. Ex¢ session aims to asses whether
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OTM'’s generation deficit too did not extend to ciiigle domains other than language. Two
of the tests used by Robinson et al. (2005) weosefrfigural fluency (Five-Points test), and

motor movement generation.

Five-Points test: a figural fluency test

The five points test is a measure of non-verbairagfluency. A subject is presented with
a sheet of paper that consists of 40 five-dot medrarranged in 8 rows and 5 columns. The
subject is required to connect the dots in as na#fifgrent ways as possible. Legirauss,
Loring, McCloskey, and Hawort{1997) found that patients with frontal lobe dysftion
made many more perseverative errors than nonfraetalblogical and psychiatric patients.
Frontal lobe patients produced about 25 desigrs 26 perseverations on the 3-minute
version which we used. By contrast, the dynamiaajghpatient CH (Robinson et al., 2005)
drew 20 different designs without making any peesation.

OTM did not significantly differ from control sulgjés in the total number of designs
produced. OTM produced 15 designs while controjesib drew a mean of 16.6 designs on
averaget((4) = -0.39; modified t-test, Crawford & Garthwei2002). However, considering
only the number of novel designs produced, OTMa@ered clearly worse than normal
controls (6 vs. 13.8 respectively, t(4) = -6.5; £.€01). In fact OTMmade 9 (60%)
perseverative errors while controls made only 284) perseverations on average, the
difference being highly significant (4) = 5.16; p < 0.005, modified t-test, Crawfd&d
Garthwaite, 2002)OTM'’s performance on this test was extremely pbawsng a clear

impairment of perseveration in figural fluency.

Motor movement generation

In this test OTM was provided with a joystick whicbuld be moved in four directions:
right, left, up and down. OTM was requested todedemovement using the joystick
whenever he heard a sound that occurred once esetp8ds. He was told that the
movements did not have to reproduce a schema atterp. Owing to his right hemiplegia
OTM moved the joystick with his left hand. The tas#s divided into three conditions
according to the number of movement options hedcselect. In the first two conditions
OTM could select between two movement optionseeitteft (L) and Right (R), or Up (U)
and Down (D); in the third condition there wererfouwovement options: U, D, L, R. As in
Robinson et al.’s (2005) study, each conditionddgt minutes. OTM was familiarized with

the task by performing a baseline condition of Autes in which he had to move the joystick
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in one direction (U) in time with the sound (oneele 3 seconds). The percentages of
repeated responses (e.g. L-L) and opposite respdese L-R) were calculated in order to
have measures of fixed or random responses. TabkeRorts OTM’s results together with
those of CH and control subjeckéo t values ifhodified t-test, df = 4; Crawford &
Garthwaite, 2002) reached significance when OTMgrmance was compared with that of

control subjects.

Table 2.7

Motor movement generation task

Chance OT™M Controls CH
Motor movement
Generation Task % % % %
Responses Responses Responses t(4) Responses
Two Options
Left-Right
Repeats 50 40 48.6 (6.54) -1.19 42.9
Opposites 50 60 51.4(6.54) 1.19 57.1
Two Options
Up-Down
Repeats 50 51.3 52 (14) -0.04 52
Opposites 50 48.7 48 (13.7) 0.04 48

Four Options

Up-Down-Left-Right

Repeats 25 1.4 17 (8.45) -1.68 38.8
Opposites 25 36.6 33 (4.06) 0.80 23.8
Other 50 62 50 (11.55) 0.94 374

Notes Responses are reported as percentage. Standéaedi®es for controls are
shown in parenthese®Robinson et al. (2005).

Summary and Conclusions from the non-verbal geneoat tasks
OTM'’s performance on the non-verbal generationdasitied across tasks. OTM has
normal performance in the motor movement generatisk while he was impaired in the

figural fluency test. Although OTM did not differdm normal controls in the number of total
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responses generated in this test, he producedlarsm@er of novel designs and he made

many more perseverations than controls.

2.7. Discussion

OTM presented with abnormally reduced propositidaatjuage following an ischemic
stroke to the left basal ganglia. His language petidn was characterized by reduced fluency
particularly in situations requiring more than mie description of the stimulus. OTM’s
reduced spoken language was not connected to ¢eediats in reading, repetition, naming
or comprehension, as these skills were either preder only mildly impaired. Our patient
could only produce short phrases of 3-4 words aibéed mild disprosodia and mild
articulatory problems as well. Globally, this pattef deficits is consistent with dynamic
aphasia (Luria, 1973). Indeed, a quantitative eateda of his speech rate showed that this
was similar to those of other patients reportedhaitnamic aphasia. In addition to his
language output disorder OTM presented with sigrexecutive dysfunction performing
poorly in the Modified Card Sorting Task, phoneraid semantic verbal fluency and in the
Stroop test.

A series of tasks were administered aimed at inyetstg OTM’s language output
disorder. Results from the word and sentence Igseération tests showed that OTM had
great difficulties when required to produce phraamsd words; his problems became evident
when stimuli did not suggest a dominant respomsa.dimilar fashion to patient ANG
(Robinson et al., 1998), OTM had more difficultiegproducing sentences from word pairs
with weak association between them than from styoagsociated word pairs and had also
many more problems in completing low predictabiigntences, either with phrases or words,
than high predictability ones. Moreover, like ANRBaobinson et al., 1998) and CH (Robinson
et al., 2005) but differently from ROH (Costello&arrington, 1989), OTM did not show
any problem in the sentence construction task sTastpeech elicitation from pictures
(generation of a sentence given a pictorial scaddg@m a single picture) produced similar
results to those obtained in other dynamic aphzeients (Robinson et al, 1998, 2005);
indeed OTM was severely impaired in producing segs from single pictures whereas he
could give a simple description of them.

We also assessed whether OTM suffered from the dini@ficits described by Gold et
al.’s (1997) in their dynamic aphasic patient COovallso had a basal ganglia infarction.
These authors proposed that their patient suffieosd deficits in semantic strategy formation
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and concept generation, being impaired in bothstaslsemantic categorization and
procedural discourse. OTM'’s performance in theetatisk showed that he could correctly
describe routine activities, and he could generateepts and combine them in sequences.
OTM also performed almost errorless in the semanaiegorization task as done by patient
CH (Robinson et al., 2005). As discussed by Rolmredal. (2005), the fact that CH and
OTM performed normally in the semantic categormatiest indicates that they do not have a
primary deficit in semantic strategy formation.

OTM'’s abilities to generate numbers and non-verbsphonses were also investigated. In
a random number generation task he performed diffr from control subjects producing
more ascending and descending series of numbensvétbal response generation skills
were found to be preserved in one task; OTM wakiwihe normal range in the motor
movement generation task. His performance on flgluancy was however impaired; the
number of novel responses was below the normakras®/15 responses were
perseverations.

As already shown, several explanations have besgyoped for dynamic aphasia. Most of
these try to account for the syndrome within thendim of language while others also involve
functions other than language. The case of OTM asigghat we can rule out the possibility
that his deficits lay in damage to a mechanism fiognthe linear scheme of a sentence (Luria,
1973) given that he can produce phrases and s@&st@ansome circumstances. Similarly, the
possibility of an impairment in verbal planning ti@ostello and Warrington (1989)
considered for their patient (ROH) can be rejeétedTM. In fact he performed almost
errorless on the sentence construction test onhAR@H had great difficulties.

Results from the word and sentence generation tesks shown that the number of
response options associated with a task (verbpbnse alternative options) was an important
factor helping to give rise to OTM’s performanceniany of the tasks we used. In a similar
fashion to CH (Robinson et al, 2005), OTM was ngpaired when a stimulus strongly
suggested a response. By contrast, OTM had grautties when stimuli activated many
response alternatives. As stated in Robinson €2@05), a deficit in the selection of verbal
responses in propositional speech is likely to e td defective mechanisms of conceptual
preparation (Levelt, 1989; 1999). Lexical concdge sometimes to be generated in
conditions of high competition, namely when manyh@m are simultaneously activated.
These conditions are those that pose the greaigsirements to the conceptual preparation
mechanisms particularly when the latter are defeciihe empirical evidence collected in
this study suggests that OTM, similarly to patiehl$G and CH (Robinson et al., 1998, 2005
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respectively), suffers from an impairment in vernteponse generation in situations of high
competition.

However, differently from CH, OTM also had problemsdigural fluency and in the
random number generation task. OTM made many peragons in the figural fluency test
while he gave increased ascending and descendieg 8¢ numbers in the random number
generation task. A first possibility is that to sader OTM’s problems with numbers as due to
a deficit of inhibition. Among the processes asstditeebe involved in order to perform well
on such a task, one consists of inhibiting the rfaosiliar strategy of counting upwards or
downwards in ones which, in the terminology of 84S model, is the strongest schema in
the contention scheduling. Thus, it is possiblé @aM’s pattern of performance in this task
reflects a failure of the SAS to inhibit strong tioe schemata (i.e., counting in ones) in favor
of switching schemata as is necessary to accomgplesrandom number generation task (e.g.
counting in twos). In fact, as also reported inltiteoduction, failure of inhibition has been
invoked for explaining deficits on the random num@eneration task of both patients with
BG pathology (Brown et al., 1998) and normal sutsj@dhich undergone TMS over the
DLPFC @ahanshahi et al., 199®LPFC has been also seen to be involved in déss
requiring response suppression such as a formedbtitoop test (Alexander et al., 2007).
Moreover, the relevance of the circuit involving thLPFC and the caudate nucleus has been
stressed by Gold et al. (1997) in order to accémmseveral of the signs of frontal
dysfunction shown by their patient. OTM also showegdairments which correspond to
malfunctions of DLPFC (i.e. poor performance on 3teop test and MCST).

An account in terms of failure of inhibition mayalexplain OTM’s perseverative
responses in the figural fluency task; howeverlerraative possibility exists for explaining
his poor performance on this task. Perseveratiangsmeflect a deficit in generating novel
content (Robinson et al., 2006). We have shown@ial was able to produce only 6
different figures relative to controls who genedaéémost 14 new designs in the figural
fluency test. OTM’s inability to generate novel temt may also be seen to fit with his
difficulty in some language tasks. For instanceM2did not have any problem in producing
a response when given common words or proper nasiasstimulus, however he appeared to
perseverate or to use a compensatory strategysiteitk (see also his problems in sentence
generation from single pictures or elaborationutlear sentences in which novel material
has to been generated).

In sum, the case of OTM, in a similar fashion tosth of the dynamic aphasic patients CO
and KAS (Gold et al., 1997; Robinson et al., 208$pectively; see also Raymer et al., 2002),
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suggests that subcortical lesions which give nsgynamic aphasia also lead to deficits in
non-verbal domains. OTM'’s pattern of performancédoth verbal and non-verbal tasks
suggests that he suffered from defective generatiovel thoughts as suggested by
perseveration and due to either failure of inhipitor defective generation of novel content.
Within the domain of language the deficit is partazly present when stimuli activate many
competing response options and it may be due tongoistriatal damage disrupting the left
frontal region function of selection in situatiohtigh competition.

As reported in the Introduction, there is a considke body of neuropsychological and
neuroimaging evidence supporting the role of tftaréerior frontal gyrus (LIFG) in the
process of selection of task-relevant responseguation of competition (Thompson-Schill
et al., 1997; 1998; Barch et al., 2000; Zhang .e2&l04; Persson et al., 2004; 2007;
Thompson-Schill & Botvinick, 2006). Moreover, refiag back to dynamic aphasia, the
literature suggests the involvement of LIFG in tyadrome. A review of dynamic aphasia
cases supports, indeed, the role of the LIFG irethergence of the reduced verbal output
which is generally observed in these patients (@los& Warrington, 1989; Esmonde et al.,
1996; Snowden, Griffiths, & Neary, 1996; Raymealet2002; Warren et al., 2003; Robinson
et al., 1998; 2005). Admittedly we need to act va#lution as far as the interpretation of the
CT scan is concerned. As this is not 100% sendibiveschemic damage, the precise extent
of the frontal lesion in OTM cannot be exactly sfed. Moreover, the evidence reported in
the Introduction about a role of the BG in the gegpion of competing alternatives and, more
generally, in response selection does not excludera direct contribution of these structures
to the verbal response generation deficit of OTiMleled, there have been reported studies as
showing that the BG are involved in the inhibitiminirrelevant responses (see chapter 1; see
also Dujardin et al., 1999; Rossel et al., 2001ydgeet et al., 2003; Longworth et al., 2005;
Castner et al., 2007) as well as in novel thouglniegation (Robinson et al., 2006), and, more
generally in controlled cognitive processes (Crasstal., 2003; Copland et al., 2000a,
2000b; Copland, 2003; Redgrave et al., 1999). @rother hand, frontal cortex is also
important for response suppression (Stuss et@5;2Alexander et al., 2007; Picton et al.,
2007; Mostofsky & Simmonds, 2008).

Thus, more generally, it is likely for OTM that anpairment to the BG and the
consequent abnormal functioning of subcortical4fabuircuits are important factors in
helping to give rise to his deficit of novel thougfeneration which involves functions both
within and beyond the domain of language. A lastiégsconcerns Robinson et al.’s (2006)

distinction between different forms of dynamic aghaOTM seems to present impairments
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similar to the second subtype of dynamic aphasvahich both verbal and non-verbal deficits

occur following a subcortical damage.

2.8. Testing selection between alternative verbaésponses in normal

subjects

Aims and empirical background

In the following part of the chapter the ability sdlecting responses from among
alternative options will be investigated in norradult subjects, using both similar tasks to
those administered to OTM and a stem completidn &S this purpose we run two
experimental studies. The only difference betwéentivo experiments lies in the use of a
dual-task paradigm in the second one.

In the first experiment, one group of young adulés given two tests commonly used
with dynamic aphasic patients (low and high respgredictability sentence completion by
mean of single words and entire phrases) and actempletion task. The first two tasks were
used in order to confirm the findings on OTM thaimpletion of low response predictability
sentences is associated with poorer performancecitrapletion of sentences with high
predictability of the response. The performanceeding found in older controls on these
kinds of tasks (see tests 3 and 4 of table 2.4Jestg that effects are expected to be found
only in RT in adult subjects. A stem completiorktass also chosen as a task in which
performance differences between high and low delecemands conditions (i.e. respectively
stems with many possible completions and stemsfevthpossible completions) may be
either less evident (than in sentence completisksjeor even in the opposite direction (i.e.
high selection demands performed better than Id@csen demands) (see Desmond,
Gabirieli, & Glover, 1998). The choice of such &tass particularly motivated by the second
experiment in which a dual-task paradigm was used.

With regard to sentence completion, relatively fdudies have addressed this ability in
normal adult subjects. Nevertheless an exceptiogpiesented by the PET study of
Nathaniel-James and Frith (2002). They presentadbfects with a sentence completion task
based on the Hayling test (Burgess & Shallice, 1996 particular relevance for our aim was
the condition A of their study in which subjectgiita provide a word to complete each given
sentence. The authors varied the level of contéxtusstraint of the sentences from low to
high, so that sentences with low constraint weosétthat could be completed in many

different ways. The authors found that sentencés W constraint activated the left DLPFC
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more than sentences with high constraint and tieatdrmer were completed slower than the
latter. Nathaniel-James and Frith considered thEBIL to operate to specify a set of
plausible responses and to bias them for selection.

As far as the stem completion task is concerndajests are generally asked to complete
a 3-letters stem with a word in this task. Stem gletion has been considered to be
particularly useful to learn more about the intaypbf controlled and automatic processes as
some studies have shown that both processes aadlgdntervene in this task (e.g. Debner
& Jacoby, 1994; Meier, Morger, & Graf, 2003). Amahg factors that potentially influence
the choice of a stem completion, the familiaritytlod completion has been proposed to play a
crucial role (Ryan, Ostergaard, Norton, & John&ff)1). Such a factor is given by word
frequency, whereby subjects tend to choose higjuéecy words more often than low
frequency words as completions. A stem completiadysthat is particularly relevant for our
purposes is that of Desmond et al., (1998). Ircthregext of an fMRI design, the authors
compared stems with many possible completiomsnfycondition; high selection demands) to
stems with few possible completioriew condition; low selection demands). Desmond and
colleagues found that treanycondition activated the middle frontal gyrus ar@ Biore
than thefew condition; the reverse contrast revealed actimgpiarticularly in the right
cerebellum. The authors suggested that the midolteei gyrus and BG supported response
selection while cerebellum supported the searchefgponses which was particularly needed
with thefewstem stimuli. Of importance, there was a trend (p7) which indicated that
subjects were faster in completing stems inntla@ycondition relative to the other type of
stems. However, a potential problem with this stwdg given by the fact that words which
acted as potential completions of the two stem itimms were not matched for frequency. In
fact words that completed theanystems were of higher frequency than words thatcbas
completions of théew stems.

In line with previous evidence we assume that warduency is a crucial factor
influencing performance on the stem completion.tasks, in the present study the words
which act as completions in th@anystem condition are matched for frequency of o@noe
to the words which act as completions infia@ stem condition. Following this procedure we
expected not to find any difference in RT acrosstito task conditions despite their
differences in selection demands.

In sum, the rationale of the first experiment cetssof testing, in adult subjects, response
selection between alternative responses usingéiff&inds of tasks. For the sentence

completion tasks we expect to find longer RT inalitons of high selection demands (i.e. low
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response predictability sentences) reflecting ticesiased processing requirements of these
conditions. The use of a stem completion task alawalso to test the hypothesis that in this
task, the selection of task-relevant responsestipmimarily influenced by selection demands
as far as the potential critical factor of wordgwency is taken into account.

In the second experiment we test our hypothesdseiuby asking subjects to perform the
same three language tasks (i.e. sentence completingle word-; sentence completion —
entire phrase-; stem completion) while carrying autoncurrent distracting motor procedure
which was presented at two levels of difficultyssedemanding and more demanding. In
choosing a concurrent task it was necessary to aaask which was both demanding in
capacity terms but which could be performed sinm@tausly with verbal generation in terms
of its sensorimotor characteristics. We used a ntagk that previous studies have shown to
affect performance of some tasks which require B&scovitch, 1994; Fletcher, Shallice, &
Dolan, 1998). As an example, Fletcher et al. (123&ed subjects to encode different lists of
words while executing a sensorimotor task. Theyébthat the more demanding version of
the motor task affected the ability to encode dpmdiy the most difficult lists (i.e. the ones
which required active organizational processes)dnsing an attenuation in left DLPFC
activation. These authors suggested that theilosiemstor task produced the analogue of a
frontal lobe syndrome in the normal subjects (d4se lloscovitch, 1994) and that the source
of the interference effect was to be found in the af attentional resources. In more detail,
the higher the processing demands of the memokyg tasre, the more pronounced was the
interference effect of the motor task.

In our experiment we used the same sensorimotkofasletcher and colleagues to test
the hypotheses that the more demanding versidmeaseénsorimotor task affects specifically
1) the abilities to select both between competiongds and phrases (i.e. performance on the
low response predictability sentence completioRgg) but not the high selection demands
condition of the stem completion task. These resutiuld show that low response
predictability sentences require more processimgeshels than high response predictability
sentences, but also that completion of stems vigh $election demands may require similar

attentional resources than completion of stems lwithselection demands.

2.8.1. First experiment
In this experiment subjects were asked to comgleteéences either by adding a single
words or an entire phrase and to complete 3-lesterss with a single word. Each task

consisted of two conditions which differed in thawber of alternatives a response could be
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chosen from. In both sentence completion taske tivere low response predictability and
high response predictability sentences. The foindicate that a sentence can be completed
in many different ways while the latter that a seee can be completed in few different
ways. Moreover, there were stems which formedrkeli part of many different words (high
selection demands condition) and stems which forthednitial part of few different words
(low selection demands condition).

Method

Participants

Twelve volunteer participants took part in the expent. They were 25 years old on
average (range = 22-27); 7 were males and 5 feraakkshey were all right-handed. All had
normal or corrected-to-normal vision, no historynefurological involvement or auditory

impairment.

Apparatus and Materials

The experiment was conducted on a PC with Windes\aparative system and E-prime
as software for delivering all stimuli. Participamiewed the display at a distance of
approximately 60 crnfrom the centre of the computer screen. They weeglphones over
which the auditory stimuli were presented. Whilbjsats listened to each stimulus a fixation
cross appeared on the centre of the computer sc3abjects were required to listen to the
sentences or the stems and speak aloud to a marepthen they were ready to produce a
response. The latter were tape-recorded. RTs vedieed as the time between the end of the
stimulus and the onset of a response and represé@elependent variable of the study.

Forty stimuli were used for each task. In bothgaetence completion tasks half of the
stimuli (20) consisted of low response predictépsientences and the other half of high
response predictability sentences. Similarly, engtem completion task twenty stems formed
the low selection demands condition while the athermed the high selection demands
condition. For the sentence completion tasks we tise same sentences which we employed
in our single case analysis; thus the materialtfese tasks was in turn similar to that used
with patient ANG (e.g. Robinson et al., 1998), éamthat of Bloom and Fischler (1980) who
provided sentence completion norms on more tharEs@lish sentences (see third and
fourth test of section 2.3. for some examples ofesgces used). With regard to the stem
completion task we used théeli Dictionary of frequency for spoken Italianh order to

obtain frequency values of words in spoken Italaguage. Twenty stems which had a mean
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of 21.2 completions (i.e. words; range 14+29) weslected from the dictionary and served as
stems with high selection demands. Twenty stemswhad a minor number of completions
(mean: 4.1, range 2+5) were also selected sendgrsfieans with low selection demands. The
mean frequencies of usage (obtained, in absolutesidrom the Veli dictionary) of the words
which completed the stems of the two conditionsenws#r198 for the stems with high

selection demands and 188 for those with low selectemands, with the difference being
not significant (t = .55, p > .05). To give someamples, the stefPON..” was selected as
one with low selection demands given that, accardlinthe dictionary, it formed 5 different
words (with a mean frequency value of 150). Innailgir way, the stemANT..” was chosen

as one with high selection demands being assodat2d different words in the dictionary

(mean frequency value of 148).

Procedure and design

Participants were tested individually in a silestm. They received written instructions
explaining both the course of the events and thlestthey were required to perform. Each
auditory stimulus was presented to the subjectsevehiixation cross appeared on the screen.
Subjects had to produce a response within theltrmeof 4 sec, after this period a 2sec
interval was presented before the next stimulusimed.

Each tasks consisted of two blocks each consigtitign of twenty stimuli. Within each
block half of the stimuli (10) consisted of eithhew response predictability sentences or
stems with high selection demands, while the oftladfrof the stimuli (10) formed either high
response predictability sentences or stems withsielection demands. High and low
response predictability (or high and low selecti@mands) stimuli were presented in two
consecutive groups each of 10 stimuli, within elalcitk, and the order of the groups was
counterbalanced across the two blocks of each Tdskpresentation of the 6 blocks of
stimuli (2 blocks for each task) occurred in twasecutive series of three blocks each. In
both these series of blocks one block for eachwaskpresented. The presentation of the
second series of three blocks followed the oppasder of presentation of the first series of
blocks (i.e. A-B-C-C-B-A where A, B, and C stand tbe three tasks). Similarly to the first
block of each task, each second block was formeubbiystimuli with low response
predictability (i.e. sentences) or high selectiemands (i.e. stems) and by half stimuli with
high response predictability (i.e. sentences) wrdelection demands (i.e. stems). Each
subject performed each block of all tasks for altot 120 stimuli. The order of the tasks

varied according to a Latin square design. Foaimst, the following was the combination of
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tasks for the first subject: f)- B(1-2) - C1-2) - Ci2-1) - Be-1) - A1) in which 1 and2 stand for
first half of stimuli (e.g. low response predict#ior high selection demands stimuli) and
second half of stimuli (e.g. high response predititg or low selection demands stimuli)

respectively.

Data Analysis

The design was a 2 (high and low response predlityatr high and low selection
demands) x3 (sentence completion —entire phragel3: Sentence completion —single words-
SCW, stem completion STC) repeated measure dddigan RTs for each subject and
condition were analysed by repeated measure ANQAfi&s that a log-transformation
guaranteed normality of the distributions (for tlgrRT are however reported in ms in the
figures below). For the significant effects, postiBonferroni significant difference
comparisons were performed, in order to see whichparisons accounted for the effects.
Throughout the thesis an effect was defined asfgignt if its corresponding-level was
below .05.

Results

As expected, adults performed at ceiling in th&gdtrials without responses represented
1.2 % of the total responses), hence only RT date wnalysed. A 2x3 repeated measures
ANOVA was performed involving the factors of Condit (high and low) and Task (SCP;
SCW; STC). The analysis revealed significant méfeces of Task (F (2, 22) =5.47, p <.02)
and Condition (F (1, 11) = 27.19, p < .001), argigaificant interaction between the factors
(F (2, 22) = 10.84, p <.002) (see Figure 2.2)tRos tests were employed, using Bonferroni
corrections for multiple comparisons, to explore ¢gfobal differences between the tasks.
These tests showed that SCP do not differ from @I€.34), while being significantly
slower than SCW (p < 0.002). Moreover a trend espnt showing that STC is slower than
SCW (p =.083). In view of the interaction we asalg the factor of condition within each
task separately. For the SCP task, this analysizeth that low response predictability
sentences were slower to be completed than higlones predictability ones (F (1, 11) =
28.19, p < 0.001). The same effect occurred betileeionditions of the SCW task (F (1,
11) = 21.10, p < 0.002), but no difference was tbbatween stems which differed in

selection demands (p = .39).
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Figure 2.2: Mean reaction times as a function sk {x-axis). Each task is presented in its two
conditions. Vertical lines depict standard deviasiof the means. SCP stands for Sentence completion
by mean of phrase generation; SCW stands for semtmmpletion by mean of single word

generation; STC stands for stem completion.

2.8.2. Second experiment

In experiment 2 the same three language tasksgieza to a different group of adult
subjects who were asked to complete sentencesrassthile simultaneously executing a
motor task. As reported above, the latter was pitesleat two different conditions: there were
a less demanding condition (LD) and a more demanclimdition (MD). We predict that the
latter specifically influences performance (i.ergased RT) on the low response
predictability sentences.

Method

Participants

Twenty-four volunteer participants took part in #geriment. They were 26 years old on
average (range = 21-29); 13 were males and 11 é&naad they were all right-handed. All
had normal or corrected-to-normal vision, no higtirneurological involvement or auditory

impairment.

Apparatus and Materials

The apparatus and stimuli were the same as inxtperfnent 1. However, in Experiment
2, subjects listened to the verbal stimuli (eitbemtences or stems) and responded to these
while carrying out a motor task. This consistec @hotograph of a left hand which appeared
on the screen for all the duration of the experimArmred circle of about 2 cm of diameter

was superimposed to one of the fingers of the lfexckpt the thumb) and moved either from
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the forefinger to the little finger in a predictalway (i.e. passing through the other two
fingers), or randomly through the four fingers. Tégs demanding version of the motor task
consisted of predictable movements, while unprabietsequences were employed in the
more demanding version. Subjects were requireddassphe buttons corresponding to the
position of the red circle on a 4-key pad placedaurtheir right hand. Auditory
comprehension of stimuli occurred while subjectdgrened the less demanding version of
the motor task. A movement of the red circle frone dinger to another occurred once each
900 ms.

Procedures and design

This experiment constituted a 2 x 2 x 3 within gakg factorial design, with the first
factor (dual-task) having two levels (LD: less daiag, MD: more demanding), the second
factor (condition) having two levels (low and higésponse predictability sentences or stems
with low and high selection demands), and the tfaador (task) having three levels (SCP,
SCW, STC). The order of presentation of tasksy thdbdivision in blocks, so as the division
of high-low stimuli within each block were variegagtly as in experiment 1; the only
exception was that, in experiment 2, half subjét23 were administered the first series of
three blocks while carrying out the LD version loé imotor task, and the second series of
three blocks while executing the MD version of thek. The reverse order was adopted for

the other half of subjects.

Data Analysis

Subjects were generally highly accurate on the magk. The lowest performance (85%)
was obtained in the MD version when, at the same,tsubjects had to produce single words
to complete high response predictability sente(@€3V task). The highest performance
(92%) was instead obtained when subjects were edgaghe LD version while
simultaneously completing stems with low selectiemands. Given the high accuracy of
subjects on the motor task, these data were nbgsmtafurther. The analyses on RT
performance of the different language tasks wemgechout either including only verbal
responses given while subjects were 100% accuratieeomotor task, or all verbal responses
regardless of the performance on the distractingpntask. No significant differences were
obtained for RT between these two conditions. Tthaesanalyses which follow are based on

all verbal responses (i.e. RT obtained withougfitig for accuracy in the motor task).
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Moreover, only 3.6% of the trials were excludedirthe analysis as trials in which subjects
did not give any verbal response.

Results

RT performance on each of the three tasks is repantfigures 2.3 (sentence completion
by mean of phrase generation, SCP), 2.4 (sentemapletion by mean of single word
generation, SCW), and 2.5 (stem completion, STQx2x3 repeated measure ANOVA was
carried out involving the factors of dual-task fleemanding: LD, more demanding: MD),
Condition (high and low), and Task (SCW; SCP; ST analysis revealed main effects of
Condition (F (1, 23) =11.62, p <.01), and Task4F46) = 24.64, p < .001 ), a Dual-task x
Condition interaction (F (1, 23) = 8.93, p < .04)Condition x Task interaction (F (2, 46) =
4.39, p <.02), and the three-factors Dual-taslordition x Task interaction (F (2, 46) =
4.45, p <.02). Post hoc tests (using Bonferromemions) indicated that SCP was the
slowest task (p < .001 for both contrasts SCP €@N&nd SCP vs. STC), and that SCW was
faster than STC (p < .017). Moreover, in view aktirfactor interaction, we analysed the
critical Dual-task x Condition interaction withimeh task separately. A 2 x 2 repeated
measure ANOVA was performed, for the SCP task,linmg the factors of Condition (high
and low) and Dual-task (LD, MD). The Dual-Task xr@ddion interaction was obtained from
this analysis (F (1, 23) = 8.30, p < .01), butrien effects were not significant. Post hoc
tests indicated that the interaction was due torlesponse predictability sentence completion
that was slower in the MD version of Dual-Task tiathe LD condition (p < .04). No such
difference was found for high response predictabdentence completion (p = .27).
Moreover, low response predictability sentencesvgéower to be completed than high
response predictability ones in the MD versionhef inotor task (p < .03) but not in the LD
condition (p = .11) (see figure 2.3).
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Figure 2.3: Mean reaction times as a function s {x-axis). Sentence completion by mean of phrase
generation (SCP) is presented in its two conditi@es low-high response predictability) for each
condition of the dual task (DT). Vertical lines d&pstandard deviations of the means.

A similar 2 x 2 ANOVA was carried out for the SC\Ask; this analysis showed a
significant main effect of Condition (F (1, 23) £.17, p < .01), as well as the two-factor
Dual-task x Condition interaction (F (1, 23) = 6.3 .03). The main effect of Dual-task was
not obtained. In a similar way to the SCP taskt pos tests were employed for the SCW task
and indicated that the interaction was driven lwy tesponse predictability sentence
completion that was slower in the MD version of Biaagk than in the LD condition (p <
.02). No such difference was found for high respgmedictability sentence completion (p =
.37). Moreover, low response predictability senéswwere slower to be completed than high
response predictability ones in the MD versionhef tnotor task (p < .01) but not in the LD
condition (p = .23) (see figure 2.4).
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Figure 2.4: Mean reaction times as a function sk {x-axis). Sentence completion by mean of word
generation (SCW) is presented in its two conditipres low-high response predictability) for each
condition of the dual task (DT). Vertical lines d&pstandard deviations of the means.
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Finally, a 2 x 2 ANOVA involving the factors of Cdition (high and low) and Dual-task
(LD, MD) was also carried out for the STC task. Isaa analysis failed to show any

significant main effect or interaction (see figré).
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Figure 2.5: Mean reaction times as a function s {x-axis). Stems completion (STC) is presented in
its two conditions (i.e. low-high selection demanids each condition of the dual task (DT). Vertica
lines depict standard deviations of the means.

Summary of experiments 1 and 2

Results of experiments 1 and 2 clearly supporptedictions. Findings from the first
experiment show that low response predictabilityteseces take longer in order to be
completed than high response predictability onésb&ly, more time is required in order to
complete a sentence by mean of an entire phrasg¢hlthaugh a single word. Finally,
irrespective of differences in selection demandfem@nt stems are completed in the same
amount of time once that the completions are matéefrequency. Results from the second
experiment showed that the more demanding verdiarconcurrent motor task specifically
influences performance on the low response prdalitiasentences but not on stems with

high selection demands.

2.9. General Discussion

Both the single case analysis and the behavioxparanents have shown that selection
of responses from among competing options is gépassociated to worse performance
than selection of responses that are more uniqa&died to stimuli. Nevertheless, this was
not always the case in normal adults since analpgtuermance was obtained, in the stem

completion task, for stems which differed in sel@tdemands (i.e. high and low). Results
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obtained from the behavioural studies have alswaglibat the effects are mainly restricted to
RT (i.e. increased RT for low response predictgbdentences) in normal adult subjects. On
the other hand, OTM'’s performance on the sentean®tetion tasks clearly indicated that,
following a lesion involving fronto-striatal cirdsi, the ability to select task-relevant
responses in situation of high competition may tavgly compromised.

As already shown, several investigations of dynaampitasic patients have accounted for
the observed verbal output deficits in terms obility to select a response from among
alternative options (Robinson et al., 1998; Rohinabal., 2005). The lesions of the patients
reported in these studies also suggest the impm@tainthe left inferior frontal gyrus for the
selection of task-relevant responses and thieerlglin line with the considerable amount of
evidence, briefly reviewed in the Introduction, aiiemphasizes the role of this brain region
in conflict resolution (Thompson-Schill et al., 799998, Barch et al., 2000; Persson et al.,
2004; Zhang et al., 2004; Moss et al., 2005). Ademly, we have previously discussed the
possibility that OTM’s difficulty in generating Vieal responses in situation of high
competition may relate to a frontostriatal damaigeughting the left frontal region function of
selection in situation of high competition. Theulks of the behavioral experiments, in
particular of the second of these, are in line witbh a proposal. In the second behavioral
experiment, adult subjects were asked to complateences, either with phrases or single
words, and stems while at the same time executmgtar task. Critically, RT increased
when subjects had to produce single words or phriaserder to complete low response
predictability sentences while simultaneously periiog the more demanding version of the
motor task. As already shown, this kind of distragtask has been described to affect
performance of some tasks which require PFC (Masdov1994; Fletcher et al., 1998).
Thus, a possibility is that low response predidiglsentences rely more on the operations of
the left PFC than high response predictability seoes because the former require more
processing demands than the latter; this wouldueetad the need of selecting a response from
among others in competition in the case of sentendth low predictable responses.

The finding of the analogous RT for thanyand thefewstems as well as the fact that
the more demanding version of the dual-task doesfinence the performance on thmany
stems, suggest that both conditions of the stenptaiman task require similar processing
demands despite the differences in selection desa@sdalready shown, it is possible that
stem completion mainly reflects the frequency valokthe completion words rather than
selection between different words. Thus in bothhtagd low selection demands conditions

the same attentional resources may be necessseleitt the completion with the highest
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frequency. In other words, bottom-up activatiorire target representations (i.e. high
frequency completions) may be sufficient to resuliecovery of the relevant information in
both conditions of the stem completion task thatssed. Selection of task-relevant responses
may occur in a more automatic way in the stem cetigoi task than in the low response
predictability sentence completion conditions. feted by Badre and Wagner (2002) strong
associative strength between stimulus and resptimsemay be given by high frequency
words that act as completion in the stem compleagk) can drive automatic retrieval,
irrespective of the number of word competitors auittiout any behavioural cost (i.e. similar
RT for high and low selection demands stimuli).

In the second part of the thesis (Chapters 4, Soanek investigate further how stimulus-
response association strength and selection denvahdsnce retrieval of task-relevant
responses. This will be done using both verb anchmgeneration tasks which were
administered to populations of young adults, otaetrols, and PD patients. Such
investigations are also important to better undexthow PFC and BG contribute to the

selection of task-relevant responses.
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Chapter 3

3.1. Aim of the COGENT computational model

In the second chapter we investigated the aboityelect responses from amongst
alternative options both on a dynamic aphasic pa{@TM) and normal adult subjects. As
far as the sentence completion task is concerreeddta have shown that sentences with low
predictability of the response (i.e. with many @sge options) are harder to complete than
those with high predictability of the response. (ivith few response options). More
specifically, results obtained on normal adultsveliwat low response predictability sentences
are slower to be completed than the other kincenfences; on the other hand, findings on
OTM have shown that low response predictabilitytseces are completed much less often
than the high response predictability ones. Thheschse of OTM suggests that the ability to
select a response when others compete may be dratlyadisrupted after lesions involving
fronto-striatal circuits. As reported in Chapteofvan impairment in creating preverbal
messages (Levelt, 1989; 1999) has been proposstoaint for dynamic aphasics’
difficulties in selecting verbal responses from aigst alternatives. For instance, Robinson et
al. (2005) claimed that this kind of patients hdeéective mechanisms of conceptual
preparation of language. At this level, lexical cepts have to be generated, sometimes in
conditions of high competition, namely when manyh@m are simultaneously activated.

In this chapter we describe a computational madgdlemented in the GOGENT
information processing package (Cooper, 2002), lvhims to address some of the processes
of conceptual preparation of language producticanésally speaking, models of speech
production (see Levelt, Roelofs, & Meyer, 1999, daeview) assume an initial stage of
conceptual preparation, a successive phase oflexicoding and a later stage of
phonological output organization. In most of thesalels the processing stages involved in
lexical and phonological encoding are much bettptagned than those occurring at the level
of conceptual preparation. In particular, Roeldf892; 1997) has proposed a detailed
computational framework, the so called WEAVER moudlich covers the stages from
lexical encoding to syllabary access.

A second important aim of our COGENT model washtedslight on the language output
deficit of patients with dynamic aphasia. To thisgose the model focuses on a sentence
completion task of the kind of that administered®M (and also to normal adults). A series

of simulations were also run in order to reprodaid explain the patterns of intact and
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impaired performance that normal subjects and Oggpectively showed on the task.
Although our model was a simplified one, it hasqided interesting evidence on the
mechanisms of conceptual preparation of languadearthe kind of deficit involved in
dynamic aphasia. Our simulations have shown thafl®Pproblems in verbal response
selection in situations of high competition coutgtior because of an abnormal balance
between the values of a self activation parametéraalateral inhibition parameter of an
interactive activation network. As reported in theoduction, this fits with the suggestion
that fronto-striatal circuits may operate to filtask-irrelevant information in order to allow
selection of task-relevant responses.

Before introducing the model, it is helpful to giadorief description of both the processes
which operate at the conceptual level of the laggyaroduction system and the principles of

first-order logic which was used to support inferesnabout communication.

3.2. Conceptual preparation of language

In his pivotal book, Levelt (1989) has proposecetaied architecture for the processing
system that underlies speech production. The &ahite consists of various processing
components that allow speakers to translate irdestinto overt speech. Each component is
conceived to produce its own characteristic outpptesentations. These are, respectively,
lexical concepts, lemmas, morphemes, phonologicatlsy and phonetic gestural score
(Levelt et al., 1999; see figure 3.1). Dynamic aghas thought to involve the highest
component of the architecture, namely the proessdimg up to the activation of lexical

concepts, which is known as conceptual preparation.
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Figure 3.1. Levelt, Roelofs, & Meyer’s (1999) thedword production involves the stages of

conceptual preparation, lexical selection, morpbigial, phonological, and phonetic encoding, and
articulation (Levelt, Roelofs, & Meyer, 1999).

As claimed by Levelt (1989), speaking involves kg about an intention, selecting the
relevant information that has to be expressedierealization of this intention, ordering the
information for expression, and keeping track @ tirrent discourse. The sum of all these
processes consists of the conceptual preparatiamgfiage whose product ipeeverbal
messageln more detail, planning an utterance comprisesaly stage in which the speaker
decides on the purpose of his/her next communieatt. The speaker has to select the
information whose expression realize his/her compative goals. In the situations in which
the information to be expressed is complex, becafisgany successive communicative goals
that need to be satisfied, the speaker will hawdetnde how to order the information for
expression. Moreover, the speaker also needs éanék account the state of the discourse so
far in order to choose that particular concept vehegoression will achieve that particular
communicative goal; in other words an utterancalaée be specified from an informational

perspective. On Levelt’'s theory, the generationarhmunicative intentions and the selection
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of information for expression take place in thacroplanningstage in the planning of
preverbal messages, whereas perspective takirgrisa out by thenicroplanningstage.

During sentence encoding, the early pre-verbal aggssonsists of a semantic structure in
which several lexical concepts are retrieved amkelil together. Lexical concepts are also
activated during single word production; they aneolved in the process of lexical-semantic
retrieval through which verbal expression can lesased later (Levelt et al., 1999). Thus
lexical concepts are concepts for which there exests in the speaker’s language. A critical
aspect of Levelt et al.’s theory (1989; Leveltlet H999) is that lexical concepts are not
represented by sets of semantic features but asdodl wholes. Thus in a conceptual
network there may be an independent (preverbalyageselement which is related to the
concept node of, for instand8JIDE (X, Y)that in turn stands for the meaning of the lemma
“to guide”. Moreover, following Levelt et al.’s theory (1999)odes in the conceptual
network are linked to other semantically relatede® During the process of intention
formulation, activation spreads over a conceptealork, so that many candidate concepts
may be active at once. This results in the paraltélation of the corresponding lemmas
which compete with each other for selection. Beeaafighis mechanism, selection of a new
word may occur with different probabilities anddéterent latencies depending on the degree
of simultaneous activation of other lemmas.

Our model focuses on the macroplanning procesgses #ie findings on our dynamic
aphasic patient (see chapter 2) suggest that tireprablem in the syndrome lay in the
selection of the relevant information for expreassimacroplanning) rather than in
determining the informational perspective of amrrathce. The model defines the processes

involved in encoding and selecting messages whithscandidate sentence completions.

3.2.1. Macroplanning

Generally speaking we produce utterances in oaleralize some communicative
intentions such as informing another person aboumeshing. As proposed by Levelt (1989),
an utterance with communicative intention Hiagutionary forceand is called apeech act.
Thus, a speech act is an intentional action peddrbhy mean of an utterance (Levelt, 1989,
p. 58). Macroplanning involves the elaborationahge communicative goals into a series of
subgoals and its output represents a sequenceetis@ct intentions, that is, messages
identified for both mood (e.g. declarative, intgrative, imperative) and content.

According to Levelt (1989), in order to encode asgsage, a speaker has to have access to

two kinds of knowledge: declarative and procedurhk latter takes the form of a series of
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condition-action pairs whereby IF certain condii@re verified THEN a certain action can
be performed (see Introduction). For instanceh#-ihtention is to commit oneself to the
truth ofp, THEN asserp. Thus the conceptual preparation of language eatohceived as a
structured system of such condition-action paissAown in the Introduction, these
procedures can deposit their results in working wrgrwhich, in turn, maintains the
information attended to by the speaker. The otived &f knowledge is declarative
knowledge, a major kind of this being the proposiéil knowledge. A unit of propositional
knowledge may be given, for instance, by the vgiue!ln summer it is hot” Propositional
knowledge like this is generally available in lolgm memory.

As shown above, each speech act begins with theeption of some communicative
intentions. For each speech act to be effectivatlizessee must be able to recognize the
speaker’s intention to communicate some informagpiohhus the speaker's communicative
intention must also involve the intention that thieerance makes it possible for the addressee
to understand the speaker’s goal to convey a odttaught. In other words, a communicative
intention always involves the purpose of intentiecognition by the addressee. An
informativespeech act is a simple example that helps unaelisghow macroplanning
serves the passage from intention to message. a&kepé€S) may want to tell the hearer (H)
that a third person (TP) is a good scientist (&S)nessage encoding may begin with the goal
(intention) to let H know that S intended H to bebk that TP is a GS. More formally, such a

communicative intention is given by the followingpeession:

1) KNOW (H, INTEND (S, BELIEVE (H, GS (TP))))

The speaker may realize his communicative interttyppencoding a declarative sentence
whose message would be expresse®@pRPECL (GS (TP))uttered asThe third person is a
good scientist)At the macroplanning level, a general messagedeng@rocedure for this
informative speech act would be given by the follaywule:

IF the goal state IKNOW (H, INTEND (S, BELIEVE (H, GS (TP))))
THEN encode messa@ECL (P)

Generally, going from the first kind of expressiamention) to the second (message) requires
more than a single step. The conditions of ruleslar to the one above need to be specified
and this can reflect in the addition of other ridesl subgoals. To give an example, the
speaker must initially believe that the hearer dossknow yet the propositigmand this
requires that some subgoals are fixed.
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3.3. A First-order theory of communication

Our model is based on First-order logic in ordesupport inferences about planning,
knowledge and, most important for our aims, comrmatnon. The theory supports
communications and plans for both informative stegets and requests which are the speech
acts of interest in our model. In our proposaldpeaker is the agent of the model and can
either complete a sentence or request the header tluis when the agent does not know how
to complete the sentence (i.e. no knowledge albeuseéntence is stored in the speaker’s
general knowledge). In order to reason about kndgéeave first provided the model with a
suitable series of axioms (Hintikka, 1962) (se@Wlto express facts about the grossly
simplified agents’ world considered in the modejttof sentence completion. All the axioms
we used were expressed with operators for knowladgantention. According to Appelt
(1985) utterance planning requires reasoning athfferent types of intensional operators.
Our model refers to four kindttend(intending to construct a true propositioimtend-to-do
(intending to perform a communicative actiokhow-ref(knowing the denotation or referent
of a description) anlnow. To give an example of knowledge that the heamndrthe speaker

share in the model, we can consider the following:

know(S, intend(H, intend_to_do(P, Complete)))

This statement declares that the speaker (S) ktitavshe hearer (H) intends to make the
request (to the speaker) to complete the senté)cdlie axiom system reported in the model

is the following (P and Q refer to knowledge faatsl S to the agent):

ALl (true(P), true(P))

A2. ((know(S, P), know(S, implies(P, Q))), know(S) Q)
A3. (know(S, P)), true(P)

A4. (know(S, P)), know(know(S, P))

R1 ([implies(P, Q), true(P)], [true(Q)])
R2 ([true(P)], [true(know(P))])

Al expresses all instances of propositional tagiesy and together with the modus ponens
(R1) they are taken from propositional logic. A¥s#hat an agent’s knowledge is closed
under implication; A3 says that an agent only kn¢iwsgs that are true. This axiom usually
distinguisheknowledgdrom belief. A4 is an axiom of introspection and says thatgenais
introspective, that is he can look at his knowledgsee and knows what he knows. Finally R2
is the rule of necessitation.

Recently Davis & Morgenstern (2005; see also Apd&85) have proposed a theory,

expressed in first-oder logic, for supporting iefeces about planning and communication. In
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more detail, their theory supports both the repred®n and communication of information
and requests and involves physical states, knowlstijes, and informative communications.
Following these authors, theformativeandrequestspeech acts are described at three
different levels of abstraction at the differeraigas of our model.

- At the physical levelcommunicate(Cyvhere C can be instantiated as inform or
request. A communicate event occurs whenever arnantte action occurs. The representation
at this level expresses the event of the speakéctmmits himself to communicate
something to the hearer. The primitive communidates not specify the content of the
communication.

- At the illocutionary level in which we have: @quest(S, H, P¢xpresses that the
speaker, S, is to make a request to the hearer, ékecuting plan P that is about completing
the sentence; and mform(S, H, Pexpresses that the action of the speaker, S, aiibb
inform the hearer, H, about the plan, P, of conipdethe sentence.

- At the locutionary level, ao(S, request(S, H, Q®@quests that the atomic action of
the speaker, S, is of requiring the hearer, Hptaplete the sentence using the proposition Q;
b) do(S, inform(S, H, QBxpresses that the atomic action of the speakés t&jnform the
hearer, H, about the proposition Q. Propositiors @ways concerned with a candidate
completion of the initial sentence that the heegquired the speaker to complete.

Important features of speech acts are their episteffects. The case of a speaker
informing a hearer about a propositiQnwill have effects on the agents’ knowledge states.
When communication is finished, both the hearertardspeaker know that the
communication has taken place; furthermore botth#eer and the speaker share the

knowledge thaQ was true at the beginning of communication.

3.4. A macroplanning model to simulate dynamic apraa
3.4.1. Why COGENT?

As reported in the Introduction, COGENT (Cooper 8xF1998; Cooper 2002) is an
integrated approach to cognitive modelling whicpparts different styles of modelling (e.g.
symbolic models). It provides a set of primitivesgy; connectionist networks, memory
buffers) which are assembled to implement a vanétgomputational models in different
cognitive domains. The boxes of a COGENT modellmnonfigured through the use of

properties (e.g. capacity limitations and decayri@mory buffers or rate of firing for
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production rules), the manipulations of which migva the simulation of specific
neuropsychological conditions.

One of the main distinction made in COGENT is bemweule-based processes, whose
behaviour is expressed in terms of a set of raled,buffers which are information stores
appropriate for both short term storage (e.g. asodelling working memory) and long term
storage (e.g. as in large knowledge bases) (sepe,d2002). Processes can read information
from buffers and write information into them. A feee of COGENT that makes it
particularly suitable for hybrid cognitive modelijis that it allows the use of simple
connectionist networks. An example of such a netvi®given by the&Conceptual Knowledge
component of figure 3.3 (see section 3.4.3) thatagents an interactive activation network
(IAN). Finally, compound systems with internal stiwre can also be used in COGENT’s
models.

COGENT’s rule-based modelling language allows caxplrocesses to be specified in
terms of production-like rules. Each of these rulessists of a series of conditions and a
series of actions. The former include logical ofieres and/or operations which set variables,
such as matching some information stored in a bu#fetions of a given rule allow
information to be sent to other boxes. Rules cao ebntain user-defined conditions which
are generally used to provide increased contral theesituations in which rules apply.
COGENT also supports the representation of diffegres of information. The main
representational unit of COGENT is ttegm; thus, different types of information require
different types of terms. The simplest term in COGHS that referred to both numbers and
atoms. The latter are used to represent symbdisi@ive no internal structures (edgg). An
important concept for our model is thatawimpound termThis term is built from other terms
and is used to represent structured informatioh atibitrary internal structure. Compound
terms allow the representation of the meaning ofesees in terms of representations of the
sentence parts. For instance, the meaningTdfe ‘sun is shiningtan be represented by the

compound term:shine(sun)’

3.4.2. The Domino Agent Model

The macroplanning components of our model are eddzkth an existent agent
framework, the DOMINO framework of Fox and Das (@p@hich is a candidate
computational implementation of tasks with a plagféxecutive component. The DOMINO
agent model has in fact been proposed as thefoasisSAS model (Glasspool, 2000) since it

deals with problems, such as setting of high-lgeeslls, strategy generation, problem solving,
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and implementation of plans and actions, whichtyseal SAS problems (Norman &
Shallice, 1986). Fox and Das’ framework rests aresdypes of processes which operate on

types of processes by arrows).

(1) GOAL
GENERATION

six types of information (see figure 3.2; typesrdbrmation are represented by circles and
2)

. {7) MONITORING .
OLUTION 4) ﬁ

S
]
GENERATION SELECT & COMMIT: ©

Q PLAN

BELIEF UPDATE EXECUTION
Figure 3.2. The DOMINO agent model of Fox and 3X300Q) (picture reproduced from Cooper,

5) SELECT & COMMIT:
PLAN ADOPTION
2002).

(3) SOLUTION
EVALUATION

Briefly, the first process (1) sets one or mgoalstaking into consideration the content of
information present ibeliefs The second process (2) aims to generate solutiooggh
problem solving procedures. Thandidatesolutions are then evaluated by the third (3)
process so that beliefs can be updated (4), caragdopted (5) after that a candidate solution
has been selected. A given plan is then subdivitedndividual actions which are executed
by the agent (6). Finally, the last process (7)sdaionmonitor the effects of the taken actions
as, for instance, checking whether these matcintti@ goal. As shown above, many of the
SAS processes may be mapped onto the DOMINO framike(@ay. solution generation, goal
setting, planning, solution evaluation, and momigy, however, as noted by Cooper (2002),
the sixth procesgplan executiopcorresponds to the contention scheduling (CS)pmorant
of the Norman and Shallice’s proposal (1986).



3.4.3. The Macroplanning Model

By basing our macroplanning model of sentence cetigpl on the DOMINO agent
framework we can take a step-by-step approachettats us to gradually increase the
complexity of the model and to be confident that vlarious macroplanning/SAS components
operate together in a well-defined way. Followireyelt (1989) we assume that
macroplanning requires both declarative and proe¢dmowledge. Thus, our model consists
of a structured system of condition-action paingressed as production rules (see appendix
1). These procedures make the processing advaimcithg model given that the rules act on a
series of buffers changing their contents. Gengrtide conditions for production rules
concern a series of illocutionary intentions wherétee actions performed are speech acts. As
described above, the output of macroplanning esqaisnce of speech acts specified for both
mood and content. This means that the model hgs tbrough a series of steps in which
communicative intentions are defined and contergsexcalled. The model hypothesized that
the behavior of a subject in the sentence compieétisk consists of a series of steps. Figure
3.3 shows the overall structure of the model dgyediowithin the COGENT environment
(Cooper, 2002). In the figure, buffers and procgesse indicated in italics and represented
respectively by rectangular boxes with rounded errand hexagons; numbers from 1-12
indicate successive phases of processing in theimod
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Figure 3.3. Overall structure of the macroplannimgpel of sentence completion. Numbers from 1-12
indicate successive phases of processing in thelndderies of shallow productions are created
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give a rudimentary feedback to the speaker. Therlet the agent of the macroplanning model. Rule-
based processes are represented by hexagons &g byfrectangular boxes with rounded corners.
Arrows connecting processes to buffers indicatettt@former can read information from the latter
and write information into them. Moreover, compowydtems with internal structure are represented
by rectangular boxes (e jgroblem solviny

A brief description of the different processinggst®f the model is given below. Some of

the most representative production rules are &lgorted in order to explain better the

function of some rule-based processes. All produaatules are reported in appendix 1.

a) A belief is generatedBelief Generatiohin order for the speaker to commit himself to

accomplish the request (of the hearer) of complatisentencéP). The belief is then sent to

the Beliefsbuffer. The following rule and its condition defion allow the speaker to send the

belief of completing a sentence to thediefsbuffer.

IF:

THEN:

not request(complete, P) is in Beliefs
action_of_completion(requeste(complete), [Act]
add request(complete, P) to Beliefs

add [Act] to Beliefs
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Condition Definition: action_of_completion
action_of_completion(requeste(complete), [inten#(®w(hearer, proposition))]):-
rule([request(complete)], [ _]) is in Gerddtaowledge
know(proposition(Q)) is in General Knowledge
action_of _completion(requeste(complete}efial(S, intend_to_do(hearer, proposition))]):-
rule([request(complete)], [ _]) is in Gerddtaowledge

The rule fires in the situations in which a requeEstompleting a sentence is not already
present irbeliefsand when thaction_of completionf a sentence is verified. The condition
of action_of_completioms defined in two ways. The speaker (S) can eititend to let the
hearer knows a proposition (inform the hearer)adslme can intend that the hearer will
produce a completion (intend_to_do operator; thisbe the case when the speaker does not
know how to complete the sentence). In both cas#mn_of completiors verified if the
speaker knows (a rule is given in general knowlgtiyg the hearer’s request to complete a
sentence gives rise to either an informative acuest actionAct). If the conditions of the
rule are satisfied, the speaker commits himself)(fa&caccomplish the request of completing
a sentenceR).

b) A communicative goal of the kindtbmplete (communicate, generate-sentenie)”
defined through th&onitoring and Goal GeneratioprocessCommunicative goals are at
the physical level of abstraction at this stage @etion 3.3). The rule reported below adds a
goal tocommunicative goali$ a series of conditions are satisfied (i.e. tbguest to complete
a sentence is iBeliefs no previous speech_act is alreadBealiefs both the speaker and the
hearer know what the sentence completion task stensf, and the knowledge of how either
inform or request is iBeliefs(precondition)). The sub-condition definitiorAXiom is in

General Knowledgetefers to the axioms discussed in section 3.3.

IF: request(complete, P) is in Beliefs
not current_illocutionaryact(Speech_Actni8eliefs
speaker_knows_task(Generate_sentence)
rule(C, A) is in Shared Knowledge
precondition_satisfied(C)
THEN: add complete(communicate, Generate_seni¢mé@ommunicative Goals

Condition Definition: Test for preconditions of arfning
precondition_satisfied([]).
precondition_satisfied([H|T]):-

speaker_knows(H)
precondition_satisfied(T)
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Condition Definition: speaker_knows

speaker_knows(Inform_known):-

[intend(S, intend_to_do(hearer, proposijjpis)in Beliefs
[intend(S, know(hearer, proposition))] isBeliefs
speaker_knows(Location):-

knowref(Location) is in Shared Knowledge
speaker_knows(Axiom):-

Axiom is in General Knowledge

Condition Definition: speaker_knows_task

speaker_knows_task(generate_sentence):-
know(S, intend(H, intend_to_do(S, Complgtes))n Shared Knowledge

c) Communicative goalare expanded into sub-goals (Levelt, 1989Rrablem Solving
process assures that preconditions for communicatie verified. To give an example, a
precondition that has to be verified is that thead@r knows that the hearer intends him/her to
complete a sentence. A goal stack strategy is addpt further defining speech act
intentions. The problem solving output containgtaod candidate speech acts that have to be
evaluated. The representation of the speech aatdhe illocutionary level at this stage and
these are stored in ti@andidate Speech_Adbsiffer. As candidates we havetd{Speaker,
inform (Hearer, P))’and“do(Speaker, request(Hearer, P))".

d) Candidate speech actse evaluated by tHevaluationprocess. This process comes to
a decision of completing the sentence either thiarginformative or request speech act. The
decision depends on whether a fact about the sem{er. a possible way to complete it) is
present in the speaker’s general knowledge (GKg. §geech act with the highest evaluation

is selected and stored in tBgaluated Speech Adtsiffer.

IF: Candidate is in Candidate Speech_Acts
evaluate(Candidate, Value)
THEN: delete all evaluation(previous_candidateyfmus_act) from Evaluated Speech Acts

add evaluation(Candidate, Value) to Evad&peech Acts

IF: not selected(Candidate) is in EvaluatedeSheActs
evaluation(Candidate, Max) is in Evaluageech Acts
not evaluation(Other_candidate, Act) i€iraluated Speech Acts
Act is greater than Max

THEN: add selected(Candidate) to Evaluated SpAeth
delete all evaluation(_, ) from EvaluaBgkech Acts
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Condition Definition: Evaluate Candidate illocutary_acts

evaluate(do(S, inform(H, P)), 1):-

[intend(S, know(H, proposition))] is in Bels
evaluate_through_GK(true)
discourse_focus(Focus)

evaluate(do(S, request(H, P)), 1):-

[intend(S, intend_to_do(H, proposition))jrisBeliefs
evaluate_through_GK(false)
discourse_focus(Focus)

evaluate(do(S, request(H, P)), 0):-

[intend(S, intend_to_do(H, proposition))jrisBeliefs
evaluate_through_GK(true)
discourse_focus(Focus)

evaluate(do(S, inform(H, P)), -1):-

[intend(S, know(H, proposition))] is in Befs
evaluate_through_GK(false)
discourse_focus(Focus)

Condition Definition: discourse_focus

discourse_focus(Focus):-
request(complete, P) is in Shared Knowledge

Condition Definition: evaluate_through_GK

evaluate_through_GK(true):-
fact(past(Q)) is in General Knowledge
about(Q, children)
evaluate_through_GK(false):-

not fact(past(Q)) is in General Knowledge
about(Q, children)

Condition Definition: about

about(Proposition, Topic):-
Proposition is composed of List
Topic is a member of List

The first rule looks for candidate speech acth@relative buffer and adds the evaluated
candidates to thevaluated Speech Adisiffer. The second rule checks which speech act has
the highest evaluation in tiievaluated Speech Advsiffer and, as an action, the rule selects
this candidate. The first condition definition isoait speech acts evaluation. Our model
considers only informative and request speech @bty can be assigned different values
depending on whether the conditievaluate_through_GKks true or false. This condition is
true if afact (Q)about the sentence that has to be completed eisgeaker's GK, while it is
false if no fact is present in GK. The sub-conditatout(Q, childrenyefers to facts about
children since, in this example, the sentencetti@hearer asked the speaker to complete

was: “The children were..”.
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e) In the situations in which the selected speeclisamie of request,Rlan construction
process creates a plan that the speaker will usaeler to make the request to the hearer to
complete the sentenci)( The first rule below is aimed to deliver a plEirequest to the
plan buffer. However, when the selected speech aatasod informing, an interactive
activation network is activated Blan ConstructionThe network Conceptual Knowledgia
the model) consists of all the facts in the speakeK about the sentencB)(that has to be
completed. The second rule below also checks whathaformative plan is not already
present irplan. If the conditions of the rule are verified it adithe fact® to theconceptual

knowledgeconnectionist network.

IF: [H] is the list of all Speech_Act such ti2andidate is in Evaluated Speech Acts
not plan(do(S, request(H, P))) is in Plan
knowref(speaker(S)) is in Shared Knowledge
knowref(hearer(H)) is in Shared Knowledge
selected(do(S, request(H, P))) is in Evi@ld&peech Acts
propositional_completition(false, P, Q)
get_information_onP(Unknown, Question)
[intend(S, intend_to_do(hearer, propos)iipis in Beliefs
THEN: delete all plan(X) from Plan
add plan(Question) to Plan

IF: [H] is the list of all Speech_Act such ti@ndidate is in Evaluated Speech Acts
not plan(do(S, inform(H, P))) is in Plan
knowref(speaker(S)) is in Shared Knowledge
knowref(hearer(H)) is in Shared Knowledge
selected(do(S, inform(H, P))) is in EvakdhSpeech Acts
propositional_completition(true, P, Q)

THEN: add Q to Conceptual Knowledge
send excite(Q, 0.200) to Conceptual Knogéed

Condition Definition: get_information_onP

get_information_onP(not_know_P, do(S, questiasi(pi, 'the children were")))):-
rule([_], [do(S, question(H, P))]) is in Gaal Knowledge

Condition Definition: propositional_completition

propositional_completition(true, the children wedecl(past(Q))):-
fact(past(Q)) is in General Knowledge

about(Q, children)

propositional_completition(false, 'the childnare’, decl(past(Q))):-
not fact(past(Q)) is in General Knowledge

about(Q, children)

f) In similar fashion to how competition between sohe operates within the Norman
and Shallice’s CS system (see next section), immdel each speech act intention has an

associated activation level and influences otheesp acts in an IANconceptual knowledge
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box of figure 3.3). A selection process operatethanetwork and the selected speech act
will be the input to the microplanning system. Tietwork consists of all the facts about P
expressed at the locutionary level. For instarfd@gi initial sentence i§The chidren were...”
one of its possible completion is expressed @scl(past(go(children(school))))at this level.
This fact defines an informative speech act intensipecified for moo@declarative)and
content(children(school)) The activation of each speech act intentionitglly fixed at 0.2
by Plan constructior(see the second rule above). A speech act interstiselected if it is the
most active and its activation exceeds the threlsbb0.8. As shown in the Cooper’s (2002)
model of the WCST test, such a threshold valuaeagfto reliably select schemas (i.e. card-
sorting schemas representing alternative stratégieis model) which are activated by SAS
input (i.e.plan constructiorin our model). The number of processing cyclesispa stage 11
of the model (i.e. on the IAN) depends on the treguired by a speech act intention to
overcome the threshold. It can also be the casenthgpeech act reaches the value of 0.8; this
has the effects that the processing stops andamigldelivered to thelan buffer.

g) When a speech act intention “wins” the competitiothe IAN, Plan Construction
constructs a definitive plan and sends iPtan. The final plan consists of a speech act

intention expressed at locutionary level such as:

do(Speaker(inform(Hearer, decl(past(watch(childreevision))))))

This speech act intention constitutes the prodiubtacroplanning; a preverbal message will
be completed by microplanning processes (not medelMoreover, the formulator and the
articulator processors (not modelled) will allove tspeaker to actually complete the initial
sentence.

h) A series of shallow productions (see below for example of this kind of production
rule; see appendix 1 for all productions) were ta@avithin the compound systems of
Microplanning, Formulatoy andArticulator to let the hearer gives rudimentary feedbacks to
the speaker. The feedbacks concern the speakrs@s to complete the sentences. In the
model the agents may either share or not the krigel@about a specific completion. If a
potential way of completing the senterites present in thehared knowledgsystem of the
model, the feedback will be positive and the prergshalts (see rule below); otherwise the
feedback will be negative and the speaker will avehoose another completion for the
initial sentence. We used the feedback properiguestigate how beliefs and plans are

revised.
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IF: phrase_completed(X, P) is in Prepare festklior subjects
not feedback(F) is in Prepare feed-baclsiibjects
plan(do(S, inform(H, decl(Q)))) is in Sabj:Plan
fact(Q) is in Subject:Shared Knowledge
THEN: send feedback(correct) to Talk to the stibje
add feedback(correct) to Prepare feed-barckubjects
add feedback(correct) to Subject:Shareovdedge
delete phrase_completed(X, P) from Prefesd-back for subjects
send stop to Macroplanning

The macroplanning model was tested on the sentamopletion task and a simulation
was run in order to reproduce the performance tf poung adults and patient OTM on this

task. The next section describes the simulation.

3.5. Cognitive simulation

3.5.1. Rationale and procedure of the simulation

We provided the model with three kinds of sententtese were 5 low response
predictability sentences of the kind used withguattiOTM (e.g-The children were).and 5
high response predictability sentences (€l children went to the park and. Another
kind of sentence was also included in the modeké¢hwere sentences for which we assume
the speaker did not have any relevant knowledge.sBtection of a speech act of request
should allow the speaker to ask the hearer to cempthe sentences in these situations. This
third type of sentence is not discussed furtheresthe focus of our simulation was on the
high and low response predictability sentences pvdeided thegeneral knowledgéGK)
system of the macroplanning model with five facisdach sentence with low predictability
of the response (see appendix 1 for the factscthratern the sentendde children were.).

On the other hand, only two facts were added taaKesystem for each sentence with a high
predictability of the response. A simulation of #entence completion task was finally
developed in order to evaluate the model.

As already shown, in the case of an informativeespect an IAN is activated Ipjan
construction IANs contain nodes with associated activatiorugal In our model all the facts
related to a given current sentence are activatétue network. The connections between the
nodes of an IAN are, in general, bidirectional ngkihe network interactive (i.e. the
activation of one unit both influences and is iefiged by the units to which it is connected).
IANs exhibit a number of interesting dynamics irtthg: a)Decay the tendency for a unit to

return to the rest value; Bpundariesthe tendency for a unit to remain between the arak
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min values; cEquilibrium: the point to which a network will settle; @pmpetition the
tendency for units connected by negative weightarto each other off. A unit that begins
with a small advantage eventually "wins" the contjget and becomes active at the expense
of the other units in the network; Besonancethe tendency for units connected by positive
weights to make each other active and keep eaehn athive in the face of external
competition. Moreover, the information processinthi an IAN requires time. As shown
above, time is measured in “cycles” and during e#dhese all nodes compute their
activation levels in parallel.

In COGENT, boxes consisting of IANs contain nodéth\associated activation values.
Nodes within an IAN may be created or deleted, theg can be excited or inhibited. In a
COGENT model, an IAN co-exists with a process (Blgn constructionwhich sends excite
or inhibit messages to control the node activati@rseach processing cycle, the total
excitation/inhibition to each node within the netwes summed. This net
excitation/inhibition is then used, along with thede’s current activation and network
activation properties to determine the new actorabf each node. In addition to external
input, node activations may be subject to intecoahpetition, using properties such as
Lateral Inhibition and Self Activation. The netw&lbehaviour can also be regulated using
other general properties as well as properties wtiéal with network initialisation. The node
whose activation exceeds a given threshold is gdigeselected in an IAN.

In the macroplanning model we used an IAN charedrby the parameters reported in
table 3.1. We mainly employed the values used byp€oand Shallice in their
implementation of CS (2000) and by Cooper (2002 3elf parameter and the lateral
parameter are reported in bold being the paramet@h were manipulated in the
simulation. As will be explained later in the te®oper and Shallice acted on these
parameters in order to simulate two disorders t@rmediate domain action control such as
bradykinesia arising from Parkinson’s disease aakastypy arising from amphetamine

psychosis.
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Table 3.1
Interactive Activation Network parameters

Young adults simulation Dynamic aphasia simulation

General properties

Maximum activation 1.000 1.000

Minimum activation  0.000 0.000

Rest activation 0.100 0.100

Persistence 0.900 0.900

Update function Cooper and Shallice’s (2000) @&vand Shallice’s (2000)
Initialisation

Initialise Each Trial Each Trial

Initial activation From Normal distribution FroNormal distribution

Act parameter A 0.100 0.100

Act parameter B 0.001 0.001
Self Activation

Self parameter 0.770 0.745 or 0.770

Self Baseline Minimum activation Minimum actiwat
Lateral Inhibition

Lateral influence Whole net Whole net

Lateral parameter  0.205 0.205 or 0.23

Lateral function Sum Sum

Lateral baseline Minimum activation Minimum aetiion

Notes:The values of the parameters of the IAN of thenmalanning model are reported for both
simulations (i.e. normal adults and dynamic aplhaSiae parameters in bold (i.e. self and lateral
parameters) are the critical parameters which weneipulated in the simulation. The simulation
of dynamic aphasia involves two values for botls¢hevo parameters as the data of patient OTM
were fitted either reducing the self parametestiet to the value used in the young subjects
simulation, while leaving the lateral parameterharged (i.e. 0.745 and 0.205 respectively) or
increasing the latter while leaving the formerrathie simulation of young subjects (i.e. 0.77 and
0.23 for self and lateral parameters respectiv@lg® main text for further details).

The general properties of the network concern tagimum and minimum activation that
any node may obtain, as well as the value of m&staion to which nodes revert in the
absence of excitation and persistence. The laters to the degree to which activation
values persist in the absence of excitation. Anmogle@eral parameter is the update function

which is used to update the activation of each rdeach cycle. In our simulation we used
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the function that Cooper and Shallice used in timadel of CS whose value is bounded by 0
and 1 and tends ®Rest activatiorwith zero net input (see appendix 1 for the updati
activation equation). As far as initialization pesfles are concerned, we initialized the
network at the beginning of each trial (i.e. eaghtence); then on initialisation, activations
were randomly selected from a normal distributiothwnean and standard deviation given,
respectively, by the parametéxst AandAct B.As self activation parametesglf baseline
was fixed at the minimum activation value. Thisgrmaeter governs how self activation is
calculated. In the present simulation the minimwtivation value is subtracted from the
node's current activation before multiplying by ssdf parametenwhich is a scaling factom
order to obtain the raw self activation. The sedfuence of a speech act on its own activation
is directly proportional to the speech act actatand such an influence is excitatory in our
model. As far as the lateral inhibition parameteesconcerned, these were fixed so that all
nodes in the network contribute to the inhibitidreach node throughsumfunction (i.e.
lateral influence fixed awhole netandlateral function fixed asumin table 3.1). This means
that the inputs from competitor nodes are summekddmetworkLateral baselineggoverns
how individual lateral influences from competitardes are calculated. Current activations
are subtracted from the minimum activation in oetwork. Similarly to theself parameter
thelateral parameteis a scaling factor which is multiplied with thetput of the lateral
function to give the raw lateral inhibition. In neodetail, lateral inhibition influences the
competition between the nodes of an IAN, and geserally used to permit that only one
node is highly active at any one time (Cooper &lfsleg 2000). In our model, the lateral
influence of a speech act intention on anotherapgrtional to the difference between the
first speech act activation and minimum activatids.a consequence, the lateral influence of
a speech act on competitors is always inhibitorgunnetwork. In general, lateral influence
and self influence are opposing sources of actwatthich, in the absence of any other
influence, leave the network in an equilibrium stat

In the attempting to simulate normal adults anadepatOTM's performance on the
sentence completion task, we followed the appréla@hCooper and Shallice (2000; see also
Cooper, 2002) used in their model of CS to simutagecontrol of routine actions both in
normal and pathological conditions (e.g. the actimorganization syndrome). Cooper and
Shallice employed a model based on the competitigation of action schemas and they
consideredthe behaviour of the model in parameter space ioetef the region that gives
rise to normal performance(Cooper & Shallice, 2000, p. 323). In the Coopet §hallice

model, the manipulation of one IAN parameter, thealedLateral:Selfparameterwas
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particularly important for the successful simulatmf conditions observed in case of BG
pathology (e.g. bradykinesia in Parkinson’s disgmdeents). The.ateral:Selfparameter
controlled the proportion of self and lateral irfiice on the final influence on a node
activation in the Cooper and Shallice’s model. Adawgly, we varied the lateral inhibition
and self activation parameters in our simulation.

We expected that the difficulty in the selectioraaksponse from amongst others in
competition, which is often invoked as a potergiadount for dynamic aphasia (Robinson et
al., 1998; 2005), can be reproduced in the modehéripulating the self and lateral
parameters. As shown above, the early stages oh#lteoplanning model are concerned with
the setting of communicative intentions and gemamatf candidate strategies. These
operations are likely to be shared by each kinseotence that has to be completed (either
high or low response predictability sentence). Tlhusunning the simulation we have
assumed that a deficit at these early stages ofaplanning cannot account for the specific
deficit of language generation observed in dynaapitasia.

In sum, for the adult subjects simulation we expleat the model would take longer (i.e.
requires more processing cycles) to deliver a mdrlan (point number 12 in figure 3.3)
when it is provided with low response predictabiientences than high response
predictability sentences. However, accuracy shbaldimilarly high in both sentence
completion conditions. On the other hand, the maaimn of the self and/or lateral
parameters in the simulation of dynamic aphas@ (ecrease of lateral parameter or decrease
of self parameter) is expected to lead to poorguerédnce specifically on the low response
predictability sentences. Thus, in a similar fashio patient OTM, the model should require
even more cycles (relative to the young adults Etman) when given low response
predictability sentences, and more importantlghivuld fail to complete this kind of
sentences approximately fifty % of the times.

For both simulations the model was ran for 1004riarough thel0 sentences (10 trials
for each sentence). For each simulation, Wilcoxsitstwere used to compare the response
time (cycles) performance of the model in the twotence completion conditions. Mann-
Whitney tests were instead used to compare comelspg conditions across simulations (i.e.
adult subjects simulation vs. dynamic aphasia satman). Finally, Chi-Square tests were used

to compare accuracy performance across the diffemrditions and simulations.
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3.5.2. Results

The best fit for adult subjects data was obtaingl walues of 0.77 and 0.205 for self and
lateral parameter respectively. With these valtresmodel correctly selected a speech act
intention when given both kinds of sentences. Asashin figure 3.4 it only failed in 2/50
trials with the low response predictability sen&esn¢96% accuracy). The difference in
accuracy between the two conditions was not sicgmfi 2 (1) = .510, p = .47). However,
low response predictability sentences significarglyuired more processing cycles than high
response predictability ones (Wilcoxon Signed Rardst: Z = - 5.205, p < .001, see figure
3.4).
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Figure 3.4: Simulation results. The histograms reggsponse time performance, expressed as cycles
of processing, for both simulations (adult subjgatsformance is showed by the two most left bars
and patient OTM'’s performance is showed by thervast right bars). The blue solid line shows
accuracy performance for both simulations. Sentenogpletion is shown in its two conditions (low
and high response predictability sentences). Balisate standard errors of the means.

The importance of having an appropriate balancerdst the values of the self and lateral
parameters is suggested by the behaviour of theelmdten one or both parameters are
assigned extreme values (i.e. < 0.1 and > 0.9)s,;Tiou both sentence types the model was
extremely fast in providinglan with a definitive plan when the self parameter Wesd at

values of 0.9 or higher, while leaving the latgratameter at values close to 0.2. The same
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pattern of results was obtained when the self patamvas fixed to 0.77 but the lateral
parameter was changed to 0.1. Moreover, for vadtiise lateral parameter less than 0.05,
disorganization of behaviour appeared. As suggédstetooper and Shallice (2000), within
this region the level of lateral influencemsufficient to ensure successful competition with
the effect thatin our model, multiple competing speech act intemgican simultaneously
become highly active. Finally, when both parameteee fixed at values close to their
maximum or minimum (i.e. both at 0.9 or 0.1) a mse was never selected given that all
speech acts remained at very similar low levelsotif/ation. In sum, for different values of
self and lateral parameters and of their balameentodel expressed different behaviours.

For the simulation of dynamic aphasia we reasohatfor particular values of the two
parameters the model should have been able to alfdywnamic aphasic behavior”. As
reported in the second Chapter, patient OTM hath#das pattern of performance to patients
ANG and CH (Robinson et al., 1998; Robinson et26105) on the sentence completion task.
OTM performed almost at ceiling with the high respe predictability sentences while
performing much worse (50% of accuracy; most ofefrers being omissions) when given
the other kind of sentence (i.e. low response ptability). The model succeeded to
reproduce OTM’s behaviour when the lateral parameés fixed at “its normal value” of
0.205 but the self parameter was lowered to theevaf 0.745 (see table 3.1). Following a
procedure similar to that used by Cooper and Siga{R000), any trial that was not completed
(i.e. in which no speech act reached the threskallee of 0.8) within 3600 cycles— about 4
times the normal task completion time—was aborfgglire 3.4 shows that, in the dynamic
aphasia simulation, the low response predictalskytences are completed significantly less
often than the other kind of sentences (i.e. acyu4é %, 23/50 correct responses, vs. 100%
respectivelyy2 (1) = 34.29, P <.001) and also that the formerséower than the high
response predictability sentences (Z = -4.13, p0®D. When the accuracy performance on
the low response predictability sentences is cansi] a significant difference between the
two simulations was obtaineg((1) = 27.97, P < .001). However, these sentewees
completed only marginally slower in the dynamic agib simulation than in the adult
subjects simulation (Mann—-Whitné&y= 400, p = 0.062; see figure 3.4).

As shown above, having an appropriate balance legtwe values of the self and lateral
parameters seems to be critical for correct modeabiour. Thus, we tested the hypothesis
that the same pattern of impaired performance cbaldbtained when the lateral parameter is
increased (e.g. 0.23) and the self parameterésifat its normal value (i.e. 0.77) (see table

3.1). Accordingly, a pattern of impaired performarstmilar to that described above was also
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obtained in this further series of simulations. Tinedel was indeed faster at completing high
than low response predictability sentences (Z 36,3 < 0.002) and also more accurate with
the former relative to the latter kind of senten@¥% accuracy vs. 40%, 20/50 correct
responses, respectively? (1) = 40.04, p <.001). Finally, as far as th&aal condition of the
low response predictability sentences is concemedijfferences between the two
simulations of dynamic aphasia were found for gdasdition both for response time (Mann—
WhitneyU = 185, p = 0.27 ) and accuracy data (1) = .163, P = .68). Furthermore, the high
response predictability sentences were also aseddia very similar response times (161 and
164 cycles) in the two simulations of dynamic ajpnas

As a graphical example of our IAN behavior, fig@:8 illustrates some attempts made by
the network to select a speech act intention ieora complete a low response predictability
sentence. The left part of the figure (i.e. A) skdhe activation of nodes for the adult
subjects simulation during one trial made on theeseeThe children were..The right part
(i.e. B) shows an attempt to complete the sameseatmade by the model during the
simulation of dynamic aphasia. As shown by theriiga speech act is successfully selected
(activation above threshold) in the adult subjsatsulation but not in the dynamic aphasia

simulation.
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Figure 3.5: Activation values of speech act intemiin the interactive activation network. The
sentence to be completed in this examplehis children were.. On the left (A) an example of the
network used in the normal adults simulation issiftated. Here, the fact abatildren swimmings
selected as speech act intention after about 48@syThe right part of the figure (B) illustrates
failed attempt to complete the same sentence idythamic aphasia simulation.
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3.6. General discussion

In this chapter we have presented a computationdeirof the sentence completion task.
The model was developed within the COGENT inforamarocessing package (Cooper,
2002) following the detailed lines of the DOMINGimework (Fox & Das, 2000). The
complexity of the processes that operate at thel lefvconceptual preparation of language
production suggests that an initial model will lee@ssarily a substantial simplification of the
processes addressed. Our model focused on sorne wiacroplanning processes of language
production, namely those of the generation of comicative intentions and the selection of
information for expression. As already shown, thgat of macroplanning is a series of
speech act intentions and in our model these reptdise candidate ways in which a given
sentence could be completed.

We focused on the simplified domain of sentencepietion that, although being a
complex task, constrains the kinds of possible @peets that could be encoded. We
implemented the informative and request speech abis choice was also motivated by the
aim of making the first attempt to model dynamibaga. In order to reproduce and explain
the pattern of performance that patient OTM showmdtie sentence completion task we
provided the model with both low and high respomsslictability sentences. We predicted
that the model would show worse performance (bo#ccuracy and processing cycles) with
the former than the latter kind of sentences.

The macroplanning model dealt mainly with proceskatare typical SAS processes (e.g.
goal generation, strategy generation and evalugpian construction; see Norman &
Shallice, 1980; 1986); however a rudimentary wagidgal with CS was also included in the
model. Indeed several speech act intentions compéth each other for selection in an IAN.
The way in which competition operates in the nekwsrsimilar, although grossly simplified,
to the way in which different action schemas coregén the Cooper and Shallice’ (2000)
model of control of routine actions (see also Cospmodel, 2002, of the WCST for similar
mechanisms of competition between different schavhasrting strategies). In the model we
have exploited the dynamics of this kind of intéikgcactivation network in the attempt to
simulate patient OTM'’s problems with low responsedgctability sentences. Thus we
assumed, as done in previous cases of dynamiciagRabinson et al., 1998, 2005; Warren
et al., 2003), that the main problem in this symnakas in the selection of responses when
many alternative options are activated by a stisi(le. low response predictability
sentences) rather than in the process of settimpumicative goals.
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Patient OTM's performance was successfully simdlatben the self activation and
lateral inhibition parameters of the IAN networkre@nanipulated. In more detail, the model
required more cycles and was less accurate in @mgllow than high response
predictability sentences when the self activatiarameter was lowered or the lateral
inhibition parameter increased relative to the galthat were employed in the normal
subjects’ simulation.

As we have briefly reported in section 3.5.1, Caoagpel Shallice (2000) showed that
some aspects of certain neuropsychological comdit{e.g. bradykinesia in Parkinson’s
disease) can be modelled by manipulating the paeamef an IAN. They claimed that
certain relationships exist between parameter gadnel neurological correlates which
underlie these pathological conditions. For inséanicey proposed that thateral:Self
parameterof their model, which controlled the proportionsefif and lateral influence on the
final influence on a node activation, could correlaith the level of dopamine. In more
detail, they showed that a reduction to this pataméhereby decreasing the activation of
schemas in their network, caused the model to m®dwbehaviour similar to bradykinesia
(e.g. slowed initiation of willed action), which @specific feature of patients who suffer from
Parkinson’s disease (a condition characterized $iyomg depletion of dopamine in the BG;
see Introduction and Chapter 4). Moreover, the@stfound that bradykinesia was reduced
when a specific action was constrained by the dtimthus leading to little competition
between alternatives. More specifically, in the elaaf Cooper and Shallice, bradykinesia
occurs if several competing action schemas, withilar activation values, are present at the
beginning of the task. Under these situationsig#iifence is considered to play an important
role since it can separate competing schemas;ugtied in this parameter in fact leads to a
general slowing in competition.

The simulation results on patient OTM are cleanlyine with the idea that an incorrect
balance between the self and lateral parameteas AN can lead to poor performance
particularly in situations of high competition. Bat evidence supporting our argument comes
also from previous accounts of dynamic aphasianWihe domain of language production,
the account that Robinson et al. (1998) proposeth&r patient ANG was focused on the
idea that activated verbal alternatives competh @éich other through mutual inhibition. The
greater the number of competing verbal responkegyreater the amount of inhibition each
response receives from its competitors. Thus,tuasons of many verbal responses
activated, there should be a lower probabilitydoe response option to become dominant. In

a similar fashion, Robinson et al., (2005) intetpdethe deficit of patient CH as due to an
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impairment in conceptual preparation which wasipaldrly present when many competing
verbal response options are activated by a stimulus

In the Introduction of the thesis we briefly dissed as selection of task-relevant
responses can occur through either an accentuati@hevant responses or the inhibition of
irrelevant information. We also reported evidenGaZzaniga et al., 2002; Mostofsky &
Simmonds, 2008) that the two mechanisms are similaature both possibly depending on
fronto-striatal circuits. The present simulationdanore generally our model, supports the
idea that in an interactive activation process lloghparameters of self activation and lateral
inhibition are important in the selection of tagtewant responses. Thus, our simulation also
suggests that OTM’s language output disorder majuleeto a decreased activation of verbal
responses in situations of high competition. Furtiaee, the lesion involving the BG of
patient OTM also indicates that these structuresraportant for self-activation of schemas
and more generally for the selection of task-radévasponses (Robbins & Sahakian, 1983;
Norman & Shallice, 1986; Crosson et al., 2003; @og| 2003).

Finally, although being a grossly simplified modeke embedding of the macroplanning
processes within the DOMINO framework provides dditonal demonstration of the
suitability of this framework for modelling cognig tasks which involve many SAS and CS
processes operating together.
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Chapter 4

4.1. Empirical background and aim of the noun and &rb generation study

in Parkinson’s disease (PD) patients

As already shown in chapter 2, fronto-striatal wit€ play an important role in verbal
response selection; nonetheless our single caggsensupports the idea that subcortical
lesions which cause dynamic aphasia also leadficitdeo domains other than language,
such as executive function. In this chapter weherrinvestigated the way in which the
executive system handles the processes of retgand selecting task-relevant verbal
responses. In particular, Parkinson’s disease {#09ed as a model for exploring the
cognitive functions of the basal ganglia, as dopenlny others researchers (e.g., Ullman et
al., 1997; Longworth et al., 2005). Admittedly,sgrocedure requires that one bears in mind
that any assumption that cognitive deficits in Rilignts reflect striatal dysfunction should be
made cautiously, given that, for instance, varimostal regions are affected by the
degeneration of nigrostriatal and mesocortical dupargic pathways which are involved in
PD (e.g. Saint-Cyr, 2003; Owen, 2004).

In the study presented in this chapter we havestny&ted noun and verb generation in
populations of PD patients and healthy older subjeks briefly discussed in the
Introduction, behavioral and neuroimaging studi@sehused the verb generation task as a
probe for exploring the mechanisms and neural safiestinvolved in the retrieval and
selection of semantic and syntactic knowledge {Bete Fox, Posner, Mintun, & Raichle,
1988; 1989; Petersen, Fox, Snyder, & Raichle, 19688;also Martin & Cheng, 2006). This
task requires participants to produce a verb ipaese to a noun stimulus and several factors
are likely to play a role in determining optimakfmemance. For instance, the speed and
accuracy of word generation may depend both omtingber of possible responses (response
selection) and on the strength of association batveeies and responses (associative
strength). In our study we have exploited a paradifjverb generation that Martin and
Cheng (2006; see also Martin & Byrne, 2006) hacemédy proposed in order to consider
whether strength of stimulus-response associatiks,lrather than selection demands (e.g.
Thompson-Schill et al., 1997; 1998; see also sedtiB8 of the Introduction), is the critical

factor that explains performance on the verb geiuersask.

98



In more detail, Thompson-Schill et al. (1997; 1988ye provided evidence that indicates
that the critical process in verb generation issthlection among potential responses.
Thompson-Schill et al. (1997) investigated the paithn of verbs in conditions of low or
high selection (i.e., when either one vesibple— eat-or at least two verbsnap— travel,
find- are typically elicited by the noun stimulus, regpely). They found higher RTs and an
increased activation of the left inferior frontalrgs (LIFG) in the high selection condition.
Following up their study, Thompson-Schill et al998) have also shown that lesions to the
LIFG were associated with difficulties in producivmerbs in the high selection condition,
suggesting that LIFG is involved in response seladrom amongst competing alternatives.
Martin and Cheng (2006) have, however, observedadsociative strength and selection
demands were confounded in Thompson-Schill etsalidies. They claimed that the two
conditions that differed in selection demands impson-Schill et al.’s paradigm, also
differed in association strength, whereby the comaiwith high selection demands was also
of weaker association than the condition with l@lkestion demands. In order to resolve this
potential confound, Martin and Cheng compared tesgerimental conditions: (1) strong
association-high selection, (2) strong associdtenselection, and (3) weak association-high
selection. In the strong association conditiorthegione verb (low selection) or two verbs
(high selection) were strongly associated withrthen stimuli, while in the weak association
condition the stimulus-response associative strewgs much weaker. These authors
proposed that strong stimulus-response associsttigagth drives automatic retrieval, and
controlled search processes are activated only \whtymatic retrieval fails, that is, in
situations of weak stimulus-response associatiength. Martin and Cheng (2006) found no
effect of selection demands (i.e. condition 1 whdition 2) in a patient with LIFG damage
and in two samples of young and older controlsti€@pants’ RTs were instead affected by
the strength of association between the noun stisnaihd the most frequently produced verb.
This evidence led Martin and Cheng (2006) to caeliinat the LIFG is involved in semantic
controlled retrieval rather than in selection fjpenses between alternative options.

Previous studies have found that PD patients apaimn@d with verbs while performing in
the normal range with nouns (Péran et al., 2003)oamon interpretation for this pattern of
results has been that to consider verbs as a ledategory that can be the focus of a specific
deficit in PD patients; this would be based on emik which shows that verb processing
involves the operation of the prefrontal cortexjleZhoun processing involves more posterior
brain regions (Perani et al., 1999; Shapiro, Pddemne, Mottaghy, Gangitano, &

Caramazza, 2001; Shapiro, Moo, & Caramazza, 2606yious studies on PD patients and
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verb/noun generation, however, have not investthagpects of selection demands and
association strength (but see Castner et al., 200@) present study aims to fill this gap by
trying to give a better functional description béttasks employed. We will argue that the
factors of association strength and selection desharfluence the ability of PD patients to
produce verbs (and nouns) and that the resultstbddptter understand how fronto-striatal
circuits contribute to response retrieval and selacAs briefly shown in the Introduction,
previous evidence has suggested that BG play arroésponse selection and inhibition
(Longworth et al., 2005) and, more generally, i& tontrolled processes of lexical retrieval
(Crosson et al., 2003; Persson et al., 2004; Cdp003). Thus in our study we expected PD
patients to have in general more problems with ¥énbn nouns (Péran et al., 2003) but also
to show a non-uniform pattern of performance actisglifferent conditions of the verb
generation task. The greatest difficulties shonlthct manifest in the conditions with high
selection demands and even more in that with wesécaative strength.

In line with the expectations our investigation saswn that both factors of response
selection and associative strength are importantédo and noun production with the latter
having a greater impact on performance; and akstotlie most critical condition for PD
patients is the condition of verb generation witsal stimulus-response associative links.
More generally, the findings of this study suppbdse obtained in the patient OTM and they
together suggest that BG have a non-language gpealé in the supervisory processes
required during lexical retrieval.

Before describing the noun and verb generationraxeat, a succinct picture of the
pathophysiology of PD is given in the section below

4.2. Parkinson’s disease: anatomo-functional consdations

PD belongs to a group of conditions called motsteay disorders, which are the result of
the loss of dopamine-producing brain cells. The fmimary symptoms of PD agg tremor,
or trembling in hands, arms, legs, jaw, and f&deigidity, or stiffness of the limbs and trunk;
c) bradykinesiaor slowness of initiating movement; athdl postural instability or impaired
balance and coordination. PD is also called “prymarkinsonism” or “idiopathic PD”; it
usually affects people over the age of 50. Eangoms of this disease are subtle and occur
gradually. In some people the disease progresees aquiickly than in others. As the disease
progresses, the shaking, or tremor, which afféwtsnajority of PD patients may begin to
interfere with daily activities. Other symptoms maglude depression and other emotional
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changes, as well as difficulty in swallowing aneéwmg. The prevalence of PD in
industrialised countries is estimated at 0.3% efganeral population and about 1% of the
population older than age 60 years (Samii, NutRa&som, 2004).

As briefly reported in the Introduction, the ungaf pathological finding in PD is
degeneration of the dopaminergic projections froemdusbstantia nigra pars compacta to the
caudate nucleus and putamen (striatum). The deplefidopamine in the striatum has
serious consequences on the fronto-striatal cigcults main effects one observes an
enhanced excitation of the subthalamic nucleustla@dlobus pallidus internus which causes
an increased inhibition of the thalamus (Saint-@®@Q3; Postuma & Dagher, 2006). Figure
4.1 shows both the normal functional anatomy ofBfeand the pathological anatomy which
is characteristic of people affected by PD. Clihgigns of PD are evident when about 80%

of striatal dopamine and 50% of nigral neuronsl@se(Fearnley & Lees, 1991).
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Figure 4.1: Normal functional anatomy of the bagalglia is shown in the left part of the figure;
pathological functional anatomy of the basal gangliParkinson’s disease is shown in the right part
of the figure. GPi, globus pallidus interna; GPepgs pallidus externa; SNr,substantia nigra pars
reticulata; SNc, substantia nigra pars compact&l Sibthalamic nucleus; VL, ventrolateral;

VA, ventroanterior; D2 and D1, dopamine striataleqgtors; Glu, Glutamate, DA dopamine; subst P,
substance P; enk, enkephalin. (picture taken fl@iviovement Disorder Virtual University
http://www.mdvu.org/library/disease/pd/par_path)asp

Studies of patients with PD suggest that the chariatic clinical symptoms of

bradykinesia, tremor, and rigidity are frequenttig@npanied by impairments in cognitive
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functions. Between 15 and 20% of PD patients dgvedmentia (Lewis, Dove, Robbins,
Barker, & Owen 2003; Owen, 2004). However, a les®s cognitive impairment is a well
recognized feature of the disease and several tbogydeficits can also be observed in
nondemented PD patients at the early stages afitkase (Péran et al., 2003; Owen, 2004).
Often, the pattern of cognitive impairments obsdmvethe early stages of PD resembles that
produced by frontal-lobe damage including defizitexecutive functions such as planning
and problem solving (e.g. Owen et al., 1998), wagkinemory (e.g. Lewis et al., 2005), set
shifting (e.g. Cools, Barker, Sahakian, & RobbR2E)1), and response inhibition (Bouquet et
al., 2003; Castner et al., 2007). This executiv&wyction in PD has been shown to be
extremely sensitive to the effects of controlledapa withdrawal, suggesting a
predominantly dopaminergic substrate for the disficbserved (Lewis et al., 2003; Owen,
2004).

4.3. Materials and Methods of the study

4.3.1 PD patients and Control Subjects

Twenty right-handed Italian PD patients (12 maled & females) were included in the
study. The diagnosis of idiopathic PD was establildhy a neurologist in accordance to the
clinical criteria of the United Kingdom Parkinsorlsease Society Brain Bank (UK-PDS-
BB; Gibb & Lees, 1988). The patients were cons&eutéferral to the Department of
Physical Medicine of the “Gervasutta” Rehabilitatidospital, Udine, for a standardized
neuropsychological examination.

All patients were in the mild to moderate stagethefdisease, with scores on the Hoehn
and Yahr’s scale (Hoehn & Yahr, 1967) that rangechfone to three. Patients’ motor
disability was also evaluated using the motor pathe Unified Parkinson’s disease Rating
Scale (UPDRS; Fahn et al., 1987). Patients weeesed for dementia using the Mini Mental
State Examination (MMSE; Folstein, Folstein, & Maul975) and those with a score
below 24 were excluded from the study. PD patierse also screened for depression, and
we excluded those with scores > 10 on the Beck &spon Inventory (BDI; Beck, Ward,
Mendelson, Mock, & Erbaugh, 1961). All patients en antiparkinsonian medication, 16
were receiving L-dopa and 17 were taking dopamgmnsts. Some of the patients were also
taking monoamine-oxidase-B-inhibitors (three pdasgrcatechol-O-methyltransferase
inhibitors (two), amantadine (one), antidepressémis), atypical antipsychotics (two) and

benzodiazepine (one). All patients were testethén'@n’ medication state. Patients with
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atypical parkinsonism, vascular parkinsonism, dndyced parkinsonism, and those with
parkinsonism following dementia were excluded fribva study.

A control group of 20 right-handed Italian subjeci®sely matched to the PD patients for
age, sex, education, and MMSE scores took paherstudy as well. The study has been
performed in accordance with the ethical standidsdown in the 1964 Declaration of
Helsinki and was previously approved by SISSA ethtommittee. Demographic and clinical

data of PD patients and control subjects are sumethin Table 4.1.

Table 4.1.

Demographic and clinical data of PD patients amtrob subjects (mean + SD).

Parameter PD patients Older controls
(N=20) (N=20)
Age (years) 64.6 £5.9 66.1+7.4
Education 7.45+3.2 8.8 £4.03
Sex (M/F) 12/8 12/8
Age at Onset (years) 57.8+6.4
Duration of illness (years) 74+49
Hoehn and Yahr score:
Stage | n=2
Stage Il n=14
Stage Il n=4
UPDRS motor score 17.1+9.7
MMSE 284 +1.1 28.7+£0.9
BDI 74+£25
Dopamine agonist mg/day
(range)
Pramipexole 1.97 £0.45 (n=12; 0.45)2.1
Ropinirole 17 + 3.5 (n=3; 15 - 21)
Cabergoline 28+1.1(n=5;2-4)

Levodopa mg/day (range) 503.1 £ 283.7 (n=16; 10050)

Notes.Values are expressed as mean = SD; UPDRS = Uriiftiekinson’s disease Rating Scale (Fahn,
Elton, & Members of the UPDRS Development Commiti&337); MMSE = Mini Mental Status
Examination (Folstein, Folstein, & McHugh, 19751DB= Beck’s Depression Inventory (Beck, Ward,
Mendelson, Mock, & Erbaugh, 1961).

4.3.2 Neuropsychological measures
Neuropsychological assessment took place duringdifferent testing sessions with a
gap of one week between the two sessions. At thmbieg of the second testing session the
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experimental task was administered. The neuropsygloal battery was as follows: overall
cognitive functions were assessed using ColouredrBssive Matrices (CPM; Lezak, 1995).
Memory functions were assessed by means of a teg/Recall Test, immediate and
delayed versions (from Esame Neuropsicologico BrEWB, Mondini, Mapelli, Vestri, &
Bisiacchi, 2003), the Forward Digit Span (Lezak93p and the Corsi Block-tapping Test
(Lezak, 1995). Construction ability was assess@wjus Figure Copy Test (from Batteria
Deterioramento Mentale, BDM, Caltagirone et al93p Frontal lobe functions were
assessed using the Wisconsin Card Sorting Test (WB&aton, Chelune, Talley, Kay, &
Curtiss, 1993), the Brixton Spatial Anticipationst€Burgess & Shallice, 1997), the
Similarities subtest of the WAIS-R (Wechsler, 19&i) etter Fluency Test (Lezak, 1995),
the Clock Drawing Test (Lezak, 1995), the Cognitasggimation Test (ENB, Mondini et al.,
2003), the Trial Making Test A and Trail Making T&(Lezak, 1995), the Stroop Colour
Word Test (Lezak, 1995), and the Frontal AssessiBattiery (FAB, Dubois, Slachevsky,
Litvan, & Pillon, 2000). The latter battery consistf six subtests exploring the following:
conceptualization, mental flexibility, motor progrening, sensitivity to interference,
inhibitory control, and environmental autonomy.

Normative data provided in test manuals were usedlf the ENB subtests (Mondini et
al., 2003), for all the BDM subtests (Caltagiromale 1995) and for the Brixton Spatial
Anticipation Test (Burgess & Shallice, 1997). Notiwa data for other tests were as follows:
for Coloured Progressive Matrices and Letter Flyehest we used those provided by
Caltagirone et al. (1995); for the Forward Digita8pthe Trail Making Test A and B, and the
Clock Drawing Test we used those provided by Moneliral. (2003); for the Stroop Colour
Word Test those provided by Barbarotto et al.(1988)the Corsi Block-tapping Test those
provided by Spinnler and Tognoni (1987); for thentarities subtest of the WAIS-R those
provided by Orsini and Laicardi (2001); for the FA®se provided by Dubois et al. (2000);
and for the WCST those provided by Hardoy, Cartddy, and Cabras (2000). A test score
was categorized as impaired if it was below agea@prate cut-off (when these were
available) or the fifth percentile of the normatsample. The percentage of patients which
obtained impaired and unimpaired test scores wagpuated for each measure (see table 4.2).

PD patients had the greatest impairments on the TMES (9/20 of the patients were
impaired on the number of categories recognizetdjhe FAB battery (12/20 patients
impaired), and on the Brixton test (13/20 patiemigaired); however, only one patient was
impaired on the Stroop test and only another om®peed outside the normal range on the

verbal fluency test.
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Table 4.2.

Descriptive statistics for neuropsychological vhales and percentage of PD patients impaired on each

of them (N=20).

Variable Mean (SD) Range % Patients
impaired
Forward digit span 5.2 (1.1) 3-7 5
Corsi Block-tapping test 5.6 (1.1) 4-7 0
Story free recall test, immediate 9(4.1) 3-17 30
Story free recall test, delayed 13.8 (4.2) 7-22 10
CPM 26.3 (5.2) 15- 36 5
Verbal fluency (FAS) 32.7 (15.7) 9-68 5
FAB 15.1 (2.4) 10-18 60
Stroop CW 17 (6.2) 4-34 5
TMT-A 60.5 (55) 21 -281 5
TMT-B 181.3 (93.8) 65 - 420 25
WAIS-Similarities 13.4 (5.9) 0-24 5
WCST-n° categories 2.8 (1.6) 0-6 45
WCST-n° errors 58.5 (20.1) 14 - 93 15
WCST-n° perseverative errors 33.9(17) 7-79 15
WCST-n° non perseverative errors 24.6 (9.7) 6-40 35
Brixton 25.7 (8.2) 6-45 65
Cognitive estimation test 4.7 (0.5) 4-5 0
Clock Drawing Test 7.8 (3) 0-10 15
Figure Copy Test 8.3(1.9) 4-10 20

4.3.3 Stimuli

Verb production task

Three hundred and thirty (di- and trisyllabic) newmere selected from th&&li

Dictionary of Frequency for Italian Spoken Languaged administered to 46 Italian

subjects (range 20-57 years-old). Subjects weredasgkprovide a related verb for each noun.

They were also asked to provide a judgment of @iaoess on a five-point scale for each

noun. A ratio of the response frequency of the rmostmon response to the response

frequency of the second-most common response vi@dai@zd for each noun as a measure of

selection demand (see Thompson-Schill et al., 1888 next subsection for a minor

modification used). A measure of stimulus-respass®ciation strength was also calculated

for each noun. The response frequency of a verbuaeg as an index of its association

strength with the stimulus noun. The associatioengfth for each noun was given by the ratio

of the mean association of the first two most commasponses to the number of subjects

who judged noun-verb stimuli (see Martin & Cheng0@).
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On the basis of these data, nouns were chosehré tonditions: Low selection-Strong
association (LS-SA; e.g. the nolattina (can)— bere(to drink) in 25 out of 46 subjects and
stappare(to broacl) in 4 out of 46 subjects), High selection-Strosgaxiation (HS-SA; e.g.
the nounlampada (lampkglicited in 21 subjectaccendergto turn orn) and in 17 subjects
illuminare (to light on), and High selection-Weak association (HS-WA; thg.nourspada
(sword elicited in 8 subjectsombattergto fight) and in 8 subjectierire (to wound).
Twenty-seven nouns were selected for each conditiogach of these four stimuli were used
as practice items only. A one-way ANOVA showed tihare were no significant differences
between the frequency and the concreteness ofdhe mouns that were used in the three
conditions of the task (F (2, 68) = 0.186, p = 0d@3frequency, and F (2, 68) =0.42, p =
0.655 for concreteness).

The nouns in the Low-Selection condition had actele ratio of 15.2 on average
whereas those in the two high selection conditlact a ratio of 1.36 on average for HS-WA
and 1.55 on average for HS-SA. A one-way ANOVA skdwlifferences in selection
demands across the three conditions (F (2, 68).738% < 0.001). Bonferroni post—hoc tests
for multiple comparisons showed that no differemes present between HS-SA and HS-WA
while differences between these two high seleatmmditions and the low selection condition
were present (p < 0.001 for both comparisons).fitwes in the strong-association conditions
had a mean ratio of association strength of 0.BR$SA, and 0.38 for HS-SA whereas the
nouns in the weak association condition (HS-WA) aadean ratio of association strength of
0.13. A one-way ANOVA showed differences in assoarastrength between the three
conditions of the task (F (2, 68) = 298.61, p <00)0 Bonferroni post—hoc tests for multiple
comparisons showed that no difference was presawelen LS-SA and HS-SA while
differences were present between HS-WA and HS-Sbatween HS-WA and LS-SA (p <

0.001 for both comparisons, see table 4.3).

Noun production task

The same 330 nouns were given to another sam@@ bélian subjects (range 21-55
years-old). This time they were requested to pm@wadother associated noun for each noun
stimulus. Measures of selection demands and rafiassociation strength were calculated for
each stimulus in the same manner as for the verbrggon task. One-way ANOVAsS were
run for both measures. The first of these showatlttte two strong association conditions
(LS-SA and HS-SA) were matched for associatiomgtiteand that each of these conditions

differed from the weak association condition HS-\({’&< 0.001 for both comparisons). The
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second one-way ANOVA showed that the two high $Elaconditions were matched for
selection demands while they differed from the k@lection condition (p < 0.001 for both
comparisons, see table 4.3). Two others one-way YA\Kalso showed that noun stimuli in
the noun production task did not differ eitherredquency (F (2, 68) = 0.004, p = 0.996) or in
concreteness (F (2, 68) = 0.44, p = 0.643). Immalai way to the verb production task,
twenty-seven nouns were selected for each condititime noun production task; in each of
these four nouns served as practice items.

Noun stimuli were also matched across the two teskisoth concreteness (F (1, 137) =
0.002, p = 0.96) and frequency (F (1, 137) = 039,0.84). Moreover, the mean selection
demands of the stimulus nouns of the four highcsele conditions (i.e. two conditions for
each task) varied between 1.36 and 1.61 (see4a®)lavith no significant differences across
conditions. The two conditions with low selecticentands were also matched for this
measure (for the noun-verb stimuli if the secorghbst response has a value 1, which is in
practice the floor value, then the selection vatuall cases (44, 41, 37 and 30) exceeds the
maximum possible with the noun-noun stimuli whére maximum value is 28. For the four
values concerned the first response frequency wehisereduced to 0.63 of its measured
value, 0.63 being the ratio of the number of suljeto judged noun-noun stimuli to those
who judged noun-verb ones).

The two tasks were also matched for the ratiossbeaation strength, both when the two
HS-WA conditions were concerned (the mean ratiassbciation strength was equal to 0.13
for the HS-WA condition of verb production and eloiea0.14 for the relative condition of
noun generation) and when the conditions with gfragsociations were considered (the mean
ratios of association strength varied between Ar&¥0.39 in these four conditions with no

significant differences between them; see tablg 4.3
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Table 4.3
Mean values of Selection Demands and Associatimn&th for each condition of the two tasks

LS-SA HS-WA HS-SA

SELECTION ASSOCIATION SELECTION ASSOCIATION SELECTION ASSOCIATION
DEMANDS STRENGTH DEMANDS STRENGTH DEMANDS STRENGTH

NOUN-
Verg  152(97)  039(0057)  136(027)  013(0.03) 55(044)  038(0.04)
NOUN-

wouy L9683 037(007)  141(028)  0.14(002) 14B45)  0.37 (0.05)

Notes:Norms for verb production have been calculated®goung subjects while those for noun
production have been calculated on a sample obR8g subjects. LS-SA stands for Low Selection-
Strong Association; HS-WA stands for High Selectigeak Association; HS-SA stands for High
Selection-Strong Association. Standard Deviatiaeported in parentheses. See text for more details

Task-relevant response ratio

We calculated Task-Relevant Response (TRR) ratiosder to give a quantitative
evaluation of the intrinsic difficulty of the threkfferent conditions of the two tasks. Forty-
five normal subjects (range 24-55 years old) weked to provide the first word that came to
mind (e.g. verbs, adjectives, nouns) for each dtimooun used in the two experimental
tasks. Proportions of TRR were obtained for eaichustis noun (see figure 4.2). For the verb
generation task, ratios of TRR were given by thelner of verbs (task-relevant responses)
produced for a given noun divided by the total nenmdf responses (e.g. verbs, adjectives and
nouns). Kruskal-Wallis tests showed significanteténces between the proportions of verbs
produced for the three conditions of the verb potidn task (Chi Square (2) = 18.34, p <
0.001). Post hoc pair-wise contrasts made acrasditcans (with Bonferroni correction for
multiple comparisons applied) did not show sigmifitdifference between stimulus nouns of
the LS-SA condition (that were followed on averagel1% of verbs), and stimuli of the HS-
SA condition (followed by 7.8% of verbs; Mann WhatnU = 182.5, p = 0.07). By contrast,
the stimuli used in the HS-WA condition were folleavby significantly less verbs (2.77%)
than those used in both the LS-SA (Mann Whitney 88:=p < 0.001) and HS-SA conditions
(Mann Whitney U = 138, p < 0.006).

Proportions of TRR were also obtained in an analedashion for the nouns used as
stimuli in the noun production task. Since 80%hw tesponses to the entire set of noun
stimuli were other nouns, the proportions of TRRh@ noun production task were much

higher than those in the verb production task {ggre 4.2). Again, Kruskal-Wallis tests
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showed significant differences in the proportioh3BR produced for the three conditions of
the noun production task (Chi Square (2) = 10.82,00005). Post hoc pair-wise contrast
made across conditions (with Bonferroni correctammmultiple comparisons applied) showed
that stimulus nouns of the HS-WA condition wereslefien followed by noun responses
(73.3 % of responses) than nouns of both LS-SA2083f nouns; Mann Whitney U = 154
uncorrected p = 0.015) and HS-SA conditions (85.8fann Whitney U = 121, p < 0.003).
Finally, there was no difference between proporabnouns produced as response to stimuli
of the LS-SA and HS-SA conditions of the noun gatien task (Mann Whitney U = 242, p =
0.62).
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Figure 4.2 Percentages of Task-Relevant Response (TRR) foraadition of the tasks. The x-axis
reports the conditions of both tasks while in thexisvalues of TRR are reported for each condition.
Measures of TRR are obtained using free associatioms from noun stimuli used in the two
experimental tasks. Bars indicate standard dewiati8-SA stands for Low Selection-Strong
Association; HS-WA stands for High Selection-Weas@éciation; HS-SA stands for High Selection-
Strong Association. See text for more details.

4.3.4. Procedure

The two tasks were presented in two blocks one #feeother. The order of blocks was
counterbalanced across subjects. On each tri@ay@a fiom one of the three conditions was
randomly selected and read to the subjects. Raahts were asked to produce a related verb
(or a related noun) as quickly as possible. Reggsoasd onset latencies were recorded.
Following Péran et al. (2003), the task had to dérogpmed within a period of 4 seconds for
older subjects and of 6 seconds for PD patientes@& authors argue that giving PD patients 2
extra seconds could compensate for the slow aatioy rate that is often present in PD.
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4.3.5. Data analysis

Data from older controls and PD patients were caetbasing both analyses of variance
with repeated measures and post-hoc contrastdaskhand group as factors (considering
performance either as accuracy or reaction tinfaslyses of covariance were carried out for
both tasks on the number of errors made by PDratiesing TRR as covariate and stimulus
condition as fixed factor. Non-parametric analysese used to analyse error type profiles
across subject populations. Non parametric coroglatwere used to assess the relationship
between the performance of PD patients in bothrgéire tasks and the neuropsychological
measures and TRR ratios (the same analyses weiedoawnt also for older subjects where

possible).

4.4. Results
4.4.1. Older subjects vs. PD patients: Accuracy lgsas

The performance of PD patients and of older subjescshown in figure 4.3. An arcsine
transformation was performed on proportions asther data would be binomially
distributed. Following the transformation, datadach group did not violate assumptions of
normality, as indicated by the Shapiro-Wilks result

A three-factor 2x2x3 repeated measures ANOVA whthfactor of group (Older and PD
subjects) as between subjects factor and the faofdask (Noun and Verb production) and
condition (LS-SA; HS-WA; HS-SA) as within subjec#stors was performed. The analysis
showed a significant main effect of group (F(1, 38).42, p < 0.02), a main effect of task (F
(1, 38) = 30.74, p < 0.001), a main effect of ctiodi (F (2, 76) = 85.92, p < 0.001), a two-
factor taskXgroup interaction (F (1, 38) = 32.98; 0.001), a two-factor conditionXgroup
interaction (F (2, 76) = 7.71, p < 0.003), and a-factor taskXcondition interaction (F (2, 76)
=54.42, p < 0.001). However the three-factor taskXlitionXgroup interaction (F (2, 76) =
0.594, p = 0.534) was not significant.

In view of the taskXgroup interaction, each taslswaided into its three conditions and
analysed separately. A 2x3 repeated measures goomplXion ANOVA was conducted for
the noun production task. The analysis showedrafgignt main effect of condition (F (2,
76) = 6.38, p < 0.04) but not a significant maifeef of group (F (1, 38) = 0.003, p = 0.95).
The two-factor groupXcondition interaction was sigant (F (2, 76) = 3.58, p < 0.04). In
view of the interaction two repeated measure ANOWase carried out; the performance on
the three conditions of the noun generation tag«%A; HS-WA; HS-SA) was analysed
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separately within each group. These analyses gawgndicant main effect of condition for
the PD patients (p < 0.001) but the same effectneapresent for older controls (p = 0.79).
Post-hoc pair-wise contrasts executed in the PDmsthowed significant differences (using
Bonferroni corrections) for comparisons between3&and HS-WA (uncorrected p < 0.001)
and for HS-SA vs. HS-WA (uncorrected p < 0.005) modifference was found for the third
comparison (LS-SA vs. HS-SA, p = 0.38). These tssllow a clear effect of association
strength for PD patients in the noun productioi tadicating that strong associations
between stimuli and responses led to better pedooathan weak levels of association.

A similar 2x3 repeated measures groupXcondition AMQvas conducted for the task of
verb production. The analysis showed significaninneéfects of both condition (F (2, 76) =
107.29, p < 0.001), and group (F (1, 38) = 19.48,00001) and also a significant two-factor
conditionXgroup interaction (F (2, 76) = 5.16, [©062). In view of the interaction, two
repeated measures ANOVAS were run one for eaclpgiihese analyses gave significant
main effects of condition for both older contrdis(@, 38) = 26.30; p< 0.001) and PD patients
(F (2, 38) = 105.49; p< 0.001). Post-hoc pair-vasetrasts in PD patients (using Bonferroni
corrections) showed that accuracy was differerasscall three conditions of verb production,
(LS-SA vs. HS-SA, uncorrected p < 0.01; LS-SA vS-WA, uncorrected p < 0.001 and HS-
WA vs. HS-SA, uncorrected p < 0.001). Thus in PiDgmds there were an effect of selection
demands together with a stronger effect of assoaiatrength (see figure 4.3). Post-hoc pair-
wise contrasts in older subjects showed significkffiérences (Bonferroni corrections
applied) in accuracy between LS-SA and HS-WA (urextied p < 0.001) and between HS-
WA and HS-SA, (uncorrected p < 0.001). Differeritym PD patients, older controls
performed at similar levels of accuracy the LS-3# &1S-SA conditions of verb production
(p = 0.21). This indicates the presence of onlg#&ct of association strength in the accuracy
data of verb generation for older controls.

In view of the main effect of Group as well asloé two-factor interaction in the verb
generation task, we carried out a series of urateanalysis of variance in order to compare
the two groups for performance on each conditiotheftask. These analyses showed a
significant effect of group for each condition béttask (LS-SA: F (1, 38) = 13.70, p < 0.001;
HS-SA: F (1, 38) = 15.31, p < 0.001; HS-WA F (1) 3818.72, p < 0.001). Thus PD patients
were significantly impaired in all conditions ofreproduction relative to older subjects.

In order to investigate whether there were betwasks differences in each subject group
we performed two 2x3 repeated measures taskXconditNOVAs; the first was carried out

for PD patients and the second for older contitite ANOVA made for PD patients showed
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significant main effects of both task (F (1, 193%47, p < 0.001) and condition (F (2, 38) =
88.92, p < 0.001) and also a significant interacbetween the two factors (F (2, 38) =41.71,
p < 0.001). In view of the interaction post-hocrpaise contrasts (Bonferroni correction
applied) were ran between pair of correspondinglitmms of the two tasks. These showed
that patients performed significantly poorer inteaondition of verb production relative to
the conditions of noun production (verb-LS-SA vsun-LS-SA, F (1, 19) = 11.68,
uncorrected p < 0.004; verb-HS-SA vs. noun-HS-SAL,A9) = 14.96, uncorrected p <
0.002; verb-HS-WA vs. noun-HS-WA, F (1, 19) = 8Q.dAcorrected p < 0.001). A similar
2x3 repeated measures taskXcondition ANOVA wadexdout for older subjects. The
analysis showed the significant main effect of ¢bod (F (2, 38) = 17.81, p < 0.001) and of
the two-factor interaction (F (2, 38) = 18.14, 0.801) but the main effect of task was not
significant (F (1, 19) = 0.051, p = 0.82). In viefthe interaction we run post-hoc pair wise
contrasts (Bonferroni correction applied) betweam pf corresponding conditions of the two
tasks. These showed that older controls were signifly less accurate in producing verbs
than nouns only in the weak association conditi@nt{-HS-WA vs. noun-HS-WA, F (1, 19)
=17.19, uncorrected p < 0.002); by contrast, fheyormed better with verbs than nouns in
the LS-SA condition (verb-LS-SA vs. noun-LS-SA,I; 1{9) = 8.42, uncorrected p < 0.01)
and showed a trend in the same direction in theStASondition (verb-HS-SA vs. noun-HS-
SA, F (1, 19) = 5.99, corrected p = 0.024).

Finally, we also carried out the main statistigalgises on accuracy excluding the correct
responses given by the PD patients with laten@ésden 4 and 6 seconds (so as to have the
same deadline, 4 seconds, as control subjectdpwing these analyses the main pattern of

results with both verb and noun production stildhe
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Figure 4.3 Accuracy data for both subject groups in Noun-Vamd Noun-Noun tasks. The x-axis
reports the conditions of both tasks while in thexis accuracy (ACC) is reported expressed as
percentage of correct responses. Bars indicatdatamleviation. LS-SA stands for Low Selection-
Strong Association; HS-WA stands for High Selectigeak Association; HS-SA stands for High
Selection-Strong Association.

4.4.2. Older subjects vs. PD patients: Reactiongianalyses

The response times for both groups are shown urdig.4. A log transformation was
performed on the original data. Following the tfan®ation assumptions of normality were
not violated as indicated by the Shapiro-Wilks hessu

A three factor 2x2x3 repeated measures ANOVA whthfactor of group (Older and PD
subjects) as between subjects factor, and therfaofdaask (Noun and Verb production) and
condition (LS-SA; HS-WA;HS-SA) as within subjectscfors, was performed. The analysis
showed a significant main effect of group (F (1) 3&3.53, p < 0.002), a non significant
main effect of task (F (1, 38) = 2.58, p = 0.11ain effect of condition (F(2, 76) = 187.24,
p < 0.001), a two-factor taskXgroup interaction{38) = 8.26, p < 0.008), a two-factor
taskXcondition interaction (F(2, 76) = 57.86, p.8@.), and a trend towards a two-factor
conditionXgroup interaction (F(2, 76) = 2.68, p £&). However, the three-factor
taskXconditionXgroup interaction (F (2, 76) = 0.393= 0.63) was not significant.

In view of the taskXgroup interaction each task wasded into its three conditions and
analysed separately. A 2x3 repeated measures goomplKion ANOVA was conducted for

the noun production task. The analysis showed fsignit main effects of both condition (F
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(2, 76) = 15.99, p < 0.001) and group (F (1, 3864, p < 0.02), but the two-factor
interaction was not significant (p = .542). Eveaugh the interaction was not significant
pair-wise comparisons between the levels of thelitimm factor were made for each group.
Older subjects showed significant differences (Bamini correction for multiple
comparisons applied) only for the comparison mastesben LS-SA and HS-WA conditions,
(F (1, 19) = 10.88, uncorrected p < 0.005). A tremwlard a difference between HS-WA and
HS-SA (p = 0.073) was also present. No significhfierence was found for the comparison
made between the conditions LS-SA and HS-SA (p8)0Ror the PD group, significant
differences (Bonferroni correction for multiple cparisons applied) were found for
comparisons made between LS-SA vs. HS-WA (F (171B7§.98, uncorrected p < 0.001) and
between HS-SA vs. HS-WA (F (1, 19) = 15.20, unaded p < 0.002) but no difference was
found for the third comparison (LS-SA vs. HS-SA; p.69). Thus this data show that an
effect of association strength was also preserdgantion times for the PD patients group in
the noun generation task.

A similar 2x3 groupXcondition repeated measures MMRQvas conducted for the task of
verb production. The analysis showed significaninneffects of condition (F (2, 76) =
204.74, p < 0.001) and group (F (1, 38) = 18.54,00001) but the interaction was not
significant (F (2, 76) = 2.17, p = 0.12). Even tgbuhe interaction was not significant pair-
wise comparisons between the levels of the condfiotor were made for each group.
Significant differences (Bonferroni correction foultiple comparisons applied) between
each pair of conditions of the task were obtaineith fior the PD group (LS-SA vs. HS-SA: F
(1, 19) =11.18, uncorrected p < 0.004; LS-SA VS-WA: F (1, 19) = 129.63, uncorrected p
< 0.001; HS-WA vs. HS-SA: F (1, 19) = 138.58, umeoted p < 0.001) and the older control
group (LS-SA vs. HS-WA: F (1, 19) = 122.04, uncotesl p < 0.001; LS-SA vs. HS-SA: F
(1, 19) = 18.55, uncorrected p < 0.001; HS-WA Vs &S F (1, 19) = 106.80, uncorrected p
< 0.001). Thus, for the verb production task andbfath subject groups the data show effects
of both selection demands and association stretfggizondition which requires the longest
response time is HS-WA while the fastest conditgothat with low selection demands (LS-
SA).

In order to investigate whether there were betwasks differences in each subject group
we performed two 2x3 repeated measures taskXcondtNOVAs; the first was carried out
for PD patients and the second for older contiite ANOVA made for PD patients showed
significant main effects of both task (F (1, 193.89, p < 0.01) and condition (F (2, 38) =
115.27, p < 0.001) and also a significant intecacbetween the two factors (F (2, 38) =
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30.87, p < 0.001). In view of the interaction pbet pair wise contrasts (Bonferroni
correction applied) were ran between pair of cqoesling conditions of the two tasks. These
failed to show differences between the conditioith wtrong associations (Bonferroni
corrections applied; verb-LS-SA vs. noun-LS-SA(1F19) = 1.92, p = 0.18); verb-HS-SA
vS. houn-HS-SA, (F (1, 19) = 0.29, p = 0.59). Hoemas far as the HS-WA condition is
concerned, PD patients were much slower in produeanbs than nouns (verb-HS-WA vs.
noun-HS-WA, F (1, 19) = 59.69, uncorrected p < @)0@ similar 2x3 repeated measures
taskXcondition ANOVA was carried out for older seitjs. The analysis showed the
significant main effect of condition (F (2, 38) §.43, p < 0.001) and of the two-factor
interaction (F (2, 38) = 27.72, p < 0.001) but nhain effect of task was not significant (F (1,
19) = 0.89, p = 0.35). In view of the interactioe vun post-hoc pair wise contrasts
(Bonferroni correction applied) between pair ofregponding conditions of the two tasks.
They showed that older subjects were significafatbfer in giving verbs than nouns in the
LS-SA condition (Bonferroni corrections appliedrlé S-SA vs. noun-LS-SA, F (1, 19) =
14.31, uncorrected p < 0.002) while showing a trienttie same direction for the HS-SA
condition (verb-HS-SA vs. noun-HS-SA, F (1, 19).961 corrected p = 0.038). By contrast,
older subjects were slower in producing verbs thams in conditions of weak association
(verb-HS-WA vs. noun-HS-WA, F (1, 19) = 29.46, unmected p < 0.001).

In a similar way to what we made for the accuraatadthe main statistical analyses on
reaction times were also carried out excludingcibreect responses given by the PD patients
with latencies between 4 and 6 seconds. Followiegd analyses the main pattern of results
with both verb and noun production tasks still h@ldus the main effect of group found in
both noun and verb generation did not depend opdIents having a longer time in which

to respond.
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Figure 4.4 Response time data for both subject groups in Néenfs-and Noun-Noun tasks. The
conditions of each task are reported in the x-akie reaction times (RT) are reported in the ysaxi
expressed in ms. Bars indicate standard devidt®f5A stands for Low Selection-Strong
Association; HS-WA stands for High Selection-Weads@éciation; HS-SA stands for High Selection-
Strong Association.

4.4.3. Older subjects vs. PD patients: Error typealyses

The mean number of errors on the two generativestiagsshown in figure 4.5. For each
condition of the two tasks the number of errors enlag each PD and older subject was
calculated. We then assessed the data for normilldgt of the distributions were not
normally distributed; consequently, non-parameggts were used for the error type
analyses. Four types of errors were considered-sdsponses, no-responses, semantic errors
and grammatical errors (e.g. a subject gives a mdan required to give a verb). Since
semantic errors were very rare in PD patients aridally absent in older subjects we only
included the other three types of errors in thdyesesa. The error types were considered
separately within each task (second graph of figus¢ and the analyses focused on the verb
generation task given that PD patients performesledisas normal controls in the noun
generation task.

Mann Whitney tests executed for the verb generdtiek (using Bonferroni correction for
multiple comparisons) showed that PD patients nsagiaficantly more grammatical errors
(Mann Whitney U = 98.5, uncorrected p < 0.01) aodesponse errors (Mann Whitney U =

106, uncorrected p = 0.01) than older subjecthigitask. Each task was then divided into its
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three conditions and for each of these the thneestpf errors were considered separately
(third graph of figure 4.5). As far as the verbguotion task is concerned grammatical errors
were made more often by PD patients than olderestgjn each condition of the task (Mann
Whitney U = 106.5, uncorrected p < 0.01 for the &&-condition; Mann Whitney U = 107.5,
uncorrected p < 0.01 for the HS-SA condition; ananil Whitney U = 110.5, uncorrected p <
0.015 for the HS-WA condition). Interestingly ncsp®nse errors were made more often by
PD patients than older controls only in the HS-®Adition (Mann Whitney U = 102,
uncorrected p < 0.01) while only trends were pregarthis kind of error in the other two
conditions (p = 0.052 for the HS-WA condition, gnet 0.068 for the LS-SA condition).

The Wilcoxon Signed Ranks Test was used to examinether there were within subject
differences in the errors made in the verb produadiask. In this task, PD patients made
significantly more grammatical errors than errdessified as either no-response (p = 0.036)
or slow-responses (p = 0.024). This was not the t@solder controls (p = 0.88 and p =
0.255 respectively). Remarkably, in the verb praductask, PD subjects made significantly
more grammatical errors than no-response errogsinrthe HS-WA condition (p = 0.034),
while only trends were present in the two strorgpamtion conditions (p = 0.055 in LS-SA
and p = 0.072 in HS-SA). Older subjects made altiessame number of grammatical errors
and no-response errors in each condition of thie pesduction task (HS-WA condition: p =
0.9; LS-SA: p = 0.608 and HS-SA: p = 0.157).

In sum, PD patients most often made grammatical®in verb production whereas older
subjects made this kind of error as often as npenese errors. Furthermore it was in the
critical weak association condition that PD pasemtade grammatical errors more often than

no-response errors.
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Figure 4.5 Error profiles of both subject groups in each ctiadiof the tasks. The mean number of
errors for PD and Older subjects in both generatigks is showed in the graph on the left. The
different kind of errors (mean number) made by RD @lder subjects in both tasks are reported in
the graph in the middle. The graph on the rightaghthe different kinds of errors that subjects made
in each condition of the two tasks. SR stands fowSResponse; NR stands for No-Response; GR
stands for Grammatical-Error. LS-SA stands for L®@lection-Strong Association; HS-WA stands
for High Selection-Weak Association; HS-SA stamatsHigh Selection-Strong Association. Bars
indicate standard deviation.

4.4.4. Correlation Between motor and neuropsychotad status and performance in

PD patients

We investigated whether the impaired performande®subjects in the verb generation
task and also in the weak association conditiath@ihoun production task could be
associated either with their motor impairment measgiy UPDRS motor scores or with the
neuropsychological tests carried out by the patiefthe correlation between UPDRS motor
scores and error rate in the verb generation tasknet significant either for global
performance in the task (Rho =-.379, p = .10)oorefrors made only in the HS-WA
condition of the task (Rho =-.353, p = .12). THRRS motor score was also not correlated
with performance on the noun production task, eifbeglobal performance in the task (Rho
=.007, p =.97) or for errors in the HS-WA conaiitiRho = -.074, p =.75). As far as the
response time data are concerned, we did not figdignificant correlation between the
UPDRS scores and RT in either the verb or nounrgéina tasks (Rho =.288, p =.21; Rho =
.088, p = .71 respectively). The correlations wesesignificant even when only the RT data
of the HS-WA condition of the two tasks were coesatl, (Rho = .21, p =.37; Rho .047, p =
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.84 for verb and noun production respectively). BBEDmotor scores were also not correlated
with the number of missed responses in both tasks.

As far as the neuropsychological tests are condethere were strong correlations
between the error rate on the verb production aaskthe PD patients’ scores on a number of
tests sensitive to frontal lobe dysfunctions (Rho621, p < 0.005 for correlation between the
Brixton test score and verb generation performaRt®; = .684, p < 0.002, for correlation
between the Stroop score and error rate on verérggon; Rho = .544, p < 0.02, for
correlation between the FAB score and error rabey R-.603, p < 0.006 for correlation
between the Trail Making Test section B score anar eate). The same correlations also
held when the weak association condition of thé yemeration task (HS-WA) was
considered alone.

Interestingly, no correlations were observed betwibe same neuropsychological tests
and performance on the noun production task, boiwt was considered globally (Rho = -
.366, p = 0.11 for correlation between the Brixtest score and error rate in noun production;
Rho =.314, p = 0.17, for correlation between ttred score and error rate; Rho = .27, p =
0.24, for correlation between the FAB score andraate on noun production) and when it
was considered only in its weak association coowlitHowever, there was an exception: PD
patients’ performance on the noun generation taskaorrelated with the scores they
obtained on the Trail making test section B (Rha34, p < 0.02, for global performance on
noun production, and Rho =-.519, p < 0.02, foomrmade only in the HS-WA condition of
the task).

4.4.5. Analysis of covariance and correlation beemelask Relevant Response (TRR)
ratios and performance in PD patients and older $etts: the role of TRR and

associative strength in verb production

Correlation between TRR and subjects’ performance

We have also investigated whether any correlatast®between the values of TRR and
subjects’ performance on the two tasks. We fourmhgtcorrelations between the TRR ratios
of stimuli used in the verb generation task andgperance on this task; this occurred both in
PD patients (Rho =-.636, p < 0.001) and in olddyects (Rho = -.523, p < 0.001). The
higher were the values of TRR the better was thopeance. Interestingly we found a
correlation between the TRR ratios of stimuli usethe noun generation task and

performance on this task in PD patients (Rho =6,.24< 0.05), but not in older controls (Rho
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=-.079, p = 0.51). Such a result was probablytdweceiling effect in the noun generation
performance of older controls.

Correlations were also ran between the numberarhgratical and no-response errors,
made by both PD patients and older subjects it®&VA condition of verb generation, and
the TRR ratios of the corresponding stimuli. Asdargrammatical errors are concerned, a
significant correlation between their number andRTfatios was found, in the HS-WA
condition, for PD patients (Rho =-.423, p < 0.86) not for older subjects (Rho =-.064, p =

.77). When no-response errors were considered ofaine correlations reached significance.

Analysis of covariance

In order to investigatevhether TRR ratios or associative strength or pbgsioth was the
key factor as far as the deficits observed in thepRtients in the most problematic condition
of verb generation (HS-WA) are concerned, we ramANCOVAs (one on verbs and one on
nouns), both with the number of errors on each woade by patients in the appropriate
group as the dependent measure. In each of thAN@OVASs the three standard conditions
(LS-SA; HS-WA; HS-SA) were contrasted and TRR matigere used as a covariate. For
verbs we excluded all word stimuli with %TRR > 8r8order to have the same range of
%TRRs for the critical HS-WA condition as for thier two conditions; in a similar fashion,
for nouns, we excluded all words with % TRR belowdedr above 93.3. Such operations on
stimuli led to a range of 13-23 words per condition

The first ANCOVA was carried out for verbs. Thisalysis showed an effect of the
covariate (TRR), (F (1, 53) = 5.05, p < 0.03), treembles the correlation found between
TRR ratios and performance on the verb generasisk, and also a highly significant effect
of the fixed factor (condition at three levels)(& 53) = 18.51, p < 0.001). A series of post-
hoc tests were carried out between the levelseo€timdition factor using Bonferroni
corrections for multiple comparisons. These telstsv@d that the HS-WA condition was
significantly different (i.e. worse performancedrin the two conditions with strong
associations (LS-SA vs. HS-WA, F (1, 34) = 16.6%arrected p < 0.001; HS-SA vs. HS-
WA, F (1, 41) = 33.4, uncorrected p < 0.001) wiilile comparison between the two was not
significant (F (1, 30) = 0.42, p = 0.84). The ANC®¥arried out for noun generation did not
produce any significant effect, either of the caoatar (F (1, 49) = 0.22, p = 0.65) or of the
condition factor (F (2, 49) = 2.29, p = 0.11).

To summarize, the results of the ANCOVA made orbbseupports the correlation

between TRR ratios and error rates in the verbrg¢ine task, and hence confirms that the
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TRR is an important factor in explaining the penfi@ance of PD patients on this critical task.
However, the ANCOVA also suggests that the TRRoistime only factor accounting for the
problems shown by PD patients. Associative strerggébso important in determining the
poor performance that PD patients had in the HS-a&dition of verb generation relative to

the other two conditions of the task.

4.4.6. PD patients’ medication and single word pradion

As reported in the text there are differences inlicaion taken by the patients. Twelve
patients were only on dopaminergic medication, &tk remaining eight were also taking
non-dopamine medications. In particular, threegrasi were taking MAO-inhibitors, one
patient was taking Amantadine, one patient wasitakrasodone, one patient was taking
catechol-O-methyltransferase inhibitors, one patieas taking Clozapine+catechol-O-
methyltransferase inhibitors, and another one akisag Clozapine+Lorazepam+Sertraline.
Of these eight patients only the latter two showedeased difficulties at the
neuropsychological assessment performing partigybarorly in: a) both versions of the
Story free recall test, b) WCST, c) Trial Makingst Section B (one patient), and in d)
Matrices of Raven (one patient). In order to asesnfluence on cognition of non-
dopamine medications (Moussa, Youdim, & Bakhle,@Meco & Bernardi, 2007) we
excluded these two patients from the populatioRDfpatients (n=18) and we run again the
main statistical analyses. When two three-factw2x3, ANOVAs with repeated measures
(Group: Patients vs. Older controls; Task: Noun ¥atb production; Condition: LS-SA, HS-
WA, HS-SA) were carried out, one for accuracy and for reaction times, the same pattern
of results as that obtained for the entire PD pajoorh (n=20) held. Thus we may exclude the
possibility that the PD patients’ difficulties witkerbs are crucially influenced by the effects

of non-dopamine medication.

4.4.7. Summary of results

PD patients were impaired in the verb productick taith respect to normal age-gender-
education matched controls, performing significamtbrse in all conditions of the task. By
contrast, they performed in the normal range innaoduction (see figure 4.3).

As far as accuracy performance on the verb gewertdsk is concerned, both groups of
subjects were less accurate in situations of wealukis-responses association strength (HS-
WA) than strong stimulus-response association gthefL,S-SA and HS-SA). A significant
groupXcondition interaction was obtained for accyrauggesting that PD patients performed
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the HS-WA condition extremely poorly. However,gtriot possible to rule out the possibility
that the significant interaction may derive froroeadling effect for the older subjects on the
accuracy measure in two of the conditions. PD ptjéut not older controls, also showed an
effect of selection demands (i.e. HS-SA performedse than LS-SA) in the accuracy data of
the verb generation task. When performance ondalie production task is considered an
effect of association strength (i.e. HS-WA perfodmeorse than HS-SA and LS-SA) was
present in the accuracy data of PD patients bubholder subjects even though there was no
overall effect of group. In a similar fashion t@therb generation task, PD patients were
significantly less accurate in producing nounshie HS-WA condition than in the two
conditions with strong associations. A significgmupXcondition interaction was in fact
obtained for accuracy in the noun production task.

As far as response times are concerned, the rasditsted that PD patients were slower
than older controls in all conditions of the twsks. However there were not significant
groupXcondition interactions (see figure 4.4). Padignts showed an effect of association
strength in both tasks (i.e. HS-WA slower than HS&8d LS-SA) and also an effect of
selection demands (i.e. HS-SA slower than LS-SAh@werb generation task. Older controls
showed effects of association strength and seted@gmands in the verb generation task but
none of these effects were clearly evident in tenngeneration task.

The analysis of error types showed that PD patieratde more grammatical errors than
older controls in each condition of the verb prdductask whereas differences between
subject groups were much less evident in the numbeo-response errors (see figure 4.5).
PD patients also made more grammatical errorsribaresponse errors specifically in the
weak association condition of the verb productaskt By contrast, older controls did not
show differences between these two kinds of eiroasy condition of the task.

Significant correlations were also obtained betwberperformance of PD patients in the
verb production task and both neuropsychologicabtand TRR ratios. The latter were also
correlated with PD patients’ performance on themproduction task. Finally, the analysis of
covariance showed that associative strength ismaoritant factor in determining the
extremely poor performance of PD patients in theWi& condition of the verb production

task.
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4.5. General discussion

4.5.1. Interpretation of PD patients’ impairmentoth within and beyond the domain of

language

A first interpretation of the global pattern of uéts found in PD patients might be that
they find word generation tasks more difficult thrmal controls. However, the evidence of
similar levels of accuracy between patients androtsin the noun production task rules out
an explanation of global difficulty in generatingsgs in PD patients. An account related to
task difficulty for the problems that PD patients/a in the verb production task would be
that verb generation is more difficult than nounegtion. In fact, there is evidence
suggesting that verbs are indeed more difficulb thauns. Thus Gentner (1981) has shown
that verbs are harder to remember, more slowlyiesdjbby children and are more broadly
defined than nouns (she reported that the 20 meguént verbs have an average of 12.4
word senses each, while the 20 most frequent nloawvis an average of 7.3 word senses
each). Consistent with this view the analysis bage@RR might be taken to indicate that
verb generation is more difficult than noun prodwet Moreover the evidence that PD
patients made more errors in the strong associatoditions of the verb generation task
relative to the same conditions of the noun germrdaask might further suggest that verbs
are more difficult to generate than nouns. Fomibeen production task, PD patients made
more errors in the weak association condition ihahe strong association conditions. The
weak association condition of this task was also@ated with lower values of TRR relative
to the strong association conditions and this migie that the weak association condition is
intrinsically more difficult than the other two aditions.

Another possibility, however, is to consider theoammed performance of PD patients with
verbs as due to a specific deficit within the laag® domain. Generally, studies of language
disturbances in PD patients have led to conflictegylts so it is not clear whether specific
language deficits form part of the PD patients’no@gychological profile. However, there
have been reported studies showing deficits in Biizpts when they performed tasks of
syntactic judgements (Tweedy, Langer, & McDowell82), when they were required to
apply grammatical rules (Ullman et al, 1997), arfcewthey had to learn new verbs
(Grossman, Stern, Gollomp, Vernon, & Hurtig, 1994)the third of these studies the authors
reported a verb-learning impairment in PD patiemd suggested that the deficit could be
accounted in terms of memory deficits in some efghtients while it was likely to be due to
some compromised aspects of grammatical processimgst of the patients. Moreover, as
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reported in the Introduction, Péran et al. (20@B)aaced the possibility that the verb
generation impairment found in their PD patientsldde due to a grammatical deficit.
Nevertheless the authors of this latter study diddiscuss this deficit further, merely
assuming that “the deficit for verb production weserved is related to a grammatical
impairment as a consequence of a dysfunction ofrtimtal cortex in nondemented PD
patients” (Péran et al, 2003, p. 155). Indeed tieeexidence that nouns and verbs are
processed in different brain regions with verbsvating the left prefrontal cortex in
particular while nouns activate the left inferientporal lobe (Shapiro et al., 2006).
Nonetheless, there is also evidence against sdidtiaction between verb and noun
processing. For instance, Tyler, Russell, Fadild ®oss (2001) reported activation of a large
semantic network extending from the left inferimrftal cortex into the inferior temporal lobe
for both word classes.

As briefly reported in the Introduction of Chap®rthere have been reports of evidence
against the idea of an isolated grammatical dahdRD patients and more generally against a
language specific function of BG (Longworth et aD05; see also Katsarou et al., 2003). For
instance, Hochstadt, Nakano, Lieberman, and Fried@2@06) found that the errors made by
a population of PD patients in a sentence compebertask correlated with measures of
verbal working memory span and cognitive set-svimglability. In a similar way, Grossman
et al. (2002) found that the performance of PDgudsi on various executive functions tests
was impaired and correlated with their faulty saneecomprehension. For instance, they
found that performance in sentence comprehensigrcaselated with that on the Trail B test
and the Stroop test. These authors suggestedédtfatipance on executive tests involving
inhibition and planning was related to that on seoé comprehension.

In line with this evidence we have reported an assion strength effect in the noun
production task for the PD patients and also sicguit correlations between executive
measures (Stroop test, Trail B, Brixton, and FABJ @erformance in the verb production
task. Thus, our results would support the hypothésat PD patients’ language impairments

are not due to language specific deficits.

4.5.2. The current interpretation

The condition with weak stimulus-response assamagirength (HS-WA) was the most
critical for PD patients. This was the case fobveroduction and also, to a minor extent, for
noun production. As originally suggested by Madid Cheng (2006) weak stimulus-

response associative links require controlled séimeetrieval. According to Badre &
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Wagner (2002; see also chapter 1) controlled sem@attieval comes into play when
bottom-up activation of the target representatgomsufficient to result in recovery of the
relevant knowledge. In comparison to automatic sgimaetrieval, controlled semantic
retrieval is “1) slower and more effortful; 2) chias retrieval of task-relevant information
even in the face of stronger; prepotent task-imah representation and 3) it can either
directly or indirectly inhibit the retrieval of ppetent, task-irrelevant information” (Badre &
Wagner, 2002; p. 207). On the contrary, in situsim which strong associations exist
between the retrieval cues (noun stimuli in ouetasnd the relevant knowledge, automatic
semantic retrieval should take place. In our expental paradigm strong stimulus-response
associations occur in both situations of high sslaqHS-SA) and low selection (LS-SA).
Automatic semantic retrieval should be possibleath of these conditions. Badre and
Wagner’s theory (2002) can be viewed as a spaosiantiation of the operation of the SAS
as modulating the operations of the CS as conwriéistCS operating alone (Norman &
Shallice, 1986). As already shown, in Norman andll®le’s view, CS concerns the routine
selection of actions. In situations of automatimastic retrieval lemma selection is such a
routine operation. On the other hand, a SAS sysarquired in hon-routine tasks to “bias”
the activation levels of the units involved in gemtiion scheduling. In Badre and Wagner’s
terms (Badre & Wagner, 2002; Badre et al., 2008)would correspond to controlled
semantic retrieval.

However, the contrast between controlled and auiocreamantic retrieval does not
explain the full pattern of results observed in Blr patients and in particular those obtained
in the verb generation task. In fact, we showed Biapatients performed worse than older
controls not only in the weak association conditddthe verb generation task but also in the
two strong association conditions of this task. &ionportantly PD patients also showed an
effect of selection demands on the verb generasisk both in accuracy and response times.
Indeed, they performed poorer and slower in theSAShan in the LS-SA condition. This
suggests considering in more detail the cognitdgriirements of a task such as verb
generation. This is particularly important when tasults of the TRR analysis are borne in

mind.

4.5.3. Cognitive mechanisms involved in verb protioc
As previously discussed, 45 normal subjects wekedat provide the first word that
came into their mind for each noun stimulus. Edchidus used in the two tasks was then

associated with a measure that we callask Relevant Response (TRRe figure 4.2)The
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TRR ratios gave a measure to what extent each stoianlus elicited responses that were
relevant with the task that had to be executetidexerb or noun production). Moreover the
TRR analysis showed that 80% of the responsestadhn stimuli consisted of other nouns,
while verbs formed about only 6% of the responsels@ther words, in most of the cases a
noun was spontaneously associated to another fbisindicates that, in the verb
production task, even when strong associationsdertwmouns and verbs exist, a shift has to
be made abandoning the default responses (noufesjaar of the task relevant ones (verbs).

Recently, Thompson-Schill and Botvinick (2006) hawvasidered verb generation within
a Bayesian framework which was based on three assomptions. First they assumed that a
set of response representations is triggered hiynalsis and this set would represent a
probability distribution that resembles a pattefnesponses that one would obtain in a free
association task. Second, they argued that suobbalpility distribution is translated by a
second process into a single response. Third,dlaay that the probability distribution over
the representations of the responses is also imfkeeby task representation as well as by the
stimulus. The authors suggested that in the cagerbfgeneration, task representation shapes
the probability distribution by scaling up the pabllity of verbs and scaling down that of
non-verb responses. In other words, task reprets@miaiases the distribution of the
responses toward verbs. They argued that the L$Rei source of such a control process
although they refrained from giving a specific liization for the basic framework briefly
described above.

In our study the TRR analysis showed that, in @ \generation task, the stimulus nouns
of the HS-WA condition were less often associatétl the appropriate responses (i.e. verbs
represented less than 3% of the responses; see fidt) than were nouns in the other two
conditions. The same analysis when carried outh®iconditions of the noun generation task
showed that, in a similar fashion to the verb patidun task, the nouns in the HS-WA
condition were associated with the highest valdgask-irrelevant responses in comparison
with the nouns of the strong association conditigrsvever, in the HS-WA condition of
noun generation, the task-irrelevant responses meanh less than the task-relevant
responses; in fact nouns formed 73% of total resg®im this condition; see figure 4.2).

Thus, in both tasks a weak association betweernuktgyand response leads to a higher

number of task-irrelevant responses, which in tndicates increased interference in giving
answers which are not strongly associated withugtirAs already shown, in our study TRR
ratios correlated, in both subject groups, withuaacy performance on the verb generation

task. However, only for the PD subjects did the T\RRies correlate with the number of
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grammatical errors made in the critical HS-WA caioah. In terms of the Thompson-Schill
and Botvinick’s model, the HS-WA condition wouldjtere a high degree of control in order
for the probability of verbs to become higher thlamse of non-verb responses.

As far as PD patients’ performance on the two tasksncerned, we showed that they
were much better in giving nouns than verbs inHB&eWA condition. Such a difference was
much more marked in the patients than in olderrotsitAccordingly, we argue that the
production of weakly stimulus-related verbs posesenrdemands for cognitive control than
the production of weakly stimulus-related nounstbjgroduction occurs in a context in
which prepotent, task-irrelevant competitors [eun responses) are strongly activated; by
contrast during noun production task-irrelevanpogses (i.e. verb responses) are much less
activated. Thus, the poor performance of PD paienthe HS-WA condition of verb
generation may be due to their inability to actask-relevant responses in the context of
both weak stimulus-responses association stremgttnighly activated task-irrelevant
competitors. In other words, as also suggestetidANCOVA carried out for verbs, both
association strength and ease of selection ofrelekant over task-irrelevant responses
(TRR) are important factors in determining the défof PD patients in the HS-WA condition

of verb generation.

4.5.4. What kind of problems do PD patients havepiroducing verbs?

Our empirical results suggest that both factorstiofiulus-response association strength
and selection between competing alternatives apeitant in determining whether a
response can be produced in PD patients. Our netatpon of PD patients’ deficits would
extend the “two-process model of fronto-tempomaitool of semantic memory” proposed by
Badre et al. (2005), namely the processes of clbedréassociative) retrieval and selection
during retrieval, by suggesting that BG may havelain both of the two processes
considered in this model. According to our reswiisen semantic retrieval occurs through
bottom-up (automatic) mechanisms, the selectiaask-relevant responses is successfully
accomplished most of the time but it is poorer slogiver in situations of high competition
between alternative options (HS-SA) than in sitwaiof low selection (LS-SA). Thus, the
process of selection of responses from amongstvett task-relevant competitors is a
process that is affected in PD patients. On therdiand, with weak associations, retrieval of
task-relevant responses requires top-down (coattpthechanisms (mediated by left anterior
VLPFC in the model of Badre et al., 2005) which trepecify the general class of an
appropriate response (i.e. verbs in the contertafy active nouns in the verb generation
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task). This process also appears to be impair@Dipatients. Often irrelevant information
prevails over the relevant one in these patiergsfiouns are produced instead of verbs).

The extension to BG structures of the Badre e3 005) model of control of semantic
memory, receives support from evidence which shimasPD patients have problems in both
response selection and inhibition of competingraéiBves (Longworth et al., 2005; Castner
et al., 2007; Castner et al., 2008) and in lexacal semantic retrieval (Crosson et al., 2003;
Higginson, Wheelock, Carroll, & Sigvardt, 2005). @possibility is that our PD patients
suffer from a dysfunction of the frontostriatalatiit which connects the ventral regions of the
caudate to the ventral regions of the frontal lobeluding both regions of the VLPFC
considered by Badre et al. (2005) to be crucigldast retrieval selection and in controlled
semantic retrieval. However, the functions of tH&”?¥#C have been held to remain relatively
intact in mild PD (Owen, 2004), an interpretatiohieh if correct, would point to the
importance of the role of the BG for correct penfi@ance on the verb generation task in
general, and more particularly, on the most chitbtcadition of this task (i.e. HS-WA).

Our results are also in accord with the suggesifd@ools, Barker, Sahakian, and
Robbins (2003) who argued that L-Dopa may normalgamine levels in many areas of the
brain of PD patients (particularly in early PD)chuas the dorsal striatum (connected to the
dorsolateral prefrontal cortex), while “detrimehyadverdosing the relatively intact ventral
striatum and its connections to the ventral pre&bcortex” (Cools et al., 2003, p. 1431). As
has recently been proposed (Braver & Cohen, 2000|92t al., 2001; 2003; see also chapter
1), dopamine might have a key role in the abilityatcess task-relevant information because
it would facilitate a “focusing” cognitive functioly gating task-relevant while inhibiting
task-irrelevant corticostriatal projections. Thus study seems also to confirm the position of
Cools et al. (2003) that dopaminergic medicatioly mgair cognitive performance

depending on the level of dopamine in underlyingico-striatal circuits.

4.6. Conclusions

Our results strongly suggest that the key factackvis likely to explain the performance
of PD patients in word generation tasks shouldoedboked for within the grammatical
domain per se. The defective generation of vertbpatients appears to be due to the
default structure of the semantic network in whicluns are most often associated to other
nouns. Controlled semantic retrieval and seledbietnveen alternative responses (Thompson-
Schill et al., 1997; 1998; Badre & Wagner, 2002¢ieet al., 2005; Martin & Cheng, 2006)
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represent the roles that both the BG and the LIEfegnterior and mid VLPFC according to
Badre et al., 2005; see also Robinson et al., 12085%; see also chapter 2) fulfill in order to
both select responses in situation of high compatand responses that appear to be both

weakly related with the stimuli and subject touision from irrelevant competitors.
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Chapter 5

5.1. Empirical background and aim of the computatimal model

The findings of the noun and verb generation expent, carried out on both PD patients
and older controls, have shown that both factoregpponse selection and associative strength
influence single word production with the latterimg a greater impact on performance than
the former. Indeed both subject groups performedatbak association condition of the verb
generation task worse (lower accuracy and slowgrtRan the strong association conditions.
A similar patter of performance was also shown BypRtients on the noun generation task.
On the other hand, an effect of selection demaA&sSA performed poorer than LS-SA) was
only evident in the verb generation task, and is tésk it occurred in the RT data of both
subject groups but in the accuracy data of onlypBients. Importantly, our findings also
suggested that task-irrelevant responses diffgraffit.ct the performance in the two tasks. In
particular noun responses interfere during verlegeion more than verb responses do during
noun generation. More specifically, the findingdigate that noun responses interfere
particularly during the production of weakly stirastrelated verb responses, namely during
the condition of verb generation with weak stimulasponse associative strength (i.e. HS-
WA). Thus, in a similar fashion to Badre et alQ@3) and also to Thompson-Schill and
Botvinick (2006) we have shown that when assoaasivength is manipulated across task
conditions this can also result in variable contmetibecause of the presence of irrelevant
competitors predominantly in situations of weaknstius-response associative strength.

In the domain of verb generation the competitivesue association strength debate
(Thompson-Schill et al., 1997; 1998; Martin & CheBg06, respectively) (see chapter 4) has
led to the proposal of two different demonstrativedels (i.e. not fitted to any experimental
data). Thompson-Schill and Botvinick (2006) havegased a model to reconcile selection
and association strength in a Bayesian “competitiodel”. This model relied on the strength
of cue-response associations (e.g., apple-eatglhssvon inhibitory connections between
competing responses (e.g., eat vs. harvest) (geeefb.1). In more detail their model rested
on three assumptions. First, the presence of aiktgiriggers a pattern of activation across a
set of potential response nodes. This patterntofedimn would be similar to that obtained
using free association norms. Second, they assa@ tsecond process translates the
probability distribution into a single responsee thtency of a response is assumed to vary
inversely with its probability value. Finally theyso assume that the task representation may
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shape the probability distribution over the cantkdasponses. Thus in the case of verb
generation, the task representation would biasligteabution of the responses toward verbs,
increasing their probability and decreasing thatains.

Thompson-Schill and Botvinick have also tried teketénto account the finding of Martin
and Cheng (2006) of equal RT on the conditions wsitbng association of their task (i.e. HS-
SA and LS-SA in our paradigm). The authors reguetresults of preliminary simulations
obtained using a simple two-layer network modelesponse selection in which a stimulus
node was connected to two response nodes whichirinmtere connected with each other by
reciprocal inhibitory links (Usher & McClelland, Q0; see figure 5.1). The weight of the
connections between the stimulus and the two resgppades could be either equally
distributed between the two links (i.e. 0.5 and @05 the condition with high selection
demands and strong association (HS-SA), or unbathbetween the links (i.e. 0.9 and 0.1)
for the LS-SA condition. The authors showed thatgheed with which a response node was
chosen depended on the degree of competition betthieeresponse nodes (Verbl and Verb2
in the figure); thus there were values for the paatr controlling the strength of the
reciprocal inhibitory connection weights betweea two response nodes (i.e. parameter 3 in

their model), under which the two conditions yieldearly identical RT.

Verb 1 Verb 2

o

Noun

Figure 5.1. Application of the Usher and McClellawhodel (2001) to verb generation by Thompson-
Schill and Botvinick (2006). \Wand W represent connection weights between the noun kstinaund

the verb responses. Inhibitory connection weigbtsvben the verb units are controlled by parameter 3
(not shown).
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As far as the weak association condition of thetMand Cheng’s (2006) paradigm is
concerned, Thompson-Schill and Botvinick (2006)ral¢ghat this condition is also of higher
selection demands than the conditions with str@sgeation given that competition from
non-verb responses would be particularly high tnagions of weak association. Thus,
differently from Martin and Cheng (2006) and Mardind Byrne (2006), but also from
Thompson-Schill et al., (1997; 1998), Thompson-bBehid Botvinick (2006) acknowledge
that non-verb responses may have a role in verbrggan.

In response to Thompson-Schill and Botvinick (2008artin and Byrne (2006) have
proposed a model of verb generation that did nadlue any true competitive mechanism
(i.e. direct inhibition between response nodesgiiTimodel rested on the spread of activation
across associative connections between cue andngsp In a similar way to Thompson-
Schill and Botvinick, Martin and Byrne also assulimat task representation has an important
role for the retrieval of verb responses. In patticthey claim that it leads to the activation of
the concept “action” during verb generation (sgere 5.2). The selection of a response in
this model would be determined by the conjointwation from the noun cue and from the
“action” concept. The strength of the associatinkd between the noun cue and its
associated responses and between the conceptt‘aatid the verb responses (these latter
associative links are assumed to be of equal dtrendviartin and Byrne’s model) influence
the strength of the spread of activation in th@eissive semantic network of Martin and
Byrne. According to these authors, the associatirength between the noun cue and the
most frequently produced verb is directly reflecitethe RT to produce the verb, irrespective
of the strength of competing responses. In othedgydhey claimed that the simple relation
between associative strength and latency of vesfporese production accounts for the data of
their experiment (i.e. Martin & Cheng, 2006).

However, Martin and Byrne have proposed that aebfit mechanism is also involved in
situations of weak stimulus-response associatrength (HS-WA), namely one of controlled
search of memory. This mechanism operates wheactineation of no response nodes
overcomes the threshold within a certain amouninaoé. Briefly, they speculate that in this
type of situation the activation of the conceptti@t’ is strategically varied (i.e. increased
and decreased) and that this concept is used trgeith the non-verb associates, which
spontaneously spring to mind, to find a verb reldtethe initial noun cue. Martin and Byrne
propose that such a mechanism could in principdaéx the performance of their subjects in
the condition with weak association (i.e. longer eIative to the conditions with strong

association).
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Figure 5.2. The noncompetitive model of Martin &yine (2006). The figure illustrates spreading
activation from both the concept associated withrtbun stimulusloor and from an “action” concept.
In the figure the darkness of the associated canmumfes indicates the degree of activation.

In sum, both models briefly sketched above offégresting accounts for subjects’
behavior on the verb generation task; however mbtieese models implement its
assumptions in a detailed way so that it is nardi®w executive control mechanisms
interact with associative retrieval to produceahserved verb generation performance. For
instance, Martin and Byrne pointed out that théiiaary simulation of Thompson-Schill
and Botvinick failed to address the role of nonbveompetitors. They also raised the
question of which kind of model, if any exists Wt whould be required to accommodate
different sets of results (i.e. both the effectselbction demands and association strength).
Finally, Martin and Byrne also claimed that with@uy further computational evidence their
own model should be preferred to that of ThompsomiSand Botvinick given that it
explains, in principle, the same data without néfigrto any competitive mechanism.

In this chapter we present our proposal of a motleerb generation which rests on the
functional interaction between executive contral associative retrieval. Our model also
extends to noun generation and tries to explainrepabduce the performance that older
controls, PD patients, and young adults show oh tiwse tasks. Indeed, we have also
obtained a standard of performance on single wergt@tion tasks by administering young
adults the same noun and verb generation taskise Ifirst part of this chapter we present the

results of this experiment.
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Our cognitive model relies on basic models of eisdive retrieval (ACT-R memory
theory; Anderson et al., 2004) and on simple meishasof executive control (Nigg, 2000;
Stuss et al., 2005). According to our proposal \&rth noun generation consists of three
processing stages: (1) allocation of attentionatniaval cues, (2) associative retrieval, (3) and
response inhibition. Moreover we also assumedtheatelease from a retrieval failure and
the initiation of a new retrieval attempt requiree and executive resources. The model was
tested in a simulation which was aimed to reprodbhegperformance of young adults, older
adults, and PD patients on noun and verb generdtlumresults of the simulation show that
PD patients and older controls differ particulariyhe ability to inhibit task-irrelevant
responses and in the speed of release from avatfalure.

More generally, our model shows that both the aotaf verb generation of strength of
association and inhibition/competition can be indgd into one coherent model by assuming
that they apply to two distinct stages. Thus thegdchnot be considered as alternative
accounts as was originally argued (Thompson-Sehal., 1997; 1998 vs. Martin & Cheng,
2006) or alternative viewpoints on the same thisg has been recently advanced
(Thompson-Schill & Botvinick, 2006 vs. Martin & Bye, 2006).

5.2. Noun and verb generation in young adult subjes

We carried out an experiment of noun and verb gdioerin young adults using the same
paradigm as that used on populations of older stdbgnd PD patients. The aim of the
experiment was twofold; first, we wanted to apprdise generalizability of the results that we
obtained on PD and older subjects and to showthieatonclusions reached so far on the
relative role of association strength and respaosepetition do not depend on age-related
impairments or compensatory cognitive strategiespsd, this experiment allowed us to
determine a standard of performance for noun arld generation, which was necessary for
the development of a unitary account.

In the experiment, we adopted the same stimuliraethods used on older controls and
PD patients. Following our previous results (sesptér 4) we expected to observe a strong
effect of stimulus-response associative strengthath tasks. However, effects of selection
demands were expected to be less evident sinoeyiprevious study (see chapter 4), they
were obtained only in verb generation and they wereerally less marked than the effects of
association strength; moreover Martin and Chengrtegd no RT difference between high and
low selection demands conditions (with matched @asion strength) in a normal adult
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subject population. Finally, based on both the mslof Task-Relevant Response (TRR) (see
figure 4.2 of chapter 4) and on the results showivag both PD patients and older controls
found the HS-WA verb condition particularly diffituwe hypothesized that young subjects
could be slower with verbs than nouns in this @aitcondition. Given the greater efficiency

of executive processes in younger participantgivel@o older subjects and PD patients, we
expected to observe the effects mainly on RT. ¢t faven though younger participants are
usually able to retrieve task-relevant respons&sialthe face of prepotent task-irrelevant
information, the potential inhibition of task-ireslant responses and the consequent further
retrieval attempts require additional time.

Summarizing, in line with our previous results anth the findings of Martin and Cheng
(2006) our predictions are that RT is higher indibans of weak association (vs. strong
association) for both tasks (H1; association stier{fect), either equal or slightly higher in
the high selection-strong association condition-&#§ relative to the low selection-strong
association condition (LS-SA) (H2; selection denseflect), and more specifically, higher
in verb generation (vs. noun generation) in theddwmn with weak association (HS-WA)

(H3; potential interference of non-verb responses).

5.2.1 Methods

Design and Stimuli

Following Martin and Cheng (2006) and our previemperiment (see Chapter 4) the
generation of nouns and verbs was examined usiag sttmuli belonging to three
experimental conditions. In two experimental coiodi$, the stimuli were matched for
stimulus-response associative strength but differesgtlection demands (low selection-strong
association, LS-SAhigh selection-strong association, HS-SA). In thiedtexperimental
condition, we used stimuli with high selection demsiand weak stimulus-response
associative strength (HS-WA). Thus, the desigrtierverb/noun generation experiment was
a 2 (verb generation, noun generation) X 3 (LS-88;WA; HS-SA) dependent measures
design.

As already shown, after two pilot tests twenty-thn@uns were selected as stimuli for
each of the three conditions of the two tasksefh noun stimulus we have used the ratio of
the response frequencies of the two most comm@onsgs as a measure of selection
demands (following Thompson-Schill et al., 199798Pand the ratio of the mean association
strength of the first two most common responseléoumber of subjects who judged noun-

verb (and noun-noun) stimas a measure of stimulus-response associatiorggireks
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proposed by Martin and Cheng (2006; see also chédptthe response frequency of a verb
(or a noun) was used as an index of its associatrength with the stimulus noun. The
stimuli used in the noun and verb generation task® matched for associative strength (of
corresponding conditions), selection demands (oksponding conditions), frequency, and

concreteness (see table 4.3 of chapter 4).

Participants and Procedure

Twenty young adults (10 M and 10 F, age range: Dluaderwent the verb and noun
generation tasks, with the order of administrabbthe two tasks counterbalanced within the
sample and a random presentation of noun stimuhethree conditions. Participants were
asked to produce a verb (or a noun) related to rach stimulus as quickly as possible
within the time limit of 4 seconds. The main depemtdvariables were RT (msec) and

proportion of correct responses.

5.2.2 Results

Theresults of the noun and verb generation taskshenersin Figure 5.3. Log-
transformed RT and arcsine-transformed accuracyalidiolate assumptions of normality
(Shapiro-Wilks test).

Accuracy analyses

A 2 x 3 repeated measures ANOVA with task (noun\arth generation) and condition
(LS-SA; HS-WA; HS-SA) as within-subject factors wearied out on the proportion of
correct responses. The analysis showed the maiateff condition (F (2, 38) = 4.54, p <.02)
and a significant taskXcondition interaction (F 338) = 4.50, p < .02) but the main effect of
the task was not significant (F (1, 19) = 0.91, 85). In view of the significant interaction
two repeated measure ANOVAs were carried out, onedch task. These analyses showed a
significant main effect of condition for verb geagon (F (2, 38) = 5.62, p < 0.01) but not for
noun generation (F (2, 38) = 1.05, p = 0.35). Adoagly, post-hoc pair-wise contrasts were
only executed for the verb generation task (usiogf@roni corrections). The tests showed a
significant difference between HS-SA vs. HS-WA {19) = 8.11, uncorrected p = 0.01), a
trend of LS-SA performed better than HS-WA (F (@) % 5.26, corrected p = 0.033), and no
difference between LS-SA vs. HS-SA (F (1, 19) =304.= 0.72). Thus, the results indicate a

marginal effect of association strength for accyiiacverb generation.
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In view of the taskXcondition interaction, we al|serformed post-hoc pair-wise contrasts
(Bonferroni correction applied) between pairs afresponding conditions of the two tasks.
As far as the two strong association conditionscareerned, these tests showed that young
adults are equally accurate in producing nounsvaniols (verb-LS-SA vs. noun-LS-SA: F (1,
19) =1.08, p = 0.31; verb-HS-SA vs. noun-HS-SA1F19) = 0.31, p = 0.58). However a
trend for the HS-WA condition was obtained whicHigated worse performance with verbs
than nouns (verb-HS-WA vs. noun-HS-WA: F (1, 19.86, corrected p = 0.021).

Reaction time analyses

A 2 x 3 repeated measures ANOVA with task (nounarth generation) and condition
(LS-SA; HS-WA; HS-SA) as within-subject factors wesried out on RT. The analysis
showed the main effect of condition (F (2, 38) =229 p < .001) and a significant
taskXcondition interaction (F (2, 38) = 23.01, g081), but the main effect of the task was
not significant (F (1, 19) = 0.89, p = .35). Inwief the significant interaction two repeated
measure ANOVAs were carried out, one for each fakkse analyses gave a significant main
effect of condition both for noun generation (F38) = 14.44, p < 0.001) and for verb
generation (F (2, 38) = 86.61, p < 0.001). Postymicwise contrasts executed for the noun
generation task showed significant differencesn@&onferroni corrections) between LS-SA
vs. HS-WA (F (1, 19) = 15.41, uncorrected p < 0)0d HS-SA vs. HS-WA (F (1, 19) =
26.67, uncorrected p < 0.001) but no differencevbeh LS-SA vs. HS-SA (F (1, 19) = 0.003,
p = 0.95). The data show a clear effect of assoaatrength but not of selection demands
for RT in noun generation. Post-hoc pair-wise casts executed for the verb generation task
showed an analogous pattern of results: signifidédferences (using Bonferroni corrections)
for comparisons between LS-SA vs. HS-WA (F (1,4294.64, uncorrected p < 0.001) and
HS-SA vs. HS-WA (F (1, 19) = 108.28, uncorrected 001), but no difference between
LS-SA vs. HS-SA (F (1, 19) = 1.27, p = 0.27). Afeet of association strength but not of
selection demands was also present in the verbrgfeoretask.

In view of the interaction and of our hypothesesalg® performed post-hoc pair-wise
contrasts (Bonferroni correction applied) betweamspof corresponding conditions of the
two tasks. These contrasts showed that young adalts faster in producing verbs than
nouns in the condition with low selection and sgr@ssociation (verb-LS-SA vs. noun-LS-
SA, F (1, 19) = 9.75, uncorrected p < 0.007) whiHewing a trend in the same direction in
the other condition with strong association (ver®-8A vs. noun-HS-SA, F (1, 19) =5.17,

corrected p = 0.035). Young adults were insteadelavith verbs than nouns in the condition
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with weak association (verb-HS-WA vs. noun-HS-WA(1F19) = 10.37, uncorrected p <
0.006).
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Figure 5.3. Experimental results for young paraois in verb and noun generation tasks, plotted by
experimental conditions. The graphs at the tofeffigure illustrate response time (RT) performance
expressed in msec (verb generation is reportetietett). The graphs at the bottom of the figure
illustrate accuracy (ACC) performance expressgueasentage of correct responses (verb generation
on the left). Noun-Verb and Noun-Noun refer to varid noun generation respectively. LS-SA stands

for Low Selection-Strong Association; HS-WA staffiolsHigh Selection-Weak Association; HS-SA
stands for High Selection-Strong Association. Ebars indicate 95% confidence intervals.

5.2.3 Discussion
The results show that stimulus-response associstiigagth has a significant influence on

RT in noun and verb generation, and a smaller emite on accuracy in verb generation (thus
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supporting H1). These results extend existing figdi(e.g. Martin & Cheng, 2006; see
chapter 4) to a younger age group. H2 was not stggbsince we did not find any effect of
selection demands. In fact, the HS-SA condition performed equally fast and at similar
levels of accuracy than the LS-SA condition in biatks. The present findings are, however,
in line with those of Martin and Cheng (2006) wheoadid not find any selection demands
effects in their young adult sample. Interestinglyrend for an effect of aging appeared in
their study with regard to selection demands. Iddéeeir older controls were 350 msec
slower in the HS-SA condition than in the LS-SA ¢hewever p = .22). As reported in
chapter 4, our sample of older controls showedffatteof selection demands on RT in the
verb generation task. Nevertheless, as far astegldmetween alternative responses is
concerned and limited to a young adult sample, areconclude that this factor appears not to
play a role in noun/verb generation. This is che#lte case when strong stimulus-response
associative links exist in both conditions of hagid low selection demands.

The results of the experiment also showed that gsuibjects performed worse with
verbs than nouns only in the weak association ¢mmdiBy contrast they were somewhat
faster with verbs than nouns in the two strong @asion conditions. The fact that young
adults were actually slower with verbs than noumy ,m the weak association condition may
indicate that this condition of verb generatiopasticularly prone to interference from task-
irrelevant (non-verb) competitors (see chapterr4dtated arguments). Nevertheless the very
few errors made by adult subjects in the two tasikdmore specifically in the HS-WA
condition of verb generation, were mainly represérity missing responses (cf. Chapter 4,
no-response errors) rather than by grammaticatse(ob. Chapter 4, i.e. a noun is given when
a verb is required). In this respect young subjbetgaved in a similar way to older controls
and differently from PD patients who made many greatical errors in the verb generation
task.

In the following sections we describe the modet tha developed in order to
accommodate and explain the findings obtained itloge subject populations. A possible
explanation for why the generation of verbs magasger than that of nouns in the strong

association conditions is also advanced.

5.3. The Focus-Retrieve-Inhibit (FRI) model

We propose a novel account of noun/verb generagigoformance, based on the functional

interaction between associative retrieval and etkezgontrol operations. This account aims
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to represent a unitary explanation for the maireexpental findings obtained so far and to
contribute to the resolution of the competitionassociation strength debate on verb
generation. A further important aim of the modelisccount for the PD patients’ deficits in
verb generation.

According to our explanation, noun/verb generatexuires three processing stages: (1)
allocation of attention on retrieval cuéusing) (stage W, in figure 5.4), (2) associative
retrieval Retrieve) (stage 2, figure 5.4), (3) response iniwbi(Inhibit) (stage 3IP, in figure
5.4). The first stage requires executive contral imvolves similar mechanisms to those
implied by the first (primary cue, figure 5.4) atinikd assumption of Thompson-Schill and
Botvinick and by the concept of “action” of Martamd Byrne (secondary cue: “noun” and
“verb”, figure 5.4). The second stage is handledbipmatic associative processes and it is
assumed by both demonstrative models (i.e. autoreptead of activation in Martin and
Byrne and second assumption of Thompson-SchilBotdinick). The third stage also
requires executive control and deals with taskearr@nt competitors. Finally, we also assume
that recovering from a retrieval failure and intitig a new retrieval attempt require time and
executive resources (i.E.-energization- in figure 5.4; see Stuss et al0530As was shown
in the Introduction of the thesis, energizatiothis process by which the neural system
activates the responses for a task allowing proeggonse selection and initiation (see Stuss
et al., 2005).
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Figure 5.4: Main components and processing stefisedfocus-Retrieve-Inhibit model. The topology
of the network structure used in the simulatioal$® sketched. Primary Cue refers to the noun §timu
used in the experiment. Secondary Cue refers ttnthn” and “verb” concepts (see text for details).
Dotted lines represent possible links, whose exesi@lepends on the responses given to the specific
noun stimulus in the free association teStgad 2 Free Response in the figure) (e.g. such links are
more likely to exist for the “noun” secondary char for the “verb” secondary cue given that free
responses are most often represented by nodhahd1?’Relevant Response indicate the first and
second actual response given by subjects, in theiat tests (see Chapter 4), to each noun stisnulu
of the three experimental conditions of the twdks$ad he numbers 1-2-3 refer to successive stages of
processing in the model. W is an ACT-R parametat iigfers to attention (see text for details); E
stands for energization; IP stands for inhibitioalgability Wj1 andWj2 refer to the amount of

attention focused on the two retrieval cUgid;i andSj2i refer to associative strength for the links
connecting the two retrieval cues with the resporsied (see section 5.3.1 for details on these
parameters).

Generally speaking, our proposal is rooted in agBa@n framework and constitutes a
psychologically-plausible implementation of Thomps®chill and Botvinick’s general
framework (2006), along the more detailed linesggested by Martin and Byrne (2006; see
also Danker, Gunn & Anderson, 2008). In a similaywo both these models, our account
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relies on the strength of stimulus-response assoeg however, following Martin and Byrne
(2006) our model does not rest on a true competitiechanism, that is, there are not
inhibitory connections between competing task-ra¢vresponses (e.g. verb responses) in our
model (i.e. note the absence of links connedtiegponse nodes in figure 5.4). Instead, in a
similar way to Martin and Byrne (see also Dankealgtin 2008) competition between
associate responses is only implemented via tleetedf competitors on associative strength

in our model (see next section). Thus, in the FBtehthe selection of a response is
determined by the conjoint activation from the naue and from the “verb” (or “noun”)
concept. In other words, the associative strengtivéen the noun cue and the response nodes
(Sjliin figure 5.4; see next section) and between tmeept “verb” (or “noun”) and the verb
responses (or noun responsé&2(in figure 5.4; see next section) influence therggth of

the spread of activation in our associative netwArkin the three-assumption proposal of
Thompson-Schill and Botvinick (2006), in FRI a stiles noun (primary cue; see figure 5.4)
triggers a spread of activation across a set @@ responses (free association responses
and task-relevant responses, see figure 5.4). 8esonple mechanisms of associative
retrieval (see next section) translate the prolighalistribution of the initial candidate
responses into a single response. Third, in oureildak in those of Thompson-Schill and
Botvinick (2006) and Martin and Byrne (2006), tlepresentation of the task (either noun or
verb generation) shapes the probability distribubeer the candidate responses.

With regard to the third assumption, we followedriaand Byrne (2006) in proposing
that a simple form of strategic control of retriegan be based on the dynamic allocation of
attentional resources to the “verb/noun” secondagy(i.e. concept “action” in Martin &
Byrne’s model) vs. the primary cue representedieystimulus noun (see Wjl and Wj2 in
figure 5.4). Thus in the FRI model we have conceptserb” and “noun” that are used to
represent the two tasks (secondary cues; see figdiyeln our model the two retrieval cues
are initially provided with similar attentional @sces (i.e. similar values for Wjl and Wj2 in
stage 1 of figure 5.4; see next section). Howeveassume that, if retrieval fails (i.e. no task-
relevant response is automatically retrieved), nadiention is placed on the secondary cue, at
the expenses of the primary cue. This attentiormlutation is functionally motivated by the
need to overcome the most frequent cause of ratrfalure (that we assume to be
represented by intrusion of task-irrelevant respepdn fact, giving more attention to the
secondary cue increases the probability of sucnfetbe next retrieval attempt (see next
section), because it binds more tightly the retrigorocesses to the desired kind of response

(although this may require more effort and be slotlvan a less constrained retrieval
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process). Our proposal of attentional modulationarftrol is similar to the idea of
Thompson-Schill and Botvinick (2006) of having aam@&nism which, in the verb generation
task, operates to bias the retrieval process towentas increasing their probabilities and
decreasing those of nouns.

As already mentioned in the Introduction of thisyoter and at the beginning of this
section, unlike from both Martin and Byrne and Thpson-Schill and Botvinick’s models, we
explicitly address the issue of how task-irreleuyasponses interfere during the generation of
task-relevant information and more specifically poential role of non-verb competitors in
verb generation (stage B, of figure 5.4). As already shown, Martin and Bytmave claimed
that non-verb competitors do not play an importate in verb generation; by contrast, our
findings on PD patients suggest, as also arguethbynpson-Schill and Botvinick, that one
has to focus on verb associates in order to exciodeverb competitors, which will
spontaneously spring to mind during verb generatiatiowing the demonstrative model of
Thompson-Schill and Botvinick, who have proposeat tesponse override is sometime
required during verb generation (i.e. a strong werb response needs to be overridden in
favour of a weaker, but task-relevant, responseisey & Anderson, 2002; Botvinick,
Braver, Barch, Carter, & Cohen, 2001), the FRI nh@datained a simple mechanism for
dealing with such a situation (see section 5.3.4).

As shown at the beginning of this section, the FRtel involves another executive
process, namely that of energizing responsesHimfigure 5.4). Energization allows
subjects to concentrate on a particular task.thesprocess whereby the arousal’s energy is
allocated to the neural systems in order to prgypitiate the response for a task. As
suggested by Alexander (2006), reduced levels efgeration may reflect in delayed
initiation and pauses at shift points. When shaftsur, for instance between the different
demands of a task, the entire recruitment, actimadind setting of responses take place again
(Stuss et al., 2005; Alexander, 2006). In the FRRtet we have assumed that the release from
a retrieval failure requires time and executiveweses, and that reduced levels of
energization may result in delayed initiation of tiext retrieval attempt. To give an example,
we can consider the case of a retrieval failuthéwverb generation task; in such a situation
the release from this failure and the subsequealloeation of attention must occur in order

to face task demands.
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5.3.1 Associative retrieval

Our view of associative retrieval is based on tthepsive control of thought-rational
(ACT-R) declarative memory theory, which provedeata explain a wide array of
experimental findings in memory research (e.g. Asaoie, Bothell, Lebiere & Matessa, 1998;
Anderson et al., 2004; Danker et al., 2008). Brpagkaking, ACT-R contains a retrieval
module that maintains control during the proces®etfeval of semantic and episodic
information. In ACT-R, such a module is assumelbddocated in the left prefrontal cortex
(Anderson et al., 2004). The amount of time thetrmbins exerted by this module is
determined by the accessibility of the memory dsutated by its activation value. The latter
is given by the sum of the base-level activatiothefmemory (i.e. the amount of previous
experience with that memory) and the spreadingatobin from the cues (i.e. the context).
ACT-R implements a Bayesian theory of declarativamary in which the speed and success
with which a fact is retrieved from memory is detered by the usefulness and relevance of
such a fact and is affected by factors such asogcérequency, and context. In other words,
those memories that are most likely to be needdgeircurrent context are also the easiest to
retrieve in ACT-R.

As shown in Figure 5.4 (step 1), associative redlliés initiated by focusing attention on
two cues: the noun stimulus (primary cue) and dwsdary cue (“noun” or “verb” node).
Activation flows in the network and reaches pot@ntsponse nodes (see step 2 of figure
5.4). Following ACT-R theory, the final activatiah a response node depends on its inherent
strength, or base-rate activation, on the streafjits associative links with cues in the
current context, and on the attention initiallyqad on retrieval cues. The two last factors
give a measure of spreading activation in the ngtviar a potential response node (Danker et
al., 2008). According to ACT-R, the activatiohi) of a response nodes thus given by the

following activation equation:

A =B + ZWJ. S, 1)

whereBi is the base-rate activation of the nodg s the attentional weighting (fixed initially
at the value of 1.0 in ACT-R) placed on the twawation sources in our model (primary and
secondary retrieval cu¢sWjlandWi;j2in figure 5.4), andji is the associative strength for
the links connecting the retrieval cues with thegpmnse node(SjliandSj2iin figure 5.4).

According to ACT-R theory, base-rate activation@®gs on how recently and frequently a
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given word node has been accessed in the past (see Danker 20@8.,, for the specific
equation).

As far as the spreading activation component ohtiteration equation is concerned (i.e.
Wj andSji), we have followed the ACT-R theory in assumingttin the FRI model a similar
attentional weight is initially provided to the prary and the secondary cues. In other words,
the two sources of activation in our mod#1 andW;j2, are initially assigned similar values
(i.e. approximately 0.5 each). On the other h&pdives the probability with which a certain
retrieval cug predicts the fadt As far as the secondary cues are concernedsimikar
fashion to Martin and Byrne (2006), we have assuthatlthe links between a given
secondary cue node (e.g. “verb” node) and its @s®acresponse nodes (e.g. verb response
nodes) are of equal strength. In other words, we loaie value for the links connecting the
secondary cue “noun” with its associated noun nespmodes and another value for the links
connecting the secondary cue “verb” to its assediaerb response nodes (both these kinds
of links are indicated b$j2iin figure 5.4). We have used the ACT-R’s assootastrength
equation (2) in order calculate the probabilityhmthich each secondary cue predicts its

associated facts.

Sj2i = S - In(fanj2) o

whereSj2itakes two values, one for the secondary cue “namd’one for the secondary cue
“verb”. Sis a parameter which expresses the maximum asisecsrength anéanj2 is the
number of associations of cje In ACT-R, associative strength is generally sgrequally
among each of the associate nodes such that, asrtiieer of associates increases the
spreading activation to each node decreases. Thrisxtent to which a cue can predict a fact
decreases as the number of associated facts iasré€&shn, Goode, Stenger, Carter, &
Anderson, 2003; 2005; Danker et al., 2008). As imaptl above (see also appendix 2), we
have used this equation to calculate the assoeiatrength between each secondary cue (i.e.
“noun” and “verb”) and all its associated factg.(iall noun response nodes for the concept
“noun”). Because in the language, and in our samptesponses (i.e. see free association
norms reported in chapter 4), nouns are more nwmsdl@n verbs (i.e. there is a higFaarj2

in equation 2 for the “noun” secondary cue thartlier“verb” secondary cue), the associative

strength between the concept “noun” and all itateal facts is lower than the associative
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strength between the concept “verb” and all it®aisded facts. In other wordSj2iis lower
when the secondary cue is “noun” than when it ext¥/ (see appendix 2).

Nevertheless, as suggested by Martin and Byrnes(2@e associative links between the
primary cue nodes (i.e. noun stimulus) and thedpeisted response nodes (both task-relevant
and free-association response no&gsiin figure 5.4) are not of equal strength. In a &ami
fashion to our previous study on PD patients ($epter 4) we used the response frequency
of a response as an index of its association dtremigh the stimulus noun (cf. Martin &

Cheng, 2006). Thus, in order to calcul&jg&ifor each response nodéeither task-relevant or
free-association) we used the ratio of the frequafthe response (which was obtained using
the pilot tests described in chapter 4; see alperagix 2) to the number of subjects who

judged noun-noun, noun-verb, or noun-free associaiimuli (see equation 3 below).

Sj1i = #(i)/n -

wheref(i) is the frequency of the response nodadn is the number of subjects who judged
the current stimulus noun (primary cue in figuré)5.

Another important aspect of the declarative mensystem of ACT-R concerns the
probability of generating a particular responseaiod@his probability is a function of the
final activation of nodeand of the activation of other potential responbésre specifically,

the probability of generating a word response nddaiven by the ACT-R’s equation below:

A
eS

T A
De:s
j

P

(4)

whereAi is thei node activation;, are all potential response nodes, argla parameter
representing the degree of noise in the memorgsysthis equation produces a mechanism
of response selection similar to that assumed mmidson-Schill and Botvinick. In fact,
these authors propose that the probability to seleesponse should vary monotonically with
its posterior probability which is estimated withire initial probability distribution (i.e. the
one elicited by the stimulus). Finally, in ACT-RetimeTi that is needed in order to retrieve
a particular response nodes only related to the final activation iohccording to the retrieval

time equation (equation 5 below):
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T, = Fe™ (5)

whereAi is the activation of the nodeandF is a latency scaling parameter.

The FRI model uses all these equations in ordsintolate experimental data.

5.4. Cognitive simulation

5.4.1 Methods and rationale of parameter maniputatiin FRI

We designed and carried out a simulation to compRiés performance on noun and
verb generation tasks to that of young subjectieraubjects, and PD patients. The
simulation was performed using a simple associativel network and a LISP (Graham,
1995) implementation of the FRI model.

The general parameters of the model were estinfiadedexperimental data (i.e. strength
of the associative link§j1i, see section 5.3.1, equations 1 and 3; and S pé&am equation
2, see appendix 2), from linguistic Italian corp@ra. Base rate activatioBj, of equation 1;
fanj2 of equation 2), and through the identificatiortiod best-fitting values for a set of the
data, namely the accuracy data of young adulisembun generation task (is-noise- in
equation 4f in equation 5; and a parameter caltddlta-w* which gives the degree of shift
of attentional weight from one retrieval cue to theo after a retrieval failure). Appendix 2
describes the procedure through which these paeasnetre fixed.

For the rest of simulation, only three parametdngivhave a specific theoretical and
functional significance in the model (i.e. the #hexecutive processes discussed in section 5.3
and reported in figure 5.4) were allowed to vakifattentional resources allocation, see stage
1 in figure 5.4)]P (probability that the retrieved response is chdcked eventually
inhibited, see stage 3 in figure 5.E)(energization, time needed to recover after aenedl
failure, see figure 5.4).

The W parameter was initially set at the value of 1.0 {foung adults), which is the
default value in many ACT-R models (Anderson gt2004), and was distributed
approximately equally to the two activation source®lved in the FRI model (i.&Vj1 and
Wij2, see figure 5.4 and equation 1 in section 5.®tjvidual differences in working
memory capacity and in the ability to differentyadictivate task-relevant information relative
to non-relevant information have been simulateddryingW (Daily, Lovett, & Reder,

2001). Accordingly, large values @f correspond to an accurate and quick retrievabaf-g
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relevant information; thus varyingy does not merely reflect differences in the amadint
attentional resources per se, but mirrors diveisitie ability to strategically allocate these
resources in order to bias retrieval toward tasévent information. As we mentioned in
section 5.3, in the FRI model we assumed that whtieval fails more attention is placed on
the secondary cue (i.e. increas&\jp), at the expenses of the primary cue (i.e. deereas
Wj1). It follows from equation 1 of section 5.3.1 thidte opearation of paying more attention
to the secondary cue actually increases the priityadii retrieving task-relevant responses
(e.g. verbs in verb generation). We varigdo mimic differences in such an ability across the
three subject populations involved in our simulatio

The Inhibition-Probability I?) parameter controls how frequently the processes o
response checking and inhibition intervene in FRfactIP is triggered probabilistically in
the model, to mimic stochastic fluctuations in &fiiciency of inhibitory processes. The
larger the values dP, the more preserved is the ability to inhibit unveghtesponses. Thus,
an IP with a probability = 1 means that a resposisdways checked and inhibited if wrong
(e.g. a noun is inhibited in the verb generati@k)a As already shown in section 5.3, after a
retrieval failure, another attempt is made to es®ia correct response. As a consequence,
larger values of IP increase RTs and cause morgatecresponses (i.e. increase of Wj2 in
the second retrieval attempt). The variation inlthparameter was used to capture the
potential different extent of inhibition failure our three populations.

Finally, theE parameter was varied to simulate potential diffees across populations in
the time needed to recover from a retrieval failuedated to the efficiency of the energization
process; see footnote 1). Large valuek odflect reduced energization; thus, the time to
retrieve and produce a response gets longer wigedaalues oE. Each of these three free
parameters was allowed to vary only in a directidrich mimics a reduction of the respective
cognitive resource (i.e., source activation, intidi efficiency, and energization). Table 5.1
reports the values, obtained by trial and errotsclvwere assigned to these parameters in the

three critical simulations.

! The inhibition-probability (IP) function was deéid with the following simple lines of code in LISP:

(defun run-inhibition ()

(if (>=*IP* (+ 1 (random 100))) 'yes 'no))
which means that if a number, randomly selectechfdato 99 and summed to 1, is smaller than *IP*i¢lvh
takes a value within the range 1-100) then inlohitivorks (‘yes), otherwise it does not (‘no). Ihibition works
in a given trial, the FRI model checks whetherrdteieved response nodéelongs to the same (syntactic)
category of the secondary cue (i.e. a verb isvedrin the context of the verb generation taskihéf match is
positive the response is produced otherwise ithibited and the next retrieval attempt is beguera time
dependent on parameter E (energization). As alrehdwn, successive retrieval attempts involve Hrgation
of bothWj1 andWj2. On the other hand, if inhibition does not wor&,aheck is made between response nodes
and the secondary cue and both correct and indagsgonse nodes are produced.
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Table 5.1 Final Values of the Free ParametersarSimulation.

Young Participants  Old Participants PD Partiotpa
Parameters
wW 1 .55 .38
IP .90 .90 .50
E 2 2 3.8

Notes W is the parameter controlling attentional resear(with a default value of 1 in previous
research). IP is expressed as proportion and ¢reegrobability that response checking and intohiti
are triggered. E is the time needed to recover figwtrieval failure (in sec). A larger value of W
leads to a more accurate and quicker retrievask-televant information. Higher IP values lead to
more frequent response checking and inhibitions Tiireases RTs and is also associated with more
accurate responses. An IP of .90 means a 90% bé#bility for a response node to be inhibited if
wrong. Larger values of E reflect reduced energmafl he time needed to activate a new retrieval
attempt after a failure increases with E. The raspaleadline in the experimental studies was 4 sec
for young and older participants and 6 sec for BRigipants.

For each simulation (young adults, older adultg, D patients) the model was run 15
times across each of the 6 experimental condi{jp8sSA; HS-WA; HS-SA verb and noun
generation) for a total of more than 2000 trials. (15x23x6, with 23 being the number of
stimuli in each condition). The mean RT and accyparformance of the FRI model in each
condition of the two tasks was calculated and aontéd with that of the three subject

populations.

5.4.2. Results

The results of the simulation are summarized iuFgg 5.5 (young adults), 5.6 (older
adults), and 5.7 (PD patients). The model was @béemulate participants’ performance
accurately, capturing quite a complex pattern siilts on two different tasks in three
different populations. Each simulation result falishin the 95% confidence intervals
computed from the data, with the single exceptiba small underestimation of older
participants’ errors in the noun generation taskaQitative measures, computed on 18 data
points, confirm the good fit of the model to acayrdata & = .94 andRMSD= 0.049) and
RT data R = .95 andRMSD= 0.127 s). These results are satisfying, conisigehat only

three parameters were allowed to vary in a spedifection.

149



As shown by the inspection of parameter valueslérali), in order to fit young subjects’
data the/NV parameter was fixed at its default value; the eafithelP parameter allowed that
a response was checked and eventually inhibited &G%e times, and thieé parameter was

fixed at the value of 0.2.

Young subjects’ results

- === Simulation results
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Figure 5.5: Experimental and simulation resultsylmung participants in verb and noun generation
tasks, plotted by experimental conditions. The gsagit the top of the figure report response timg) (R
performance expressed in msec (verb generati@pated on the left). The graphs at the bottom of
the figure report accuracy (ACC) performance exggdsas percentage of correct responses (verb
generation on the left). Experimental results aes@nted in solid lines. The averaged simulation
results are presented in dotted lines. Noun-VedoNwmun-Noun refer to verb and noun generation
respectively. LS-SA stands for Low Selection-Strésgociation; HS-WA stands for High Selection-
Weak Association; HS-SA stands for High Selectitmi$y Association. Error bars indicate 95%
confidence intervals.

As far as older subjects’ data are concerned, veiredd that the sole reduction of e
parameter, which regulated the ability to allogdhteavailable attentional resources for

retrieval, was sufficient to fit their data. Excdpt a minor underestimation of older subjects’
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errors in the noun generation task, the FRI modea able to accurately replicate the
differences that occur between older and youngestj

As shown in chapter 4, older subjects made an egquaber of grammatical errors (e.g. a
noun is produced in the verb generation task) ancesponse errors in the critical HS-WA
condition of verb generation; by contrast PD pasenade many more grammatical errors
than older subjects in the verb generation tasktlagygl made this kind of error more often
than no-response errors particularly in the HS-V@Adition. These different behaviours may
suggest that the ability to resist to interferefioen task-irrelevant responses is more
preserved in older subjects than in PD patientsvéder the higher error-rate and the slower
responses in the HS-WA condition of verb generatoorolder than younger subjects can also
indicate a normal physiological effect of aging $oich an ability. A decrease of the IP
parameter and an increase of the E parameter &iRhenodel lead, respectively, to more
errors of the kind made by PD patients (i.e. graticaberrors) and to slower RT particularly
on the conditions which require more than oneewedl attempt (which we assume to be the
HS-WA condition of verb generation). Accordinglyewave tried to fit older subjects’ data
either by reducing the> parameter while leaving th# at the default value of 1, or by mean
of a combination of manipulations of both tReandE parameters (still leaving unchanged
theW). We varied both the two parameters accordingtt@band error procedure.
Interestingly, FRI was able to fit both accuracg &T data of the HS-WA condition of verb
generation when th€® andE parameters were assigned the values of 0.60 and 2.
respectively. However, with these values the mage too much accurate and fast in
performing the conditions with strong associatibbath tasks. In fact, these latter conditions
are those that would be less influenced by manijula of thelP andE parameters because
they suffer less from interference than HS-WA, #ng require less the operations of
response inhibition and recovering from retriewallure. In other words, in older subjects, a
value ofW as in young subjects (i.e. = 1) would guarantemanuch prompt response in the
conditions with strong association. Accordinglyugther decrease @P or increase OE,

2 0ld and young subjects’ performance can be cordpsiree both subject groups were administeredatmes
paradigm (see figures 5.5 and 5.6). Briefly, asafaglobal performance on each of the two tasksriserned,
(i.e. merging together RT and accuracy data offihee conditions of each task) older subjects langes and
less accurate than young adults in the verb gaoarttsk (RT: t (38) =-2.11, p < 0.05; Accuracy38) = 2.62,
p < 0.02), less accurate in the noun generatidn(tg88) = 3.15, p < 0.01), and also marginallyvebr in this
latter task (t (38) =-1.97, p = 0.056). Furthealgmes show that the different verb generationgoerénce of the
two groups is due to the HS-WA condition. It isyid this condition that older subjects are sigrafitly slower
and less accurate than young subjects (RT: t (38)32, p < 0.003; Accuracy t (38) = 3.19, p < @00 inally,
as far as accuracy performance on the noun geoetask is concerned, older subjects are less atectiran
young subjects in the two conditions with high st demands (HS-WA: t (38) = 2.90, p < 0.008; &/&-t
(38) = 3.17, p < 0.005) but not in the LS-SA coiudit(p = 0.056).

151



carried out in the attempt to also fit the datéhef strong association conditions, provoked the
lack of fit on the HS-WA condition of verb genematifor the older subjects’ simulation.
These results show the crucial role of paramtéo fit older subjects’ data also of the

critical HS-WA verb condition.

—— Older subjects’ results
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Figure 5.6: Experimental and simulation resultsdioler participants in verb and noun production
tasks, plotted by experimental conditions. The lgsagit the top of the figure report response time) (R
performance expressed in msec (verb generati@apdted on the left). The graphs at the bottom of
the figure report accuracy (ACC) performance exggdsas percentage of correct responses (verb
generation on the left). Experimental results ass@nted in solid lines. The averaged simulation
results are presented in dotted lines. Noun-VedoNwoun-Noun refers to verb and noun generation
respectively. LS-SA stands for Low Selection-Stréwmsgociation; HS-WA stands for High Selection-
Weak Association; HS-SA stands for High Selectidtrtong Association. Error bars indicate 95%
confidence intervals.

Turning now to PD patients’ data in chapter 4 weehshown that they performed each
condition of the verb generation task worse thaeosubjects both in terms of RT and
accuracy. Moreover, they were also slower thanra@ddbjects in each condition of the noun

production task. Fitting PD patients’ poor genenafperformance required the manipulation
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of all three parameters (see table 5.1): a funtb@uction of the ability to allocate attentional
resourcesW), a diminished probability to inhibit task-irrelent responsedR), and a much
slower recovery from retrieval failureB)( In fact, the sole further reduction of té
parameter, even at very low values (e.g. 0.25)leAbaving the other parameters as in the
other two simulations, made FRI too much accuratefast (relative to PD patients) on most
of the conditions of the two tasks, but in partaudn the critical HS-WA condition of verb
generation. Thus, it appeared necessary to botlteetthe ability to inhibit task-irrelevant
responses and to increase the time needed fatingithe next retrieval attempt in order to

fit the extremely poor performance of PD patientthie verb generation task.

PD patients’ results
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Figure 5.7: Experimental and simulation resultsRbr patients in verb and noun production tasks,
plotted by experimental conditions. The graphdattiop of the figure report response time (RT)
performance expressed in msec (verb generati@pasted on the left). The graphs at the bottom of
the figure report accuracy (ACC) performance exggdsas percentage of correct responses (verb
generation on the left). Experimental results aes@nted in solid lines. The averaged simulation
results are presented in dotted lines. Noun-VedoNwoun-Noun refers to verb and noun generation
respectively. LS-SA stands for Low Selection-Strésgociation; HS-WA stands for High Selection-
Weak Association; HS-SA stands for High Selectitmo&y Association. Error bars indicate 95%
confidence intervals.

153



5.5. General discussion

In this chapter we have reported the results ahaeriment of noun and verb generation
and described a computational model (FRI) of thesetasks. The model (FRI) was rooted in
the ACT-R theory of memory retrieval and on a sedkexecutive control processes; it has
similarities with some past accounts of verb get@mgperformance (i.e. Thompson-Schill &
Botvinick, 2006; Martin & Byrne, 2006) but, unlikeom these, it aims to reproduce and
explain in a coherent and unitary framework thdgrarance that both normal and
neuropsychological populations (i.e. young adallder adults, and PD patients) show on
tasks of noun and verb generation.

In the FRI model, a cue stimulus initially triggexrgattern of activation over a series of
candidate response nodes (i.e. first assumptidimofmpson-Schill & Botvinick, 2006); such
a pattern of activation can be biased in a taskveelit manner (e.g. toward verb responses) if
more attention is strategically allocated to theoselary cue (e.g. “verb”) (Martin & Byrne,
2006; Thompson-Schill & Botvinick, 2006 -third aggotion-). Moreover, simple equations
derived from the ACT-R memory theory translate gh#ern of activation on candidate
responses in a single response in our model. ifjnalbrder to take into account our previous
findings on PD patients, the FRI model also impleted a mechanism for dealing with
interference from task-irrelevant competitors (Thp@on-Schill & Botvinick, 2006). Thus,
according to our proposal verb and noun generatmsists of (1) strategic allocation of
attentional resources on retrieval cues, (2) aatigeiretrieval, (3) and response inhibition.
Moreover we have also assumed that the releasedn@tnieval failure and the initiation of a
new retrieval attempt require time and executiws®ueces (energization). A simulation was
also carried out in order to test the FRI modetranoun and verb generation tasks and the
results have shown that the manipulation of ontgettheoretically motivated parameters was
sufficient to successfully reproduce the perforngaoicall three subject groups.

Experimental and modelling results for young adylésformance highlight the
importance of stimulus-response associative stheiogtboth tasks. Weak stimulus-response
associative strength is associated with sloweroperdnce than strong associative strength in
young adults, in both noun and verb generationstfsvn by the activation equation (see
equation 1 in section 5.3.1) of ACT-R, a weak stiumstresponse associative strength makes a
node less active than a strong association. Thidteein longer response times for less active
nodes. The FRI model also mimics young subjectotrshowing an effect of selection
demands either in response time or accuracy ibnbeasks. Indeed, similar values of
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accuracy and response time were obtained for thecbmditions with strong association (i.e.
HS-SA = LS-SA). This result confirms the findingshartin and Cheng (2006) who argued
that selection between alternative responses duigday a significant role in verb generation
in young adults, at least in situations of strotgglus-response associative strength. The
way in which response selection occurs in ACT-Repbally explains the lack of an effect of
selection demands in young adults. In ACT-R (se@aggn 4 in section 5.3.1) the selection of
a response is a probabilistic and competitive meeehich depends on the level of activation
of all competing responses. However, once a regplas been selected, more likely that
associated with the node with the highest activatioe time needed to produce such a
response only reflects its activation level (seeatign 5 in section 5.3.1). Both strong
stimulus-response associative links and a high e/ (fixed at the default level in young
subjects) make the FRI model respond equally fate LS-SA and HS-SA conditions.

Young subjects were slower in producing verbs th@ms only in the condition with
weak associations (HS-WA), showing a reverse pattethe other two conditions (i.e. verbs
faster than nouns). As we have reported in secbahd (see also appendix 2), associative
links between secondary cues and their associatdelsrare stronger for verbs than nouns.
This is represented by the “fan” of activation gg@g from secondary cues in FRI and the
different activation spreading of noun/verb refiettte fact that the strength of the links
between a secondary cue and its associated nomhe®ilisely proportional to the number of
links. Free association norms collected on stinmdlicate that verbs are less represented in
the response set than nouns and this explainsirimi@w, why the concept “verb” spreads
more activation on verb responses than does theepbfinoun” on noun responses. In our
account this difference may give rise, as doe®imyg subjects, to faster verb than noun
generation at least in conditions of strong assiocia

However, the evidence that young adults were slaviter verbs than nouns only in the
HS-WA condition may confirm our previous claim, bd®n findings on both older subjects
and PD patients, that this condition is the mommprto interference from non-verb
competitors. In the FRI model, a weak associatietwben the primary cue and a task-
relevant verb response is likely to make this respanode less active than a non-verb
response associated with the primary cue (freeoresgy). In this situation the non-verb
response node would be more likely to be retrighad the task-relevant verb response.
Consequently, the task-irrelevant response mustheited and another attempt has to be
made to recall an appropriate verb response aad#s the effect of prolonging response

time for verb generation in the HS-WA condition.uBhthe initial advantage of the “fan” of
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verb responses over noun responses is not suffiiexmerbs of the HS-WA condition to
overcome the activation of the non-verb responskih are spontaneously activated by the
primary cue. Nevertheless, in the young adults Etan a high value ofP and a low value

of E allow the FRI model to correctly produce verbsireasonable time in this critical
condition also.

As already mentioned, the FRI model also aime&@poaduce the performance of older
subjects and PD patients. As far as the older stsdb@ata are concerned we showed that they
were slower and less accurate than young adulteylarly in the critical HS-WA condition
of verb generation. A reduction of thiéparameter, that is, of the ability to allocate
attentional resources, was sufficient to fit theadaf older subjects. As already shown, this
parameter has been widely used in ACT-R to simurtettizidual differences in working
memory capacity and in the ability to differentyadictivate task-relevant relative to task-
irrelevant responses (Daily et al., 2001; Andersbal., 2004). The results of the older
subjects simulation support the position that aicédn in the ability to strategically allocate
attentional resources may characterize healthyga@togers, 1999), in the domains of
executive functions and word retrieval (e.g., Lagaanders, Snyder, Morris, & Buckner,
2002; Wierenga et al., 2008).

Thus, in the first of these two studies, Loganle{z02) have used fMRI to investigate
the mechanisms underlying age-related changesuiraheorrelates of episodic encoding. In a
first experiment the authors asked to both yourdyader subjects to memorize words and
faces for later recall without providing them wahy encoding strategy. A strategy was
suggested in a specific condition of the seconeterent in which subjects were asked to
give semantic judgements (abstract vs. concretesydor each word that was encoded.
Logan et al. (2002) found an under-recruitmentoftal regions for older relative to younger
subjects in the first experiment; the under-reaneiit was, however, reversed when subjects
elaborated semantically the material at encodiagdisd experiment). The authors interpreted
these findings suggesting that older adults hagblpms in the spontaneous recruitment of
available frontal resources. In a similar way, infllR1 study of verb generation based on the
paradigm of Thompson-Schill et al. (1997), Perssioal. (2004) have investigated the role of
the LIFG in older and younger adults in both caods of high and low selection. The
authors interpreted the finding of a reduced atitvain the LIFG for older subjects as due to
under-recruitment of resources given that sucldaateon was specific for the condition in
which the selection requirements were high. Sinfifedings have been obtained in a more

recent fMRI study of word retrieval by Wierengaaét (2008). This study has shown that
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age-related differences in word retrieval depentherdifficulty of the retrieval and on the
request of manipulation and selection of lexicatraetic information rather than on lexical—
semantic knowledge per se which appears to bewalapreserved in healthy aging.

As already shown, PD patients performed the veneigdion task very poorly; they had
the greatest difficulties on the HS-WA conditiontlis task in which they produced many
nouns instead of verbs. We interpreted this findgiaghowing that non-verb responses
interfere with verb generation particularly in sitions of weak association. Consequently, in
chapter 4 we have proposed that PD patients atdait@activate the relevant kind of
response in verb generation, producing insteaditeslkevant competitors possibly because of
a deficit of inhibition. In line with this proposale obtained that the FRI model was able to fit
the PD patients data only when both RendW parameters were manipulated. Fitting PD
patients’ behavior also required a reduction ofghergization process (i.e. an increasg)of
Accordingly, the FRI model suggests that PD pasidwave difficulty in copying with highly
active task-irrelevant responses. Moreover it algggests that even when they are able to do
so, they are much slower than normal controlsiimaimg re-allocation of their reduced
attentional resources.

Importantly, for the simulation of PD patients fiiel model was also able to reproduce
the effects of selection demands which were obsioegh in RT and in accuracy on the verb
generation task. As is suggested by figure 4.2hapter 4, the HS-SA condition of verb
generation is of slightly higher competition thae LS-SA condition. In fact, in section 4.3.3
—Task-Relevant response-, we have shown thatithelsbf the HS-SA condition elicit less
task-relevant responses (i.e. verbs; 7.8% of thgarese set) than the stimuli of the LS-SA
condition (11%; p = 0.07). In a similar way, in thRl model we have obtained that, for verb
generation, the difference between the associatreagths of stimulus-task-relevant
responses and stimulus-free responSgh in figure 5.4) is larger in the LS-SA than in the
HS-SA condition; this confirms that the latter cdiwoh is of slightly higher competition than
the former. Thus, a non-verb response is moreyliteespring to mind in the HS-SA than in
the LS-SA condition of verb generation. Accordinglyreduction of th&P parameter
(relative to young and older subjects) causes raom@s in HS-SA than LS-SA; moreover a
reduction of energization and attentional resouates causes prolonged RT for HS-SA in
the situations in which a non-verb response isextly inhibited.

Generally, for the PD patients simulation the iptetation receives support from previous
studies, briefly reported in the Introduction oé tthesis (see sections 1.2.1 and 1.3), which

showed problems in these patients in the strasdlgication of attentional resources (e.g.,
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Robertson et al., 1996), decreased inhibitory obiié.g. Dujardin et al., 1999; Bouquet et al.,
2003; Castner et al., 2007), and difficulties ini&ting a response after a shift (e.g., Partiot et
al., 1996). In the Introduction of the thesis wsoalliscussed that BG structures may be
involved in the process of energising responses (@plane & Dubois, 2001).

Turning back to the debate on verb generation beiwiee competitive (Thompson-Schill
et al., 1997; 1998; Thompson-Schill & Botvinick,d&) vs. associative strength (Martin &
Cheng, 2006; Martin & Byrne, 2006) positions, th model shows that they can be
integrated into a unified model. In the model tifeas of the competition factor emerge
reliably only in PD patients, that is, in the codtef poor inhibitory and attentional control
and reduced energization. In situations of strdimgudus-response associative strength, this
factor reflects specific dynamic of response selacit a relatively early stages of verb/noun
generation (e.g. ACT-R associative retrieval modus the other hand, effects of
associative strength emerge more consistently saqgrgsulations and in both tasks. They are
particularly evident in the weak association caodibf verb generation and are due to the
interference caused by task-irrelevant competitarfact, it is predominantly in this situation
(i.e. weak association) that both response inloibiind prompt re-allocation of attention are
critical for successful performance. Thus the twigioal positions (i.e. competition and
associative strength) are not alternative accoomédternative viewpoints on the same thing
as has been proposed.

Finally, as already mentioned, our proposal alsdioos recent evidence (e.g. Bouquet et
al., 2003; Castner et al., 2007) which shows thafiathophysiology of PD may affect
different processes of the SAS system (Norman &8li6bal1986). Our results show that a
number of deficits may give rise to the neuropsyafjical profile of patients with PD, and
that these deficits, although contributing to #weguage generation difficulties of the patients,
may not be specific to this cognitive domain. Thug, model indicates that the BG have an
important role in the processes of response seteatid inhibition as well as in energizing
schemata and more generally that fronto-striatalids are important for allocating
attentional resources strategically in order t® b&irieval in a task-relevant manner.

Summarizing, we have proposed a unitary accourthBdmain experimental findings,
relying on an associative theory of retrieval (ART€omplemented by specific control
processes (allocation of attention on retrievabcuesponse checking and inhibition,
energization). Simulation results have shown thistéaccount can represent a good
integrative explanation for the performance of ygpusider, and PD participants on tasks of

noun and verb generation.
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Chapter 6

6.1. Aim of the functional magnetic resonance imagg (fMRI) study of

noun and verb generation

The findings reported in chapter 4 have shownltbét the factors of stimulus-response
association strength and of selection between congpalternatives are important in
determining whether a response can be produceD ipaflents. Consistently with these
results, the findings reported in chapter 5 haggested that both the accounts of verb
generation in terms of strength of stimulus-respassociation and selection between
alternative responses can be integrated into ohereat model. Of importance, both the
study carried out on PD patients (chapter 4) ard-ticus-Retrieve-Inhibit (FRI) model
(chapter 5) indicate that association strengthcesfare particularly evident on the HS-WA
condition of verb generation. We have argued thiatis the case because both the needs to
resist to interference from task-irrelevant resgsnse. noun responses) and of energizing a
task-relevant type of response are higher in thaNd#Scondition of verb generation than in
both the corresponding condition of noun generadiat the strong association conditions of
both tasks (i.e. LS-SA and HS-SA noun/verb genanatiMoreover, the strikingly poor
performance of PD patients on the HS-WA conditibreyb generation strongly suggests
that basal ganglia (BG) may be crucially involvaedhis condition.

Nevertheless, the left inferior frontal gyrus (LI)-K&as been seen to be primarily involved
in single word generation tasks. As already shgwevious neuropsychological and
neuroimaging studies explored the cognitive andalewbstrates involved in verb generation
emphasising a role for the LIFG either of respaeection between competing alternatives
(Thompson-Schill et al., 1997; 1998; Persson e2804) or of semantically controlled
retrieval (Wagner, Paré-Blagoev, Clark, & Poldra2B01; Martin & Cheng, 2006; Danker et
al., 2008). Interestingly, Badre et al. (2005) heseently attempted to reconcile the selection
and association strength accounts, providing fMRdence of some functional segregation
within the LIFG. Subjects were presented with amoue and they had to choose one
stimulus between two to four possible targets.itieent conditions, the association strength
between target and the cue was either strong dk;veedhe selection requirement was high
or low (e.g. two versus four possible targets). fdsllts revealed that the left mid-ventro

lateral prefrontal cortex (VLPFC, inferior frontgyrus pars triangularis and pars opercularis,
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BA 44/45) was activated in the high selection s belection conditions, while the more
anterior/ventral section (including the inferioofital gyrus pars orbitalis, BA 47) activated
during controlled retrieval (weak vs. strong asatien conditions). Nonetheless, it should be
noted that none of the conditions presented indiidy required the subjects to generate
target words, thus the results may not apply ftdlword generation tasks.

The aim of the current fMRI study is to dissociggeponse selection and association
strength during single word generation and to itigate the role of these two factors in the
activation of frontal-striatal circuits. We havesdsthe same tasks of verb and noun
generation as those previously administered tesohpect populations (i.e. young subjects,
older subjects, and PD patients) in order to ingatt possible commonalities and differences
for these two types of stimuli. Furthermore, weoréed overt vocal responses during fMRI,
which enabled us to monitor word generation peréoroe on each trial.

We investigated the effect of selection by compahigh-selection versus low-selection
conditions, with matched association strength {atleast two” versus “just one” possible
response; HS-SA > LS-SA); and the effect of assiociastrength by comparing weak versus
strong conditions, with equalised selection demgnestwo weakly associated responses
versus two strongly associated responses; HS-W/&A-sSH). It should be noted that selection
and association cannot be manipulated in fullydiaat manner, because there are effectively
no cue-words to act as triggers in a “low selec&omeak association” condition (cf. also
Martin & Cheng, 2006). Therefore our analyses aag oompare relevant conditions
pairwise (e.g. high versus low selection), buticaity avoiding any confounding effect of the
other factor (i.e. the level of association stréngt this example).

We expected that high selection demands would atetithe mid-LIFG during verb
generation (Thompson-Schill et al., 1997; 1998 cBast al., 2000; Persson et al., 2004; see
also, in chapter 4, the effect of selection demamdRT in older subjects and PD patients);
and we assessed here for the first time the radeletction during noun generation. As far as
the effect of association strength is concernedhypothesised that there could be a possible
involvement of the more anterior section of theé \@fPFC in the weak association condition
following Badre et al. (2005), but now using actwerd generation tasks rather than merely
target discrimination. Finally, following our preuis results in PD patients we predict
increased activation in basal ganglia for the waesdociation condition, specifically during
verb generation. This would support the hypothess the BG play a critical role in

situations when noun competitors interfere withgheduction of weakly associated verbs.
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6.2. Materials and Methods of the study

6.2.1. Participants

Fourteen right-handed healthy volunteers (6 m&8es + 4.5 years) participated in the
study. All participants had no existing neurologicapsychiatric iliness. All subjects gave
written informed consent, and the study was apmtdwethe independent Ethics Committee
of the Fondazione Santa Lucia (Scientific InstitisieResearch Hospitalisation and Health

Care, Rome).

6.2.2. Design

The design of the current fMRI experiment was bds#tl on the previous behavioral
study of Martin and Cheng (2006) and on our stu¢ies chapters 4 and 5). Accordingly, we
tested for the effect of response selection compavio conditions that differed for selection
demands, but were equated for association strebhgthSelection-Strong Association (LS-
SA) and High Selection-Strong Association (HS-S#j¢d we tested for the effect of
association comparing two conditions with differeavels of association strength, but with
the same selection demands: High Selection-Wea&dtson (HS-WA) and High Selection-
Strong Association (HS-SA). In addition, our desiigriuded both verb and noun generation
tasks, allowing us to investigate the effects ¢dceon and association in two different types
of generation tasks. A baseline “READ” conditionsnaso included. This permitted us to
investigate brain activation common to the verb @r@dnoun tasks (irrespective of selection
and association conditions), but without any ttic@nfounds related to common low-level

sensory-motor processes (e.g. processing of treosenue, overt vocalization, etc).

6.2.3. Stimuli

The same stimuli were used as in our previous aesudihere were three experimental
conditions varying in selection demands and meaadution strength. As a measure of
selection demand for each stimulus, we used tie aithe response frequencies of the two
most common responses to that stimulus (followihgnipson-Schill et al., 1998)he
measure of stimulus-response association streng#ath stimulus was calculated as the
ratio of the mean associative strength of the tvestrfrequent responses to the number of
subjects who judged noun-verb (and noun-noun) stifeee chapter 4, for further details on
the procedure used to collect all stimuli). Thusao experimental conditions, the stimuli
were matched for stimulus-response associativagitieout differed in selection demands
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(e.g. low selection: LS-SA vs. high selection: H&).SThe third experimental condition
consisted of stimuli with high selection demandd aeak stimulus-response associative
strength (HS-WA) (see chapter 4 for some specKamgles of stimuli).

The stimuli in the three conditions of verb genieratvere matched for the strength of the
first non-verb response given during free assamatVioreover, as already shown in chapter
4, in both tasks the two conditions with strongoasstions (LS-SA and HS-SA) did not differ
in the number of task-relevant responses that wer@uced in situations of free association
(e.g. the number of verbs produced in the verb igeioa task), but this value was
significantly higher than that in the conditionghwveak association (HS-WA) (see figure 4.2
of chapter 4).

6.2.4. Procedure

Figure 6.1 reports a schematic representationeoéiiperimental procedure. Before fMRI
scanning the participants practiced the tasks dwiB-min training session. During practice
they were shown six blocks of stimuli, each comsgsof four noun stimuli, each of which
appeared on the computer screen at 4-s interviaéseTwere two “Read” blocks in which the
stimuli had to be read by the subjects and twoksdor each of the two experimental tasks
(noun and verb generation). The order of the bldokshe practice session was fixétead-
Noun Generation-Verb Generatioepeated twice. During practice, subjects wergucted
on how to produce spoken responses while movinggiteemuscles as little as possible.

In the scanning session, the participants weredagkgenerate a verb (or a noun) related
to a visually presented noun or to read the noamustis. For each noun the participants
responded aloud. The nouns were presented forchs wacal responses were recorded
during 3.5s starting from the presentation of tivawwus (intertrial interval = 4-5 s). After the
stimulus disappeared from the screen a fixatioseppeared. Noun stimuli were grouped in
blocks of four. Thus, each block lasted approximya28-s. At the beginning of each block an
instruction was presented for 1500 ms informingghiejects about the upcoming task. A
group of eight blocks formed one presentation ofxgmerimental task. Blocks within a group
alternated according to a balanced Latin Squangulels each group, six of the eight blocks
were formed by stimuli of the three experimentalaitons (two blocks per condition) while
the remaining two blocks consisted of “Read” stimiual total, each group of eight blocks
consisted of 32 stimuli.

The study was divided into two fMRI runs, eachludde consisted of four groups of eight

blocks (two groups per experimental task, see éigut). The order of repetition of the two
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tasks was counterbalanced across subjects; foohtlé participants the order wasoun-
Verb-Verb-Nourfor the first run an&/erb-Noun-Noun-Verbor the second run. For the
second half of the subjects it wagerb-Noun-Noun-Verlfirst run, andNoun-Verb-Verb-
Nounfor the second run. For the generate tasks (nouerb) participants were not informed
of the different conditions (LS-SA, HS-WA, HS-SAefore the beginning of the fifth block
and at the end of the last block of each groupgiftblocks there werBestperiods of 20-s
during which a fixation cross appeared on the scrébe total time of the fMRI-session was
approximately of 27 min (2 fMRI-runs of 13.5 mincba.

Tt MIRI-run 2nd IMRI-run
~ 13.5 min ~ 13,5 min
Moun wert werh Moun Werh Moun Noun werh
production production production producton ,”J production production production producton
vy 1 t
Eixation AR -session
& BlockS —= ~ 70 sec each 20 sec ~ 27 min
2 Blocks 2 Blocks

‘READ" 2B8locks 2 BlOCKS "o ooan

LE-SA HSWA"
1 | 2

4 fnals 4 trials

G erate
Werh

Instruchion:
1500 e | af thi beginnning

of each hleck

S0 e

"

Haoun W e
Stiniuis

. Response
Hither 2500 +3 MN ITTSec

Example
af a Trial

Figure 6.1: Experimental design. The timing of ¢évents in a trial is also reported. READ indicates
the baseline condition in which noun stimuli hawdé read. LS-SA stands for Low Selection-Strong
association; HS-WA stands for High Selection-Weakdciation; HS-SA stands for High Selection-
Strong Association. See main text for further dgtai

6.2.5. Verbal response recording

In order to acquire overt verbal responses we aseéthod similar to that of Barch et al.
(2000). A plastic tube was fixed to the headcaibtigh a plastic funnel and taped, outside the
scanner room, to a microphone that was in turrclagié to a computer. The plastic tube was
used to allow placement of the microphone outdigeobre of the scanner.

Each subject’s response was recorded.amafile. TheNoise Reductiofacility of Cool
Edit Pro. 2.00 (Syntrillium Software Corporatiorhd@nix, USA) was used to isolate a
subject’s response from the scanner noise. Th@enssg were transcribed and checked for
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accuracy and reaction times were calculated fraotiset of the stimulus to the onset of the
subject’s response. For all 14 subjects, almostafjonses that were produced were recorded
clearly. Most of the errors made by the subjectseevmeissed responses; in a few cases they
did not pay attention to the instructions and,gotire blocks of stimuli, generated nouns

when verbs were required or verbs when noun gaoerafas the task at hand. Nevertheless,
subjects’ behaviour indicated that they generadlyied out the tasks appropriately. Both

behavioural and imaging data are referred to stajjeorrect responses only.

6.2.6. fMRI methods

Images were acquired using a 3-T MRI scanner (Siervedical Systems, Erlangen,
Germany) equipped with a standard quadrature hdadwbfor echo-planar imaging (EP1).
Head movement was minimized by mild restraint amshning. Thirty-two slices of
functional MR images were acquired using blood @nagion level-dependent imaging (3 x 3
mm, 2.5 mm thick, repetition time = 2.08 s, timb@e 30 ms), covering the entirety of the
cortex. At the end of the scanning session, anatrmscans were also acquired for each
subject, using a T1-weighted MP-RAGE (magnetizapogpared, rapid acquisition gradient
echo).

Experimental tasks were presented using Cogent gi#@loped by the Cogent 2000
team at the FIL and the ICN, London). SPM5 (Welleddepartment of Cognitive
Neurology, see Friston, 2004) was used for datprpoessing and statistical analyses. For all
participants we acquired 792 volumes (396 each HR); the first 4 of these were
discarded for each run. All images were then coecetor head movement. Slice-acquisition
delays were corrected using the middle slice aseate. All images were normalized to the
standard SPM5 EPI template and spatially smootkadyjwan 8 mm FWHM Gaussian filter.
All images were high-pass filtered at the cutofluesof 128-s.

All subsequent analyses of the functional image®werformed using the general linear
model implemented in SPM5. First, for each subjihet,data were fitted at every voxel using
a combination of effects of interest. The onsetaxth trial of the eight conditions (READ,
LS-SA, HS-WA, and HS-SA for noun generation and REAS-SA, HS-WA, and HS-SA
for verb generation) was convolved with the hemeaahyic response function (HRF). For
each condition, the data were modelled as eveateclduration = 0) considering only trials
with correct response. Error trials were modelléith\& separate regressor and excluded from
subsequent group-level analyskgleed, as covariates of no interest, both thamaters of

the realignment (motion correction) and the on$etach error-trial were also included in the
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design matrix. We then obtained 6 contrast imagespbject subtracting the READ
condition form each of the 6 conditions of inter@gs$-SA, HS-WA, HS-SA noun and verb
generation). These 6-contrast images per subjegraent an analysis of variance (ANOVA)
for group-level random effects statistical inferen€orrection for nonsphericity (Friston et
al., 2002) was used to reduce for any non-indepdreteor terms in the repeated measures
analysis. All reported activations survived a whibtainP corrected = 0.05 (cluster level,
estimated at p-uncorrected threshold < 0.001)dthten, one-sample t-tests were used to
compare pairwisenoun generation vs. fixation, and verb generatisnfixation(p-corr. =

0.05, cluster level).

6.3. Results

6.3.1. Behavioral data

Response time analyses

Theresults of noun and verb generation tasks are showigure 6.2. Reaction times
data did not violate assumptions of normality Giiapiro-Wilk p values > .2). A2 x 3
repeated measures ANOVA with task (noun and veneigion) and condition (LS-SA; HS-
WA; HS-SA) as within-subject factors was carried on RT. The analysis showed the main
effect of task (F (1, 13) = 7.12, p < .02), the meaifect of condition (F (2, 26) = 104.38, p <
.001) and a significant taskXcondition interact{&n(2, 26) = 34.85, p <.001). The main
effect of task arose from verb generation which glabally performed faster than noun
generation. In view of the significant interactiovo repeated measure ANOVASs were carried
out, one for each task. These analyses gave disagitimain effect of condition both for
noun generation (F (2, 26) = 8.17, p < 0.01) amd/éwb generation (F (2, 26) =128.42, p <
0.001). Post-hoc pair-wise contrasts carried outife noun generation task showed
significant differences (using Bonferroni correas) between LS-SA vs. HS-WA (F (1, 13) =
10.00, uncorrected p < 0.008) and HS-SA vs. HS-WAL( 13) = 11.94, uncorrected p <
0.005) but no difference between LS-SA vs. HS-SAI(FL3) = 0.01, p = 0.91). The data
show a clear effect of association strength bubhstlection demands for RT in noun
generation. Post-hoc pair-wise contrasts execuatethé verb generation task showed a
similar pattern of results: significant differendesing Bonferroni corrections) for
comparisons between LS-SA vs. HS-WA (F (1, 13) £.92, uncorrected p < 0.001) and HS-
SA vs. HS-WA (F (1, 13) = 196.79, uncorrected p.80Q), but unlike noun generation, there
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was also a difference between LS-SA vs. HS-SA (A8} = 11.95, uncorrected p < 0.005).
Effects of association strength and selection delsane present in the verb generation task.

In view of the interaction we also performed postpair-wise contrasts (Bonferroni
correction applied) between pairs of correspondmgditions of the two tasks. These
contrasts showed that verbs were produced fasarrtbuns in the conditions with strong
association (verb-LS-SA vs. noun-LS-SA, F (1, 132147, uncorrected p < 0.001; verb-HS-
SA vs. noun-HS-SA, F (1, 13) = 34.02, uncorrectedd001). However, in line with the
findings of chapters 4 and 5, verb generation waggmally slower than noun generation in
the critical condition with weak association (veéis-WA vs. noun-HS-WA, F (1, 13) = 6.45,
p <0.25).

Finally two t-tests showed that the “read” conditivas performed faster than both the
two generation tasks (read vs. verb: t =-16.59, (33 .001, read¥l = 794 msec, verliv =
1585 msec; read vs. noun: t = -25.87 (13), p <,.88d4d:M = 794 msec, nourM = 1676

msec).

Accuracy analyses

Theresults of noun and verb generation tasks are slmoWwigure 6.2. Using Shapiro-
Wilk tests of normality four out of seven of thecaracy distributions (6 experimental
conditions plus the Read condition) were not norAalarcsine transformation was
performed on the data. Following the transformataly the accuracy distribution of the
Read condition was well below the threshold fomnality.

A 2 x 3 repeated measures ANOVA with task (nounarth generation) and condition
(LS-SA; HS-WA; HS-SA) as within-subject factors weesried out on the proportion of
correct responses. The analysis showed a signifeféact of condition (F (2, 26) = 32.44, p <
.001) and a significant taskXcondition interact{n(2, 26) = 6.20, p < .01), but the main
effect of task was not significant (F (1, 13) =@.p = .68).

In view of the significant interaction two repeatedasure ANOVAs were carried out,
one for each task. These analyses gave a significaim effect of condition both for noun
generation (F (1, 13) = 14.46, p < 0.001) and fbweneration (F (1, 13) = 29.80, p <
0.001). Post-hoc pair-wise contrasts executed#®mnbun generation task showed significant
differences (using Bonferroni corrections) betw&8aSA vs. HS-WA (F (1, 13) = 19.64,
uncorrected p < 0.001) and HS-SA vs. HS-WA (F @3),2120.51, uncorrected p < 0.001) but
no difference between LS-SA vs. HS-SA (F (1, 1857, p = 0.46). The data show a clear
effect of association strength but not of seleciemands for accuracy in noun generation.
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Post-hoc pair-wise contrasts executed for the gereration task showed an analogous
pattern of results: significant differences (usBwnferroni corrections) for comparisons
between LS-SA vs. HS-WA (F (1, 13) = 36.18, uncoed p < 0.001) and HS-SA vs. HS-
WA (F (1, 13) = 31.61, uncorrected p < 0.001), hadifference between LS-SA vs. HS-SA
(F (1, 13) = 1.60, p = 0.23). An effect of assaoiatstrength but not of selection demands
was also present in the verb generation task.

In view of the interaction we also performed postpair-wise contrasts (Bonferroni
correction applied) between pairs of correspondmgditions of the two tasks. These
contrasts showed a trend of verb generation peddroetter than noun generation for the LS-
SA condition (verb-LS-SA vs. noun-LS-SA, F (1, £3%.28, corrected p = 0.039) and no
difference between tasks for both the HS-SA coodifverb-HS-SA vs. noun-HS-SA, F (1,
13) = 0.60, p = 0.45), and the HS-WA conditionrb#&IS-WA vs. noun-HS-WA, F (1, 13) =
2.11, p = 0.17). Finally, Wilcoxon tests showed the “read” condition was performed
better than both the two generation tasks (readery. Z = -3.18, p < .01, reahlt = .98,
verb:M = .91; read vs. noun: Z =-3.19, p < .01, rédd: .98, nounM = .91).

The behavioural data confirm the findings reporitegrevious chapters (4 and 5) and
show that the weak association conditions leabhgér reaction times and are associated
with poorer performance than the conditions witlorsfj association. In addition, a selection
demands effect is found in the response time datheoverb production task. Finally, verb
generation is slower than noun production in the@kvassociation condition but faster in

situations of strong association.
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Figure 6.2: Behavioral results. The graphs atdpeof the figure report response time (msec)
performance on noun (left) and verb (right) generatasks. The graphs at the bottom of the figure
report accuracy performance (%) in both tasks (rggmeration on the left). LS-SA stands for Low
Selection-Strong association; HS-WA stands for Féglection-Weak Association; HS-SA stands for
High Selection-Strong Association. Bars indicasadtard deviation.

6.3.2. Neuroimaging data

6.3.2.1. Noun generation vs. fixation and verb geaigon vs. fixation

First of all, both tasks were contrasted with afian condition. The contrast noun
generation vs. fixation resulted in the activatidrsix clusters (see Table 6.1). There was a
posterior cluster with the peak activation locatethe left middle occipital gyrus. A second
large cluster involved the left inferior frontalmgg and extended to the left middle frontal
gyrus, left precentral gyrus, left insula, left aonmen and left superior temporal gyrus. In
addition, the anterior cingulate cortex and theesiagp frontal gyrus were activated as part of
another cluster. As for the condition of noun gatien, the largest cluster activated by verb
generation, relative to fixation, was located istgoior brain areas. Another cluster activated
by verb generation included the left inferior fralngyrus, left precentral gyrus, left insula, left
and right putamen, left superior temporal gyru§,dad right substantia nigra, left and right

thalamus, and right nucleus caudate (see Table 6.1)
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Table 6.1.
Noun generation vs. fixation and verb generatiarfixation

Arnatomical localization WIMI coordinates F & Voxels
x Vi z corrected Walue  percluster

Regions more acfive for nouns

vs. fixafion

L Iliddle occipital g yrms -30 -0 12 =0.001 570 10515
L Cuneus -20 0% g = 0.001 503

B Curens 128 -102 & = 0.001 424

L Fugifornn gyus -3 -0 -4 =0.001 4.24

R Fugiform gyrus 32 -E2 -4 =0.001 403

L Lingual gyrus -10 -HE -2 = 0.001 414

B Lingual gyrus 14 B8 .14  =0001 424

B Cerebellum 38 62 32 =000l 440

R Whiddle occipital gyrus 28 08 10 =000 4.47

L Supernor occipital gyms -2 -04 28 =000 324

L Inferior occipital g s 4470 -l =0.001 427

L Inferior termporal gyrus -52 64 -1E2 0 = 0001 4.06

L Inferior frontal g vrus -dé 4 42 =000 612 7509
L Middle frontal gwms -dé n 586 =000 522

L Precentral gyrus -52 -12 40 =000 5.20

L Insula -3 128 & = 0.001 502

L Putamen -2 10 0 = 0.001 4 66

L Supenor termporal gyrus =54 14 -4 =000 4.11

L &nterior cingulate cortex -3 24 42 =000 3ES 1607
L Supenor frontal g wus -14 n 72 =000 315

R Precentral gvrus dé -12 34 =000 503 1420
B Putamen 22 12 2 = 0.003 411 350
L Superior parietal lobule -26 -60 52 =0.005 480 308
Regions more acfive for verhs

vs. fixafion

L Iliddle occipital g yrms -2 0% 12 =0.001 574 17586
B nliddle oceipital gyrus 34 94 2 = 0.001 536

L Superior parietal lobule -26 -60 56 =0.001 564

L Cuneus -4 94 24 =0.001 520

B Curens 10 -20 g = 0.001 509

L Fugifornn gyus -40 -0 -4 =0.001 521

R Fugiform gyrus 30 63 -20 =0.001 Sla

L Lingual gyrus -20 -2 .12 =000l 524

B Cerebellum 36 62 34 =000l 554

L Inferior frontal g vrus -40 4 40 =000 5E0 11285
L Precentral gyrus -50 -12 38 =000 2

L Insula -3 22 2 = 0.001 532

L Putamen -2 g -4 =0.001 5E1

B Putamen 24 10 0 = 0.001 501

L Supenor termporal gyrus -56 12 -0 =0.001 4 26

L Substantia Higra -f -20 -16 =000l 440

B Substantia Migra g -12 0 214 =000l 457

L Thalamus -10 -14 g = 0.001 412

B Thalamus 14 -1% 0 = 0.001 364

B Hucleus candate 28 -f -2 =000 347

L Iliddle frontal g vms -f 16 54 =0.001 6.16 2267
L Supenor frontal g wus -14 n 72 =000 4 26

L &nterior cingulate cortex -10 24 40 =000 4.55

R Precentral gvrus an -10 32 =000 548 1768
R Superior temporal gyrus 52 222 -2 = 0.001 4 .66 501
L Middle ternporal gvrus -G -28 2 = 0.002 4.39 353

Notes Stereotactic MNI coordinates for significant ¢krs (random effects, cluster-leek 0.05
corrected, estimated at p < 0.001 uncorrectedngivenillimeter with effect sizeg(scores) and
cluster extent. In the Voxels per cluster columuster extent is reported in correspondence of the
main peak. Subpeaks were selected dividing easheclinto Brodmann areas and then selecting
peaks within each area.
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6.3.2.2. Noun generation vs. read, verb generatisnread, and Verb vs. Noun
Table 6.2 and figure 6.3 report the brain areasvieae more active for noun and verb

generation relative to the read condition.

Noun Generation vs. Read

Left hemisphere Top view Right hemisphere

&

Verb Generation vs. Read

Left hemisphere Top view Right hemisphere

Figure 6.3: Brain activation for the contrasts ngeneration vs. read (top), and verb generation vs.
read (bottom).

The comparison of noun generation with the readlitiom revealed activation of a large
network of brain areas. The strongest activatiamelved the left middle and inferior frontal
gyri and the anterior cingulate cortex. Activatiwas also found in the lingual gyrus, the left
cuneus and cerebellum (bilaterally). Moreover, sutical areas such as nucleus caudate
(bilaterally), left thalamus and putamen, and rigiibstantia nigra and globus pallidus were
also more active for nouns than read (see tab)e B2 largest cluster activated during verb
generation relative to read involved posterior ioraigions and subcortical areas; thus, in this

cluster the cerebellum, lingual gyrus, globus dali, and the substantia nigra were activated
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bilaterally, whereas the middle temporal gyrusgiigr temporal gyrus, nucleus caudate,
putamen, and cuneus were lateralized on the ledtebVer, the left inferior and middle
frontal gyri, anterior cingulate cortex, and thghti superior frontal gyrus were activated as
part of a different cluster.

The two generation tasks were also contrastedtfjiragainst each other. No brain
regions were more active for nouns than verbs.dyrast, the contrast Verb > Noun led to
the activation of the left superior and middle temgb gyri (see first contrast of table 6.3 and
the bottom part of figure 6.4). The activation plof the bottom part of figure 6.4. report
activation in these temporal regions for each domdliof the two tasks. The signal plots
indicate that verb generation activates these nsgio a similar way to the read condition.
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Table 6.2.
Noun generation vs. read and verb generation adl. re

Anatomical localization MM coordinates F £ Voxels
X ¥ z corrected Value  per cluster

Regions more active for
nows v, read

L MIiddle frontal gyrus -6 12 51 = 0.001 T30 2516
L Inferiot frontal gus -40 2 32 = 0.001 T332

E Anterior cinguidate cortex 12 26 32 = 0.001 331

E Lingual gvrus 10 51 -0 <0001 398 3171
E Cerebellum 28 -4 -32 <0001 542

L Lingud gyras - -5 -10 = 0.001 441

L Cerebellum -40 -6 -34 = 0.001 412

L Cuneus -4 -102 12 = 0.001 406

L Thalamus -4 -t 6 = 0.001 4895 ]
L Paratippocam pal gyrus -lé -14 =26 < 0.001 411

E Glotns P dlidos 10 4 0 = 0.001 354

L Putamen -14 10 0 = 0.001 341

L Hucleus Caudate -1a 0 12 < 0.001 3.34

E Mucleus C audate 20 -20 24 <0002 439 597
E Substarntia Migra & -24 -16 <0002 424 589
L Inferior temporal gyrus =52 -52 -14 <0.004 518 510
R Inferior frontal gyus 30 26 -4 <0.02 4.50 392
E Insida 26 22 4 =002 305

L Buperior parietal 1obe -26 -0 42 =002 4.41 3535

Regions more active for
verbs vs. redcd

E Cerebellum 3% -64 -34 <0001 TR 12770
E Lingual gus 12 -24 -30 <0001 6.7

L Lingud gyras -14 -6 -10 <0001 .46

L Middle temporal gyas -6 -46 -4 < 0.001 574

L Globus Pallichas -12 -4 4 = 0.001 5a1

L Cerebellum -35 -64 -30 = 0.001 556

L Inferior temporal gyrus =52 W52 -14 < 0.001 554

R Globus P alidus 12 2 0 = 0.001 494

L Substantia Nigra -10 -20 -20 <0001 493

L HNucleus Caudate -32 -30 -4 < 0.001 487

L Putamen -lé B -2 <0001 420

L Cuneus -4 -100 18 = 0.001 473

E Substantia Migra 10 -16 -18 = 0.001 4.64

L Inferior frontal gaus -40 f 34 = 0.001 731 D454
L MIiddle frontal gyrus -6 18 54 = 0.001 6.8

L Arpterior cingulate cortex -E 24 40 = 0.001 6.34

E Anterior cinguidate cortex 10 26 36 = 0.001 39

E Superior frontal syaus 2 2 T2 = 0.001 319

L Superior parietal 1obe -25 -7 44 = 0.001 S.4d 243
L Inferiot parietal lobe -40 -44 36 = 0.001 353

E Inferior frontal gyus 34 24 -4 <0.004 426 446

Notes:Stereotactic MNI coordinates for significant ckrst(random effects, cluster-levek 0.05
corrected, estimated at p < 0.001 uncorrectedngivenillimeter with effect sizeg(scores) and
cluster extent. In the Voxels per cluster columuster extent is reported in correspondence of the
main peak. Subpeaks were selected dividing easheclinto Brodmann areas and then selecting
peaks within each area.
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6.3.2.3. High Selection vs. Low Selection

The main aim of the fMRI analyses was to investagahether selection demands play a
role in verb (and/or noun) production, once theeptial confound of associative strength is
removed. Thus, for each generation task (verb anhwe compared High versus Low
Selection conditions with matched levels of asdamastrength (i.e. (HS-SA) — (LS-SA)).
The upper left part of figure 6.4 shows the bragma that activated during the noun
generatiortask (see also the second contrast of table 6h&) high minus low selection
contrast resulted in the activation of severalteliss The peak activation was in the left
postcentral gyrus. In the same cluster the leériof frontal gyrus, left precentral gyrus, left
middle and superior temporal gyri, and some submadrareas (left putamen, nucleus caudate
and pallidum) were also activated. Another largester was located in the right hemisphere
(precentral gyrus, superior and middle temporai, ggrtamen, insula and claustrum). The
upper right part of figure 6.4 shows the regiorat tictivated for the high minus low selection
contrast during verb generation (see also the tlardrast of table 6.3). In the same way as
for noun generation this contrast revealed actwadif the left inferior frontal gyrus. As part
of a different cluster, the left lingual gyrus ahe left cerebellum also showed increased

activation for this contrast.
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Figure 6.4: Effects of selection demands, conjamctinalysis, and Verb vs. Noun contrast. The HS-
SA vs. LS-SA contrast is reported for noun and \g&heration at the top of the figure (noun
generation on the left). The results of the conjimmcanalysis (HS-SA/LS-SA, Verb/Noun) are
reported in the middle of the figure. The resuftthe contrast Verb vs. Noun are reported at the
bottom of the figure. Brain activity in the leftfarior frontal gyrus is shown for each conditiortio¢
two tasks in the graph in the middle of the figiBeain activity in the left superior and middle
temporal gyri is also reported for the conditiohshe two tasks in the graphs at the bottom of the
figure. Plots depict activity in experimental camnaiis relative to th&eadcondition (in arbitrary units
[a.u.], +/- 90% confidence interval). LS-SA stafioisLow Selection-Strong association; HS-WA
stands for High Selection-Weak Association; HS-&ds for High Selection-Strong Association.
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In view of the relatively different patterns of ieitions (e.g. bilaterally in temporal
cortex) which were found between the two taskgHeHS-SA — LS-SAontrast, we tested for
the interaction between selection demands and(iaskS-SA/LS-SA, Noun/Verb). Two
clusters showed a significant interaction (seeresh# of table 6.3); the posterior cingulate
cortex and the precuneus formed the largest clugige the left superior and inferior
temporal gyri formed a second. The interactionaaths that the decrease in left temporal
cortex activation (relative to the read conditifor)the nouns relative to the verbs, which
gave rise to th&¥erb — Nourmain effect, is somewhat reduced for the HS-SAdd@n of
noun generation. In fact in this condition the lesfeactivation of the left temporal cortex was
similar for noun and verb generation (e.g. seesphbfigure 6.4).

Moreover, since we expected a similar effect oghws. low selection” for verb and
noun generation we formally assessed this predidfjoperforming a conjunction analysis
(see Nichols, Brett, Andersson, Wager, & Polindd®®f (HS-SA) - (LS-SA) for both
generation tasks. The middle part of figure 6.4shthat the only regions that were
significantly more active for the HS-SA than LS-8dndition in both tasks were the left
inferior frontal gyrus (BA 45) and the left precaitgyrus (BA 6) (see also the fifth contrast
of table 6.3).

Finally, we also investigated whether the effe¢tsedection demands which the
conjunction analysis showed to be located in tHe3_bccur in an area 1) close and
functionally similar to that that Badre et al. (B)@eported to be primarily involved in
response selection (i.e. left mid-VLPFC, BA 452} distant and presumably functionally
different to the area that these authors repoddxtsensitive to manipulation of associative
strength (i.e. controlled retrieval, left anten@tral VLPFC). To test these hypotheses two
sphere ROIs of radius 8mm were extracted using/idusbar software
(http://www.sourceforge.net/projects/marsbar). pbak coordinates of the first ROl were
selected referring to the area that was most $emsdt the selection component in the Badre
et al.’s (2005) study. Thus this ROl was locatethimleft mid VLPFC (-54 21 12). In a
similar way, the peak coordinates of the second R€E selected referring to the area that,
in Badre et al (2005), was most sensitive to aasioci strength. The second ROI was located
in the anterior/ventral VLPFC (-45 27 -15). It siiebbe noted that the cluster of activation
found in the main conjunction analysis (HS-SA > $A-for both verb and noun generation
tasks) was part of the ROI in the mid/posterior VP(-54 18 8), but not of the ROI in the

anterior/ventral VLPFC.
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As for the whole-brain analyses we compared Higsw®eLow Selection conditions
with matched levels of association strength (HS{SA) — (LS-SA)) in both tasks and in both
ROIs. As far as the verb generation task is corezkrtine results confirmed that activation in
the mid/posterior VLPFC was significantly higher f@S-SA than LS-SA [t (13) =3.23,p <
0.001]; while activation in the anterior VLPFC didt differ between these two conditions [t
(13) = 1.09, p = 0.14]. In the noun generation tas& HS-SA > LS-SA contrast revealed
more activation in the mid/posterior VLPFC [t (:3B8.83, p < 0.001] but, unlike verb
generation, also in the anterior VLPFC [t (13) 88}.p < 0.001]. These results show an effect
of selection demands focused only in the mid/past&LPFC for verb generation, but

extending also to the more anterior section ol in case of noun generation.
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Table 6.3. Direct contrasts and conjunction analysi

Anatomical localization MHI coordinates F & Voxels
X W z cottected Value pet cluster

1) Regions maore acfive for
verbs ¥s. noums

L Supericr tem poral gyrus -4 =20 4 <0.007 4.01 423
L Mliddle temporal gyrus -da -3 - <0.007 336

2) Regiovs more active for

HE 5S4 newms vs.

LA S noens

L Postcentral gyrus -44 -20 32 <0001 5353 13163
L Inferior frontal grus -3 24 - =0.001 4.50

L Precentral gyus -58 -10 32 <0.001 492

L Supericr tem poral gyrus =52 10 -2 <0.001 549

L Middle temporal gyrus - 56 -12 -12 < 0.001 4.69

L Cingdum -2 -36 - <0001 454

L Hucleus candatus -32 -14 -10 <0.001 491

L Pallicham -14 -4 & <0001 437

L Putamen -22 14 -2 <0001 435

R Precentral gyras an -4 20 <0.001 5323 Qa47
R Superior temporal gyrus 56 232 14 <0.001 425

R Middle temporal gyras 56 -lé -4 <0.001 422

E Putamen 24 & 12 <0001 479

R Claustnim 30 -2 12 <0001 4.45

E Insda 38 -14 0 <0001 431

L Arterior cingulate cortex - 20 22 < 0.001 308 1272
E Parieto-occipital Sulcus 22 -6 18 <0002 4.49 520
L Precuneus -4 -fi 32 <0002 3.54

L Parieto occipital Sulous -2 -fid 1% <001 370 387
3) Regiovs moare active for

Hi SA verbs vs.

LS4 verbs

L Inferior frontal gyrus -43 4 32 < 0.001 456 Q01
L Lingud gyras -14 -74 -12 <001 4.1% 320
L Cerebellum -10 -6 -22 <001 341

4 Regions showing an
Tnferacfion befween selecfion
demecds avd fask

L Supericr tem poral gyrus -da =20 -B <0.009 423 3897
L Inferior temporal gyrus -4 -10 -20 =0.009 339
R Posterior cingulate cortex 22 -60 1% <0.002 4.0%8 572
E Precuneus & -6 32 <0002 3.56

5) Covfrmction:

Fegions more active for

HEHA verbe U nowas vs.

LESA verbs U vowns

L Inferios frontal gyrus =52 34 ] < 0.008 326 499
L Precentral gyus -42 -10 42 < 0.008 3325

G} Regions maore acfive for

HEWA verbs vs. HASWA nowns

L Putamen -18 10 -4 <004 3.59 283
E Cerehellum 12 38 -40 <005 426 252

Notes:Stereotactic MNI coordinates for significant ckrst(random effects, cluster-leek 0.05
corrected, estimated at p < 0.001 uncorrectedngivenillimeter with effect sizeg(scores) and
cluster extent. In the Voxels per cluster columuster extent is reported in correspondence of the
main peak. Subpeaks were selected dividing easheclinto Brodmann areas and then selecting
peaks within each area. LS-SA stands for Low Seletrong Association; HS-WA stands for High
Selection-Weak Association; HS-SA stands for Higle&tion-Strong Association.
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6.3.2.4. Effect of weak association

Next, we tested for the effect of association gjtethat had been found to have a major
effect on the behavioural data. Accordingly, we paned in both tasks the high selection-
weak association condition with the high selecstnong association one (i.e. (HS-WA) -
(HS-SA)). Contrary to the initial prediction thisrdtrast did not reveal any significant
activation in either task. However, interestingutesswere obtained when effects of
association strength were investigated within tdsRextracted in the left mid/posterior
VLPFC and left anterior/ventral VLPFC. With regdodthe verb generation task, the
anterior/ventral VLPFC region was significantly raactive for the HS-WA than the HS-SA
condition [t (13) = 1.70, p < 0.05] whereas no@iéinces between these two conditions were
found in the mid/posterior VLPFC [t (13) = 1.3157®.1]. As far as the noun generation task
is concerned, neither the anterior/ventral VLPFE€the mid/posterior VLPFC were more
active for HS-WA than HS-SA [t (13) =-2.05, p 90.and t (13) =-3.27, p = 0.99 for
anterior/ventral and mid/posterior VLPFC ROIs respely].

These results showed effects of association stienghe left anterior/ventral VLPFC but
not in the left mid/posterior VLPFC for verb gen@ya; however no effects of association
strength were found in the fMRI data of noun gehena

Finally, an important prediction of our study cormed the HS-WA condition during the
two different generation tasks. In particular wkeakwhether verb and noun generation
would differ specifically in the generation of wéakssociated items. As reported above (i.e.
section 6.1), we expected to find more activitpasal ganglia for verbs than nouns in the
weak association condition. For this reason we @egpHS-WA verb minus HS-WA noun.
Consistent with the prediction, two clusters of\ation were identified: one in the left
putamen, extending also to the left pallidum, and im the right cerebellum (see figure 6.5
and contrast 6 of table 6.3). Moreover, in viewthadse results we tested for the interaction
between association strength and task (i.e. HS-V®ABA, Verb/Noun). The left putamen
showed a significant interaction (t = 3.82, p-cof.05, cluster level, estimated at p-
uncorrected threshold < 0.001) while the right beteim did not. These results further
suggest that the left basal ganglia are partiqukstivated in the weak association verb

condition.
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Figure 6.5: Brain areas revealed by the contrast\HSverb vs. HS-WA noun. Activity in left
putamen is reported in the graph for each condiiahe two tasks. Plots depict activity in
experimental conditions relative to tReadcondition (in arbitrary units [a.u.], +/- 90% cadnce
interval). LS-SA stands for Low Selection-Strongs@siation; HS-WA stands for High Selection-
Weak Association; HS-SA stands for High Selectitim&y Association.

6.4. General discussion

6.4.1. Summary of main findings

The purpose of this study was to provide evideetaed to the issue of the competitive
VS. associative accounts of verb generation amuvistigate the role of the two factors in the
activation of frontal-striatal circuits. We used RWito address this matter, by extending the
classical paradigm of verb production (see Marti€8eng, 2006) to the generation of nouns
(see Chapter 4). Our fMRI results show that thect®n between competing responses is an
important factor during single word production. THEG is more active in situations of high
selection than low selection, with associationrgjth matched across conditions. This was
the case both for verbs and for nouns as formalbys by the conjunction analysis. More
specifically, results of ROI analyses have shovat,tfor verb generation, effects of selection
demands are found in the mid/posterior VLPFC R@! in the mid/posterior VLPFC), but
not in the anterior/ventral VLPFC (i.e. ROl in theterior VLPFC) whereas, for noun
generation, the ROI analyses showed effects oftsatedemands in both sections of the
LIFG.

179



The subjects’ behaviour on both experimental tabksvs that association strength is also
an important factor for both noun and verb productWeakly stimulus-associated responses
require more time and are more prone to errors stramgly stimulus-associated responses.
Nevertheless, for both tasks, the condition witlakvassociations did not lead to any
significant activation relative to the conditiontiwstrong associations, once selection
demands were carefully matched in the two condsti@e. the contrast HS-WA - HS-SA). Of
importance, the ROI analyses have however shovectsfbf association strength in verb
generation but not in noun generation. Thus, fobgeneration the anterior/ventral VLPFC
was more active for HS-WA than for HS-SA whereasrthd/posterior VLPFC was equally
active for the two conditions.

An important prediction of this study concerned ¢benparison of the HS-WA condition
between the two tasks. Consistent with our hypashes found that weakly stimulus-related
verbs activated the left BG (left putamen) morental weakly stimulus-related nouns.
Activity in the right cerebellum was also foundtims contrast. An interaction between
association strength and task was found in theolgimen but not in the right cerebellum. In
our previous studies (see chapters 4 and 5), we &agued that the coming to mind of nouns
interferes with verb production, but that the coempéntary situation in noun production
generally does not occur. From this perspective]dft putamen could be a key structure
involved in coping with the interference that occaelectively during verb generation.

An unexpected, but noteworthy result concerns thmmaffect of Verbs vs. Nouns. This
revealed greater activation of the left superiat anddle temporal gyri for verbs than nouns.
In the following sections we provide a possiblecast for this and the earlier findings

referring to the most relevant brain areas forlsimgord generation tasks.

6.4.2. Left inferior frontal gyrus

In this study we replicated and extended the figsliof Thompson-Schill et al. (1997;
1998), Barch et al. (2000), and Persson et al.4PODLIFG activation following the high vs.
low selection comparison. Thus, we provided addélavidence to support the hypothesis
that LIFG is important for the selection of infortizen from among competing alternatives.
Of importance, a ROI analysis has shown that thierel/posterior VLPFC rather than the
left anterior/ventral VLPFC is involved in this faiion. This analysis was performed by
selecting the areas of the LIFG that Badre e28l0%) had shown to be primarily involved in
response selection (mid/posterior VLPFC, BA 45) anditrolled retrieval (anterior/ventral
VLPFC, BA 47). The results have shown that, folovgeneration, only the mid/posterior
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section of the left VLPFC was more active for HS4®An for LS-SA. Nevertheless, effects
of selection demands also extended to the anteftovLPFC for noun generation. Globally
these results fit with the finding of our conjumtianalysis of HS-SA minus LS-SA carried
out for both tasks. Thus, this analysis showedistet of activation in a region which
partially overlapped with the mid/posterior left FEC ROI but not with the anterior/ventral
left VLPFC ROI.

Thus, our study sheds further light on the roléhefmid/posterior LIFG. Within the
domain of semantic knowledge, the selection betvadtennative nouns or verbs activates this
area in a very similar way (see Siri et al., 2008LfIFG activation related to the production
of both action nouns and verbs, and see also Beriiet al., 2008, for further evidence on
activation of LIFG for both nouns and verbs). Mareq the fact that in our study the strong
association conditions (HS-SA and LS-SA) were adiefnatched for the strength and the
number of task-irrelevant responses in both tasksvith the proposal that the mid/posterior
LIFG mediates selection of verb and noun respofieas amongask-relevanglternatives.

As shown above, the results of the ROI analysessdlewed that the anterior left VLPFC
was more active for HS-WA than HS-SA. This effecassociation strength was found only
for verb generation since the anterior left VLPF&svequally active for the two relevant
conditions of noun generation. These results ali@énwith the behavioural effects of
association strength which were much stronger éob ¥han noun generation (i.e. about 400
ms vs. 100 ms respectively, see section 6.3.1)tHeoverb generation task the results of the
ROI analyses are in line with the functional segtem that Badre et al. (2005) found in the
left VLPFC. The anterior/ventral section of thisiorregion is involved in controlled retrieval
from semantic memory whereas the mid/posterioi@@cs more involved in post-retrieval
selection in situations of high competition. Inist clear however why the HS-SA condition
of noun generation leads to more activation of tsatttions of the LIFG relative to the LS-SA
condition.

A possible reason of why the anterior VLPFC is magtve for HS-WA than HS-SA in
verb generation only is that in the HS-WA conditafrthis task, retrieval of task-relevant
responses (i.e. verbs) requires the operationab-alown, control mechanisms. As argued in
section 4.5.4 of Chapter 4, such a mechanisms spasify the class of an appropriate
response since, as suggested by free associations isee figure 4.2 in chapter 4),
inappropriate responses (i.e. nouns) are frequeptintaneously activated by the stimuli in
this condition. As shown in chapter 5 (e.g. secdl), Thompson-Schill and Botvinick

(2006) have recently proposed a Bayesian frameworkerb generation which included a
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top-down biasing mechanism that adjusts the probabilities of response candidates so
making the probability of verbs higher than thahotins during verb generation. The anterior
left VLPFC may be a candidate area for the locusisfprocess. In a similar way, in relation
to the FRI model, in chapter 5 we have arguedwiman no task-relevant response is
automatically retrieved in given a condition of th@un/verb generation tasks, more attention
is placed on the secondary cue (e.g. “verb” concapthe expenses of the primary cue (i.e.
noun stimulus). This has the effect of binding miaghktly the retrieval processes to the
desired kind of response. Thus, the left anterariral VLPFC may be important for the
attentional modulation of control which is requitegthe HS-WA verb condition.

Moreover, our study suggests that the activatio@fmid/posterior LIFG may not
necessarily give rise to behavioural effects sig;Ha example, an increase of response times
for the high selection condition; in fact, the H8-8nd LS-SA conditions of noun generation
led to similar RT in our study. A possible explaoatfor the relatively similar RT in the two
conditions with strong association (compared tosiheations with weak association) is that
in an interactive activation model with positivedack (e.g. McClelland & Rumelhart,
1981) having two competing alternatives with stromgut increases the degree of activation
overall, but affects the speed of selection mushk than having two competing alternatives
with weak input.

As an alternative account, in chapter 5 we havevaltbat when appropriate parameters
of FRI were manipulated, the model was able to seibwer similar RT on the HS-SA and
LS-SA conditions of both tasks (e.g. in the adulijects’ simulation) or longer RT on HS-SA
than LS-SA (e.g. in the PD patients’ simulation$. #lready mentioned, an important feature
of the ACT-R declarative memory theory is that pinebability of generating a given
response node is a competitive process which degandarily on the activation of that
specific node but also on the activation of otheteptial response nodes (see section 5.3.1 of
chapter 5). In other words, the strength of thevatton of potential response nodes affects
the probability to select a given node. As alresldgwn, the activation of a response is
positively correlated with the strength of its asative links with the stimulus. Thus
differently from the LS-SA condition in which ongne response is highly activated, in the
HS-SA condition more than one response have higkldeof activation. Consequently this
latter condition may involve the operation of thelfposterior LIFG more in the selection of
a response from among others with similar probigbralues. However, in the ACT-R theory,

the computation of the RT for a given response nedenon-competitive process that
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directly reflects the activation level of the sééztresponse. Thus, responses with similar
activation values can lead to similar RT in the 8&-and LS-SA conditions.

Finally, the conjunction analysis also shows thatrmain area which is activated by the
high selection vs. low selectiaontrast in both tasks is BA 45. Robinson et(2B98; 2005)
reported two cases of dynamic aphasic patientscfsagter 2) who had lesions to this brain
area. As already shown, both these patients hadylar difficulties in the selection of a
verbal response when others competed. The authgpeged that this brain area is important
in the selection of a response between compettegiatives. Our fMRI study supports this

interpretation of these neuropsychological findings

6.4.3. Basal ganglia

In our study basal ganglia activity was particyldrigh in the high selection-strong
association conditions and also in the high salaetveak association condition of verb
generation. Moreover the left putamen also showeidtaraction between association
strength and task. Recent studies give the bagsgligaa function of inhibiting competing
alternatives, and this function is also held taibed in language production (Longworth et
al., 2005; Castner et al., 2007; Castner et ai§P0dndeed, an involvement of basal ganglia
structures in lexical-semantic processing has Ipegposed based on findings both of
neuropsychological studies on patients with sulcairtesions (see Copland et al., 2000a;
Copland, 2003) and of neuroimaging studies (Raatsal., 2001; Crosson et al., 2003).

For instance, Rossel et al. (2001) studied thenlrairelates of automatic and controlled
processing in a semantic priming environment. Awttenand controlled processing were
investigated by using short and long prime-targéayk. The authors found that the putamen
was preferentially activated at long intervals #md led them to suggest a role for this
structure in controlled semantic processes. Thieoasisuggested that the putamen may be
involved in the processes of response selectionrdnbition. A similar conclusion was
reached by Copland (2003). He carried out a semarnitning study in which PD patients and
controls were presented with auditory prime-tapgets in four different conditions
(subordinate meaning unrelatédt-river, dominant meaning unrelatedpt-money
subordinate meaning relatdzhnk-riverand dominant meaning relatddnk-moneyand at
two conditions of prime-target interstimulus intargshort and long). Subjects were required
to perform lexical decisions to targets (which alsduded nonwords). The results suggested
that PD patients had intact automatic lexical psses, as at short ISI they showed priming in

both the dominant and subordinate conditions. Hawav long I1SI, PD patients, unlike

183



normal controls, did not show selective semantditation of the dominant meaning.
Copland (2003) argued that this was due to an imygit of inhibitory mechanisms in PD.

Our results are in agreement with the proposedablbasal ganglia in the processes of
response selection during lexical retrieval. Howeve need to consider whether it is
appropriate to go a step further by assuming tieattivation of the left putamen in the HS-
WA condition selectively during verb generationatek to the need to suppress task-
irrelevant responses (i.e. nouns) in verb produacfidnis would be consistent with the
findings of the PD patients simulation presentedhapter 5. Indeed, we have shown that the
manipulation of the inhibition probabilityK) parameter, that controlled how frequently the
process of response inhibition intervened in FRAsaritical in order to fit the poor
performance of the PD patients on the HS-WA coaoditf verb generation. Of importance,
the change in this parameter had much less effetiteability of the model to produce noun
responses in the HS-WA condition of noun generatiois indicates that this condition is less
subject to intrusion from task-irrelevant responses verb responses) than the corresponding
condition of verb generation. Moreover, the findthgt young adults are slower with verbs
than nouns only in the HS-WA condition (see sec@dl) provides further support for the
claim that this condition is more prone to integigce from non-verb competitors.

An interpretation in terms of inhibitory controlerted by the BG in the HS-WA
condition of verb generation also fits with recewidence for the cognitive role of these
structures (Longworth et al., 2005), and with saeent accounts of cognitive deficits of PD
patients. For example, in a recent study, Castnalr €007) suggest that PD patients have
deficits in some aspect of inhibitory control, sashthe inhibition of prepotent responses, as
well as having problems in selection from competiegponses.

Nonetheless, another possibility is to assumetti®BG activation in the HS-WA
condition reflects the contribution of these stawes in accentuating task-relevant
information (i.e. verbs in the verb generation jasither than inhibiting task-irrelevant ones
(i.e. nouns in verb generation). Accordingly, asvgh in the Introduction of the thesis, it has
recently been proposed that the resolution of adafbetween incompatible responses may
also occur through a top-down accentuation of takvant responses, rather than inhibition
of task-irrelevant information (Egner & Hirsch, Z)0In a similar way, McNab and
Klingberg (2008) have proposed that PFC and BGaipen concert to filter irrelevant
information allowing only relevant information tater working memory. Moreover, Norman
and Shallice, (1986; see also Robbins & Sahaki@®3)Lhave proposed that BG may operate
to potentiate the activation level of schemas imtention scheduling thus biasing their
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selection in a task-relevant manner. Consistenitly this alternative position, in chapter 5 we
have also shown that the manipulation of bothvihendE parameters was necessary, too, in
order to simulate findings from the PD patientshbuld be noted that the ability to
differentially activate task-relevant informatiaglative to non-relevant information was
manipulated in FRI by varying/ (see also Daily et al., 2001) while large valuek chused
reduced energization, that is, a slower activabibiine relevant responses in successive
retrieval attempts in our model.

It is important to note that the two possibilitla$efly reported above (i.e. inhibition of
task-irrelevant responses and accentuation andtieeief task-relevant ones) may not be
mutually exclusive; in fact recent evidence hasashthat response selection and response
inhibition may involve similar mechanisms both iatyon the operations of fronto-striatal
circuits (Mostofsky & Simmonds, 2008); our FRI mbédkso suggests that both abilities are
needed in verb generation, particularly in situadiof weak association (i.e. HS-WA) and
that they can both depend on the operations of &#elBG.

There is also a third possibility for why the bagahglia are more active for verbs than
nouns in the HS-WA condition. This is related te thay that verb retrieval may depend on
the efficiency of the representation of actiong.(&ilveri & Misciagna, 2000). According to
this view, the basal ganglia could be involved @énbvprocessing because of their well known
function in motor control (Mink, 1996) and throu functional links with the frontal lobe.
For example, Signorini and Volpato (2006) found B patients were impaired on an action

fluency task but not on semantic and letter fluetasks.

6.4.4. Left temporal lobe

We found that verb generation activated the Igfesior and middle temporal gyri more
than noun generation (see the first contrast détél3). The generation of nouns semantically
related to noun stimuli has not been widely stugieid An exception is the PET study of
Warburton et al. (1996). These authors studied rmoahverb retrieval in normal subjects.
Noun and verb generation tasks were also contragtbda rest control condition. Similar to
here, Warburton et al. found that both tasks coetptr rest activated the same regions in the
superior temporal gyrus (bilaterally), left inferimontal gyrus, anterior cingulate cortex,
supplementary motor areas (SMA) plus several stibebareas. Moreover, the direct
contrast of verb minus noun generation revealegatin of the left inferior temporal gyrus
(as well as the left inferior parietal lobe, LIFBdaSMA). Warburton and colleagues

suggested that the inferior temporal gyrus angtsterior part of the inferior parietal lobe
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are important in lexical processing and in paracuh the access to semantic fields (see also
Yokoyama et al., 2006, for further evidence showiimeg activation of the left middle
temporal gyrus is increased for verbs relativedons).

One possibility related to that put forward by Watbn et al. (1996), is that semantic
priming effects may be stronger for noun than \ggberation. Recent neuroimaging studies
have shown decreased activation in several braisan conditions of repetition priming,
including regions of the temporal lobe (for a revisee Schacter & Buckner, 1998; and
Henson, Shallice, Josephs, & Dolan, 2002). In aRIfstudy of implicit semantic priming,
Rissman et al. (2003) studied the brain correlateslexical decision task in the context of
prime-targets pairs. The targets could be semaiytiedated or unrelated to the prime or they
could be nonwords. The authors found decreasedasiotn in the left superior temporal gyrus
(as well as in the left precentral gyrus, left aigéht middle temporal gyri and right caudate)
when the related targets condition was compardideanrelated condition (see also Copland
et al., 2003, for similar findings of neural prirgim left middle temporal gyrus in a lexical
decision task). The authors argued that this figdiould be due to the enhanced neural
efficiency occurring in the recognition of relatieadigets.

We propose that, in our study, noun stimuli elsény other nouns with related semantic
features; this would have the effect of reducirgléft temporal gyrus activation in situations
of noun generation (see below). By contrast, duvierdp production subjects have to
explicitly attend to the semantic relationship betw the stimulus and response (see Martin &
Byrne, 2006; and Thompson-Schill & Botvinick, 2008) agreement with this, previous
analyses of free association responses using the stimuli as in the current fMRI
experiment (see the task-relevant response analysisapter 4) showed that nouns are
spontaneously produced much more often than vartesponse to noun cues.

However, there is a difficulty for an interpretatim terms of semantic priming of the
increased activation in the left temporal lobevierbs relative to nouns. In situations of
strong association, the generation of verbs isadlgttaster than noun generation (see figure
6.2). In chapter 5 we have proposed that verbsegiroduced faster than nouns because the
associative strength between the concept “noun’adlrits related noun responses is weaker
than the associative strength between the coneepb™and all its associated verb responses.
This is simply due to verbs being less numerous tituns and to the fact that, in ACT-R, the
“fan” of activation spreading from cues to eaclatetl node decreases as the number of
associates increases. Thus, in verb generatiocotieept “verb” would spread more

activation to verb responses than would do the ggifthoun” to noun responses. In their
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model (see chapter 5), Martin and Byrne (2006) lmmeposed that the automatic search
through semantic memory (i.e. in situations of sfystimulus-response association strength)
through a spread of activation may depend on psesesarried out in left temporal regions.
The present results confirm that the potentialedéhce in the degree of activation spreading
between noun and verb generation may give risedi@ mctivation in the left temporal lobe
for verbs than nouns.

Finally, as reported above, the main effectef — noursuggests that globally noun
generation leads to less activation of the leftderal lobe than does verb generation.
However the results of the interaction betwselection demandmdtaskindicate that the
HS-SA vs. LS-Séontrast activates the superior and inferior pafrtbe left temporal cortex
more for noun than verb generation. A possibleaxgtion for this difference could be that in
the HS-SA condition of noun generation more tham $tvongly associated items are
activated; thus activation spreading would be iasegl in this situation relative to the LS-SA

condition.

6.5. Conclusions

We investigated the role of selection and assariaturing verb and noun generation. For
both types of task, we found that the mid parhefleft inferior frontal gyrus was more active
in conditions requiring high compared to low selatt highlighting the central role of this
region in mediating the selection between competisgonses. This was also suggested by a
ROI analysis. Association strength influenced betaal performance, but did not produce
any specific brain activation following a whole-branalysis. However, when a ROl was
extracted in the anterior/ventral region of the VAAP(BA 47) an effect of association
strength was found for the verb generation tasknbttor the noun generation task. These
results suggest that controlled retrieval is sulEkby this brain region and that it is more
needed during verb than noun generation. Moreowefound that the basal ganglia and the
cerebellum were more active when weakly associaeas had to be produced relative to
weakly associated nouns. An interaction betweeoces$on strength and task was found in
the former but not in the latter structures. Thiggests that association strength becomes
critical when task-irrelevant stimuli interfere twithe current task (here nouns during verb
production), triggering additional activation okethasal ganglia. We conclude that both the

selection between competing responses and assocstength are important factors for
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single word production with association strengtbdmeing critical only in the verb generation
task and particularly when task-irrelevant respensterfere with word production.

These findings are in line with our previous reswlbtained on both PD patients, who had
the greatest difficulties in producing weakly stimsirelated verb responses, and by running

simulations on the FRI model.
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Chapter 7

7.1. Summary and discussion of the current project

As described in the first chapter, researchers wngri cognitive neuroscience try to
uncover and identify the elementary cognitive psses that contribute to overt behaviour;
nonetheless they are also interested in discovénmgeural mechanisms that underlie these
processes. Cognitive neuroscientists typically madesof different methodologies and
approaches to understand the neural basis of haognitive functions and the constant
interaction between the cognitive level and theraldavel of investigation is critical for the
progress of this scientific subject (e.g. Shalli@88; Gazzaniga et al., 2002).

The present project started from the purpose adstigating the role of the prefrontal
cortex (PFC) and basal ganglia (BG) in the seleabiotask-relevant information. To this end,
a multi-disciplinary approach has been used. Asnted in the previous chapters, different
methodologies have complemented each other anddoasebuted to better specify the
processes underlying different tasks in the dormathe higher levels of the language
production system.

In this chapter, the results of the project willdiscussed. In particular we will explain
how these results contribute to the understandimgiin the processes underlying the
performance of different cognitive tasks and ofrible that PFC and BG may play in these
processes. Thus, in the following paragraphs, tam mesults of the project will be reviewed.
We will start from the findings obtained on normadult subjects on tasks of sentence and
stem completion (i.e. second part of chapter 2)ywethen discuss the results of the
neuropsychological studies, first that on patiemtMXi.e. chapter 2) and second that on PD
patients (i.e. chapter 4). Subsequently, the resdiithe computational models will be
reviewed; first, we will discuss the results of B®@GENT macroplanning model (i.e. chapter
3) and second, we will review the findings obtaimedthe FRI model (i.e. chapter 5).
Moreover, the results of the fMRI study (i.e. clea@) we will be reviewed and discussed.
Finally, the last section of this chapter will death the general implications of the overall

project and some suggestions for future researittbevdiscussed.
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Selecting responses from among alternatives in natradult subjects

The first aim of this project was to characterize processes and to reveal the brain areas
underlying the ability to select verbal respongesituation of high competition. In the
domain of language, there is broad consensus thathility to respond to situations which
afford multiple possible responses relies on legfontal cortical regions (Nathaniel-James
& Frith, 2002; Persson et al., 2004; Thompson-$ehial., 1997; 1998). In the second part of
chapter 2 we have reported two behavioural studiesh aimed to investigate the ability to
select responses from among alternative optionsimal adult subjects. In a first
experiment, subjects were asked to complete sezgezither through single words or entire
phrases and 3-letter stems with single words. Batle three tasks involved both stimuli
with high selection demands (i.e. low responseiptahility sentences and stems witlany
possible completions) and stimuli with low selestaemands (i.e. high response
predictability sentences and stems vitvpossible completions). We have shown that low
response predictability sentences are slower th®leted than high response predictability
ones both by mean of single words and entire phrageese results are in line with those of
certain neuropsychological studies in which dynaapibasic patients were administered
similar tasks of sentence completion (see Robies@h, 1998; Robinson et al., 2005; see
also chapter 2). The results fit also with thosetber neuropsychological and fMRI studies
which reported longer RT for stimuli with high rélee to low selection demands in the
context of verb generation experiments (see Thomyahill et al., 1997; 1998; Persson et
al., 2004; see also chapter 4 and below in thiptelna As far as the stem completion task is
concerned, the results have shown that stemsmathyandfew possible completions lead to
similar RT. Critically, in our study the words whiacted as completions in thenystem
condition were matched for frequency of occurreiocthe words which acted as completions
in thefewstem condition. This was done because of the hgsat that word frequency, more
than selection demands, was the crucial factou@miting performance in the stem
completion task (see Ryan et al., 2001).

In a second study we employed a dual task paragtigmmich subjects were asked to
carry out the same three language tasks whileeagdme time performing a distracting motor
task at two conditions: less demanding and moreatieing. The straightforward prediction
was made that the more demanding version of themtask would specifically influence
performance (i.e. increased RT) on the low resppnséictability sentences but not on the
condition of the stem completion task with highesion demands (i.e. tmeanycondition).

Accordingly, the results have shown that RT speaily increased when subjects had to
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produce single words or phrases in order to coraptet response predictability sentences
while simultaneously performing the more demandiegion of the motor task. This was not
the case for the stem completion task in whichagals RTs were found for both theany

and thefew conditions irrespective of the motor task.

As shown in chapter 2, the type of distracting medsk that we used has been reported
as affecting performance of some tasks which reg@iC (Moscovitch, 1994; Fletcher et al.,
1998). In particular, in a PET study of episodicmoey Fletcher et al. (1998) have shown
that the distracting motor task reduced activitgrathe left PFC particularly in the conditions
in which subjects were required to organize wostslsemantically, namely when executive
control was needed in order to create an orgaoizaltistructure at encoding. Accordingly, we
have proposed that low response predictabilityesergs rely more on the operations of the
left PFC than high response predictability sentertimrause the former require more
processing demands than the latter. The enhanoedgsing demands would be due to the
need to select a response from among others inetitop. On the other hand, we suggested
that the analogous RTs required by nhenyand thefewstems as well as the fact that the
more demanding version of the dual-task does rilieince the performance on thany
stems, indicate that both the two conditions ofdtean completion task require similar
processing demands despite the differences intgeietemands. Thus, we have argued that
bottom-up activation of the target representatioes high frequency completions) was
sufficient to result in recovery of the relevangpenses in both conditions of the stem
completion task. In other words, selection of teslkevant information may occur in a more
automatic way in the stem completion task thamegentence completion task as far as the

low response predictability sentences are concerned

Response retrieval and selection in dynamic aphemma in Parkinson’s disease

As shown in chapter 2 (see sections 2.1 and 2ielability to select responses in
situations of high competition may be dramaticdilyrupted after brain damage involving the
left PFC. The investigation of patients with dynaraphasia also suggests that the left frontal
lobe, and in particular its inferior part (i.e.tlefferior frontal gyrus, LIFG), is important for
response selection in situations of high competi{Robinson et al., 1998; Robinson et al.,
2005). From another perspective, neuroimaging s doo, have shown that the LIFG plays
an important role in the process of selection sposises between competing alternatives (e.g.
Thompson-Schill et al., 1997; Persson et al., 2004)
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In chapter 2 we reported the results of a studgezhout on a patient, OTM, who was
unable to complete low-response predictability seces (i.e. with high competition in the
response set), either through single words or plstatespite performing in the normal range
with high-response predictability sentences (i.éhwow competition in the response set).
OTM also had more problems in producing sentend¢eswword pairs were weakly rather
than strongly associated, or when he was askeg&becsentences from, but not to simply
describe, single pictures (see table 2.4 in chapfer all verbal generation tests). More
generally, OTM’s language production was charazgerby reduced fluency particularly in
situations requiring more than a simple descriptibthe stimulus. His language output
deficit was not accompanied, however, by readiegetition, naming, and comprehension
deficits as these skills were either preservedhty mildly impaired. This pattern of deficits
was consistent with dynamic aphasia (Luria, 19ifReed we showed that OTM’ speech-rate
was much lower than that of normal controls butilsinto that found in other dynamic
aphasic patients (see table 2.3 in chapter 2).

It should be noted that OTM did not suffer fromeaibn to the left frontal regions but to
the BG. Previous studies which reported cases mduhyc aphasia after lesions to the BG
(e.g. Raymer et al., 2002; Gold et al., 1997; Refmet al., 2006) have consistently shown
that BG lesions which cause dynamic aphasia a&sbtle deficits in extra-language cognitive
processes. As discussed in the second chaptesdstens 2.1. and 2.7), Robinson et al.
(2006) have proposed a distinction between twoypdst of dynamic aphasia arguing that
their patient (KAS) suffered from the second subtgmce, following lesions involving
bilateral frontal and subcortical structures, shé werbal and non-verbal generation deficits
and problems with discourse level generation tégtsording to Robinson et al. (2006), KAS
was defective in the generation of a fluent seqeearfaovel thoughts possibly because of a
deficit in focusing attention.

In our study we tested whether OTM too had defiatdomains other than language. A
series of non-verbal generation tasks showed thd ©ad problems both in generating
numbers randomly in a random number generationaadknovel figures in a figural fluency
test. These findings were interpreted as due &fiaitlof either inhibition or novel content
generation for OTM. A potential failure of inhilmta or of novel content generation was also
in line with the perseverative behaviour that oatignts showed in some language tasks, such
as generation of sentence from common words argeprmouns and, more generally, with
his problems in selecting a response between atiegenoptions. Thus, we proposed that

patient OTM suffered from an impairment in novedught generation that, within the domain
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of language, was particularly manifest in situasion high competition, namely when a
response was to be selected between others in titiorpe

More generally the findings on patient OTM confiRnbinson et al.’s (2006) proposal
that sub-varieties of dynamic aphasia exist anthéursuggest that the potential role of BG in
the suppression of competing alternatives and, menerally, in response selection may not
be specific to language extending instead to diffecognitive domains (e.g. Redgrave et al.,
1999; Longworth et al., 2005; Crosson et al., 2007)

In a following neuropsychological study we havetlier investigated the role of fronto-
striatal circuits in selection of task-relevantharinformation. To this end we used a
paradigm of noun and verb production that allowsdoudissociate the contribution that
different factors (i.e. selection of responses famong alternative options and strength of
stimulus-response association) provide to singledvpooduction. We used PD patients as a
model of impairment of BG function (e.g. Ullmanatt, 1997; Copland, 2003). Previous
studies (e.g. Péran et al., 2003) have accountdtiddindings of impaired verb but not noun
generation in PD patients in the light of the sighfrontal dysfunction that these patients
generally show. The rationale behind this explamei simple and is that the grammatical
category of verbs would activate frontal regiongehan nouns (e.g. Shapiro et al., 2006).

In our study we have used the verb generation paradf Martin and Cheng (2006),
extending it to noun generation as well. As showohapter 1 (see section 1.3) and chapter 4
(see section 4.1) currently there is a debate dm generation. The core of the dispute
focuses on whether selection between alternative nesponses (Thompson-Schill et al.,
1997; Thompson-Schill & Botvinick, 2006) or strehgitf stimulus-response associative links
(Martin & Cheng, 2006; Martin & Byrne, 2006) is thetical factor influencing performance
on the verb generation task. The paradigm of Mantid Cheng (2006) gave us the possibility
to investigate whether the potential problems offents with verbs are uniformly present
for this grammatical category or depend on facsoish as stimulus-response associative
strength and selection between multiple responses.

Our results have shown that both factors of respeetection and associative strength
influence single word production with the lattectfar having a greater impact on
performance than the former. Indeed both subjenipgs performed the weak association
condition of the verb generation task worse (loasuracy and slower RT) than the strong
association conditions. On the other hand, an effeselection demands (high selection
performed poorer than low selection) was only foimthe verb generation task, and it was

greater for PD patients than older controls. Thetmstriking finding of our study was the
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extremely poor performance of PD patients in thedd@@on of verb generation in which
weakly-stimulus related verb responses were tarbeéyzed. The patients often produced
nouns instead of the verbs that were requiredigndbndition. Importantly, additional
analyses (e.g. Task-Relevant response, see sedtthBsand 4.4.5 of chapter 4) have
suggested that the generation of task-irrelevagamses by subjects have different
consequences for the performance of the two téslgarticular inappropriate noun responses
interfere during verb generation more than verpasases do during noun generation. In more
detail, the findings indicate that noun responseesriere particularly during the weak
association condition of verb generation.

Accordingly, we have suggested that PD patient$emieable to access task-relevant
responses in the context of both weak stimulusenesgs association strength and highly
activated task-irrelevant competitors and also i@y are impaired in the selection of
responses from among retrieved task-relevant catopetMore generally, the data have
suggested that the BG may be important in bothwtleegprocesses involved in the “two-
process model of fronto-temporal control of sen@amtemory” of Badre et al. (2005), namely
the processes of controlled (associative) retriandl selection during retrieval.

Moreover, the finding of strong correlations betw&D patients’ performance on verb
generation and their scores on frontal executiststalso suggests that their poor verb
generation performance was not due to an isolamumatical deficits as suggested by
others (Ullman et al., 1997; Grossman et al., 19@4 yeflected more general deficits in the
supervisory functions of semantically controllettis¥al and selection of responses from
among competing options.

The results of this study have confirmed the figdion patient OTM and have further
suggested that the BG and more generally frontaktircuits contribute to the process of
selection of task-relevant verbal responses by mé&amctions which may not be specific to

the language domain.

Computational models of tasks performance

As shown in previous chapters, in this projectrgeaof different methodologies and
approaches have complemented each other and haxideum cumulative evidence in favour
of the hypothesis that frontostriatal circuits péagritical role in the process of selection of
task-relevant responses. In particular, in chag@ernsd 5 we have proposed two detailed
functional models of task performance. Two différends of model were chosen. The model

presented in chapter 3 was based on the COGENimafmn processing package (Cooper,
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2002) and addressed the issue of how differenppsabesses operating at the level of the
conceptual preparation of language interact duthegcreation of preverbal messages. The
model presented in chapter 5 (i.e. the FRI modah based on the declarative memory
system of the ACT-R theory (Anderson et al., 200%) it was complemented by general
theories of executive control (e.g. Stuss et &805). The declarative memory module of
ACT-R concerns the activation processes that cbatwess to information in declarative
memory and its behavior is controlled by a setqpfagions and parameters (see section 5.3.1
in chapter 5). The FRI model focused on the task®on and verb generation which were
administered to young adults (chapter 5), oldejesatd and PD subjects (chapter 4).
Generally speaking both the COGENT and the ACTdrBwork can be considered as
hybrid systems as they support models which comirtie symbolic and subsymbolic
approaches. Thus, as shown in chapter 1, the COGelyiitive modelling environment
involves both rule-based and connectionist simoeti(see chapter 3 and appendix 1 for
examples of rule-based processes). In a simil&idasat the core of ACT-R there is an
activation-based production system consisting mfogluction system component (see chapter
1) augmented with a learning mechanism and perakptu motor systems. A distinctive
feature of ACT-R is given by its subsymbolic comeon In fact, elements in working
memory have activation levels which influence tlpgobability of being selected. An
important difference between the COGENT informafackage and the ACT-R cognitive
architecture is that the first accommodates mafigrént theoretical frameworks, that is it
does not embody any particular theory of the cogmérchitecture, while the second is a
detailed theory of the large-scale structure agamization of cognitive processing which
aims to provide a unified framework within which dats of specific tasks can be developed.
As shown above and in chapter 3, our first modelised on the macroplanning processes
which are required in order to perform the sentermrepletion task. As already discussed
(see section 3.1 in chapter 3), previous modelarafuage production specified the
processing stages involved in lexical and phonckiggncoding much better than those
occurring at the level of conceptual preparatiag.(Roelofs, 1992; 1997). In chapter 3 we
have tried to provide a better specification of higher-levels of the language production
system by embedding our macroplanning model irD@®dMINO framework (Fox & Das,
2000). This was done because this framework de#tsphanning/executive processes, such
as setting of high-level goals, strategy generatooblem solving, and implementation and
selection of plans and actions, which are alsoirequluring the encoding and selection of

messages which act as candidate sentence complétign generation of communicative
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intentions and selection of information for expresy Moreover, the facts that the DOMINO
framework has been used to model some aspects &AB system (Glasspool, 2000), also in
a COGENT implementation (see the WCST model of @oap002) and that macroplanning
has not been yet addressed by the ACT-R theoryyatetl the choice of using COGENT for
our macroplanning model.

As far the FRI model is concerned, in chapter Shase shown that this model is
compatible with existing functional models of veggneration (i.e. Thompson-Schill &
Botvinick, 2006; Martin & Byrne, 2006). Thus, bdtre Bayesian framework of Thompson-
Schill and Botvinick, (2006) and the model of Maréind Byrne (2006) relied on the strength
of stimulus-response associations (see sectioimgHapter 5). In both these models response
selection is determined by the conjoint activaftmm multiple retrieval cues (e.g. see figure
5.2 in chapter 5; see also primary and secondapyiirmodel; i.e. figure 5.4 in chapter 5)
which trigger a spread of activation across a spbtential responses. As shown above, a set
of equations and parameters within the declaratigenory module of ACT-R controls how
information is accessed in declarative memory fssserson et al., 2004; see also Danker et
al., 2008). The pertinence of Thompson-Schill antvBick, and Martin and Byrne’s models
to the ACT-R memory theory motivated the choicesihg this set of equations in our FRI
model. Moreover, in chapter 5 (see section 5.1haee shown that both the two previous
models made specific assumptions about the execabintrol operations which are required
by verb generation (e.g. strategic allocation térgton on multiple retrieval cues, response
override). In the FRI model we have implemented¢heperations as separate LISP
functions.

Turning to the findings obtained on both models;hapter 3 we have shown that the
COGENT model involved a simulation of the sentecampletion task which aimed to
reproduce the performance that both OTM and noadalt subjects showed on this task. The
model concerned both a symbolic formalism, expikgséerms of production rules, and an
approach in terms of connectionist, parallel preeesThe COGENT model aimed to test a
specific hypothesis about the verbal output defitpatients with dynamic aphasia, namely
that this disorder is due to an impairment in ¢érggand selecting preverbal messages
specifically in situations of high competition (Roson et al., 2005; Robinson et al., 1998;
see also sections 2.1 and 2.1.1 in chapter 2).

The results of the simulation have provided evigaihat OTM’s poor generation
performance in the low response predictability seoés may occur because of an abnormally

balance between the values of a self activationadiateral inhibition parameters of an
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interactive activation network (IAN). We have ardubat these findings fit with the
suggestion that the BG are important for seleat@sponses in situation of high competition
in a contention scheduling framework (Norman & 8ba) 1986) and more generally with
the suggestion that fronto-striatal circuits magmaype to filter task-irrelevant information in
order to allow selection of task-relevant resporfees McNab & Klingberg, 2008).

In general terms, the findings obtained on both Card the COGENT model have
contributed to strengthen the view that the retabetween cognitive modelling and cognitive
neuropsychology can be bidirectional (see sectibmilchapter 1). Indeed, on the one hand
the latter informs the former by providing dataiagawhich models can be tested while, on
the other hand, cognitive modelling may be a suppl& to cognitive neuropsychology since
it helps explaining in more detail the deficits ebh&d in the patients.

With regard to the FRI model, we have shown thatais based on the functional
interaction between aspects of selection of resggwand stimulus-response associative
strength. The model assumed that noun/verb geaenaquires three processing stages: (1)
allocation of attention on retrieval cuéusing) (see figure 5.4 in chapter 5), (2)
associative retrievaRgetrieve), and (3) response inhibitidnlfibit). We have also assumed
that recovering from a retrieval failure and irtitig a new retrieval attempt require time and
executive resources (i.E.—energization). In the FRI model a stimulus triggen initial
spread of activation over a series of candidatearese nodes. A series of equations derived
from the ACT-R theory (see section 5.3.1) aim toeee and select one of these response
nodes; finally the selected response nodes ar&ketieand eventually inhibited in the model.
In the situations in which a response node is itddba second retrieval attempt is initiated in
the FRI model; more attentional resources are aiiémtto the secondary cue (i.e. the concept
“verb” in verb generation, see figure 5.4 in chafeand this has the effect to bias retrieval
toward task-relevant responses in these circumssanc

A simulation was run in order to make the FRI maégroduces the performance of
young adults, older adults, and PD patients omtha and verb generation tasks. The
manipulation of only three parameters, which ref@iio the executive processes involved in
the model, namelyW (attentional resources available for retrievi®){probability that
response checking and inhibition are triggered; EB{energization), allowed the FRI model
to fit the data of all three subject population§ p@rticular importance are the results of the
simulation of PD patients. The poor verb generapieriormance of these patients required
the manipulation of all three parameters. In linghnveur previous interpretation of their

deficits, the FRI model has suggested that PD migtieave difficulty in copying with highly
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active task-irrelevant responses; moreover simanatsults have also suggested that they are
much slower than normal controls in initiating te@ation of their reduced attentional
resources.

More generally, the FRI model has shown that thetieon verb generation between the
positions of response selection/competition (ThampSchill et al., 1997; 1998; Thompson-
Schill & Botvinick, 2006) vs. associative stren@kartin & Cheng, 2006; Martin & Byrne,
2006) can be reframed to propose that they cantbgrated into a unitary model. The
competition factor may reflect specific dynamiae$ponse selection at a relatively early
stage of verb/noun generation (e.g. ACT-R memosyesy). On the other hand, effects of
associative strength are particularly evident enweak association condition of verb
generation and are likely due to the interfereraaesed by task-irrelevant competitors.

Finally the FRI model, like the COGENT model, h&sasuggested that the BG have an
important role in the processes of response seteatid inhibition as well as in energizing
schemata and, more generally, has indicated thatdstriatal circuits are important for
allocating attentional resources strategicallyriteo to bias retrieval in a task-relevant

manner.

Brain correlates of selection of task-relevant resyses

In a following study we used functional brain imagjito explore the brain correlates of
the process of selection of task-relevant respomdere specifically, in an fMRI study based
on the same paradigm of noun and verb generatidmawe tried to dissociate response
selection and association strength and to investite role of these two factors in the
activation of fronto-striatal circuits.

Effects of response selection were expected torandhe mid and posterior part of the
LIFG (e.g. Badre et al., 2005; Thompson-Schilklet1997; Persson et al., 2004) while
effects of association strength were expected toled in the more anterior/ventral section
of the LIFG (Badre et al., 2005) and, following @tudy on PD patients (see chapter 4), in
the BG specifically when the weak association coowliof the verb generation task was
compared to the corresponding condition of nouregggion.

Our fMRI results have shown that the mid LIFG isrenactive in situations of high
selection than low selection, with associationrgjtk matched across conditions (i.e. HS-SA
> LS-SA). This was the case both for verbs andhtams. Thus, our study has extended
existing findings on verb generation (Thompson-Behial., 1997; Persson et al., 2004) to

noun generation for the first time and has alsdicoed that selection between competing
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responses is an important factor for single wontegation. Following the functional
segregation within the LIFG proposed by Badre et24105), we also carried out ROI

analyses in both the left mid/posterior VLPFC (asge selection, Badre et al., 2005) and left
anterior/ventral VLPFC (controlled retrieval, Badhteal., 2005; see sections 6.3.2.3 and
6.3.2.4 in chapter 6). As far as the factor of dgd& demands is concerned the results showed
significant effects (i.e. HS-SA > LS-SA) focusedyom the mid/posterior VLPFC for verb
generation, but extending also to the more antsgotion of the LIFG in case of noun
generation.

With regard to the effects of association stremgthobtained that, following a whole-
brain analysis, they were not found in any bragiars. In fact, for both tasks, the condition
with weak association did not lead to any significactivation relative to the condition with
strong association (i.e. HS-WA = HS-SA). However ROl analyses have shown effects of
association strength in verb generation but nobun generation. Thus, for verb generation
the anterior/ventral VLPFC was more active for H&-¥an for HS-SA whereas the
mid/posterior VLPFC was equally active for the teanditions. For the verb generation task
the results of the ROI analyses fit with the fuoctl segregation put forward by Badre et al.
(2005) for the left VLPFC. The anterior/ventral e of this brain region is involved in
controlled retrieval from semantic memory wherdeesrhid/posterior section is more
involved in response selection in situations ohligmpetition. In chapter 6 (see section
6.4.2) we also proposed that the effects of asgBoniatrength were specific to verb
generation because of the fact that especiallgerHS-WA condition of this task a top-down,
control mechanism is required in order to retrieask-relevant responses. This position was
argued to be compatible with the findings obtaioedoth PD patients (see section 4.5.4 in
chapter 4) and the FRI model (i.e. attentional ntattlhn of control particularly needed in the
HS-WA verb condition; see section 5.5 in chapter 5)

Moreover, when the conditions with weak associatibthe two tasks were compared,
activity in the left BG was found to be increased\erbs relative to nouns. An interaction
between association strength and task was alsal fiouthe left putamen. In line with our
previous interpretation of BG cognitive functionge mterpreted the activation specific to the
weak association condition as due to the needtieresuppress task-irrelevant responses in
verb generation (i.e. noun responses) or accentasiterelevant responses in this task (i.e.
verbs in verb generation). These proposals areéwith the results obtained on the FRI
model (see subsection above). In fact we foundttieatodel was able to fit PD patients data

only when we reduced both the abilities to inhilvgglevant responses (i.e. decrease of the IP
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parameter in the FRI model), and to accentuateaataesponses (i.e. increase of E and
decrease of W parameters).

An aspect of the fMRI study which deserves furitmnsideration is related to the effects
of selection demands which we found to be smathfeobehavioural point of view but large
from the point of view of the fMRI data. In chap&we referred to the FRI model in order to
account for such a divergence between imaging ahdwoural data. Thus, in chapter 5 (see
section 5.3.1, equations 4 and 5) we have shovinftilwing the ACT-R theory, the
probability of generating a given response nodéémodel is a competitive process which
depends on both the activation of that specificenaad on the activation of other potential
response nodes. Thus, the strength of the activafipotential response nodes affects the
probability to select a given response node. Mogeowe also showed that in ACT-R the
activation of a response is positively correlatetihsthe strength of its associative links with
the stimulus; in other words, the stronger the @asive strength between a stimulus and a
response node the more active is this response mbds, in our task paradigm and in the
FRI model, stimuli with high selection and strorsg@ciation strongly activate more than one
response node unlike stimuli with low selection dens which strongly activate only one
response. Consequently, we have proposed thaséséen 6.5 in chapter 6) the condition
with high selection demands may involve more theraton of the LIFG of selection of a
response from among others which have similar foitibas to be selected.

Another important feature of the ACT-R theory iattthowever, the computation of the
RT for a given response node is a non-competitreegss that directly reflects the activation
level of the selected response. Thus, responsassimiilar activation values (i.e. similar
association strength) can lead to similar RT indbieditions which differ in selection
demands but not in association strength.

Another aspect of our fMRI study deserves morentitie. This is related to the finding of
more activation in the left superior and middle pemal gyri for verbs than nouns. In the
discussion section of chapter 6 (section 6.4.4pmposed two possible explanations for this
result. The first is based on mechanisms of semanitning which would be stronger for
nouns than verbs so resulting in less activatiaihéntemporal cortex for the former than the
latter. The second explanation is again basedetéitidings obtained on the FRI model. The
fact that verbs are less numerous than nouns ilatigeiage and in the semantic network used
in the FRI model, caused the associative strengfivden the secondary cues and their
associated response nodes to be weaker for ncamyéhbs (see figure 5.4 in chapter 5).

Previous studies (e.g. Martin & Byrne, 2006) hakappsed that the automatic search through
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semantic memory may depend on the left temporaymegAccordingly, the difference in the
degree of activation spreading between the nourvarimlgeneration tasks (i.e. stronger for
verbs than nouns) predicts the pattern of tempamdéx activation which we exactly found in
our fMRI study, namely more activation for verbanmouns.

Generally speaking our fMRI study fits well withrqorevious findings that both the
selection between competing responses and assocstength are important factors for
single word production. Association strength, hogretbecomes critical only in the verb
generation task and particularly when task-irrebévasponses interfere with word
production.

Some methodological generalizations can be drasm the different approaches which
were used to investigate the neural and cognitagshbof noun and verb generation. In the
first chapter (section 1.1) we have shown thatifige from neuroimaging studies and
findings from cognitive models have been relately ona few cases which are mainly
represented by the application of fMRI to test nisdierived from cognitive architecture (see
Stocco & Anderson, 2008 for an example; see alswsbie et al., 2000 for an example of
relation between fMRI and connectionist models) rébwer, we also discussed that the issue
of relating findings from neuropsychology and brmraging has been a controversial one
(see section 1.1 in chapter 1; see also Page, Zfdéieart, 2004; 2006).

In chapters 5 and 6 we have shown that the devedopaf a detailed cognitive model of
task performance (i.e. the FRI model), which weehapeatedly tested using experimental
data of different subject populations (i.e. youdglgs, older adults, and PD patients), has
made possible to link the findings from this moad&h those from brain imaging. As already
shown, a specific unexpected neuroimaging findunghsas the increased activation in
temporal cortex for verbs relative to nouns havenbaterpreted in the light of the findings
obtained on the FRI model (i.e. differences betweasks in the degree of activation
spreading). In a similar way, the effects of setectlemands which were evident in the mid
LIFG in our brain imaging study (i.e. more actiwattiin the mid LIFG for high than low
selection conditions) but much less evident frobelhavioural point of view (i.e. similar RT
between high and low selection conditions), wese alxplained in relation to the equations
used in our computational model (see sections m3hapter 5; 6.5 in chapter 6). In this
latter example, fMRI has served a function of “®gate Behavioural Marker” (Cappa, 2006;
see also section 1.1 of chapter 1) in the evalnatidheories which proposed the LIFG as
playing a role in the selection of responses uegibns of high competition (e.g. Thompson-

Schill et al., 1997). Indeed, more conventionahteques such as reaction times had failed to
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show differences in performance in young adulthéerconditions with strong association but
different selection demands. Nevertheless the flRling of an effect of selection demands
was in line with the same effect which was founthbo accuracy and RT in the verb
generation task for the PD patients (see chaptérut)hermore, the neuropsychological
finding of a deficit for the PD patients in the Wwesssociation condition of verb generation,
has also helped to interpret the fMRI finding @@ activation specific for weak associated
verb responses. Moreover, both these findings bamt&ibuted to the interpretation,
suggested by the FRI model, that these structueegaaticularly important for the selection

of task-relevant responses in situations in whadk4irrelevant responses are activated by the
stimuli.

The multi-disciplinary approach used in this projeas also contributed to better specify
the processes underlying the tasks of noun andgembration. Thus, the three approaches
used have provided cumulative evidence that bahattors of response selection and
association strength are important for single wgederation.

More generally, the operation of linking functiomalaging and neuropsychology findings
on cognitive processes through a well specifiedehofinormal cognition (i.e. the FRI
model) has contributed to learn more about thege®of selection of task-relevant responses
in a poorly understood cognitive domain such asdhthe higher levels of the language

production system (see Shallice, 2003).

7.2. Limits and suggestions for future research

Several questions for future research can be f@atadlto further investigate the selection
of task-relevant responses as well as the othe@cespddressed in this thesis. First, a
behavioural paradigm similar to that describechmmdecond part of chapter 2 could be used in
order to investigate whether and to what extenhthen and verb generation tasks used in
chapters 4, 5, and 6, are influenced by a concudistracting motor task. Normal adult
subjects could be asked to generate nouns and wibk differ in selection demands and
association strength while simultaneously carryingeither a less demanding or a more
demanding version of a distracting motor task. Bameresults obtained on tasks of sentence
completion (see section 2.8.2 in chapter 2) weiptdidat the more demanding version of the
dual task would specifically influence (i.e. incsean RT) the weak association condition of
verb generation. In fact, as shown in previous t#rapthis condition requires more
processing demands than the conditions with stassgciation of verb generation and, more
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generally, than all conditions of noun generatiod thus should be particularly subject to
dual task interference. Moreover, in a similar faslo the stem completion task, the strong
association conditions of both tasks should beifgisenced by the motor task, given that in
these conditions, task-relevant responses mayttievierd and selected in a more automatic
way.

As regards patient OTM it would have been intengsto investigate his verbal output
production at the level of discourse generatiosspaly using tests of the kind used by
Robinson et al. (2006) with the dynamic aphasieepaKAS. A careful examination of
OTM’s ability to generate multiple connected messaghrough a series of discourse level
generation tests, could help to assess whethdstidas the same kind of problems that
Robinson et al. (2006) proposed for their patieASKnamely deficits “in focusing attention
an a specific message to be expressed and subssbifeng of attention” (Robinson et al.,
2006, p. 1357). This could also be helpful in asisig OTM’s dynamic aphasia to one of the
two subtypes of Robinson et al. (2006) with moneagety.

Some questions can also be formulated on the ngyebplogical study of noun and verb
generation carried out on PD patients (chaptersar)example, it would be interesting to
study whether the factors of response selectioragrdciation strength influence both noun
and verb generation performance also when vertigmrthan nouns, are given as stimuli
cues. In a previous neuropsychological study, Pétah (2003) administered the tasks of
noun and verb generation from both noun and vemwuitto a population of PD patients.
They obtained similar patterns of impaired perfano®for thenoun-verbandverb-verbtasks
and preserved performance for tlmin-nounandverb-nountasks. Measures of selection
demand and association strength could be calcutateerb stimuli in a similar way to what
we have done for noun cues and free associatiansioould also be collected on verb
stimuli. If PD patients were impaired on theun-verbandverb-verbbut not on theoun-
nounandverb-nountasks, in the context of free association nornesvatng nouns rather than
verbs as dominant response, a position in terndefefctive retrieval and selection of task-
relevant responses rather than impaired gramméatmatledge could be further supported
for PD patients.

With regards to the computational models, a cogmithodel similar to the FRI model
could be developed in which the primary cue isrdb vather than a noun (see figure 5.4 in
chapter 4). A simulation could be run to make treelet reproduces the performance of a new

sample of PD patients on therb-nounandverb-verbgeneration tasks.
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As far as the COGENT model is concerned, it woddnbportant to extend it to other
tasks such as, for instance, sentence generationvireakly and strongly associated word
pairs. Our experimental findings have shown thaMabuld produce sentences from word
pairs which were strongly associated while havirgbfems when words were weakly
related. A model focused on this task would exfyi@address the issue of how associative
strength between stimulus and response and betierent responses influences
performance. The set of equations of the ACT-Ratative memory system could also be
used in order to investigate response selectiamadre detailed level in this kind of task.

Another interesting extension of the COGENT modeuld make it including other
macroplanning and/or microplanning processes ssithase that intervene when the
information to be expressed is more complex thahriégquired by the sentence completion
task. A model of a discourse level generationgbeuld deal with the needs to, for instance,
satisfy many successive communicative goals, dhdemformation for expression, and keep
track of the current discourse. The microplanniagnpound system of our model (see figure
3.3 in chapter 3) could be expanded and studietewiteracting with the macroplanning
components in an agent model of the selectionsiftalevant information at the higher
levels of discourse generation.

A last question concern the fMRI study and the weawhich association strength and
selection demands were operationalized in ourfsgtudies. It has been argued that such
variables are likely to be correlated, that is ¢bos differing on one measure tend to differ
also on the other (see Thompson-Schill & Botvin@B06 and Snyder & Munakata, in press).
Recently, Snyder and Munakata (in press) addrabsedsue proposing new measures based
on latent semantic analyses (LSA) designed to uoconl these two effects. Using LSA
association values, Snyder and Munakata also eattlih new measure of competition,
namely “entropy” which reflects the competitionWween all alternative responses, rather than
just the two most common responses (as in our mustady). Snyder and Munakata’'s LSA
measures may help to eliminate the potential proldéusing relative, proportion-based
measures, as in our and in previous studies (Thomgshill et al., 1997; Martin & Cheng,
2006; Persson et al., 2004). LSA-based measurassotiation strength and competition
could be useful in future fMRI experiments of verdain generation helping to clarify further
the functional segregation of controlled retriexatl selection (Badre et al., 2005).
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7.3. Conclusions

This project aimed to investigate the functionhad prefrontal cortex and basal ganglia of
selection of task-relevant responses. A detailskl-tenalysis was performed for different
tasks, namely sentence completion, noun generatrmhyerb generation; and a variety of
approaches (i.e. cognitive modelling, cognitivenopsychology, and functional
neuroimaging) was used to pursuit our aim at blaéhcbgnitive level and neural level of
investigation. Results of various experiments supie hypothesis that both the basal
ganglia and the prefrontal cortex are crucial fer human ability to selectively adapt
behaviour to different situations.
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Appendix

1. COGENT Macroplanning model chapter 3).

The updating activation function employed in the Ineractive Activation Network (IAN)
is reported below The content of each rule-based processor is alsorgn. Elements in
both the shared and general knowledge systems areported for the stimulus sentence
“the children were’.

Interactive Activation Network:

Updating Activations

The new activation for each node depends on themuactivation and on the current input to that
node on each processing cycles. The activatiortitmemployed in our model is the same of that
used by Cooper and Shallice (2000) and is givetnéyollowing equation:

4., =9P8 (4,)+IN)

where P is persistence (see table 3.1)s #he activation of the node on cytléN, is the net input to
the node, an & is the hyperbolic tangent function which is scadedh that:

T}l:—!— ooy=1
H0)= A4
'ﬁ(— oo)=(}

The updating function is bounded by 0 and 1 andg¢a Rest activation with zero net input. With
negative net input, nodes may be inhibited belawidue of rest activation. According to Cooper and
Shallice (2000), persistence is necessary in doderaintain smoothly varying activation profileath

in the absence of P, would oscillate between exreatues.

Rule-based processor:

Box Name:Beliefs Generation

Rule 1

TRIGGER: request(complete, P)

IF: not request(complete, P) is in Beliefs
action_of _completion(requeste(complet&yt])

THEN: add request(complete, P) to Beliefs
add [Act] to Beliefs

Rule 2

TRIGGER: del(requested(complete, P))

IF: request(complete, P) is in Beliefs

THEN: delete request(complete, P) from Beliefs
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Rule 3
TRIGGER: deal_with(feedback(F))
IF: current_illocutionaryact(Speech_Act) isHaliefs
THEN: delete all feedback(_) from Beliefs
add feedback(F) to Beliefs
delete plan(Any) from Plan

Condition Definition:
action_of_completion(requeste(complete), [in{&d&now(hearer, proposition))]):-
rule([request(complete)], [ ]) is in Gendfaowledge
know(proposition(Q)) is in General Knowledge
action_of_completion(requeste(complete), [intend{®nd_to do(hearer,
proposition))]):-
rule([request(complete)], [_]) is in Gendfaowledge

Box Name:Perception

Rule 1:
IF: request(complete, P) is in The hearer:Wuagkilemory
not requested(complete, P) is in Shareovedge
THEN: send request(complete, P) to Beliefs Gdimara
add request(complete, P) to Shared Knayded
Rule 2:
IF: request(complete, P) is in Beliefs
not request(complete, P) is in The he®erking Memory
THEN: send del(requested(complete, P)) to Belzdaeration
Rule 3:
IF: feedback(F) is in The hearer:Prepare fesmtklior subjects
current_illocutionaryact(Speech_Act) iBialiefs
THEN: send deal_with(feedback(F)) to Beliefs Gatien

Box Name:Evaluation

Rule 1

IF: Candidate is in Candidate Speech_Acts
evaluate(Candidate, Value)

THEN: delete all evaluation(previous_cand, prasicact) from Evaluated Speech Acts
add evaluation(Candidate, Value) to Ev@ld&peech Acts

Rule 2:

IF: not selected(Candidate) is in EvaluatedeSheActs

evaluation(Candidate, Max) is in Evalua$gech Acts
not evaluation(Other_candidate, Act) i€ialuated Speech Acts
Act is greater than Max
THEN: add selected(Candidate) to Evaluated Spaeth
delete all evaluation(_, _) from Evaluameech Acts

Rule 3:
IF: evaluation(Candidate, Value) is in EvalubBpeech Acts
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THEN:

Rule 4
IF:

THEN:

not Candidate is in Candidate Speech_Acts
delete evaluation(Candidate, ) from EvaddaSpeech Acts

feedback(F) is in Beliefs
current_illocutionaryact(Speech_Act) iBialiefs
selected(Temp_Speech_Act) is in Evalu&gelech Acts
do(S, inform(H, P)) is in Candidate Spegutts

add selected(do(S, inform(H, P))) to EvédubSpeech Acts

Condition Definition:

evaluate(do(S, inform(H, P)), 1):-

[intend(S, know(hearer, proposition))] isBeliefs
evaluate_through_GK(true)

discourse_focus(Focus)

evaluate(do(S, request(H, P)), 1):-

[intend(S, intend_to_do(hearer, proposifjpis)in Beliefs
evaluate_through_GK(false)

discourse_focus(Focus)

evaluate(do(S, request(H, P)), 0):-

[intend(S, intend_to_do(hearer, proposifipis)in Beliefs
evaluate_through_GK(true)

discourse_focus(Focus)

evaluate(do(fre, inform(H, P)), -1):-

[intend(S, know(hearer, proposition))] isBeliefs
evaluate_through_GK(false)

discourse_focus(Focus)

Condition Definition:

discourse_focus(Focus):-
request(complete, P) is in Shared Knowledge

Condition Definition:

evaluate_through_GK(true):-
fact(past(Q)) is in General Knowledge
about(Q, children)
evaluate_through_GK(false):-

not fact(past(Q)) is in General Knowledge
about(Q, children)

Condition Definition:

about(Proposition, Topic):-
Proposition is composed of List
Topic is a member of List

Box Name:Problem Solving

Rule 1
IF:

THEN:

Rule 2
IF:

complete(Communication, Generate_senteisda)Communicative Goals

Communication is a member of [inform, resil
send push(communicate(Communication)) talGdack
add Communication to Current State

communicate(Communication) is in Goal Stack
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THEN:
Rule 3
IF:

THEN:

Rule 4
IF:

THEN:

Rule 5
IF:

THEN:

Rule 6
IF:

THEN:

Rule 7

IF:

THEN:

Rule 8
IF:

THEN:

Rule 9
IF:

not goal_encode_act_achieved
send push(test_for_preconditions) to Gaactls

test_for_preconditions is in Goal Stack
exists Communication is in Current State
test_for_preconditions(Person_location)
add Person_location to Current State
send push(choice_goal) to Goal Stack
send pop to Goal Stack

choice_goal is in Goal Stack

exists Communication is in Current State
exists Person_location is in Current State
choose_for_speech_act(Speech, Action)

send push(choose_Speech_act) to Goal Stack
send pop to Goal Stack

choose_Speech_act is in Goal Stack

exists Communication is in Current State
exists Person_location is in Current State
choose_for_speech_act(Speech, inform)
send push(got_inform_speech_act) to GcadkSt

choose_Speech_act is in Goal Stack

exists Communication is in Current State
exists Person_location is in Current State
choose_for_speech_act(Speech, request)
send push(got_request_speech_act) to GaekS

got_request_speech_act is in Goal Stack
illocutionary_act(Request)
effect_of_action_request(C, Effects)

add Effects to Current State

send pop to Goal Stack

got_inform_speech_act is in Goal Stack
illocutionary_act(Inform)
effect_of_action_inform(C, Effects)

add Effects to Current State

send pop to Goal Stack

choose_Speech_act is in Goal Stack
goal_encode_act_achieved
knowref(speaker(S)) is in Shared Knowledge
knowref(hearer(H)) is in Shared Knowledge
knowref(sentence(P)) is in Shared Knowéedg
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THEN: add do(S, inform(H, P)) to Candidate Spedatis
add do(S, request(H, P)) to Candidate @pekcts
clear Current State
send pop to Goal Stack

Condition Definition
illocutionary_act(request_act):-
effect_of_action_request(Conditions, Efficts

Condition Definition:
illocutionary_act(inform_act):-
effect_of _action_inform(Conditions, Effects)

Condition Definition:

effect_of_action_inform(Conditions, do(S, infdi 'the children were"))):-
rule([speaker(S), hearer(H), location(S, L), logafH, L), intend(S, know(H, P)),
know(S, P)], [do(S, inform(H, P))]) is in Shared ¢®imedge
knowref(speaker(S)) is in Shared Knowledge

knowref(hearer(H)) is in Shared Knowledge

knowref(sentence(P)) is in Shared Knowledge

Condition Definition:

effect_of _action_request(Conditions, do(S, redqtesthe children were")):-
rule([speaker(S), hearer(H), location(S, L), logafH, L), intend(S, intend_to_do(H,
P)), know(S, know(H, P))], [do(S, request(H, P)3])n Shared Knowledge
knowref(speaker(S)) is in Shared Knowledge
knowref(hearer(H)) is in Shared Knowledge
knowref(sentence(P)) is in Shared Knowledge
Condition Definition
choose_for_speech_act(Speech, inform):-
[intend(S, know(hearer, proposition))] isBeliefs
rule(_, ) is in General Knowledge
rule([_], [know(S, Q)]) is in General Knowdge
choose_for_speech_act(Speech, request):-
[intend(S, intend_to_do(hearer, proposifjpis)in Beliefs
rule(_, ) is in General Knowledge
rule([_], [know(S, know(H, Q))]) is in GersrKnowledge

Condition Definition:
goal_encode_act_achieved:-
do(S, inform(H, P)) is in Current State
do(S, request(H, P)) is in Current State

Condition Definition:
test_for_preconditions(location(X)):-
knowref(speaker(S)) is in Shared Knowledge
knowref(hearer(H)) is in Shared Knowledge
knowref(location(H, X)) is in Shared Knowggsl
knowref(location(S, X)) is in Shared Knowded

Box Name:Monitoring & Goal generation

Rule 1
IF: request(complete, P) is in Beliefs
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not current_illocutionaryact(Speech_Astjn Beliefs
speaker_knows_task(Generate_sentence)
rule(C, A) is in Shared Knowledge
precondition_satisfied(C)

THEN: add complete(inform, Generate_sentenc€ammunicative Goals
Rule 2
IF: request(complete, P) is in Beliefs

not current_illocutionaryact(Speech_Ast)n Beliefs
speaker_knows_task(Generate_sentence)
rule(C, A) is in Shared Knowledge
precondition_satisfied(C)

THEN: add complete(request, Generate_sentené&)nununicative Goals
Rule 3
IF: Generate_sentence is in Communicative Goals
not request(complete, P) is in Beliefs
THEN: clear Communicative Goals
Rule 4
IF: feedback(F) is in Beliefs
current_illocutionaryact(Speech_Act) iBialiefs
THEN: delete feedback(F) from Beliefs

delete current_illocutionaryact(Speech) Aim Beliefs
delete all selected(Temp_Speech_Act) fEMaluated Speech Acts

Condition Definition:
precondition_satisfied([]).
precondition_satisfied([H|T]):-
speaker_knows(H)
precondition_satisfied(T)

Condition Definition:
speaker_knows(Inform_known):-
[intend(S, intend_to_do(hearer, proposifipis)in Beliefs
[intend(S, know(hearer, proposition))] isBeliefs
speaker_knows(Location):-
knowref(Location) is in Shared Knowledge
speaker_knows(Axiom):-
Axiom is in General Knowledge

Condition Definition:
speaker_knows_task(generate_sentence):-
know(S, intend(H, intend_to_do(S, Complgtes))n Shared Knowledge

Box Name: Beliefs Update

Rule 1
IF: selected(Temp_Speech_Act) is in Evaluateee8h Acts

not current_temp_illocutionaryact(Speecirrént) is in Beliefs
THEN: add current_temp_illocutionaryact(Temp_Simed\ct) to Beliefs
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Rule 2
IF:

THEN:

plan(Speech_Act) is in Plan

not current_illocutionaryact(Speech_Cutxénin Beliefs

add current_illocutionaryact(Speech_ActBtdliefs

delete all current_temp_illocutionaryaetfip_Speech_Act) from Beliefs

Box Name: Plan Construction

Rule 1
IF:
THEN:

Rule 2

TRIGGER:

IF:
THEN:

Rule 3
IF:

THEN:

Rule 4
IF:

THEN:

Rule 5
IF:

THEN:

True
send go to Plan Construction

go
True
send go to Plan Construction

[H] is the list of all Speech_Act such ti@andidate is in Evaluated Speech Acts
not plan(do(S, request(H, P))) is in Plan

knowref(speaker(S)) is in Shared Knowledge

knowref(hearer(H)) is in Shared Knowledge

selected(do(S, request(H, P))) is in Eatdd Speech Acts
propositional_completition(false, P, Q)

get_information_onP(Unknown, Question)

[intend(S, intend_to_do(hearer, proposijiipis in Beliefs

delete all plan(X) from Plan

add plan(Question) to Plan

[H] is the list of all Speech_Act such ti@ndidate is in Evaluated Speech Acts
not plan(do(S, inform(H, P))) is in Plan

knowref(speaker(S)) is in Shared Knowledge

knowref(hearer(H)) is in Shared Knowledge

selected(do(S, inform(H, P))) is in EvakdhSpeech Acts
propositional_completition(true, P, Q)

add Q to Conceptual Knowledge

send excite(Q, 0.200) to Conceptual Knogte

[H] is the list of all Speech_Act such ti@ndidate is in Evaluated Speech Acts
not plan(do(S, inform(H, P))) is in Plan
knowref(speaker(S)) is in Shared Knowledge
knowref(hearer(H)) is in Shared Knowledge
selected(do(S, inform(H, P))) is in EvatdhSpeech Acts
node(Q, X) is in Conceptual Knowledge

X is greater than 0.800

[intend(S, know(hearer, proposition))jriBeliefs

delete all plan(_) from Plan

add plan(do(S, inform(H, Q))) to Plan

send excite(Q, -10) to Conceptual Knowtedg
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Rule 6

IF: plan(do(S, inform(H, Q))) is in Plan

not selected(do(S, inform(H, P))) is inalhated Speech Acts
THEN: delete plan(do(S, inform(H, Q))) from Plan
Rule 7
IF: plan(do(S, question(H, P))) is in Plan

not selected(do(S, request(H, P))) isual&ated Speech Acts
THEN: delete plan(do(S, question(H, P))) fromrPla

Condition Definition:
get_information_onP(not_know_P, do(S, question(paster, 'the children were")))):-
rule([_], [do(S, question(H, P))]) is in Gaal Knowledge

Condition Definition:
propositional_completition(true, the children wedecl(past(Q))):-
fact(past(Q)) is in General Knowledge
about(Q, children)
propositional_completition(false, 'the childnare’, decl(past(Q))):-
not fact(past(Q)) is in General Knowledge
about(Q, children)

Condition Definition:
about(Proposition, Topic):-

Proposition is composed of List
Topic is a member of List

Box Name:General Knowledge

Initial Knowledge:
Comment: Axioms from standard modal logics by Hikei 1962

Element: All instances of propositional tautolagie
axiom(true(P), true(P))

Element: Agent's knowledge closed under impligatio
axiom((know(S, P) , know(S, implies(P, Q))), kn&vQ))

Element: An agent only knows things that are true
axiom(know(S, P)) , true(P)

Element: Axiom of introspection
axiom(know(S, P)) , know(know(S, P))

Comment: Rule of inferences

Element: Modus Ponens
rule([implies(P, Q), true(P)], [true(Q)])

Element: Necessitation
rule([true(P)], [true(know(P))])
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Elements for the sentenc&:He children werk
Element:
fact(past(play(children, football)))

Element:
fact(past(watch(children, television)))

Element:
fact(past(running(children, park)))

Element:
fact(past(go(children, school)))

Element:
fact(past(swimming(children, sea)))

Element:
fact(past(swimming(swimmer, sea)))

Element:
rule([request(complete)], [intend(S, know(heatg))])

Element:
rule([intend(S, know(H, Q))], [know(S, Q)])

Element:
rule([request(complete)], [intend(S, intend_to tak(rer, Q))])

Element:
rule(fintend(S, intend_to_do(H, Q))], [know(S, km, Q)), know(S, not_know(S, Q))])

Element:
know(hearer(H))

Element:
know(proposition(Q))

Element:
rule([know(S, not_know(S, Q))], [do(S, question{®)])

Box Name:Shared Knowledge

Initial Knowledge:

Element: axiomatization of the act of informing

rule([speaker(S), hearer(H), location(S, L), logafH, L), intend(S, know(H, P)), know(S, P)], [do(S
inform(H, P))])

Element: axiomatization of the act of request
rule([speaker(S), hearer(H), location(S, L), logafH, L), intend(S, intend_to_do(H, P)), know(S,
know(H, P))], [do(S, request(H, P))])

Element:
knowref(speaker(S))
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Element: knowref(hearer(H))

Element: Shared knowledge
human(S)

Element:
knowref(sentence('the children were’))

Element: Shared Knowledge
human(H)

Element: Shared knowledge
knowref(location(S, office))

Element: Shared knowledge
knowref(location(H, office))

Element: S knows the task

know(S, intend(H, intend_to_do(S, Complete)))

Box Name:Microplanning

Rule 1
IF:

THEN:

Rule 2
IF:

THEN:

plan(do(_, inform(_, P))) is in Plan
add preverbal_message_completed(infornig Fprmulator: Formulator Input

plan(do(S, question(past(H, P)))) is inrPla
add preverbal _message_completed(questjaio, Formulator:Formulator Input

Box Name:Formulator

Rule 1
IF:

THEN:

Rule 2
IF:

THEN:

preverbal_message_completed(inform, XhiBdérmulator Input
add lexical_phon_forms_completed(inform,tX)Articulator:Articulator Input

preverbal_message_completed(question, X) Formulator Input
add lexical_phon_forms_completed(questiorto Articulator:Articulator Input

Box Name:Articulator

Rule 1
IF:

THEN:

lexical_phon_forms_completed(X, P) is irtiémlator Input
add phrase_completed(X, P) to The hearepdte feed-back for subjects
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Box Name:The hearer

Rule 1
IF:
THEN:

Rule 2
IF:

THEN:

Rule 3
IF:

THEN:

Rule 4

IF:

THEN:

Rule 5

TRIGGER:

IF:
THEN:

Rule 6
TRIGGER:
IF:

THEN:

request(complete, P) is in Working Memory
send request(complete, P) to Talk to tHagesti

phrase_completed(X, P) is in Prepare festklior subjects

not feedback(F) is in Prepare feed-baclsfibjects

plan(do(S, inform(H, decl(Q)))) is in Sabj:Plan

fact(Q) is in Subject:Shared Knowledge

send feedback(correct) to Talk to the stibje

add feedback(correct) to Prepare feed-barckubjects

add feedback(correct) to Subject:Shareovdedge

delete phrase_completed(X, P) from Prefesd-back for subjects
send stop to 1Macroplanning (Normal) viglad-back and Network

phrase_completed(X, P) is in Prepare fesck for subjects

not feedback(F) is in Prepare feed-baclsiibjects

plan(do(S, inform(H, decl(Q)))) is in Sabj:Plan

not fact(Q) is in Subject:Shared Knowledge

send feedback(wrong) to Talk to the subject

add feedback(wrong) to Prepare feed-backubjects

add feedback(wrong) to Subject:Shared Kedge

delete phrase_completed(X, P) from Prefeséd-back for subjects

phrase_completed(X, P) is in Prepare fesck for subjects

not feedback(F) is in Prepare feed-baclsiibjects

plan(do(S, question(past(H, P)))) is iljgat:Plan

send search_for_answer to Talk to the sibje

delete phrase_completed(X, P) from Prefesd-back for subjects

search_for_answer

Answer is in Working Memory

send Answer to Subject:Perception

send stop to 1Macroplanning (Normal) viigad-back and Network

feedback(wrong)
feedback(wrong) is in Prepare feed-backstdrjects
delete feedback(wrong) from Prepare feetkliar subjects
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2. The FRI computational model(chapter 5).

General parameters estimation

First, each noun stimulus of each experimental itmmdof the two tasks was directly
connected to the two most strongly associated ri@sk-ant responses, which were selected
on the basis of two pilot tests (i.e. the firsopilest was used to select stimuli in the verb
generation conditions, and the second pilot testwged to select stimuli in the noun
generation conditions; see chapter 4), and toitbetivo responses produced in a free-
association test (see chapter 4). The associdtmegsh of the links between primary cue and
response nodes (both task-relevant and free-asisogiseeSjliin figure 5.4) was derived
from experimental data (see equation 3 in secti8rilh As shown in chapter 5, for each
response node we used the ratio of the frequenthyeatesponse to the number of subjects
who judged noun-noun, noun-verb, or noun-free aggon stimuli. The raw associative
strength measures (range 0.1-0.7; see table 4!3jpter 4 for the values of mean associative
strength) were then properly scaled (i.e. multgbliy 10) to obtain values similar to that used
in other ACT-R models (Anderson & Lebiere, 1998)phrticular we referred to the Stroop
model of Altman and Davidson (2001). In this mo@eslsociative activation spreading from
cues ranged between 4 and 9.

Base-rate activations of the stimulus and respandes were fixed using the frequency
values of the words as they were reported in Yfai‘Dictionary of Frequency for Italian
Spoken Language(see Chapter 4).

The secondary cues (noun / verb) were includedeametwork as distinct nodes (see
figure 5.4 of chapter 5; see also Martin & Byrn@0@ and figure 5.2 in chapter 5) and
connected to the word nodes belonging to theireetsge category. As already shown and
suggested by the associative strength equatiore(pesion 2 in section 5.3.1), the strength of
the links between a secondary cue and its assdamied nodes (i.€5j2i) is inversely
proportional to the number of the links (“fan effesee Danker et al., 2008). We have used
the *Veli Dictionary of Frequency for Italian Spoken lgarage”, to estimate the number of
verbs (1640) and nouns (5740). The noun/verb thtie mirrors the real “fan” of activation
spreading from secondary cues and implies thaagkeciations between the secondary cue
nodes and the word nodes are stronger for verlosnibans (see equation 2 in section 5.3.1).

The Sparameter, which is involved in equation 2 (se¢i@e®.3.1 of chapter 5),
expresses the maximum associative strength andixeasat 10. The maximum value of
associative strength between a stimulus and amsspeas 0.96 and was found when subjects
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were given a noun stimulus of the LS-SA conditibrnerb generation; this means that 44/46
subjects gave the same task-relevant response givemthis stimulus. A raw value of 0.96
corresponds to the scaled value of 9.6 (see alvavieh we approximated to 10. A value of
10 for the S parameter caused similar valueSfarandSjli(see figure 5.4 and equations 2
and 3 in section 5.3.1).

The rest of parameters were chosen relying on sadepted in previous ACT-R
research (e.g., Anderson et al., 2004; AndersoreBidre, 1998; Altman & Davidson, 2001)
and through the identification of the best-fittvgues for a set of the data, namely the
accuracy data of young adults in the noun generasisk. Thus the parametewhich is
involved in the retrieval time equation (see equab in section 5.3.1) was fixed at 2 while
thes parameter of equation 4 in section 5.3.1 was fededl TheF parameter determines the
magnitude of the activation effects on latency @TAR while thes parameter indicates the
noise in the declarative memory module of ACT-Re Thlues of, respectively, 2 and 7
guaranteed an appropriate fit of the selectedfssdta (i.e. young subjects’ performance on
noun generation) and similar values have been adaptprevious ACT-R models (see
Anderson & Lebiere, 1998).

As explained in chapter 5, when a task-irrelevasponse node is retrieved (e.g. a noun
response node is retrieved during verb generatiod)inhibition works, the FRI model begins
a new retrieval attempt. This causes a reallocati@itention given that, in these situations,
more attention is focused on the secondary cué/fi2is increased) at the expense of the
attention placed on the primary cue (/81 is decreased). In the FRI model the parameter
*delta-w* is responsible for this shift of attentional wei@iftim one cue to another after a
retrieval failure. Thus, during a second retriestéémpt,Wj2is increased ofdelta-w* while
Wijlis decreased of the same quantity. Following thed model of Altman and Davidson
(2001) we fixed at 3 the number of retrieval atté&srip which the FRI model could produce a
response. We fixettelta-w* at the value of 0.15 since with this value the Ri®del could
produce a task-relevant response node most ointigeatfter 3 retrieval attempts.
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