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Introduction

In this thesis we treat different topics in the framework of control-affine systems i.e. systems of

the form

ẋ = f0(x) +

m∑

i=1

ui(t)fi(x) , x ∈ M . (1)

where M is a smooth manifold and the vector fields fi are assumed to be smooth. These kinds

of systems are probably the most studied in non-linear control theory since they are connected

to a wide variety of problems that are mathematically very rich, and moreover they are often

used in the applications. In this thesis, some of the results achieved relate to general affine

systems, while other results focus on nontrivial applications of the general theory to specific

systems. In particular we consider problems of optimal control with bounded controls, with

applications to the quantum mechanics and mechanical systems. Moreover we consider the

problem of the stabilty of control systems in the case of arbitrary controls and the problem of

giving a generalized definition of solution for (1) if u is the (distributional) derivative of a non

absolutely continuous function.

In the first part of this thesis (Chapters 1–4) we consider the particular case of the single-

input control systems with bounded control

ẋ = f(x) + u(t)g(x) , u(t) ∈ [−1, 1] , x ∈ M . (2)

and we limit our study to the case in which M is a 2-dimensional manifold. For such class of

systems we are interested in the following time optimal problem: for every pair of points p0, p1

in the manifold, we look for the trajectories of (2) connecting p0 to p1 in minimum time. These

trajectories are called time optimal trajectories.

The most important and powerful tool for the study of optimal trajectories is the well known

Pontryagin Maximum Principle (in the following PMP, see for instance [4, 34, 56]). It is a first

order necessary condition for optimality that generalizes the Weierstraß conditions of Calculus

of Variations to problems with non-holonomic constraints. For each optimal trajectory, the

PMP provides a lift to the cotangent bundle that is a solution to a suitable pseudo–Hamiltonian

system. However, giving a complete solution to an optimization problem remains extremely

difficult for several reasons. First, one is faced with the problem of integrating a Hamiltonian

system (that generically is not integrable excepted for very special costs). Second, one should

manage with some special solutions of the PMP, the so called abnormal extremals and singular

trajectories. Finally, even if one is able to find all the solutions of the PMP, i.e. the extremal
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trajectories, it remains the problem of selecting among them the optimal trajectories. For these

reasons, excepted the case of linear systems with quadratic cost, usually, one can hope to find

a complete solution to an optimal control problem (i.e. an optimal synthesis) in low dimension

only. Indeed even in dimension two, where the techniques developed are very powerful, the

problems are often very complicated and a complete solution is difficult to achieve. In dimension

three most of the optimal control problems are open (see [5, 23, 37, 59] for results on the structure

of the attainable set or of the optimal trajectories).

An interesting problem is to determine all the time optimal trajectories of (2) starting from

a given point x0 with f(x0) = 0, i.e. x0 is a stable point for f . The previous hypothesis is very

natural. Indeed, under generic assumptions, it guarantees local controllability. Moreover if we

reverse the time, we obtain the problem of stabilizing in minimum time all the points of M to

x0. For this time-reversed problem, the stability of x0 also guarantees that once reached the

origin, it is possible to stay there with zero control.

To solve this kind of problems, the main techniques have been developed by Sussmann,

Bressan, Piccoli and Boscain, see for instance [21, 24, 54, 63] and recently rewritten in [22].

We summarize the main results in Chapter 1. Here we just say that, under generic conditions,

the optimal trajectories of these problems can be expressed essentially by means of a piecewise

smooth feedback law on M, as it is shown in [53, 22] under generic conditions on the smooth

vector fields f, g and in [63] in the analytic case. In particular in this case each optimal trajectory

is piecewise C1, and moreover each C1 piece can either be a bang arc (in this case u is constantly

equal to +1 or −1) or a singular arc, contained inside some special curves.

In Chapter 2, which is based on a joint work with Ugo Boscain, we consider an application

of the theory of time optimal synthesis to quantum systems (see [20]).

In the recent past years, people started to approach the design of laser pulses by using

geometric control techniques (see for instance [18, 30, 31, 36, 57]). Finite dimensional closed

quantum systems are in fact left (or right) invariant control systems on SU(n), or on the

corresponding Hilbert sphere S2n−1 ⊂ C n , where n is the number of atomic or molecular levels.

For these kinds of systems the controllability problem (i.e. proving that for every couple of

points p1, p2 in the state space one can find controls steering the system from one point to the

other) is easy and in particular such systems turn out to be controllable under generic conditions

(see for instance [8, 33, 35, 58]).

Concerning optimal control problems, typical costs that are interesting to minimize for ap-

plications are the energy tranfered by the controlled external fields (controls) to the system and

the time of transfer among different energy levels.

The problem of minimizing time with no bound on the controls has been deeply investigated

in [1, 36] and is now well-understood.

On the other hand the problems of minimizing time or energy with bounded controls are

very difficult in general and one can hope to find a complete solution in low dimension only. For

instance the minimum energy problem for a two-level system has been studied by D’Alessandro

and Dahleh in [31] and the problem of minimizing energy and time in the rotating wave approx-

imation ([7]) has been solved only for systems with two and three levels (see [15, 16, 17, 18]).

In this chapter we consider the minimum time population transfer problem for the z-compo-
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nent of the spin of a (spin 1/2) particle, driven by a magnetic field, which is constant along

the z-axis and controlled along the x-axis, with bounded amplitude. We let (−E,E) be the

two energy levels and M be the bound on the field amplitude. The dynamics of this system is

described by the following time dependent Schrödinger equation (in a system of units such that

~ = 1)

i
dψ(t)

dt
= H(t)ψ(t), (3)

where ψ(.) = (ψ1(.), ψ2(.))
T : [0, T ] → C 2 , |ψ1(t)|2 + |ψ2(t)|2 = 1 (i.e. ψ(t) belongs to the sphere

S3 ⊂ C 2 ), and

H(t) =

(
−E Ω(t)

Ω(t) E

)
,

where E > 0 and the control Ω(.), is assumed to be a real function. Then, the aim is to induce

a transition from the first eigenstate of H0, which, for us, is the state one and corresponds to

|ψ1|2 = 1, to any other physical state. In particular we would like to solve the minimum time

population transfer problem, i.e. the problem of inducing a transition from the first eigenstate

of H0 to the second one.

This problem is reduced to a time optimal control problem on the two dimensional sphere

(called Bloch sphere) by means of a Hopf fibration, so that we can apply the general theory

discussed in Chapter 1. More precisely we are reduced to study the following control system

ẏ = FS(y) + uGS(y), |u| ≤ 1, where: (4)

y ∈ SB := {(y1, y2, y3) ∈ R3 ,

3∑

j=1

y2
j = 1}

FS(y) := k cos(α)




−y2

y1

0


 , GS(y) := k sin(α)




0

−y3

y2


 ,

α := arctan

(
M

E

)
∈ ]0, π/2[, k := 2E/ cos(α) = 2

√
M2 +E2.

The initial point x0, which in the original problem was the state one, is now represented by the

north pole. Then, depending on α, we describe the time optimal synthesis on the sphere. This

problem was already partially studied in [19], where the aim was to give a bound on the number of

switchings of the optimal trajectories for a single-input control system on SO(3). In particular,

for α ≤ π/4 the following structure of the extremal trajectories has been obtained. Calling

switching time a time at which the optimal control switches from −1 to +1, or viceversa, every

time optimal trajectory starting from the north pole is bang-bang (i.e. it is the concatenation of

a finite number of bang arcs) and the difference among two consecutive switching times depends

only on the first switching time s and it is equal to the following quantity v(s)

v(s) = π + 2arctan

(
sin(s)

cos(s) + cot2(α)

)
. (5)
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Figure 1: Alternating behaviour of the optimal synthesis in a neighborhood of the south pole

for (4)

From this equation one can easily deduce the structure of the switching curves, i.e. the curves

made by points where the optimal control changes sign. However in [19] the authors were not

able to determine where the switching curves lose optimality and they conjectured that this can

happen only in a neighborhood of the south pole. Moreover they conjectured, with the help of

numerical simulations, that the shape of the optimal synthesis in a neighborhood of the south

pole strongly depends on the normalized remainder r(α) := π
2α − [ π2α ] ∈ [0, 1), as α goes to 0

and in particular there are two different alternating patterns of the optimal synthesis as shown

in Figure 1. In particular the way in which the switching curves lose optimality is different in

the two cases. One of the purposes of Chapter 2 is to prove rigorously the existence of this

alternating behaviour.

The first results of the chapter completely characterize the time optimal synthesis in the case

α > π/4 and determine the optimal trajectories connecting the north pole to the south pole.

In this case the main difficulty is the presence of time optimal trajectories containing singular

arcs. However, the trajectories connecting the north pole to the south pole are rather simple

to individuate, since they are bang-bang with only one switching. The above results, applied

to the two-level quantum system, can be seen as a generalization of those obtained by Brokett,

Khaneja and Glaser in [36] where the case of unbounded controls was considered. Indeed if we

take M large enough then the optimal trajectories connecting the state one to any other physical

state are made by three smooth pieces, where the first one and the third one are bang arcs, and

the second piece is a singular arc. This is exactly the structure of the optimal trajectories found

in [36]. Moreover the time needed to reach every physical state starting from the state one with

unbounded controls can be seen as the limit as M goes to infinity of the time corresponding to
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the optimal trajectories we find.

The main purpose of the chapter is to provide the explicit expression of the time optimal

trajectories steering the system from the north pole to the south pole for α ≤ π/4. This problem

is equivalent to the problem of determining the optimal strategy for (3) in order to move from the

state 1, corresponding to the energy level −E, to the state 2, corresponding to the energy level

E. The optimal trajectories reaching the south pole are individuated by using the properties of

the extremal trajectories found in [19] and the particular symmetries of the problem, and they

are determined up to solving suitable trigonometric equations. Analyzing such equations, we

prove that the number of optimal trajectories reaching the south pole changes in an alternating

way as α goes to 0 (there are either two or four optimal trajectories reaching the south pole),

and therefore, using the definition of local equivalence of optimal synthesis given in [22], it is

possible to prove that, in a neighborhood of the south pole, the optimal synthesis presents at

least two different patterns that alternate as α goes to 0.

Chapter 3 is based on the paper [46], which is a joint work with Ugo Boscain, Yacine Chitour

and Rebecca Salmoni. We continue to study the optimal synthesis for the previous problem,

projected on the sphere, focusing on a neighborhood of the south pole, as α tends to zero.

In Chapter 2 we understood that there is an alternating behaviour of the optimal synthesis

in a neighborhood of the south pole, depending on r(α) = π
2α − [ π2α ] . Therefore it remains

to study more precisely the qualitative shape of the optimal synthesis in order to prove that

Figure 1 is a good representation of its possible patterns.

We start by considering the extremal front at time T = [ π2α ]π , which is the last multiple of

π before reaching the south pole if r(α) 6= 0, or, in the case r(α) = 0, it is the time needed to

reach the south pole. We first see that, if we assume r(α) bounded from below by some constant

r̄ ∈ (0, 1) and α small enough, such extremal front coincides with the minimum time front at

time T . Moreover it is approximately a circle centered at the south pole of radius 2 r(α)α. This

result gives an answer to one of the questions raised in [19] and recalled above, about the (local)

optimality of the switching curves. Indeed we easily see that the switching curves must be locally

optimal up to time [ π2α ]π if α is small enough and r(α) ≥ r̄ for some strictly positive constant

r̄. We also prove that the switching curves are always locally optimal up to time ([ π2α ]− 1)π. If

r(α) is small with respect to α, the situation is more complicated. However, even in this case,

we are able to describe the approximate shape of the extremal front and of the minimum time

front.

The aim is then to study the asymptotic behaviour, in a suitable sense, of the time optimal

synthesis as α goes to 0 and in the neighborhood of the south pole enclosed by the minimum

time front at T . It turns out that this behaviour is strictly connected to the quantity r(α). In

particular it is interesting to consider sequences αk with limk→∞ αk = 0 such that some pre-

scribed relationship among αk and r(αk) is satisfied. In this context, we have individuated three

possible asymptotic behaviour as αk goes to 0 , corresponding to the following three possibilities:

(1) αk satisfies r(αk) = r̄ (or limk→∞ r(αk) = r̄ ) for some r̄ ∈ (0, 1),

(2) αk satisfies r(αk) = Kα (or limk→∞ r(αk)/k = K) for some 0 < K < π
4 ,

(3) r(αk) = 0 for every k > 0.
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In the first two cases equation (4) can be approximated, in the neighborhood of the south pole

enclosed by the minimum time front, by simpler control systems. In these cases one can study

suitably simplified time optimal control problems on the plane, where the source, instead of being

the north pole, is the approximated minimum time front. After having detected the time optimal

synthesis for the simplified problem, the next step is to see that it is qualitatively equivalent to

the time optimal synthesis of the originary problem in a neighborhood of the south pole and

that actually the latter “converges” to the optimal synthesis for the approximating system. In

Case (3) the neighborhood of the south pole that we consider is the one enclosed by the minimum

time front at time T = ([ π2α ] − 1)π , which, approximately, is a circle of radius α around the

south pole. Then the synthesis for the approximating system contains some singularities that

does not allow to apply the methods developed for the first two cases. However the qualitative

shape of the synthesis is obtained with the help of the results of Chapter 2 that individuate the

time optimal trajectories reaching the south pole.

Chapter 4 is based on [28], which is a joint work with Mireille Broucke and Benedetto Piccoli,

and it concerns a particular mechanical system: a planar pendulum on a cart that can move

only along one direction. We let the coordinates of such system be the angle with the upright

position and the angular velocity and we assume that the control input is the acceleration of the

pendulum. Then we look at the time optimal trajectories in order to swing-up the pendulum

starting from any possible configuration.

Global stabilization of this model has been studied as a benchmark for nonlinear control by

many researchers, for instance, [9, 60, 38], to name a few. Time optimal synthesis has been

studied recently in [11] and [65]. These papers are focused on computing exact switching times

for an open loop control starting from the down equilibrium.

In contrast, we are interested in computing a globally defined feedback control. A related

problem has been studied in [52], with similar techniques.

We first observe that our system assume the form (2) and the starting point for the construc-

tion of the synthesis is the equilibrium corresponding to the upright position. Therefore we can

try to apply the theory of time optimal syntheses on two dimensional manifolds. However, it

has to be observed that, unlike the previous examples, in this case the generic conditions given

in [22] are not satisfied (essentially because the vector field that corresponds to g in (2) vanishes

if the pendulum is “horizontal”). We recall that such conditions were introduced in order to

avoid the so-called Fuller phenomenon and to prove the existence of an optimal synthesis and

classification of its singularities in the case of C∞ vector fields. Even if such conditions are not

satisfied, in the case of the pendulum it is possible to apply the results of Sussmann (see [63]),

that hold in the case of analytic vector fields, to see that a regular time optimal synthesis exists.

In the chapter we then give a complete qualitative description of the optimal synthesis, and

moreover we describe the main frame curves (switching and overlap curves) and points as the

solutions of suitable numerical equations involving elliptic integrals.

In Chapter 5, which is based on the paper [47] written in collaboration with U. Boscain and

Y. Chitour, we consider a quite different problem, concerning switched systems.

In recent years, the problem of stability and stabilizability of switched systems has attracted

increasing attentions since such problems are connected to numerous applications, for instance
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in control of mechanical systems, aircraft and air traffic control and many other fields (see for

instance [39, 40]).

Our work addresses the problem of existence of common polynomial Lyapunov functions for

linear switched systems.

By a switched system, we mean a family of continuous–time dynamical systems and a rule

that determines at each time which dynamical system is responsible of the time evolution. More

precisely, let {fu : u ∈ U} (where U is a subset of Rm , m ∈ N) be a finite or infinite set of

sufficiently regular vector fields on a manifold M , and consider the family of dynamical systems:

ẋ = fu(x), x ∈M. (6)

The rule is given by assigning the so-called switching function, i.e. a function u(.) : [0,∞[→
U ⊂ Rm . Here, we consider the situation in which the switching function is not known a priori

and represents some phenomenon (e.g. a disturbance) that is not possible to control.

These kind of systems are sometimes called “n-modal systems”, “dynamical polysystems”,

“polysystems”, “input systems”. The term “switched system” is often reserved to situations in

which the switching function u(.) is piecewise continuous or the set U is finite. For our purposes,

we only require u(.) to be a measurable function and U to be a measurable set. Even if these

systems are very general, the case of control-affine systems (1) is the most important both from

a theoretical point of view and for applications.

A typical problem for switched systems goes as follows. Assume that, for every u ∈ U , the

dynamical system ẋ = fu(x) satisfies a given property (P). Then one can investigate conditions

under which property (P) still holds for ẋ = fu(t)(x), where u(.) is an arbitrary switching

function.

In [3, 14, 32], the case of linear switched systems was considered:

ẋ(t) = Au(t)x(t), x ∈ Rn , Au ∈ Rn×n , (7)

where n is a positive integer and u(.) : [0,∞[→ U is a (measurable) switching function.

Note that, in the case in which the set A = {Au : u ∈ U} is made (or it is the convex hull)

of a finite number of matrices, system (7) can be read as a control-affine system. This is indeed

the easiest case to study and also the most important for applications.

For systems of the form (7), the problem of asymptotic stability of the origin, uniformly with

respect to switching functions, was investigated. A complete solution to this problem has been

given only in dimension two, in [14], where necessary and sufficient conditions for stability were

found. In dimension larger than two this problems is very difficult and still unsolved. However,

in some special cases, the stability of the origin can be proved by studying the properties of the

Lie algebra generated by the set of matrices A (see [3]).

In Chapter 5 we focus on linear switched systems, with the sole assumption that A is

compact. The aim is then to compare the notion of (global) uniform exponential stability

(GUES) of the origin for a linear switched system with the existence of common polynomial

Lyapunov functions.

To understand the importance of this problem, we simply observe that the easiest way of

proving stability of a switched system is to look numerically for common Lyapunov functions,

7
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Figure 2: The area of the region enclosed by a curve

possibly inside a family of functions parameterized by a finite number of parameters, as could

be a set of polynomials with uniformly bounded degree.

The most used Lyapunov functions in the applications are the quadratic functions. Unfor-

tunately, in [32] Dayawansa and Martin showed an example of linear switched system that does

not admit any polynomial quadratic Lyapunov function. They therefore posed the problem

of computing a lowest degree for common polynomial Lyapunov functions, for linear switched

systems. In Chapter 5 we succeed in solving this open problem.

The first result states that the origin is a GUES equilibrium if and only if there exists a

polynomial Lyapunov function. We observe in particular that this result and the methods used

to prove it, do not give any information on the degree of such polynomial.

Our main result indeed shows that, even for the simplest case of linear switched systems,

that is the case of bidimensional systems with single input

ẋ(t) = u(t)Ax(t) + (1 − u(t))Bx(t), A,B ∈ R2×2

there is not a uniform lower bound on the degree of the common polynomial Lyapunov function.

This means that, for any n ∈ N, there exists a pair of matrices (A,B) such that the origin

is a GUES equilibrium for the corresponding switched system and there are no polynomial

Lyapunov functions of degree m ≤ n. To prove this fact we use the results of [14], where a

complete characterization of the pairs (A,B) ensuring asymptotic stability was given. Then,

the proof is essentially based on the fact that the set of “stable” pairs (A,B) is not closed in

the usual topology. Our result gives therefore an answer to the problem posed in [32].

In Chapter 6 (see [45]) we discuss the possibility of generalizing the notion of solution of a

control-affine system where the control is supposed to belong to a functional space such that

the classical results on the local existence and uniqueness do not apply. This problem has been

8



studied extensively by control theorists and also by probabilists for its connections with the field

of stochastic processes. The control systems under consideration have the form

ẋ = f0(x) +
m∑

i=1

v̇ifi(x) , (8)

where x ∈ Rn and fi are smooth vector fields. We observe that, if we define new controls as the

derivative of the originary ones, we are again reduced to study control-affine systems.

Equation (8) is important for applications both for mechanical systems (see [26, 27]) and

stochastic processes (see [43]).

If we assume that the function v is absolutely continuous then a unique solution exists in

Carathéodory sense. This is no more true if we weaken the regularity of v. The case in which

the control is still continuous even if it is not absolutely continuous is particularly important,

for instance if we look at the control input v as a path of a stochastic process, as it is done for

instance in [62]. Indeed a single path of a stochastic process (for instance the Brownian Motion)

is often a (Hölder) continuous function, with probability 1.

While in the case m = 1 the problem of defining the solution of (8) if v is only continuous,

has been solved by Sussmann ([62]), in the case in which m > 1 this problem is far from being

completely solved (only if the vector fields f1, . . . , fm commute the second case can be easily

solved by reducing to the first one). A partial answer has been given by Lyons in [42], where, by

means of the Picard iteration method, the author was able to prove the existence and uniqueness

of the solution of (8) for a wide class of controls. For instance this result applies to the case in

which v is Hölder-α with α > 1
2 .

A further generalization of this result has been still given by Lyons in [43] by lifting the space

of controls to an abstract functional space and making the same for the space of trajectories.

Then the generalized solution is obtained by means of the Picard iteration method applied to

the lifted equation.

In Chapter 6 we discuss these approaches and we propose some alternative ways of gen-

eralizing the notion of solution of (8). In particular we focus on the Heisenberg system, the

simplest driftless non holonomic system, and we investigate some conjectures by means of ex-

amples and counterexamples. For the Heisenberg example our problem has a simple geometric

interpretation. Indeed in this case the control v lies in the plane and it is easy to see that ev-

ery generalized notion of solution is equivalent to a generalized notion of the area of the region

spanned by v(t) = (v1(t), v2(t)) on the plane, computed in counterclockwise sense (see Figure 2):

A[v(·)](t) :=

∫ t

0

1

2
(v1(s)v̇2(s) − v̇1(s)v2(s)) ds .

We focus in particular on curves belonging to the class of Hölder functions C0,α([0, T ]). If

α > 1/2 a unique generalized notion of area can be given for instance by using the result of [42]

described above. In particular the area can be defined as the limit of the areas corresponding to

a sequence vk of smooth functions converging to v in the uniform topology. A simple example

shows that an analogous result does not hold in the case α < 1/2. Therefore we focus on the

case α = 1/2, which represents a very particular case, since for instance “almost every” path of

9



Im(v)

Re(v)

Figure 3: The graph of v in the complex plane

the Brownian motion is Hölder-α, for each fixed α < 1
2 . We consider the function

v : [0, 2π] → C v(t) :=

+∞∑

k=0

1

2k
e4

ki t .

We prove that this function is Hölder-1
2 and we see that

• the smooth functions v(k)(t) =
N∑

k=0

1

2k
e4

ki t have uniformly bounded Hölder-1
2 constant

and converge in the uniform topology to v. The area corresponding to vk converges to

infinity;

• one can construct in a natural way a sequence of piecewise affine functions converging

uniformly to v and such that the corresponding area tends to infinity.

It is also possible to find a sequence of smooth functions w(k)(·) with A[w(k)(·)](2π) = 0, that

converge uniformly to v, so that it does not seem reasonable to associate the value “infinity” to

a generalized notion of area for v.

Finally, introducing a suitable modification ṽ(·) of the function v(·), it is possible to construct a

sequence of approximating functions converging to ṽ(·) in the C0, 1
2 topology (which is stronger

than the uniform topology) and such that the corresponding area tends to infinity.

Our conclusion is that the assumption that the control v is Hölder-1
2 continuous is not enough

to ensure a meaningful definition of generalized solution. Our feeling is that we can expect a

10



meaningful definition of generalized solution only if we assume some additional condition that

express the independence of the controls vi i = 1, . . . ,m. Then, the future research on this

field will look towards an explicitation of these conditions with the objective of applying them

to the case of stochastic processes and, possibly, in the general case in which v is continuous.
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Chapter 1

Optimal Control and Time Optimal

Synthesis on 2-D Manifolds

In this chapter we want to discuss the basic tools of optimal control theory and time optimal

syntesis on two dimensional manifolds that are used throughout this thesis.

1.1 Pontryagin Maximum Principle

In this section we consider single-input control systems of the type

ẋ = F (x) + u(t)G(x) , (1.1)

where x ∈ M and u(·) ∈ [−1, 1] is the measurable control. Here M stands for a smooth

manifold and the vector fields f and g are assumed to be smooth. This condition guarantees

local existence and uniqueness of the solutions of (1.1), and, in the case in which M is compact,

also global existence. In the general case we assume that the control system is complete i.e. for

every measurable control function u(·) : [a, b] → [−1, 1] and every initial state x̄, there exists a

trajectory x(·) corresponding to u(·), which is defined on the whole interval [a, b] and satisfies

x(a) = x̄.

To introduce our optimization problem, consider a pair of points (p, q), and assume that

there exists a trajectory γ(·) : [0, Tγ ] → M of (1.1) with γ(0) = p, γ(Tγ) = q and such that Tγ
is the minimum time to steer the system from p to q. We call this trajectory a time-optimal

trajectory.

Clearly the problem of detecting the time-optimal trajectories (also called time-optimal prob-

lem) is meaningful if and only if the point q belongs to the “attainable set” for the control system

(1.1) with initial datum p, i.e. q can be reached in finite time starting from p. If this is the case,

then the existence of a time-optimal trajectory is a straightforward consequence of the classical

Filippov theorem.

To determine the time-optimal trajectories the key tool is the well-known Pontryagin Max-

imum Principle (more precisely the particular instance of it that adapts to the time-optimal

problem), which is a first order optimality condition.
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If we define

H(x, λ, u) = λ · F (x) + uλ ·G(x)

where λ belongs to the cotangent space λ ∈ T ∗M, the Pontryagin Maximum Principle for the

time-optimal problem associated to a control-affine system of the form (1.1), states the following

(see [4, 22, 34]).

Theorem 1.1 (PMP for the time-optimal problem for (1.1)) For each time-optimal tra-

jectory x∗(·) of (1.1), defined on [0, T ] and corresponding to the control u∗(·), there exists a

covector λ∗(·) and a real number λ0 ≤ 0 such that the following conditions are satisfied for every

t ∈ [0, T ]:

(i) λ̇∗(t) = −λ∗(t) · (∇F (x(t)) + u∇G(x(t))),

(ii) H(x∗(t), λ∗(t), u∗(t)) + λ0 = 0,

(iii) H(x∗(t), λ∗(t), u∗(t)) = max
u∈[−1,1]

H(x∗(t), λ∗(t), u).

In the more general case in which the target and the initial datum are two smooth mani-

folds N0 and N1 the previous statement must be modified by adding the so-called transversality

conditions:

(iv) λ∗(0) · v = 0 ∀v ∈ Tx∗(0)N0 , λ∗(T ) · w = 0 ∀w ∈ Tx∗(T )N1.

Remark 1.1 The PMP is just a necessary condition for optimality. A trajectory x(·) (resp. a

couple (x(·), λ(·))) satisfying the conditions given by the PMP is said to be an extremal (resp.

an extremal pair). An extremal corresponding to λ0 = 0 is said to be an abnormal extremal,

otherwise we call it a normal extremal.

We are now interested in determining the extremal trajectories satisfying the conditions given

by the PMP. A key role is played by the following:

Definition 1.1 (switching function) Let (x(·), λ(·)) be an extremal pair. The corresponding

switching function is defined as φ(t) :=< λ(t), G(x(t)) >.

Notice that φ(·) is continuously differentiable (indeed φ̇(t) =< λ(t), [F,G](x(t)) >, where

[F,G] = ∇G · F −∇F ·G is the Lie bracket, is continuous).

Definition 1.2 (bang, singular) Let x(·), defined in [a, b], be an extremal trajectory and

u(·) : [a, b] → [−1, 1] the corresponding control. We say that u(·) is a bang control if u(t) = +1

a.e. in [a, b] or u(t) = −1 a.e. in [a, b]. We say that u(·) is singular if the corresponding

switching function satisfies φ(t) ≡ 0 in [a, b]. A finite concatenation of bang controls is called a

bang-bang control. A switching time of u(·) is a time t̄ ∈ [a, b] such that, for every ε > 0, u is

not bang or singular on (t̄− ε, t̄+ ε) ∩ [a, b]. An extremal trajectory of the control system (1.1)

is said a bang extremal, singular extremal, bang-bang extremal respectively, if it corresponds to

a bang control, singular control, bang-bang control respectively. If t̄ is a switching time, the

corresponding point on the trajectory x(t̄) is called a switching point.
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The switching function is important because it determines where the controls may switch. In

fact, using the PMP, one easily gets:

Proposition 1.1 A necessary condition for a time t to be a switching is that φ(t) = 0. There-

fore, on any interval where φ has no zeroes (respectively finitely many zeroes), the corresponding

control is bang (respectively bang-bang). In particular, φ > 0 (resp φ < 0) on [a, b] implies u = 1

(resp. u = −1) a.e. on [a, b]. On the other hand, if φ has a zero at t and φ̇(t) is different from

zero, then t is an isolated switching.

1.2 General results about time-optimal trajectories on 2-D man-

ifolds

Let us assume M to be a two dimensional manifold. For every coordinate chart on the manifold

it is possible to introduce the following three functions:

∆A(x) := Det(F (x), G(x)) = F1(x)G2(x) − F2(x)G1(x), (1.2)

∆B(x) := Det(G(x), [F,G](x)) = G1(x)[F,G]2(x) −G2(x)[F,G]1(x), (1.3)

fS(x) := −∆B(x)/∆A(x). (1.4)

Remark 1.2 Notice that, although the functions ∆A and ∆B depend on the coordinate chart,

the sets ∆−1
A (0), ∆−1

B (0) and the function fS do not, i.e. they are intrinsic objects of the control

equation (1.1).

The sets ∆−1
A (0),∆−1

B (0) of zeroes of ∆A,∆B are respectively the set of points where F and G

are parallel, and the set of points where G is parallel to [F,G]. These loci are fundamental in

the construction of the optimal synthesis. Assume indeed that they are smooth embedded one

dimensional submanifold of M and call M\ (∆−1
A (0) ∪ ∆−1

B (0)) the set of ordinary points.

If x /∈ ∆−1
A (0), then it is easy to see that there exists g(·) such that the Lie bracket [F,G] can

be decomposed in the following way

[F,G](x) = fS(x)F (x) + g(x)G(x) .

Assume now that t̄ is a switching time for an extremal trajectory x(·), i.e. λ(t) · G(x(t)) = 0.

Then

φ̇(t) = λ(t) · [F,G](x(t))

= λ(t) · (fSF + gG)(x(t))

= fS(x(t))
(
λ(t) · F (x(t))

)
.

Since, from the PMP, we have that H(x(t), λ(t)) = λ(t) · F (x(t)) ≥ 0 , we obtain φ̇ ≥ 0. Note

that λ(t) · F (x(t)) 6= 0 if x(t) is an ordinary point (otherwise F (x(t)) and G(x(t)) would be

parallel) and therefore sgn(fS(x(t)))=sgn(φ̇(t)).

By combining with Proposition 1.1, we have therefore proved the following result.
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Lemma 1.1 Let Ω ⊂ M be an open set such that Ω∩(∆−1
A (0)∪∆−1

B (0)) = ∅. Then all connected

components of Supp(x(·)) ∩Ω, where x(·) is an extremal trajectory of (1.1), are bang-bang with

at most one switching. Moreover, if fS > 0 throughout Ω, then x(·)|Ω is associated to a constant

control equal to +1 or −1 or has a switching from −1 to +1. If fS < 0 throughout Ω, then x(·)|Ω
is associated to a constant control equal to +1 or −1 or has a switching from +1 to −1.

Since φ̇(t) = λ(t) · [F,G](x(t)), we obtain immediately that, for a singular extremal, ∆B(x(t)) ≡
0. Therefore, if we assume x(·) to be singular, then it must be

0 =
d

dt
∆B(x(t)) = ∇∆B · (F (x(t)) + u(t)G(x(t))).

so that we obtain the following result.

Lemma 1.2 Let x(·) be an extremal trajectory that is singular in [a, b] ⊂ Dom(x(·)). Then

Supp(x(·)|[a,b]) ⊂ ∆−1
B (0) and x(·)|[a,b] corresponds to the so called singular control ϕ(x(t)),

where

ϕ(x) = −∇∆B(x) · F (x)

∇∆B(x) ·G(x)
. (1.5)

In order to investigate more deeply the properties of the singular extremals it is useful to

introduce the following notions

Definition 1.3 • A non ordinary arc is a C2 one-dimensional connected embedded submanifold

S of M with the property that every x ∈ S is a non ordinary point.

• A non ordinary arc is said isolated if there exists a set Ω satisfying the following conditions:

(C1) Ω is an open connected subset of M.

(C2) S is a relatively closed subset of Ω.

(C3) If x ∈ Ω \ S then x is an ordinary point.

(C4) The set Ω \ S has exactly two connected components.

• A turnpike (resp. anti-turnpike) is an isolated non ordinary arc that satisfies the following

conditions:

(S1) For every x ∈ S the vectors F (x) +G(x) and F (x)−G(x) are not tangent to S and point

to opposite sides of S.

(S2) For every x ∈ S one has ∆B(x) = 0 and ∆A(x) 6= 0.

(S3) Let Ω be an open set which satisfies (C1)–(C4) above and ∆A 6= 0 on Ω. If Ω+ and Ω−
are the connected components of Ω \ S labeled in such a way F (x) +G(x) points into Ω+

and F (x) −G(x) points into Ω−, then the function fS satisfies

fS(x) > 0 (resp. fS(x) < 0) on Ω+

fS(x) < 0 (resp. fS(x) > 0) on Ω−
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The following two lemmas clarify the relation among turnpikes, antiturnpikes and singular ex-

tremals. For a proof of these results, see [22].

Lemma 1.3 Let (x, λ) : [0, t̄] → M be an extremal pair that verifies x(t̄) = x̄, x̄ ∈ S where S is

a turnpike or an anti-turnpike, and λ(t̄) · G(x(t̄)) = 0. Moreover let x′ : [0, t′] → R2 (t′ > t̄) be

a trajectory such that:

• x′|[0,t̄] = x̄,

• x′([t̄, t′]) ⊂ S.

Then x′ is extremal. Moreover if φ′ is the switching function corresponding to x′ then φ′|[t̄,t′] ≡ 0.

Lemma 1.4 Let S be an anti-turnpike and x : [c, d] → M be an extremal trajectory such that

x([c, d]) ⊂ S. Then x(·) is not optimal.

Finally, the following lemma shows that the function ∆−1
A (0) defined above is also useful in order

to detect the abnormal extremals

Lemma 1.5 Let x(·) be a bang-bang extremal for the control problem (1.1), t0 ∈ Dom(x(·)) be a

time such that φ(t0) = 0 and G(x(t0)) 6= 0. Then, the following conditions are equivalent: i) x(·)
is an abnormal extremal; ii) x(t0) ∈ ∆−1

A (0); iii) x(t) ∈ ∆−1
A (0), for every time t ∈ Dom(x(·))

such that φ(t) = 0.

1.3 Exixtence of an optimal synthesis and classification of syn-

thesis singularities

Let x0 ∈ M be a point satisfying F (x0) = 0. Consider the following problem.

(P) For every x ∈ M find the time optimal trajectory γ : [0, T ] → M of (1.1) such that

γ(0) = x0 and γ(T ) = x.

For us, a solution to this problem is the time optimal synthesis of the problem. In other

words:

Definition 1.4 The time optimal synthesis for (P) is the collection of all the trajectories of

(1.1) satisfying Problem (P).

We start by giving a simple but very useful result that determines the optimal synthesis in a

neighborhood of the point x0 (see [22]).

Proposition 1.2 Given a system of the form (1.1), with ∆B(x0) 6= 0, there exists a neighbor-

hood U of x0 such that for every x ∈ U the only time optimal trajectory connecting x0 with x is

bang-bang with at most one switching and it is contained inside U .

Thanks to this result it is then possible to define a local piecewise smooth feedback law describing

the optimal synthesis in U . In particular the union γ+∪γ−, where γ± are the trajectories starting

from x0 and corresponding to u = ±1, partitions U in two connected components U+ and U−
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u=−1
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Figure 1.1: Optimal synthesis in a neighborhood of the point x0

where the control of the corresponding time-optimal trajectories is equal respectively to 1 and

−1. See Figure 1.1.

In order to prove the existence of an optimal synthesis we need to introduce the following

conditions on the vector fields F andG, which are essential to prove that every optimal trajectory

is a finite concatenation of bang and singular arcs (see [22]).

(P1) The vectors G(x0) and [F,G](x0) are linearly independent, i.e. ∆B(x0) 6= 0.

(P2) Zero is a regular value for ∆A and ∆B i.e. ∆A(x) = 0 implies ∇∆A(x) 6= 0 and similarly

for ∆B.

Define X(x) = F (x)−G(x) and Y (x) = F (x) +G(x) Let TanA be the set of points x ∈ ∆−1
A (0)

such that X(x) or Y (x) is tangent to ∆−1
A (0). Define TanB in the same way using ∆B rather

than ∆A.

(P3) The set Bad := (∆−1
A (0) ∩ ∆−1

B (0)) ∪ TanA ∪ TanB is locally finite.

(P4) If x ∈ Bad, G(x) = 0 then F (x) · ∇(∆A)(x) 6= 0.

(P5) If x ∈ Bad, G(x) 6= 0 and x ∈ (∆−1
A (0) ∩ ∆−1

B (0)) ∩ TanA, then x /∈ TanB, ∂y(X ·
∇∆A)|y=x 6= 0, X(x) 6= 0, Y (x) 6= 0.

With these assumptions we have the following important result.

Theorem 1.2 Let n(x(·)) denotes the number of bang and singular arcs of x(·). Under generic

conditions on F,G ∈ C3, for every x̄ there exist Ωx̄, neighborhood of x̄, and Nx̄ ∈ N such that if

γ is optimal and Supp(γ) ⊂ Ωx̄ then:

n(x(·)) ≤ Nx̄ .

From the above theorem one deduces easily the following fundamental corollary.
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Corollary 1.1 For every τ > 0 and under the above generic conditions on F and G there is an

a priori bound on the number of arcs of time optimal trajectories starting from x0 and defined

on [0, τ ].

We introduce now a more accurate definition of optimal synthesis, in order to describe in a more

precise way the qualitative properties of the optimal trajectories. Let Aτ be the attainable set

for (1.1) at time τ , i.e.

Aτ := {x̄ ∈ M : ∃x(·) trajectory of (1.1) with x(0) = x0 , x(t) = x̄ and t ≤ τ }.

Definition 1.5 (stratification) A stratification of Aτ , τ > 0, is a finite collection {Mi} of

connected embedded C1 submanifolds of M, called strata, such that the following holds. If Mj ∩
Clos(Mk) 6= ∅ with j 6= k then Mj ⊂ Clos(Mk) and dim(Mj) < dim(Mk).

Definition 1.6 (regular optimal synthesis) A regular optimal synthesis for (1.1) on Aτ is

a collection of trajectory-control pairs {(γx, ux) : x ∈ Aτ} satisfying the following properties:

1. For every x ∈ Aτ , γx : [0, tx] → M steers the origin to x in minimum time.

2. If y = γx(t) for some t ∈ Dom(γx) then γy is the restriction to [0, t] of γx.

3. There exists a stratification of Aτ such that u(x) = ux(tx) is smooth on each stratum

(assuming each ux left continuous).

In particular, it is clear from Corollary 1.1 that, under the above generic conditions, the time-

optimal synthesis can be built recursively on the number of bang and singular arcs and canceling

at each step the non-optimal trajectories.

We want now to give a brief description of the special curves and points that characterizes

the optimal synthesis. Let us call u∗ the feedback control associated to the optimal synthesis.

Definition 1.7 (Frame Curves and Points) A one-dimensional connected embedded C2 sub-

manifold with boundary D of Aτ is called a Frame Curve if u∗ is discontinuous at each point of

D and D is maximal. Frame Points are defined as intersection of Frame Curves.

Under generic conditions, the algorithm introduced in [22] and briefly described above, constructs

only six types of frame curves:

• the trajectory γ−op starting from zero and corresponding to constant control −1. We say

that this curve is of kind X;

• the trajectory γ+
op starting from zero and corresponding to constant control +1. We say

that this curve is of kind Y ;

• singular trajectories that are trajectories corresponding to the singular control ϕ. We say

that these are FCs of kind S;
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Figure 1.2: Locally optimal switching curves and non locally optimal switching curves with the

corresponding synthesis

• switching curves, which are also called C frame curves and which are the trajectories

formed by switching points. Their peculiarity is that the optimal control changes sign

crossing them;

• overlap curves, formed by points reached optimally by two distinct trajectories. We call

these curves K frame curves;

• the topological frontier of the reachable set. We call this curve a F frame curve.

Moreover, in [22] it was also proved that there are exactly 23 qualitatively different frame points

that can be constructed by the algorithm of the optimal synthesis, under generic conditions.

Finally, in the next chapters we will make use of the following notions.

Roughly speaking we say that a switching curve is locally optimal if it never “reflects” the

trajectories (see Figure 1.2 A).

More precisely:

Definition 1.8 Consider a smooth switching curve C between two smooth vector field Y1 and

Y2 on a smooth two dimensional manifold. Let C(s) be a smooth parametrization of C. We

say that C is locally optimal if, for every s ∈ Dom(C), we have Ċ(s) 6= α1Y1(C(s)) +

α2Y2(C(s)), for every α1, α2 s.t. α1α2 ≥ 0. The points of a switching curve on which this rela-

tion is not satisfied are called conjugate points.

The terminology “conjugate points” and “cut locus” comes from Riemannian Geometry. When

a family of trajectories is reflected by a switching curve then local optimality is lost and some

cut locus appear in the optimal synthesis.

Definition 1.9 A cut locus of the time optimal synthesis is a set of points reached at the same

time by two (or more) optimal trajectories. A subset of a cut locus that is a connected C1

manifold is called overlap curve.

In particular by the previous results, under generic conditions, a cut locus is a finite union

of overlap curves. An example showing how a “reflection” on a switching curves generate a cut

locus is portrayed in Figure 1.2 B and C.
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Chapter 2

Time Optimal Synthesis for 2-Level

Quantum Systems

The dynamics of a n-level quantum system is governed by the time dependent Schrödinger

equation (in a system of units such that ~ = 1),

iẋ(t) = (H0 +
m∑

j=1

Ωj(t)Hj)x(t) (2.1)

where x(·), defined on [0, T ], is a function taking values on the state space which is SU(n) (if

we formulate the problem for time evolution operator) or the sphere S2n−1 (if we formulate the

problem for the wave function). The quantity H0 called the drift Hamiltonian is an Hermitian

matrix, that is natural to assume diagonalized, i.e., H0 = diag(E1, ..., En), where E1, ..., En
are real numbers representing the energy levels. With no loss of generality we can assume∑n

j=1Ej = 0. The real valued controls Ω1(·), ...,Ωm(·), represent the external pulsed field, while

the matrices Hj (j = 1, ...,m) are Hermitian matrices describing the coupling between the

external fields and the system. The time dependent Hamiltonian H(t) := H0 +
∑m

j=1 Ωj(t)Hj

is called the controlled Hamiltonian.

The first problem that usually one would like to solve is the controllability problem, i.e.

proving that for every couple of points in the state space one can find controls steering the

system from one point to the other. For applications, the most interesting initial and final

states are of course the eigenstates of H0.

If x ∈ SU(n), thanks to the fact that the control system (2.1) is a left invariant control

system on the compact Lie group SU(n), this happens if and only if

Lie{iH0, iH1, ...iHm} = su(n), (2.2)

(see for instance [58]). If the problem is formulated for the wave function, i.e. x ∈ S2n−1, one

can have controllability, with less restrictive conditions on the Lie algebra Lie{iH0, iH1, ...iHm},
see [6]. The problem of finding easily verifiable conditions under which (2.2) is satisfied has been

deeply studied in the literature (see for instance [8, 58]). Here we just recall that the condition

(2.2) is generic in the space of Hermitian matrices.
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2.1 Optimal control problems for finite dimensional quantum

systems

Once that controllability is proved one would like to steer the system, between two fixed points

in the state space, in the most efficient way. Typical costs that are interesting to minimize for

applications are:

• Energy transfered by the controls to the system.

∫ T

0

m∑

j=1

Ω2
j(t) dt,

• Time of transfer. In this case one can attack two different problems one with bounded

and one with unbounded controls.

The problem of minimizing time with unbounded controls has been deeply investigated in [1, 36].

The problems of minimizing time or energy with bounded controls are very difficult in general

and one can hope to find a complete solution in low dimension only.

In [18, 16, 17, 15] a special class of systems, for which the analysis can be pushed much

further, was studied, namely systems such that the drift term H0 disappear in the interaction

picture (by a unitary change of coordinates and a change of controls). For these systems the

controlled Hamiltonian reads

H(t) =




E1 µ1ΩΩΩ1(t) 0 · · · 0

µ1ΩΩΩ
∗
1(t) E2 µ2ΩΩΩ2(t)

. . .
...

0 µ2ΩΩΩ
∗
2(t)

. . .
. . . 0

...
. . .

. . . En−1 µn−1ΩΩΩn−1(t)

0 · · · 0 µn−1ΩΩΩ
∗
n−1(t) En




(2.3)

Here (∗) denotes the complex conjugation involution. The controls ΩΩΩ1, . . . ,ΩΩΩn−1 are complex

(they play the role of the real controls Ω1, . . . ,Ωm in (2.1) with m = 2(n − 1)) and µj > 0,

(j = 1, . . . , n− 1) are real constants describing the couplings (intrinsic to the quantum system)

that we have restricted to couple only levels j and j + 1 by pairs.

For n = 2 the dynamics (2.3) describes the evolution of the z component of the spin of a

(spin 1/2) particle driven by a magnetic field, that is constant along the z-axis and controlled

both along the x and y axes, while for n ≥ 2 it represents the first n levels of the spectrum of

a molecule in the rotating wave approximation (see for instance [7]), and assuming that each

external fields couples only close levels. The complete solution to the optimal control problem

between eigenstates of H0 = diag(E1, . . . , En), has been constructed for n = 2 and n = 3, for the

minimum time problem with bounded controls (i.e., |ΩΩΩj| ≤ Mj) and for the minimum energy

problem
∫ T
0

∑n−1
j=1 |ΩΩΩj(t)|2 dt (with fixed final time).

Remark 2.1 For the simplest case n = 2 (studied in [18, 31]), the minimum time problem with

bounded control and the minimum energy problem actually coincide. In this case the controlled

Hamiltonian is

H(t) =

(
−E ΩΩΩ(t)

ΩΩΩ∗(t) E

)
, |ΩΩΩ| ≤M, (2.4)
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and the optimal trajectories, steering the system from the first to the second eigenstate of

H0 = diag(−E,E), correspond to controls in resonance with the energy gap 2E, and with

maximal amplitude i.e. ΩΩΩ(t) = Mei[(2E)t+φ], where φ ∈ [0, 2π) is an arbitrary phase. The

quantity ωR = 2E is called the resonance frequency. In this case, the time of transfer TC

is proportional to the inverse of the laser amplitude. More precisely (see for instance [18]),

TC = π/(2M).

For n = 3 the problem has been studied in [16, 15] and it is much more complicated (in

particular when the coupling constants µ1 and µ2 are different). In the case of minimum time

with bounded controls, it requires some nontrivial technical tools of 2-D syntheses theory for

distributional systems, that have been developed in [15].

For n ≥ 4 the problem is very hard and still unsolved, but in [17] it has been proved that

the optimal controls steering the system from any couple of eigenstates of H0 are in resonance,

i.e. they oscillate with a frequency equal to the difference of energy between the levels that the

control is coupling. More precisely

ΩΩΩj = Aj(t)e
i[(Ej+1−Ej)t+φj ], j = 1, ..., n − 1 (2.5)

where Aj(·) are real functions describing the amplitude of the external fields and φj are arbitrary

phases. Actually, this result holds for more general systems, initial and final conditions, and

costs (see [17]).

The problem of minimizing time with bounded controls or energy is even more difficult if it

is not possible to eliminate the drift H0. This happens, for instance, for a system in the form

(2.3) with real controls ΩΩΩj(t) = ΩΩΩ∗
j(t), j = 1, ..., n − 1, as we are going to discuss now. (For

more details on the elimination of the drift see [18, 16, 17].)

2.2 A spin 1/2 particle in a magnetic field

In this chapter we attack the simplest quantum mechanical model interesting for applications

for which it is not possible to eliminate the drift, namely a two-level quantum system driven by

a real control. This system describes the evolution of the z-component of the spin of a (spin

1/2) particle driven by a magnetic field, that is constant along the z-axis and controlled along

the x-axis. Equivalently it describes the first two levels of a molecule driven by an external field

without the rotating wave approximation. The dynamics is governed by the time dependent

Schrödinger equation (in a system of units such that ~ = 1):

i
dψ(t)

dt
= H(t)ψ(t), (2.6)

where ψ(·) = (ψ1(·), ψ2(·))T : [0, T ] → C 2 ,
∑2

j=1 |ψj(t)|2 = 1 (i.e. ψ(t) belongs to the sphere

S3 ⊂ C 2 ), and

H(t) =

(
−E Ω(t)

Ω(t) E

)
, (2.7)

22



where E > 0 and the control Ω(·), is assumed to be a real function. With the notation of formula

(2.1), the drift Hamiltonian is H0 =

(
−E 0

0 E

)
, while H1 =

(
0 1

1 0

)
, and the controllability

condition (2.2) is satisfied.

Notice that for a spin 1/2 system, it is equivalent to treat the problem for the wave function

or for the time evolution operator since S3 is diffeomorphic to SU(2). The aim is to induce a

transition from the first eigenstate of H0 (i.e., |ψ1|2 = 1) to any other physical state. We recall

that two states ψ,ψ′ ∈ S3 are physically equivalent if they differ by a factor of phase. More

precisely by physical state we mean a point of the two dimensional sphere (called the Bloch

sphere) SB := S3/ ∼ where the equivalence relation ∼ is defined as follows: ψ ∼ ψ′ (where

ψ,ψ′ ∈ S3) if and only if ψ = exp (iΦ)ψ′, for some Φ ∈ [0, 2π). The projection from S3 to SB
is called Hopf projection and it is given explicitly in the next section. A particularly interesting

transition is of course from the first to the second eigenstates of H0 (i.e., from |ψ1|2 = 1 to

|ψ2|2 = 1).

Due to the presence of the drift, in this case the minimum time problem with bounded control

and the minimum energy problem are different. In [31] the authors studied the minimum energy

problem (in that case, optimal solutions can be expressed in terms of Elliptic functions), while

here we minimize the time of transfer, with bounded field amplitude:

|Ω(t)| ≤M, for every t ∈ [0, T ], (2.8)

where T is the time of the transition and M > 0 represents the maximum amplitude available.

This problem requires completely different techniques with respect to those used in [31].

Thanks to the reduction to a two dimensional problem (on the Bloch sphere), this problem

can be attacked with the techniques of optimal syntheses on 2-D manifolds developed by Suss-

mann, Bressan, Piccoli and the first author, see for instance [21, 24, 54, 63], recently rewritten

in [22], and briefly summarized in this thesis, in Chapter 1.

2.2.1 The control problem on the Bloch sphere SB

An explicit Hopf projection from S3 to SB is given by:

Π :

(
ψ1

ψ2

)
∈ S3 ⊂ C 2 7−→ y =




y1

y2

y3


 =




−2Re(ψ∗
1ψ2)

2 Im(ψ∗
1ψ2)

|ψ1|2 − |ψ2|2


 ∈ SB ⊂ R3 . (2.9)

Notice that Π maps the first eigenstate of H0 (i.e. |ψ1|2 = 1) to the north pole PN := (0, 0, 1)T

of SB, and the second eigenstate (i.e. |ψ2|2 = 1) to the south pole PS := (0, 0,−1)T .

After setting u(t) = Ω(t)/M , the Schrödinger equation (2.6), (2.7) projects to the following
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single input affine system (clarified below, after normalizations),

ẏ = FS(y) + uGS(y), |u| ≤ 1, where: (2.10)

y ∈ SB := {(y1, y2, y3) ∈ R3 ,

3∑

j=1

y2
j = 1} (2.11)

FS(y) := k cos(α)




−y2

y1

0


 , GS(y) := k sin(α)




0

−y3

y2


 , (2.12)

α := arctan

(
M

E

)
∈ (0, π/2), k := 2E/ cos(α) = 2

√
M2 + E2. (2.13)

Remark 2.2 (normalizations) In the following, to simplify the notations, we normalize k = 1.

This normalization corresponds to a reparametrization of the time. More precisely, if T is the

minimum time to steer the state ỹ to the state ȳ for the system with k = 1, the corresponding

minimum time for the original system is T/(2
√
M2 +E2). Sometimes we need also the original

system (2.6), (2.7) on S3, with the normalization made in this remark, i.e. the system

i
dψ(t)

dt
= H̃(t)ψ(t) , where H̃(t) =

1

2
sinα

(
− cotα u(t)

u(t) cotα

)
. (2.14)

We come back to the original value of k only in Section 2.4.3, where we compare our results

with those of other authors.

We refer to Figure 2.1. The vector fields FS(y) and GS(y) (that play the role respectively of

H0 and H1) describe rotations respectively around the axes y3 and y1. Let us define the vector

fields corresponding to constant control ±1,

X±
S (y) := FS(y) ±GS(y). (2.15)

The parameter α ∈ (0, π/2) (that is the only parameter of the problem) is the angle between

the axes of rotations of FS and X+
S . The case α ≥ π/4 (resp. α < π/4) corresponds to M ≥ E

(resp. M < E).

Definition 2.1 An admissible control u(·) for the system (2.10)–(2.13) is a measurable function

u(·) : [a, b] → [−1, 1], while an admissible trajectory is a Lipschitz functions y(·) : [a, b] → SB
satisfying (2.10) a.e. for some admissible control u(·). If y(·) is an admissible trajectory and

u(·) the corresponding control, we say that (y(·), u(·)) is an admissible pair.

For every ȳ ∈ SB , our minimization problem is then to find the admissible pair steering the

north pole to ȳ in minimum time. More precisely

Problem (P) Consider the control system (2.10)-(2.13). For every ȳ ∈ SB, find an admissible

pair (y(·), u(·)) defined on [0, T ] such that y(0) = PN , y(T ) = ȳ and y(·) is time optimal.

For us an optimal synthesis is the collection of all the solutions to the problem (P). More

precisely
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Figure 2.1: The Bloch Sphere

Definition 2.2 (Optimal Synthesis) An optimal synthesis for the problem (P) is the collec-

tion of all time optimal trajectories Γ = {yȳ(·) : [0, bȳ ] 7→ SB, ȳ ∈ SB : yȳ(0) = PN , yȳ(bȳ) = ȳ}.

For more elaborated definitions of optimal synthesis see Chapter 1 or [22, 55] and references

therein.

Definition 2.3 (bang, singular for the problem (2.10)-(2.13)) A control u(·) : [a, b] →
[−1, 1] is said to be a bang control if u(t) = +1 a.e. in [a, b] or u(t) = −1 a.e. in [a, b]. A

control u(·) : [a, b] → [−1, 1] is said to be a singular control if u(t) = 0, a.e. in [a, b]. A finite

concatenation of bang controls is called a bang-bang control. A switching time of u(·) is a time

t̄ ∈ [a, b] such that, for every ε > 0, u is not bang or singular on (t̄−ε, t̄+ε)∩ [a, b]. A trajectory

of the control system (2.10)-(2.13) is said a bang trajectory (or arc), singular trajectory (or

arc), bang-bang trajectory, if it corresponds respectively to a bang control, singular control, bang-

bang control. If t̄ is a switching time, the corresponding point on the trajectory y(t̄) is called a

switching point.

Remark 2.3 The definitions of singular trajectory and control, given above are very specific to

our problem (2.10)-(2.13). For the definition of singular trajectories for more general systems

see Definition 1.2.

In [19] it was proved that, for the same problem (2.10)-(2.13), but in which y ∈ RP 2 , for every

couple of points there exists a time optimal trajectory joining them. Moreover it was proved

that every time optimal trajectory is a finite concatenation of bang and singular trajectories.

Repeating exactly the same arguments and recalling that S2 is a double covering of RP 2 , one

easily gets the same result on SB . More precisely we have:

Proposition 2.1 For the problem (2.10)-(2.13), for each pair of points p and q belonging to

SB, there exists a time optimal trajectory joining p to q. Moreover every time optimal trajectory

for the problem (2.10)-(2.13) is a finite concatenation of bang and singular trajectories.
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Notice that the previous proposition does not apply if α = 0 or α = π/2, since in these cases

the controllability property is lost.

The aim of the chapter is then to study problem (P) for every possible value of the parameter

α, giving a particular relief to the case in which ȳ = PS (i.e. to the optimal trajectory steering

the north to the south pole).

We will not be able to give a complete solution to the problem (P), without the help of

numerical simulations. However, thanks to the theory developed in [22] we give a satisfactory

description of the optimal trajectories. In the following we describe the main results achieved.

For α < π/4, every time optimal trajectory is bang-bang and in particular the corresponding

control is periodic, in the sense that for every fixed optimal trajectory the time between two

consecutive switchings is constant. Moreover it tends to π as α goes to 0. For the original

non normalized problem this means that for M/E << 1, the optimal control oscillates with

frequency of the order of the resonance frequency ωR = 2E. In this case it is possible to give

a satisfactory description of the optimal synthesis excluding a neighborhood of the south pole,

in which we are able to find the optimal synthesis only numerically (such results were already

given in [19] as we see below).

On the other side, if α ≥ π/4 the computation of the optimal trajectories is simpler since

the number of switchings needed to cover the whole sphere is small (less or equal than 2). In

this case, for α big enough, we are also able to give the exact value of the time needed to

cover the whole sphere. However, there is a new difficulty, namely the presence of singular arcs.

Moreover the qualitative shape of the optimal synthesis is rather different if α is close to π/4 or

to π/2. A relevant fact is that this synthesis contains a singularity (the so called (S,K)3) that

is predicted by the general theory (see [22], pp. 61 and 82), and was never observed out from

ad hoc examples.

The problem of finding explicitly the optimal trajectories from the north pole PN to the

south pole PS , can be easily solved in the case α ≥ π/4 as a consequence of the construction of

the time optimal synthesis. (Coming back to the original non normalized problem we also prove

that fixed E, for M → ∞ the time of transfer from PN to PS tends to zero.)

For α < π/4 the problem is more complicated. However, we are able to prove that if u(t) is an

optimal control steering the north pole PN to the south pole PS in time T , then u(T−t) is as well

(see Lemma 2.1 in Section 2.5). Thanks to this fact, we can prove that the optimal trajectories

steering the north to the south pole belong to a set Ξ containing at most 8 trajectories (half

starting with control +1 and half starting with control −1, and switching exactly at the same

times). These trajectories are determined in terms of a parameter (the first switching time)

that can be easily computed numerically solving suitable equations. Once these trajectories are

identified one can check by hands which are the optimal ones.

The analysis can be pushed much forward. We also prove that the cardinality of Ξ depends

on the so called normalized remainder

R :=
π

2α
−
[ π
2α

]
∈ [0, 1), (2.16)

where [ . ] denotes the integer part. In particular, for α small, we prove that if R is close to zero

then Ξ contains exactly 8 trajectories (and in particular there are four optimal trajectories),
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while if R is close to 1 then Ξ contains only 4 trajectories (two of them are optimal). The

precise description of these facts is contained in Proposition 2.6, Section 2.4.2. As a consequence,

the qualitative shape of the time optimal synthesis presents different patterns, that cyclically

alternate, in the non controllability limit α→ 0, giving a partial proof of a conjecture formulated

in a previous paper ([19]), that was supported by numerical simulations, see Remark 2.11. This

is probably the most interesting byproduct of this chapter. In the next chapter we will describe

more precisely the way in which the shape of the optimal synthesis changes as α goes to zero.

Finally we compare these results with some known results of Khaneja, Brockett and Glaser

and with those obtained by controlling the magnetic field both on the x and y directions.

2.3 History of the problem and known facts

The problem (P) (although with different purposes) was already partially studied in [19], in

the case α < π/4. In that paper the aim was to give an estimate on the maximum number

of switchings for time optimal trajectories on SO(3) (problem first studied by Agrachev and

Gamkrelidze in [2], using index theory).

In [19] it has been proved that, for the problem (P) in the case α < π/4, every optimal

trajectory is bang-bang. More precisely, it was proved that in the case α < π/4, if y(·) is a time

optimal trajectory starting at the north pole, then it should satisfy the following properties:

i) y(·) is bang bang;

ii) the duration si of the first bang arc satisfies si ∈ [0, π],

iii) the time duration between two consecutive switchings is the same for all interior bang arcs

(i.e. excluding the first and the last bang) and it is the following function of si defined in

the interval [0, π],

v(si) = π + 2arctan

(
sin(si)

cos(si) + cot2(α)

)
. (2.17)

One can immediately check that this function satisfies v(0) = v(π) = π and v(si) > π for

every si ∈]0, π),

iiii) the time duration of the last arc is sf ∈ [0, v(si)],

Properties i)–iiii) are illustrated in Figure 2.2. Moreover, thanks to the analysis given in [19],

one easily gets (always in the case α < π/4):

v) the number of switchings Ny of y(·) satisfies the following inequality

Ny ≤ NM :=
[ π
2α

]
+ 1 (2.18)

Conditions i)-v) define a set of candidate optimal trajectories. Notice that conditions i)-v) are

just necessary conditions for optimality and one is faced with the problem of selecting, among

them, those that are really optimal. In particular given a trajectory satisfying conditions i)-v),
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Figure 2.2: Time optimal trajectories for α < π/4

one would like to find the time after which it is no more optimal. In the following we say that

at this time the trajectory loses optimality.

The way in which these candidate optimal trajectories cover the whole sphere is shown in

the top of Figure 2.3.

Consider the following curves, made by points where the control switches from +1 to −1 or

viceversa, called switching curves, defined by induction

Cε1(s) = eX
ε
Sv(s)eX

−ε
S sPN , Cεk(s) = eX

ε
Sv(s)C−ε

k−1(s)

(where ε = ±1 and k = 2, ...., NM − 1). (2.19)

See the top of Figure 2.3.

Even if the analysis made in [19] was sufficient to the purpose of giving a bound on the

maximum number of switchings for time optimal trajectories on SO(3), some questions remained

unsolved. In particular questions about local optimality of the switching curves (see Definition

1.8). In [19], the following questions remain unsolved:

Question 1 Are the switching curves Cεk, k = 1..., NM − 1, locally optimal? More precisely,

one would like to understand how the candidate optimal trajectories described above are

going to lose optimality.

Question 2 What is the shape of the optimal synthesis in a neighborhood of the south pole?

Numerical simulations suggested some conjectures regarding the above questions. More pre-

cisely:

C1 Define klast =
[
π−α
2α

]
− 1. Then the curves Cεk(s), (k = 1, ..., NM − 1) are locally optimal if

and only if k ≤ klast. Notice that klast ∈ {NM − 3, NM − 2}.

Analyzing the evolution of the minimum time wave front in a neighborhood of the south-pole,

it is reasonable to conjecture that:

C2 The shape of the optimal synthesis in a neighborhood of the south pole depends on the so

called remainder1 r := π − 2α
[
π
2α

]
. Notice that r belongs to the interval [0, 2α). More

precisely, we conjecture that for α ∈ (0, π/4), there exist two positive numbers α1 and α2

such that 0 < α1 < α < α2 < 2α and:

1Notice that r = 2αR, where R has been defined in Formula (2.16). In conjecture C2, we use the remainder

r, to keep the same notation of [19].
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CASE A: r ∈ (α2, 2α). The switching curve CεNM−1 glues to an overlap curve that passes

through the origin (Fig. 2.3, Case A).

CASE B: r ∈ [α1, α2]. The switching curve CεNM−1 is not reached by optimal trajectories

in the interval (0, π]. At the point CεNM−1(0) an overlap curve starts and passes

through the origin.

CASE C: r ∈ (0, α1). The situation is more complicated and it is depicted in the bottom

of Fig. 2.3, Case C.

For r = 0, the situation is the same as in CASE A, but for the switching curve starting at

CεNM−2(0).

2.4 Main results

We give here a brief description of the main results of the chapter. The corresponding proofs

are given in Section 2.5. From now on we use the following conventions.

Remark 2.4 (notation) Recall Definition 2.3. The letter B refers to a bang trajectory and

the letter S refers to a singular trajectory. A concatenation of bang and singular trajectories is

labeled by the corresponding letter sequence, written in order from left to right. Sometimes, we

use a subscript to indicate the time duration of a trajectory so that we use Bt to refer to a bang

trajectory defined on an interval of length t and, similarly, St for a singular trajectory defined

on an interval of length t. Moreover we indicate by γ+ (resp. γ−) the trajectory of (2.10)–(2.13)

starting at the north pole at time zero and corresponding to control u ≡ 1 (resp. u ≡ −1).

Notice that γ± are defined for every time, and are periodic. Finally we use the following subsets

of SB : the circle of equation y3 = 0 called equator, the set y3 > 0, called north hemisphere and

the set y3 < 0, called south hemisphere.

From Chapter 1, recall the definitions of switching curves, cut loci and overlap curves.

2.4.1 Optimal synthesis for α ≥ π/4

In this section we describe the time optimal synthesis for α ≥ π/4. We divide SB in 8 open

regions called Ω±
1 , ...,Ω

±
3 , Ω±

nasty and in 16 arcs (see Definition 2.4, and Figure 2.4). For every

point ȳ ∈ SB \ (Ω+
nasty ∪ Ω−

nasty), Theorem 2.1 gives the optimal trajectories reaching ȳ.

Unlike the α < π/4 case, here it is possible to detect the presence of singular trajectories

that are optimal, and also of cut loci (even not only in a neighborhood of the south pole).

The region Ω+
nasty (and similarly Ω−

nasty) is more difficult to analyze. It contains a cut

locus that should be determined numerically. Even if we are not able to provide an analytic

characterization of this locus, we are able to prove the following.

i) α = arcsin(1/ 4
√

2) is a bifurcation point for the optimal synthesis i.e. the qualitative shape

is different if α ∈ [π/4, arcsin(1/ 4
√

2)) (called Case 1) or α ∈ [arcsin(1/ 4
√

2), π/2) (called

Case 2). More precisely, from the point D+ := γ+(π), in Case 1 it starts an optimal

switching curve, while in Case 2 it starts an overlap curve (see Proposition 2.3). The

situation in Ω−
nasty is symmetric.
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Figure 2.4: Definition 2.4

ii) The south pole belongs to the cut locus and it is reached exactly by four optimal trajectories

(see Proposition 2.2).

Numerical computations show that in Case 2, the cut locus in Ω+
nasty is an overlap curve

connecting D+ with the south pole, while in Case 1, the switching curve starting from D+

loses local optimality at a point of Ω+
nasty and connects to an overlap curve which reaches the

south pole (see Figure 2.5). Remark 2.9 explains that in Case 2 it is not necessary to compute

the cut locus lying in Ω+
nasty to get the expression of the optimal trajectory connecting PN to a

point of Ω+
nasty. The situation in Ω−

nasty is symmetric.

Let us start with the description of the optimal synthesis in SB \ (Ω+
nasty ∪ Ω−

nasty). Even if

Definition 2.4 and Theorem 2.1 look complicated, the shape of the optimal synthesis is quite

simple as it is shown in Figure 2.5.

Definition 2.4 According to Figure 2.4, let us define the following curves on SB.

• Let t1 be the first time at which γ+ intersects the equator and let A+ := γ+(t1) (notice

that t1 = π − arccos(cot2(α))). Define PNA+ = Supp
(
γ+|[0,t1]

)
.

• Let ξ− be the trajectory corresponding to control −1, starting at time zero from A+.

Let t2 be the first positive time at which ξ− intersects the equator (notice that t2 =

2arccos(cot2(α))). Define B+ := ξ−(t2) and AB+ = Supp
(
ξ−|[0,t2]

)
.

• Let O+ = (1, 0, 0). Define AO+ (resp. OB+) as the support of the trajectory corresponding

to control zero, starting at A+ (resp. O+) and ending at O+ (resp. B+).

• Recall that D+ = γ+(π), and define AD+ = Supp
(
γ+|[t1,π]

)
, DB+ = Supp

(
γ+|[π,t3]

)
,

where t3 is the second intersection time of γ+ with the equator (notice that t3 = π +

arccos(cot2(α)) = t1 + t2).
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• Let BP+
S the support of the trajectory corresponding to control −1, starting at B+ and

ending at the south pole.

• Let DP+
S the connected subset of the meridian y2 = 0, lying in the south hemisphere and

connecting the point D+ to the south pole.

Similarly define A−, B−, O−, D−, PNA−, AB−, AO−, OB−, AD−, DB−, BP−
S , DP−

S .

According to Figure 2.4 define Ω±
1 , . . . ,Ω

±
4 ,Ω

±
nasty as the open connected components of the

open set obtained subtracting from SB all the arcs defined above.

The following theorem holds for every α ∈ (π/4, π/2). For the particular value α = π/4 the

claims of the theorem must be modified. Such changes are reported in Remark 2.5.

Theorem 2.1 Let γγ ȳ be the set of time optimal trajectories steering the north pole to ȳ. We

have the following:

T1. If ȳ ∈ PNA+ then γγ ȳ is made by a unique trajectory corresponding to control +1 of the

form Bt, with t ≤ t1.

T2. If ȳ ∈ AB+ \B+ then γγ ȳ is made by a unique trajectory of the form Bt1Bt (with the first

bang corresponding to control +1).

T3. If ȳ ∈ AO+ then γγ ȳ is made by a unique trajectory of the form Bt1Ss (with the first bang

corresponding to control +1).

T4. If ȳ ∈ OB+ \ O+ then γγ ȳ is made by two trajectories of the form Bt1SsBt, both starting

with control +1 and ending respectively with control +1 and −1. These two trajectories

have the same values of s ≥ 0 and t > 0.

T5. If ȳ ∈ AD+ then γγ ȳ is made by a unique trajectory corresponding to control +1 of the

form Bt, with t ∈ [t1, π].

T6. If ȳ ∈ DB+ \ B+ then γγ ȳ is made by a unique trajectory corresponding to control +1 of

the form Bt, with t ∈ [π, t3).

T7. If ȳ ∈ BP+
S then γγ ȳ is made by two trajectories respectively of the form Bt1Bt and Bt3Bt−t2

and starting with control +1.

T8. If ȳ ∈ Ω+
1 ∪ (DP−

S \ PS), then γγ ȳ is made by a unique trajectory of the form BtBt′ , with

0 ≤ t < t1 and the first bang corresponding to control +1.

T9. If ȳ ∈ Ω+
2 , then γγ ȳ is made by a unique trajectory of the form Bt1SsBt, with s > 0, the

first bang arc and the last bang arc corresponding respectively to control +1 and −1.

T10. If ȳ ∈ Ω+
3 , then γγ ȳ is made by a unique trajectory of the form Bt1SsBt, with s > 0 and

both bang arcs corresponding to control +1.

T11. If ȳ = PS then γγ ȳ is made by the four trajectories of the form Bt1Bt3 and Bt3Bt1 .
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T12. If ȳ ∈ Ω+
nasty then every trajectory of γγ ȳ is bang-bang with at most two switchings.

If ȳ belongs to one of the remaining sets defined above, the description of the optimal strategy is

analogous, by symmetry.

Remark 2.5 In the case α = π/4 some changes in the previous statement are required. In

particular the points A+, B+, O+ and D+ coincide (also the points A−, B−, O− and D−

coincide) and, consequently, there are no optimal trajectories containing singular arcs. Another

immediate consequence of this fact is that there are only two optimal trajectories reaching the

south pole, of the form BπBπ.

Remark 2.6 Notice that every point of OB+ \O+, OB− \O−, BP+
S , BP−

S is reached by more

than one optimal trajectory, i.e. it belongs to the cut locus. Other points of the cut locus can

be identified numerically in Ω+
nasty and Ω−

nasty as explained in the next section.

Remark 2.7 In Theorem 2.1 we do not specify all the durations of the bang arcs. However the

missing ones can be obtained simply by following the switching strategy backwards.

Remark 2.8 Note that the region reached by optimal trajectories containing a singular arc

Ω±
2 ∪ Ω±

3 ∪ AO± ∪ OB± become bigger and bigger as α tends to π/2. Moreover, in this limit,

since the modulus of the drift FS becomes smaller and smaller, the time needed to cover such

region tends to infinity. Notice however that the time needed to reach PS is always 2π. The

time needed to reach every point of the sphere for α big enough, and the last point reached

by an optimal trajectory containing a singular arc, can be computed explicitly. This is done in

Section 2.6.

Since the case ȳ = PS is important also for the determination of the cut locus in Ω+
nasty ∪

Ω−
nasty, it is reported in the next section as a separate proposition (see Proposition 2.2).

2.4.1.1 The time optimal synthesis in Ω±
nasty and optimal trajectories reaching PS

for α ≥ π/4

From next proposition, T11 of Theorem 2.1 follows. More precisely Proposition 2.2 shows that

in the case α ≥ π/4, there are exactly four optimal trajectories steering PN to PS , and it

characterizes them. As a consequence, the south pole belongs to the cut locus.

Proposition 2.2 Consider the control system (2.10)–(2.13), and assume α ≥ π/4. Then the

optimal trajectories steering the north pole to the south pole are bang-bang with only one switch-

ing. More precisely they are the four trajectories corresponding to the four controls

u(1) =

{
u = 1, t ∈ [0, t1]

u = −1, t ∈ (t1, T ],
u(2) =

{
1, t ∈ [0, t3]

−1, t ∈ (t3, T ],

u(3) =

{
−1, t ∈ [0, t1]

1, t ∈ (t1, T ],
u(4) =

{
−1, t ∈ [0, t3]

1, t ∈ (t3, T ]

where t1 and t3 are defined in Definition 2.4, and T = 2π.
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Figure 2.5: Optimal synthesis for α = π/3 and α slightly larger than π/4.

One can easily check that the switchings described in Proposition 2.2 occur on the equator

(y3 = 0).

The following proposition describes the optimal synthesis in Ω±
nasty, in a neighborhood of

the points D± and the bifurcation occurring at α = arcsin(1/ 4
√

2).

Proposition 2.3 Let α ≥ π/4. In a neighborhood of the point D+ in Ω+
nasty, there exists a

switching curve starting at D+ of the form ev(s)X
+

S esX
−
S PN . If α > π/4 this curve is tangent

to the equator at D+. Moreover if α < arcsin(1/ 4
√

2) (above called Case 1) then the switching

curve is optimal near D+, while if α ≥ arcsin(1/ 4
√

2) (above called Case 2) then the switching

curve is not locally optimal near D+ and an overlap curve starts at the point D+. A symmetric

result holds in a neighborhood of D− in Ω−
nasty.

The region Ω+
nasty contains a cut locus that should be determined numerically. In Case 2,

numerical simulations show that the switching curve starting at D+ is never optimal, i.e. every

point of Ω+
nasty is reached by an optimal trajectory of the form etX+esX−PN , with s ∈ (0, t1) or

an optimal trajectory of the form etX−esX+PN , with s ∈ (π, t3).

Remark 2.9 Notice however that, in Case 2, given a point ȳ ∈ Ω+
nasty, to find the time optimal

trajectory reaching ȳ, it is not necessary to compute the cut locus. Indeed it is sufficient to

compare the final times, corresponding to the two switching strategies given above, and to chose

the quickest one. The situation in Ω−
nasty is symmetric.

In Case 1, the situation is more complicated. The switching curve described by Proposition

2.3 has the expression C+
1 (s) = eX

+

S v(s)eX
−
S sPN , s ∈ (0, t1) where the function v(·) is defined as

in the α < π/4 case, i.e. v(s) = π + 2arctan
[
(sin s)/(cos s+ cot2 α)

]
. (To verify such formula

it is enough to repeat the computations done in [19].) As described by Proposition 2.3, this
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switching curve is optimal near D+ and numerical simulations show that there exists s̄ ∈ (0, t1)

such that there is an optimal trajectory switching on C+
1 (s) if and only if s ∈ [0, s̄), and an

overlap curve connecting C+
1 (s̄) to the south pole appears. The optimal synthesis for Case 1

and Case 2 is depicted in Figure 2.5.

2.4.2 Optimal trajectories reaching the south pole for α < π/4

In this section we characterize the time optimal trajectories reaching the south pole, in the case

α < π/4. This characterization is more complicated with respect to the case α ≥ π/4, due to

the fact that the optimal trajectories have many switchings. The time optimal synthesis for

α < π/4 was already (partially) studied in [19] and it has been described in Section 2.3.

From conditions i)–iiii) in Section 2.3, we know that every optimal trajectory starting at

the north pole has the form BsiBv(si) · · ·Bv(si)Bsf
where the function v(si) is given by formula

(2.17). (In the following we do not specify if the first bang corresponds to control +1 or −1,

since, as a consequence of the symmetries of the problem, if u(t) is an optimal control steering

the north pole to the south pole, −u(t) steers the north pole to the south pole as well.) It

remains to identify one or more values of si, sf and the corresponding number of switchings n

for this trajectory to reach the south pole.

Notice that t̄ = arccos(− tan2(α)) is the maximum of the function v(·) on the interval [0, π],

v(·) is increasing on [0, t̄] and decreasing on [t̄, π] and v(0) = v(π) = π. Then, given s ∈ [0, π]

such that s 6= t̄, there is a unique solution s∗(s) ∈ [0, π], s∗(s) 6= s, to the equation v(s∗) = v(s).

The function s∗(·) is extended to the whole interval [0, π] setting s∗(t̄) = t̄ (see Figure 2.6 A).

Thanks to the symmetries of the problem, we prove that if α < π/4, sf is equal either to si or

to s∗(si). This fact is described by Lemma 2.1 stated and proved in Section 2.5.

The following two propositions describe how to identify candidate triples (si, sf , n) for which

the corresponding trajectory steers the north pole to the south pole in minimum time. From

now on, all along the chapter, we say that a bang-bang trajectory, solution of the system (2.10)–

(2.13), is a candidate optimal trajectory if it is an extremal trajectory for problem (P) reaching

the south pole and it has a number n of switchings satisfying n ≤ NM (defined in Formula

(2.18)). From Lemma 2.1, there are two kinds of candidate optimal trajectories:

• sf = s∗(si), called TYPE-1-candidate optimal trajectories
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• sf = si called TYPE-2-candidate optimal trajectories

Define the following functions, whose geometric meaning is clarified in Section 2.5.2:

θ(s)=2 arccos

(
sin2

(
v(s)

2

)
cos(2α) − cos2

(
v(s)

2

))
(2.20)

β(s) = 2 arccos(sin(α) cos(α)(1 − cos(s))) (2.21)

Proposition 2.4 (TYPE-1-trajectories) Fixed α < π/4, the equation for the couple (s, n) ∈
[0, π] × N :

F(s) :=
2π

θ(s)
= n, (2.22)

has either two or zero solutions. More precisely if (s, n) is a solution to equation (2.22), then

(s∗(s), n) is the second one. The TYPE-1-candidate optimal trajectories are then those of the

form BsBv(s) · · ·Bv(s)︸ ︷︷ ︸
n−1

Bs∗(s) and Bs∗(s)Bv(s) · · ·Bv(s)︸ ︷︷ ︸
n−1

Bs .

Proposition 2.5 (TYPE-2-trajectories) Fixed α < π/4, the equation for the couple (s, n) ∈
[0, π] × N :

G(s) :=
2β(s)

θ(s)
+ 1 = n, (2.23)

has exactly two solutions. More precisely these solutions have the form (s1, n), (s2, n + 1).

The trajectories Bs1 Bv(s1) · · ·Bv(s1)︸ ︷︷ ︸
n−1

Bs1 and Bs2 Bv(s2) · · ·Bv(s2)︸ ︷︷ ︸
n

Bs2 are the TYPE-2-candidate

optimal trajectories.

In Figure 2.6 B and C the graphs of the functions (2.22) and (2.23) are drawn for a particular

value of α, namely α = 0.13. Propositions 2.4 and 2.5 select a set of (possibly coinciding) 4 or

8 candidate optimal trajectories (half of them starting with control +1 and the other half with

control −1) corresponding to triples (si, sf , n). Such triples can be easily computed numerically

solving equations (2.22) and (2.23). Then the optimal trajectories can be selected by comparing

the times needed to reach the south pole for each of the candidate optimal trajectory. Notice

that there are at least two optimal trajectories steering the north to the south pole (one starting

with control +1 and the other with control −1).

If π/(2α) is an integer number n̄, then TYPE-1 candidate optimal trajectories coincide

with the TYPE-2 candidate optimal trajectories of the form Bπ Bπ...Bπ︸ ︷︷ ︸
n̄−2

Bπ. The remaining

trajectories of TYPE-2 are of the form BsBv(s)...Bv(s)︸ ︷︷ ︸
n̄−1

Bs for some s ∈ (0, π). Otherwise if

π/(2α) is not an integer number, define:

m :=
[ π
2α

]
, and the normalized remainder R :=

π

2α
−
[ π
2α

]
∈ [0, 1).
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where [.] denotes the integer part. The following proposition determines precisely the time

optimal trajectories for particular values of the parameter R:

Proposition 2.6 For m large enough there exist r1(m) ≤ r2(m) ∈]0, 1) such that:

A. if R ∈ (0, r1(m)] then equation (2.22) admits exactly two solutions that are both optimal,

while TYPE-2 candidate optimal trajectories are not.

B. if R ∈ (r1(m), r2(m)), then equation (2.22) admits two solutions, that are not optimal.

C. if R ∈ (r2(m), 1) then equation (2.22) does not admit any solution.

Moreover limm→∞ r2(m) = 0.

Remark 2.10 The function r2(m) can be determined explicitly (see Section 2.5.2.1), while for

r1(m) we are just able to prove the existence, and we conjecture that it can be taken equal to

r2(m).

Remark 2.11 An important consequence of Proposition 2.6 is that for α small, the number of

optimal trajectories reaching the south pole is not fixed with respect to α. Indeed such number

alternates as α→ 0, according to Proposition 2.6: in particular it is equal to 4 if R ∈ (0, r1(m)]

and it is equal to 2 if R ∈ (r2(m), 1[∪{0}. This is enough to conclude that also the qualitative

shape of the optimal synthesis in a neighborhood of the south pole alternates giving a partial

proof to the conjecture C2 of Section 2.3 (originally stated in [19]). In particular it is a proof

of the first assertion (on the dependence of the synthesis on the remainder r = 2αR). Moreover

notice that the results of Proposition 2.6 perfectly fit with all the other statements of conjecture

C2 with r2(m) playing the role of α1/(2α). One can apply the definition of locally equivalent

syntheses given in [22] (see Definition 32, pp. 59), to make rigorous the statement that the

qualitative shape of the optimal synthesis changes with α. A precise description of the optimal

synthesis in a neighborhood of the south pole for α small will be given in the next chapter.

Using the previous analysis one can easily show the following result (of which we skip the

proof):

Proposition 2.7 If N is the number of switchings of an optimal trajectory joining the north

to the south pole, then
π

2α
− 1 ≤ N <

π

2α
+ 1.

Using these inequalities and the fact that, for α < π/6, the function 2s+
( π

2α
− 1
)
v(s) is

increasing on [0, π], one can give a rough estimate of the time needed to reach the south pole:

Proposition 2.8 The total time T of an optimal trajectory joining the north to the south pole

satisfies the inequalities:

π2

2α
− 2π < T <

π2

2α
+ π.
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2.4.3 Comparison with results in the rotating wave approximation and with

[36]

In this section we come back to the original value of k i.e. k = 2E/ cos(α) = 2
√
M2 + E2, and

we compare the time necessary to steer the state one to the state two for our model and the

model (2.4), described in Remark 2.1, in which we control the magnetic field both along the x

and y direction, or we consider a two-level molecule in the rotating wave approximation. We

recall that −E,E are the energy levels and M is the bound on the control. For our model, the

time of transfer T satisfies:

• for α ≥ π/4 (i.e. for M ≥ E) then T = 2π/k = π/
√
M2 + E2;

• for α < π/4 (i.e. for M < E) then T is estimated by

1

k

(
π2

2α
− 2π

)
< T <

1

k

(
π2

2α
+ π

)
.

On the other hand, for the model (2.4), the time of transfer is TC = π/(2M) (cf. Remark 2.1).

Fixed E = 1, in Figure 2.7 A the times T and TC as function of M are compared. Notice that

although TC is bigger than the lower estimate of T in some interval, we always have TC ≤ T .

This is due to the fact that the admissible velocities of our model are a subset of the admissible

velocities of the model (2.4).

Notice that, fixed E = 1, for M → 0 we have T ∼ π2/(4M) = (π/2)TC, while for M → ∞,

we have T ∼ π/M = 2TC.

Remark 2.12 For M << E (i.e. for α small) the difference between two switching times is

v(s)/k ∼ π/(2E). It follows that a time optimal trajectory connecting the north to the south

pole (in the interval between the first and the last bang) is periodic with period P ∼ π/E i.e.

with a frequency of the order of the resonance frequency ωR = 2E (see Figure 2.7 B). On the

other side if M > E then the time optimal trajectory connecting the north with the south pole
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is the concatenation of two pulses. Notice that if M >> E, the time of transfer is of the order

of π/M and therefore tends to zero as M → ∞. It is interesting to compare this result with a

result of Khaneja, Brockett and Glaser, for a two level system, but with no bound on controls

(see [36]). They estimate the infimum time to reach every point of the whole group SU(2) in

π/E. On the other side, in Section 2.6 it is proved that the time needed to cover the whole

sphere SB = SU(2)/S1 goes to π/(4E) as M goes to infinity (however this does not contradict

the fact that the state two can be reached in an arbitrary small time, as we discussed above).

Notice that our optimal control has the same “qualitative form” of the control computed in

[36] i.e. a pulse (bang) followed by an evolution with the drift (singular) followed by a pulse

(bang).

2.4.4 Some possible extensions

It is very easy to see that if {uȳ}ȳ∈SB
is the collection of all time optimal controls steering the

north pole to all the points of SB , then the same set is also the collection of all time optimal

controls starting from the south pole.

Notice that nothing is changing if the controlled magnetic field is in any direction in the

x-y plane. If this is not the case, the problem is different. However the same techniques of this

chapter could be used to deal with this case, but the solution is probably more complicated.

Another interesting problem could be the variant of (P) in which one consider a different

initial condition. In this case, generically, one loses the local controllability property (i.e. for

small time, the trajectories do not cover a neighborhood of the starting point), but the structure

of extremal trajectories (i.e. trajectories satisfying the Pontryagin Maximum Principle) is very

similar.

2.5 Proof of the main results

In this section we give the proof of our main results. We start with a lemma, stating a property

of optimal trajectories, that is a consequence of the symmetries of the problem. It is used to

identify the time optimal trajectories steering the north to the south pole both for α ≥ π/4 and

α < π/4.

Lemma 2.1 Let α ∈ (0, π/2). Every optimal bang-bang trajectory, connecting the north to the

south pole, with more than one switching is such that v(si) = v(sf ) where si is the first switching

time, sf is the time needed to steer the last switching point to the south pole and v(si) is the

time between two consecutive switchings.

Proof of Lemma 2.1. Consider the problem of connecting PS with PN in minimum time for

the system ż = F ′
S(z) + uG′

S(z) where z ∈ S2 and F ′
S(z) = −FS(z), G′

S(z) = −GS(z). The

trajectories of this system coincide with those of the system (2.10)–(2.13), but the velocity is

reversed. Therefore the optimal trajectories for the new problem coincide with the optimal ones

for the system (2.10)–(2.13) connecting PN to PS , and the time between two switchings is the

same. Since performing the change of coordinates (z1, z2, z3) → (y1, y2, y3) = (−z1, z2,−z3), the
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new problem becomes exactly the original problem, we deduce that, if we have more than one

switching, it must be v(si) = v(sf ).

2.5.1 Time optimal synthesis for the two level quantum system for α ≥ π/4

In this section, we apply the theory of optimal syntheses on 2-D manifolds to the system (2.10)–

(2.13). Our aim is to describe the time optimal synthesis for α ≥ π/4, i.e. to prove Theorem

2.1 and Propositions 2.2 and 2.3. First we state some general results, holding for α ∈ (0, π/2),

regarding time optimal trajectories of the system (2.14), on S3 ∼ SU(2), analogous to those

obtained in [19] for SO(3) (in particular the proofs can be repeated using the same arguments).

2.5.1.1 General results on S3

In this section α ∈ (0, π/2). The first proposition states that singular extremals, defined as

extremals for which the switching function vanishes (see Definitions 1.1 and 1.2) correspond to

zero control. This fact is very specific for our problem.

Proposition 2.9 For the normalized minimum time problem on S3 (2.14), singular extremals

are integral curves of the drift, i.e. they must correspond to a control almost everywhere vanish-

ing.

Since for a fixed u ∈ [−1, 1] every trajectory of (2.14) is periodic with period 4π√
u2 sin2 α+cos2 α

we

have that:

Proposition 2.10 Given an extremal trajectory γ of type Bt (resp St), then t < 4π (resp.

t < 4π
cosα).

The following proposition describes the switching behavior of abnormal and bang-bang normal

extremals (see Section 1.1 for the definition).

Proposition 2.11 Let γ be an abnormal extremal of (2.14). Then it is bang-bang and the time

duration between two consecutive switchings is always equal to π. In other words, γ is of kind

BsBπ...BπBt with s, t ≤ π.

On the other hand, if γ is a bang-bang normal extremal, then the time duration T along an

interior bang arc is the same for all interior bang arcs and verifies π < T < 2π (i.e. γ is of

kind BsBT ...BT Bt with s, t ≤ T ).

For the optimal trajectories containing a singular arc we have the following:

Proposition 2.12 Let γ be a time optimal trajectory containing a singular arc. Then γ is of

the type BtSsBt′, with s ≤ 2π
cosα if t > 0 or t′ > 0 and s < 4π

cosα otherwise.

These results on S3 ∼ SU(2) are useful to determine the optimal synthesis on SB , since every

optimal trajectory on SB is the projection of an optimal trajectory on S3. This is a simple

consequence of the fact that SB is an homogeneous space of SU(2):
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Proposition 2.13 A time optimal trajectory γ for the system (2.10)–(2.13) on SB starting

at PN is the projection of a time optimal trajectory of (2.14) starting from a point satisfying

|ψ1|2 = 1 (recall that ψ = (ψ1, ψ2)
T ∈ S3 ⊂ C 2).

Remark 2.13 Notice that, since two opposite points on S3 project on the same point on SB,

it is easy to see from Proposition 2.10, that the projection on SB of an optimal trajectory of

(2.14) of type Bt (resp St), must be such that t < 2π (resp. t < 2π
cosα). More precisely, for a

fixed u ∈ [−1, 1] every trajectory of (2.10)–(2.13) is periodic with period 2π√
u2 sin2 α+cos2 α

(the

period divides by two after projection).

2.5.1.2 Construction of the synthesis on SB

In this section we assume α ≥ π/4. We first need to determine the sets ∆−1
A (0), ∆−1

B (0), and

the function fS. Checking where FS is parallel to GS and where GS is parallel to [FS , GS ], one

gets ∆−1
A (0) = {y ∈ SB : y2 = 0} and ∆−1

B (0) = {y ∈ SB : y3 = 0}. To find the function fS we

can choose for instance the coordinate chart defined on each hemisphere by the projection on

the plain {(y1, y2) ∈ R2}, obtaining fS = (sinα)y3/y2. Then Lemma 1.1 says that every optimal

trajectory belonging to one of the regions {y ∈ SB : y3 > 0, y2 > 0}, {y ∈ SB : y3 < 0, y2 < 0} is

bang-bang with at most one switching. Moreover only the switching from control −1 to control

+1 is allowed. On the contrary, on the regions {y ∈ SB : y3 > 0, y2 < 0}, {y ∈ SB : y3 <

0, y2 > 0}, the control can switch only from +1 to −1. Moreover, thanks to Lemma 1.2, every

singular extremal must lie on the equator. The following lemma characterizes the structure of

the bang-bang extremals for the problem (P).

Lemma 2.2 Recall that t1 = π−arccos(cot2 α) and t3 = π+arccos(cot2 α) and consider a bang-

bang extremal for the problem (P). Then it is of the form BsBv(s)Bv(s) . . . with s ∈ [0, t1]∪[π, t3],

where, on the set [0, t1) ∪ [π, t3) , v(·) is defined as follows:

v(s) := π + 2arctan

(
sin s

cos s+ cot2 α

)
.

If α = π/4 then t1 = t3 = π and v(π) := π, while if α > π/4 we set v(t1) := v(t3) := 2π.

Notice that the function v(·) has the same expression (2.17) obtained in the case α < π/4 (ex-

cepted at the points t1 and t3). However its interval of definition is different.

Proof of Lemma 2.2. As shown above, the meridian ∆−1
A (0) and the equator ∆−1

B (0) di-

vide the sphere in four parts and in each of them the sign of the function fS is constant and

changes when passing through ∆−1
A (0) or ∆−1

B (0). In particular, following γ+ or γ− (cf. Remark

2.4) in the case in which α > π/4 this happens at the times t1 (where the equator is crossed), at

time π (where ∆−1
A (0) is crossed) and at time t3 (again is the equator to be crossed). Applying

Lemma 1.1, we obtain that for an extremal trajectory the first switching may occur only on the

intervals [0, t1] and [π, t3]. Exactly as in [19], one shows that the extremal must have the form

BsBv(s)Bv(s) . . . with s ∈ [0, t1] ∪ [π, t3]. The case α = π/4 is similar.
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Figure 2.8: The region covered by optimal trajectories with singular arcs and the (Y,K)3 frame

point

Remark 2.14 One can also show that every trajectory starting from PN , of the formBsBv(s)Bv(s) . . .

with s ∈ [0, t1]∪ [π, t3] is extremal i.e., for every s in such set, there exists an initial value of the

covector λ such that the switching function φ(·) vanishes for the first time at time s.

Unlike the case in which α < π/4, in the case α > π/4 it is possible to establish the presence

of optimal trajectories containing a singular arc, whose switching behavior is described by the

following proposition, illustrated in Figure 2.8 A.

Proposition 2.14 Let α ≥ π/4. A trajectory γ of (2.10)–(2.13) starting with control u = 1

and containing a singular arc is a solution of (P) if and only if it is of the form BtSsBt′ and

satisfies the following conditions:

• t = t1 = π − arccos(cot2 α) i.e. γ coincides with γ+ until it reaches the equator.

• s ≤ arccos(cotα)/ cosα i.e. the singular arc is optimal until it reaches the point O+ =

(1, 0, 0)T .

• If s = arccos(cotα)/ cosα, then the trajectory is of type BtSs (i.e. the time duration of

the last bang arc reduces to zero). If s < arccos(cotα)/ cos α, then γ is optimal until the

last bang arc reaches the equator (i.e. it does not exist t̄ ∈ (0, t′) such that γ(t+ s + t̄) is

contained in the equator).

An analogous result holds for trajectories starting with control −1.

Remark 2.15 Notice that in the case α = π/4, Proposition 2.14 provides a singular trajectory

degenerated to a point. In other words for α = π/4 there are no singular trajectories that are

optimal.

Remark 2.16 Notice that the previous result completely characterizes the optimal synthesis in

some neighborhoods of the points O± = (±1, 0, 0)T , namely Ω±
2 ∪Ω±

3 , and moreover it determines

the presence of two symmetric overlap curves contained inside the equator. The synthesis around

the point O+ is represented in Figure 2.8 A.
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Proof of Proposition 2.14. Consider a trajectory, solution of (P), starting with u = +1

and containing a singular arc. Using Propositions 2.12 and 2.13 this trajectory must be of the

form BtSsBt′ and, since the singular arc is contained inside the equator, we have t = t1 (the

case t = t3 can be easily excluded). Consider a singular arc containing in its interior the point

O+. This arc contains two points of the form (y0
1 ,−y0

2, 0)
T and (y0

1, y
0
2 , 0)

T , with both y0
1, y

0
2

positive, that can be connected by a bang arc. Using classical comparison theorems for second

order ODEs, one can easily compare the time needed to follow such trajectory with the time

needed to steer the two points along the singular arc finding that the bang arc is quicker than

the singular arc. Therefore a singular arc containing O+ cannot be optimal. By symmetry, the

extremal trajectories that have the same singular arc, but the last bang arc corresponding to

opposite control, must meet on a point of the equator. Therefore the arc of the equator which is

comprised between the point O+ (resp O−) and the second intersection point with γ+ (resp. γ−)

is an overlap curve. It remains now to verify that the trajectories described above are optimal

(until the last bang arc reaches the equator). This is a straightforward consequence of the fact

that the quickest bang-bang trajectories that enter the region spanned by such trajectories (i.e.

the closure of the regions Ω±
2 ∪Ω±

3 ) are not extremal because of Lemma 1.1 (see also Lemma 2.2).

Remark 2.17 Notice the trivial fact that, if a trajectory γ defined on the interval [a, b] is optimal

between γ(a) and γ(b), then the restriction of γ in [c, d], c, d ∈ [a, b], c < d, is optimal between

γ(c) and γ(d).

Using Remark 2.17, we have that Proposition 2.14 characterizes completely the time optimal

synthesis on PNA± and in the closure of Ω±
2 ∪Ω±

3 , i.e. it proves items T1–T6, T9 and T10, of

Theorem 2.1.

Remark 2.18 From Lemma 2.2 we obtain that there are four families of bang-bang trajectories.

In particular the families starting with control +1 and switching respectively in [0, t1] and [π, t3]

join at the point B+, generating an amazing (Y,K)3 frame point, in the framework of the

classification of [22]. See Figure 2.8 B.

Next we give the proof of Proposition 2.2, from which it follows T11 of Theorem 2.1, and, using

again Remark 2.17, also T7.

Proof of Proposition 2.2 By Proposition 2.14, there are no optimal trajectories contain-

ing a singular arc joining PN with PS . One can easily see that the only possible trajectories

steering PN to PS with only one switching are those described in the statement of the proposi-

tion, that we have to compare with trajectories having more than one switching. Trajectories

having two switchings with the first or the last bang longer than π and trajectories with more

than two switchings are excluded since from Lemma 2.2 their total time is larger than 2π.

Trajectories having two switchings and length of the first arc si and the length of the last

arc sf satisfying si, sf < π are excluded since by Lemma 2.1 they must satisfy si = sf . For

these trajectories the total time can be easily computed and it is 2π+2arcsin
(

1
2 sin(α)

)
> 2π.
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Item T8 is proved by the following:

Proposition 2.15 If ȳ ∈ Ω+
1 ∪ (DP−

S \PS), then γγ ȳ is made by a unique trajectory of the form

BtBt′ , with 0 ≤ t < t1 and the first bang corresponding to control +1. A similar result holds if

ȳ ∈ Ω−
1 ∪ (DP+

S \ PS). As a consequence there is not a cut locus in the region Ω+
1 ∪Ω−

1 . On the

other hand Ω+
nasty ∪ Ω−

nasty contains a cut locus.

Proof of Proposition 2.15 Define the following three families of extremal trajectories:

γAs (t) := etX
+

S esX
−
S PN , with s ∈ (0, t1) and t ≤ v(s),

γBs (t) := etX
−
S esX

+

S PN , with s ∈ [π, t3) and t ≤ v(s),

γCs (t) := etX
−
S ev(s)X

+

S esX
−
S PN , with s ∈ (0, t1) and t ≤ v(s).

First notice that from Proposition 2.2, there are no optimal trajectories of kind γAs reaching the

arc BP+
S . Now for every point x ∈ DP+

S the following happens: i) there exist sA, tA such that

x = γAsA
(tA), and they are unique; ii) if there exist sB , tB (resp. sC , tC) such that x = γBsB

(tB),

(resp. x = γCsC
(tC)), then they are unique. By direct computation, one can compare the times

the three trajectories need to reach x, i.e. sA + tA, sB + tB, sC + v(sC) + tC , finding that the

optimal trajectory is of kind γA (these computations are long, not very instructive, and we

omit them). From this fact the first part of the claim immediately follows. Moreover it implies

that there is not a cut locus in Ω+
1 , since the only trajectories entering such region are those

of the form γA. The existence of a cut locus in Ω+
nasty is evident, since no optimal trajectories

belonging to the families γA, γB , γC leave Ω+
nasty. The reasoning in Ω−

1 and in Ω−
nasty is similar.

End of the proof of Theorem 2.1

To conclude the proof of Theorem 2.1, it remains to prove T12. Consider by contradiction an

optimal bang-bang trajectory γ defined in [0, tγ ] steering PN to a point of Ω+
nasty, with at least

three switchings. Define t̄ = max{t ∈ [0, tγ ] : γ(t) /∈ Ω+
nasty}. Then, by Remark 2.17, γ|[0,t̄] must

be optimal between PN and γ(t̄). Then, from the results proved above, we deduce that γ|[0,t̄]
can have at most one switching. Therefore γ switches at least two times in Ω+

nasty and the arc

between them must be completely contained in Ω+
nasty and this leads to a contradiction since

the sign of fS is constant in Ω+
nasty (see Lemma 1.1).

Before proving Proposition 2.3, notice that the point D+, which is obtained following the trajec-

tory γ+ for a time π (see Figure 2.5), belongs to two different families of bang-bang trajectories

at time π, one given by trajectories starting with control −1 and switching at time s ≤ t1, the

other one given by trajectories that start with control 1 and switching at time s ∈ [π, t3]. More-

over, since v(0) = π, there must be a switching curve starting at D+ and therefore we deduce

that there are two possible behaviors of the optimal synthesis around this point: either this

switching curve is optimal or the two fronts continue to intersect generating an overlap curve.

Observe that if α ≥ π/3 the trajectories of the type BsBv(s)Bt with s small cannot be optimal

since the vector fields X+
S and X−

S point to opposite sides on the switching curve (i.e. the
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switching curve “reflects the trajectories”, see footnote 1.8). In this case the two families of

bang-bang trajectories described above must intersect giving rise to an overlap curve. Therefore

to prove Proposition 2.3 we assume α < π/3.

Proof of Proposition 2.3 First we parameterize the switching curve with respect to the

first switching time (assuming without loss of generality that this curve starts with u = −1):

C(s) = ev(s)X
+

S esX
−
S PN .

We consider the functions ξ1(s) = det (C(s), C ′(s),X+
S (C(s))) (here the superscript ′ denotes

the derivative with respect to s) and ξ2(s) = det (C(s), C ′(s),X−
S (C(s))) . It is easy to see that

the optimality of C(·), for s small, depends on the signs of such functions. Indeed C(·) is locally

optimal near the point D+ = C(0) if and only if for every positive and small enough s, and given

a neighborhood of C(s) which is divided in two connected components U1, U2 by the trajectory

C(·), both X−
S (C(s)) and X+

S (C(s)) point towards U1 or towards U2. It is easy to see that

this happens if ξ1(s) and ξ2(s) have the same sign. Notice that ξ1(0) = ξ2(0) = 0 and that

ξ1(s) = det (PN ,X
−
S (PN ), e−sX

−
S X+

S (esX
−
S PN )) = 2 cosα sin2 α sin s, which is positive for every

α < π/2 and s ∈ (0, π). To determine the sign of ξ2(s) near 0 it is enough to look at the sign

of the derivative ξ′2(0) which can be computed directly: ξ′2(0) = 4 cosα sin2 α(1 − 2 sin4 α). We

deduce that, if α < arcsin(1/ 4
√

2), the switching curve C(·) is optimal for s small enough. For

the particular value α = arcsin(1/ 4
√

2) one can easily check that the function ξ2(·) is negative

for s > 0 small, and then C(·) is no more optimal for α ≥ arcsin(1/ 4
√

2). The tangency of the

switching curve starting at D+ if α > π/4, is a consequence of the fact that, in this case, the

bang-bang trajectory switching at D+ is an abnormal extremal (see Proposition 1.5 and [22],

Proposition 23 pp. 177).

2.5.2 Time optimal trajectories that reach the south pole for α < π/4

The purpose of this section is to characterize the optimal trajectories steering PN to PS in the

case α < π/4, i.e. to prove Proposition 2.4 and 2.5. A key tool is Lemma 2.1. Recall the shape

of the function v(s), in the case α < π/4 (see Figure 2.6 A). Given α < π/4 and s ∈ [0, π] with

s 6= arccos(− tan2 α), there exists one and only one time s∗(s) ∈ [0, π] different from s, such

that v(s) = v(s∗(s)). From Section 2.4.2 recall the following definition of candidate optimal

trajectories:

• sf = s∗(si) (i.e. TYPE-1-candidate optimal trajectories),

• sf = si (i.e. TYPE-2-candidate optimal trajectories)

A useful relation between s and s∗(s) is given by the following:

Lemma 2.3 For α < π/4 and s ∈ [0, π], it holds s+ s∗(s) = v(s).

Proof of Lemma 2.3 Both s and s∗(s) satisfy the following equation in t ∈ [0, π]:

cot

(
1

2
v(s)

)
= − sin(t)

cos(t) + cot2(α)
⇒ cos

(
1

2
v(s) − t

)
= − cos

(
1

2
v(s)

)
cot2(α).
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Therefore, since 1
2v(s) − t ∈ [−π, π] ∀s, t ∈ [0, π] and s∗(s) 6= s, it must be: s∗(s) − 1

2v(s) =
1
2v(s) − s ⇒ s+ s∗(s) = v(s).

The description of candidate optimal trajectories is simplified by the following lemma, of which

we skip the proof.

Lemma 2.4 Set:

Z(s) =
1

ρ




0 cot
(

1
2v(s)

)
− sin(α)

− cot
(

1
2v(s)

)
0 0

sin(α) 0 0




where ρ =
√

cot2
(

1
2v(s)

)
+ sin2(α) . Then, if θ(s) is defined as in (2.20), we have eθ(s)Z(s) =

ev(s)X
−
S ev(s)X

+

S .

Notice that the matrix Z(s) ∈ so(3) is normalized in such a way that the map t 7→ etZ(s) ∈
SO(3) represents a rotation around the axes R(s) =

(
0, sin(α), cot(1

2v(s))
)T

with angular

velocity equal to one.

To prove the results stated in Section 2.4.2 we study separately the two possible cases listed

above:

Proof of Proposition 2.4. In this case we consider TYPE-1-candidates optimal trajecto-

ries. Assume that the optimal trajectory starts with u = −1 (the case u = 1 is symmetric) and

has an even number n of switchings. Then it must be

PS = esfX
−
S ev(si)X

+

S. . . . . . ev(si)X
+

S︸ ︷︷ ︸
n−1 times

esiX
−
S PN (2.24)

where PN and PS denote respectively the north and the south pole, and we have that

esiX
−
S PS = ev(si)X

−
S ev(si)X

+

S. . . . . . ev(si)X
+

S esiX
−
S PN = e

1

2
nθ(si)Z(si)esiX

−
S PN

from which we deduce that si must satisfy

1

2
nθ(si) = π + 2pπ for some integer p.

It is easy to see that a value of si which satisfies previous equation with p > 0 doesn’t give rise

to a candidate optimal trajectory since the corresponding number of switchings is larger than

NM . Therefore in previous equation it must be p = 0. If n is odd, instead than (2.24) we have

PS = esfX
+

S ev(si)X
−
S. . . . . . ev(si)X

+

S︸ ︷︷ ︸
n−1 times

esiX
−
S PN (2.25)

and, moreover, by symmetry:

PN = esfX
−
S ev(si)X

+

S. . . . . . ev(si)X
−
S esiX

+

S PS .
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Then, combining with (2.25) and using the relation Lemma 2.3, we find:

PN = e−siX
−
S ev(si)X

−
S. . . . . . ev(si)X

+

S︸ ︷︷ ︸
2n times

esiX
−
S PN = e−siX

−
S enθ(si)Z(si)esiX

−
S PN .

Since esiX
−
S PN is orthogonal to the rotation axis R(si) corresponding to Z(si), previous identity

is satisfied if and only if nθ(si) = 2mπ with m positive integer. As in the previous case, for a

candidate optimal trajectory, it must be m = 1.

Proof of Proposition 2.5. Here we consider TYPE-2-candidate optimal trajectories. For

simplicity call si = sf = s. Assume, as before, that the optimal trajectory starts with u = −1 .

If this trajectory has n = 2q + 1 switchings then it must be

PS = esX
+

S eqθ(s)Z(s)esX
−
S PN .

In particular the points e−sX
+

S PS and esX
−
S PN must belong to a plane invariant with respect to

rotations generated by Z(s) and therefore the difference esX
−
S PN −e−sX+

S PS must be orthogonal

to the rotation axis R(s). Actually it is easy to see that this is true for every value s ∈ [0, π],

since both e−sX
+

S PS and esX
−
S PN are orthogonal to R(s). Since the integral curve of Z(s)

passing through esX
−
S PN and e−sX

+

S PS is a circle of radius 1, it is easy to compute the angle

β(s) between these points. In particular the distance between esX
−
S PN and e−sX

+

S PS coincides

with 2 sin(β(s)
2 ) , and so one easily gets the expression β(s) = 2 arccos(sin(α) cos(α)(1− cos(s))).

Then Proposition 2.5 is proved when n is odd.

Assume now that the optimal trajectory has n = 2q + 2 switchings, then we can assume

without loss of generality that PS = esX
−
S ev(s)X

+

S eqθ(s)Z(s)esX
−
S PN . First of all it is possible

to see that e−v(s)X
+

S e−sX
−
S PS is orthogonal to R(s). So it remains to compute the angle β̃(s)

between the point esX
−
S PN and the point e−v(s)X

+

S e−sX
−
S PS on the plane orthogonal to R(s).

As before the distance between these points coincides with 2 sin( β̃(s)
2 ). Instead of computing

directly β̃(s), we compute the difference between the angle β̃(s) and the angle β(s) defined

above. We know that

2 sin(
β(s)

2
− β̃(s)) = |e−v(s)X+

S e−sX
−
S PS − e−sX

+

S PS |

= |e−sX−
S PS − ev(s)X

+

S e−sX
+

S PS |
= |e−sX−

S PS − es
∗(s)X+

S PS |.

Using the fact that s and s∗(s) satisfy the relation v(s) = v(s∗(s)) one can easily find that

|e−sX−
S PS − es

∗(s)X+

S PS | = 2

√
1 − cos2(α) sin2

(
1

2
v(s)

)
.

Therefore β(s) = β̃(s)+2 arccos
(
cos(α) sin

(
1
2v(s)

))
. This leads to β(s)− β̃(s) = θ(s)/2 and the

proposition is proved also in the case n is even.
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2.5.2.1 Proof of Proposition 2.6, on the alternating behavior of the optimal syn-

thesis

In this section we need to consider also the dependence on α of the functions v(s), θ(s), β(s),

F(s),G(s). Therefore we switch to the notation v(s, α), θ(s, α), β(s, α),F(s, α),G(s, α).

The claims on existence of solutions of Proposition 2.6 come from the fact that F(0) =

F(π) = π
2α and the only minimum point of F occurs at s̄ = π − arccos(tan2(α)). It turns out

that the image of F is a small interval whose length is of order α and therefore equation (2.22)

has a solution only if α is close enough to π
2m for some integer number m. This proves C. with

r2(m) satisfying r2(m) = O(1/m).

On the other hand it is possible to estimate the derivative of G with respect to s showing

that it is negative in the open interval (0, π). Therefore, since G(0) = π
2α + 1 and G(π) = π

2α − 1,

equation (2.23) has always two positive solutions.

For the particular values α = π
2m , where m > 1 is an integer number, the solutions to the

equations (2.22) and (2.23) give rise to two candidate optimal trajectories: the first one has

exactly m bang arcs, all of length π (TYPE-1 and TYPE-2 candidate optimal trajectory at the

same time), while the second one has one more switching and is a TYPE-2 candidate optimal

trajectory. We want to see that the optimal trajectory is the first one. For this purpose, we need

to estimate the time needed to reach the south pole by the second candidate optimal trajectory

showing that it is greater than mπ = π2

2α .

First, using the Taylor expansions with respect to α and centered at 0 of β(π/2, α) and

θ(π/2, α), one obtains

G
(π

2
, α
)

=
π

2α
− α

π

4
+ o(α). (2.26)

We want now to estimate the solution s(α) of the equation G(s, α) = π
2α . This can be done using

(2.26) and the following estimate on the derivative of G(·), with respect to s, near s = π/2:

d

ds
G(s, α) = −1 + o

(
|α| +

∣∣π
2
− s
∣∣
)
.

Then it is easy to find that s(α) =
π

2
− α

π

4
+ o(α), and, consequently, v(s(α), α) = π + 2α2 +

o(α2). Therefore 2s(α) +
( π

2α
− 1
)
v(s(α), α) =

π2

2α
+ α

π

2
+ o(α). In particular, for α = π

2m this

expression gives the time needed to reach the south pole by the candidate optimal trajectory

and, since for m large enough it is larger than mπ = π2

2α , we conclude that this trajectory cannot

be optimal. Since the solutions to the equations (2.22),(2.23) change continuously with respect

to α for each fixed number of switchings n, we easily deduce that, if we slightly decrease α

starting from the value π
2m , the solution of (2.22) for n = m does not give rise to an optimal

trajectory.

For α slightly smaller than ᾱ := π
2m there is a TYPE-2 candidate optimal trajectory cor-

responding to a solution (s1(α),m + 1) of (2.23), where s1(·) is continuous (on [ᾱ − ε, ᾱ]) and

s1(ᾱ) = 0, and there is also a TYPE-1 candidate optimal trajectory corresponding to a solution

(s2(α),m) of (2.22) where s2(·) is continuous (on [ᾱ − ε, ᾱ]) and s2(ᾱ) = 0. Clearly for α = ᾱ

these trajectories coincide. So we have to compare the time to reach the south pole for such

trajectories with α close to ᾱ.
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We start with the TYPE-1 candidate optimal trajectory. From equation (2.22) we have that
d

dα
θ(s2(α), α) = 0. We use a subscript s, α to denote the partial differentiation with respect to

such variables. Since θs(0, α) = 0 we cannot apply directly the implicit function theorem near

(0, ᾱ). However, if we set s̃2(α) = s22(α) we find that s̃′2(α) =
2s2(α)θα(s2(α), α)

θs(s2(α), α)
(the superscript

′ denotes differentiation with respect to α), and then, passing to the limit as (s2(α), α) tends to

(0, ᾱ), one easily finds that s̃′2(ᾱ) = − 2

sin(ᾱ)3 cos(ᾱ)
.

Now we want to determine the way in which the total time T2(α) = mv(s2(α), α) changes.

It is easy to see that T2(α) is not differentiable at ᾱ, therefore we introduce the function F (α) =

(T2(α) − T2(ᾱ))2 = m2(v(s2(α), α) − π)2.

Then

F ′(α) = 2m2 d

dα
v
(
s2(α), α

)(
v
(
s2(α), α

)
− π

)

= 2m2
(
vs
(
s2(α), α

)
s′2(α) + vα

(
s2(α), α

))

and, after the substitution s′2(α) =
s̃′2(α)

2s2(α)
we can pass to the limit as α converges to ᾱ obtaining

F ′(ᾱ) = m2v2
s(0, ᾱ)s̃′2(ᾱ) = −8m2 tan ᾱ .

Now we consider the TYPE-2 candidate optimal trajectory and we want to estimate s1(α).

From equation (2.23) we have that s1(·) is implicitly defined by the equation Φ(s1(α), α) :=

2β(s1(α), α) −mθ(s1(α), α) = 0. As before it is easy to see that s1(·) is not differentiable at ᾱ

and therefore we introduce the parameter s̃1(α) = s21(α). As before, it is possible to compute

the derivative s̃′1(α):

s̃′1(ᾱ) = − lim
α→ᾱ

2s1(α)Φα(s1(α), α)

Φs(s1(α), α)
= − 2m

sin ᾱ cos ᾱ(1 +m sin2 ᾱ)
.

We have now to estimate the total time T1(α) = 2s1(α) +mv
(
s1(α), α

)
for α close to ᾱ. After

defining

Λ(α) = T1(α) − T1(ᾱ) = 2s1(α) +m
(
v(s1(α), α) − π

)
, G(α) = Λ(α)2 ,

we can compute the derivative of G(·) as follows

G′(ᾱ) = 2 lim
α→ᾱ

(
Λ′(α)Λ(α)

)

= 2 lim
α→ᾱ

(
s1(α)Λ′(α)

)
lim
α→ᾱ

(
Λ(α)/s1(α)

)
, (2.27)

where

s1(α)Λ′(α) = s̃′1(α) +m
(1

2
vs(s1(α), α)s̃′1(α) + vα

(
s1(α), α

)
s1(α)

)
,

Λ(α)/s1(α) = 2 +m
v
(
s1(α), α

)
− v
(
0, α
)

s1(α)
.
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Then, passing to the limit in (2.27) we obtain

G′(ᾱ) =
(
2 +mvs(0, ᾱ)

)2
s̃′1(ᾱ)

= −
(
2 + 2m sin2 ᾱ

)2 2m

sin ᾱ cos ᾱ(1 +m sin2 ᾱ)

= −8m(1 +m sin2 ᾱ)

sin ᾱ cos ᾱ
.

Since
8m(1 +m sin2 ᾱ)

sin ᾱ cos ᾱ
> 8m2 tan ᾱ

we deduce that G(α) decreases faster than F (α) as α goes to ᾱ and, since T1(α) and T2(α) are

decreasing for α close to ᾱ, we have that T2(α) > T1(α), i.e. the TYPE-1 trajectory is optimal

for α ∈ [ᾱ− ε, ᾱ].

2.6 The time needed to reach every point of the Bloch sphere

starting from the north pole in the case α ∈ [π/4, π/2)

In this section we assume α ∈ [π/4, π/2). If α is close to π/4 it is easy to verify that the south

pole is not the last point reached by bang-bang trajectories (the last point reached belongs to

the cut locus present in the region Ω±
nasty) and the time needed to cover the whole sphere is

slightly larger than 2π.

On the other hand, if α is large enough then the velocity along a singular arc is small and

therefore the time needed to move along trajectories containing singular arcs is larger than 2π.

The following proposition gives the asymptotic behavior of the total time needed to reach every

point from the north pole and determines the last point reached by the optimal synthesis for α

large enough.

Proposition 2.16 Let T (α) the time needed to cover the whole sphere. Then, if α is large

enough

T (α) =
π

2 cosα
+ π − 2 arcsin(cotα)

cosα
+ 2arcsin(cot2 α)

=
π

2 cosα
+ π − 2 +O

(π
2
− α

)
(2.28)

and the last points reached for a fixed value of α are ±(
√

1 − cot2 α, cotα, 0)T .

Proof of Proposition 2.16 From Proposition 2.2 the last points reached by optimal trajectories

of the form BtSsBt′ must lie on overlap curves which are subsets of the equator. Therefore it

is enough to estimate the maximum time to reach these overlap curves. Assume that the first

bang arc corresponds to the control u = 1 and denote by β the angle corresponding to the arc

of the equator between the last point of the singular arc and the point O+ = (1, 0, 0)T . Notice

that β ∈ (0, arccos(cotα)). Then it is easy to find the expression T (α, β) of the time needed to

reach the overlap curve along that optimal trajectory:

T (α, β) = π − arccos(cot2 α) +
arccos(cotα)

cosα
− β

cosα
+ arccos

(
cos2 α− tan2 β

cos2 α+ tan2 β

)
.
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The conclusion follows finding the maximum with respect to β of the previous quantity, which

corresponds to the value β̄ = arcsin(cotα). Notice that β̄ belongs to the interval of definition

of β only if α > arccot(
√

2/2).

Remark 2.19 Notice that, if α > arccot(
√

2/2), then the set of points of the sphere reached

within time t, with t in a left neighborhood of T (α), is not simply connected. More precisely

there are two symmetric neighborhoods of the points ±(
√

1 − cot2 α, cotα, 0)T that are not

reached in time less or equal than t.

Remark 2.20 Recall that for system (2.6) the time needed to cover the whole sphere for α close

enough to π/2 is obtained dividing by k = 2E
cosα the expression (2.28). Therefore, if we fix E it

turns out that this quantity converges to π
4E as M goes to infinity.
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Chapter 3

An Example of Limit Time Optimal

Synthesis

In this chapter we continue the analysis of the time optimal synthesis relative to the problem

(P) introduced in the previous chapter (see Section 2.2.1), in the case α < π/4.

In Chapter 2 we gave a complete description of the time optimal synthesis starting from the

north pole in the case α ≥ π/4 and we determined the optimal trajectories connecting the north

pole to the south pole of the sphere. However the results obtained did not answer completely to

the questions raised in [19] concerning the optimal synthesis in the case α < π/4 (see Questions 1

and 2 in Section 2.3, and the subsequent conjectures about the local optimality of the switching

curves and the shape of the optimal synthesis as α goes to 0).

To attack these problems we will make use of techniques completely different with respect

to the techniques used in the previous chapter. Moreover the purposes of this chapter are not

strictly connected with the application to the two-level system studied before, so that, in the

following, we will use slightly different notations and we will need several additional definitions.

Let α ∈]0, π/2[. On the unit sphere S2 ⊂ R3 , consider the control system (Σ)α defined by

(Σ)α ẋ = (Fα + uGα)x, x = (x1, x2, x3)
T , ‖x‖2 = 1, |u| ≤ 1, (3.1)

where Fα and Gα are two 3× 3 skew-symmetric matrices representing two orthogonal rotations

with axes of length respectively cos(α) and sin(α), α ∈]0, π/2[ (for the precise meaning of length,

see Section 3.1). With no loss of generality, we assume that

Fα :=




0 − cos(α) 0

cos(α) 0 0

0 0 0


 Gα :=




0 0 0

0 0 − sin(α)

0 sin(α) 0


 . (3.2)

and we define the matrices X± = Fα ±Gα.

For a definition of the problem of time optimal synthesis and the related definitions we refer

to Chapter 2. Here we briefly recall the main results and properties of the optimal trajectories

that will be useful in the following.

From the previous chapter we have that the extremals associated to (Σ)α (i.e. the trajectories

candidate for time optimality obtained after using the PMP) and starting from the north pole
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Figure 3.1: The “two-snakes” configuration defined by the extremal flow

are bang-bang trajectories of the type esfX−ε′ ev(si)Xε′ . . . ev(si)X−εesiXε N (recall that N and S

denote respectively the north pole and the south pole). Here the initial time duration si verifies

si ∈ [0, π], all the time durations of the interior bang arcs are equal to v(si), where the function

v(·) is defined as

v(s) = π + 2arctan

(
sin(s)

cos(s) + cot2(α)

)
. (3.3)

and the final time duration sf verifies sf ≤ v(si). Of particular importance for the construction

of the TOS, are the switching curves, i.e. the curves made by points where the control switches

from +1 to −1 or viceversa and defined inductively by

Cε1(s) = eXεv(s)eX−εsN, Cεk(s) = eXεv(s)C−ε
k−1(s), (where ε = ±1 and k = 2, ...., kM ), (3.4)

where kM :=
[
π
2α

]
. Since being an extremal is only a necessary condition for time optimality, it

is crucial to determine the time after which an extremal is no more optimal. In the following,

we say that at this time the trajectory loses optimality. In [19], it was shown that the number

of bangs must be lower than or equal to kM +1 and the extremals cover the sphere S2 according

to the “two-snakes” configuration as depicted in Figure 3.1 The two “snakes” correspond to

extremal trajectories starting respectively with control +1 and −1.

However in [19], the authors were not able to construct the complete TOS associated to (Σ)α.

In particular, they did not show the optimality of all the extremals up to kM − 1 bang arcs and

they could not complete analytically the construction of the synthesis in a neighborhood of the

south pole S. There, the minimum time front develops singularities due to the compactness of

S2. However, as explained in Section 2.3, in [19] numerical simulations describing the evolution

of the extremal front suggested the emergence of an interesting phenomenon. In particular the
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optimal synthesis in a neighborhood of the south pole presents different patterns that ciclically

alternate as α goes to 0, depending on the following quantity (normalized remainder)

r(α) :=
π

2α
−
[ π
2α

]
. (3.5)

The main purpose of this chapter consists in studying the TOS associated to (Σ)α as α

tends to zero, focusing in particular on its behavior inside neighborhoods of the south pole.

Roughly speaking, we want to determine, as α tends to zero, what could be a possible limit for

the TOS associated to (Σ)α (as suggested for instance by the patterns depicted in bottom of

Fig. 2.3) and then to prove the convergence (in some suitable sense) of the TOS associated to

(Σ)α to that limit. To proceed, we embark on the study of a geometric object F(α, T ) called

the extremal front at time T along (Σ)α and defined as the set of points reached at time T

by extremal trajectories starting from N (see subsection 3.2.1 for a precise definition). Recall

that, according to the PMP, F(α, T ) contains the minimum time front OF (α, T ), i.e. the set of

points reached at time T by time optimal trajectories. When F(α, T ) = OF (α, T ), we say that

F(α, T ) is optimal.

The first result we prove says that F(α, T ) is actually optimal for T ≤ (kM−1)π and α small

enough (see Remark 3.5 below). Moreover, we show that F(α, (kM −1)π) is essentially a circle of

radius 2(1+r(α))α (see Remark 3.4 below). We therefore obtain rigorously the optimal synthesis

up to a neighborhood C(α) of the south pole of size proportional to α, i.e. we confirm the “two-

snakes” configuration for the TOS associated to (Σ)α outside C(α). That neighborhood C(α)

is the connected component delimited by F(α, (kM − 1)π) and containing the south pole. We

next prove F(α, kMπ) is made up of the union of two curves Fε(α, kM , ·) : [0, π] → S2, ε = ±,

such that, for α small enough, Fε admits a convergent power series of the type
∑

l≥0 f
ε
l (s, r)α

l,

where the f εl (s, r) are real-analytic functions of (s, r) ∈ [0, 2π] × [0, 1], 2π-periodic in s with

f+
0 (s, r) =




0

0

−1


 , f+

1 (s, r) =



−2rcs
2rss

0


 , f+

2 (s, r) =




π
2 (4r + cs)s

2
s

π
4 (3 + 8rcs + c2s)ss

2r2


 , (3.6)

and, for every l ≥ 0,

f−l = Πx3
f+
l . (3.7)

Here r simply stands for r(α) and Πx3
is the orthogonal symmetry with respect to the x3-axis

(see Proposition 3.2 below).

The previous result is the central tool to understand the asymptotic analysis of the TOS

associated to (Σ)α, as α tends to zero. First of all, it is clear that, in general, there is no constraint

between α and r(α) as α tends to zero. As a consequence, the power series
∑

l≥0 f
ε
l (s, r)α

l must

be understood as a function of two independent variables, which implies that the asymptotic

behavior of the TOS associated to (Σ)α, as α tends to zero, depends in fact of two independent

variables α and r := r(α). It makes therefore no sense to expect some global behavior under

the sole condition “α tends to zero”. Then, one must impose particular relationships between

the two independent variables α and r in order to define any asymtotic behavior. In other

words we must let α goes to zero, only along certain subsequences (αk)k≥0 where a specific

relationship holds between αk and r(αk). The analysis of Eq. (3.6) will help us to determine
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such relationships. Indeed, the first idea consists of looking for a condition so that Fε(α, kM , ·)
is well approximated by f ε0 (·, r)+ f ε1 (·, r)α. This is the case if and only if r(α) remains bounded

away from zero as α tends to zero. To simplify further the discussion, it is therefore reasonable

to consider the following.

(C1) for r̄ ∈ (0, 1), let α tend to zero so that r(α) = r̄. (3.8)

It is clear that (C1) defines a decreasing sequence (αk)k≥0 tending to zero.

The next step in the analysis of Eq. (3.6) consists of understanding when f ε1 (·, r)α is com-

parable to f ε2 (·, r)α2 as α tends to zero. This happens if and only if r(α)/α remains bounded

above and below by positive constants as α tends to zero. Let us therefore consider the statement

below.

(C2) for K > 0, let α tend to zero so that r(α) = Kα. (3.9)

Condition (C2) defines a decreasing sequence (αk)k≥0 tending to zero and Fε(α, kM , ·) is well

approximated by S + (f ε1 (·,K) + f ε2 (·, 0))α2.

Pushing further the analysis of Eq. (3.6) leads to determine when f ε1 (·, r)α is negligible with

respect to f ε2 (·, r)α2 as α tends to zero. This is exactly assuming that r(α)/α tends to zero

as α tends to zero. In that case, Fε(α, kM , ·) is well approximated by S + f ε2 (·, 0)α2 and that

corresponds to the following.

(C3) let α tend to zero so that r(α) = 0. (3.10)

Again, Condition (C3) defines a decreasing sequence (αk)k≥0 tending to zero.

Finally, we see that the study of the asymptotic analysis of the TOS associated to (Σ)α, as

α tends to zero, splits up in three distinct cases defined respectively by (Ci), i = 1, 2, 3. For

instance, let us describe the results obtained in the case (C1). Fix r̄ ∈ (0, 1) and assume that

(C1) holds true. It is easy to see that the “two-snakes” configuration for the TOS associated to

(Σ)α propagates until F(α, kMπ). The latter turns out to be optimal and equal to the boundary

of a neighborhood C(α) ⊂ S2 of the south pole S which is approximated, up to O(α2), by a

circle of center S and radius 2r̄α. Moreover, the third coordinate of every point of C(α) is equal

to −1 + O(α2). To describe the behavior of the TOS inside C(α) (and eventually explain the

patterns of bottom of Fig. 2.3), one must rescale the problem since C(α) collapses on S as α

tends to zero. Clearly, the rescaling factor is 1/α. Also notice that only the dynamics of the two

first coordinates is not trivial. Consequently, we are now in a position to define a possible limit

behavior for the TOS inside C(α). Let Mα be the linear mapping from R3 onto R2 defined as

the composition of the projection (x1, x2, x3) 7→ (x1, x2) followed by the dilation by 1/α. Denote

(Σ̃)α and F̃ (α, kMπ) to be respectively the images by Mα of (Σ)α and F(α, kMπ). Then, (Σ̃)α
and F̃ (α, kMπ) are respectively perturbations by O(α2) of the standard linearized pendulum and

C2r̄, the planar circle of center (0, 0) and radius 2r̄. Up to a rescaling, the candidate limit TOS,

as α tends to zero, for the TOS associated to (Σ)α inside C(α) consists therefore of starting from

C2r̄ and reaching in minimum time any point inside C2r̄ along the dynamics of the standard

linearized pendulum. To prove such a result, we first study the above mentioned optimal control

problem and show that (see Section 3.3.2) the corresponding TOS is characterized by an overlap

curve γopen: “above” γopen, the control u takes the constant value 1 and “below” γopen, it is equal

to −1 (see Fig. 3.2). Finally, the asymptotic result we prove in Section 3.3.2 is the following.
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Figure 3.2: Optimal synthesis for the linear pendulum

Theorem 3.1 Let F(α, kMπ) be the extremal front at time kMπ of the TOS associated to (Σ)α.

For α ∈ (0, π/4), define respectively (Σ̃)α and F̃ (α, kMπ) as the images of (Σ)α and F(α, kMπ)

by Mα. Fix r̄ ∈ (0, 1) and let α tend to zero with r(α) fixed in [ε, 1−ε]. Then, the TOS associated

to (Σ̃)α inside F̃ (α, kMπ) is characterized by an overlap curve γoα, converging to γopen in the C0

topology, and, “above” γoα, the control u takes the constant value −1 and “below” γoα, it is equal

to 1. Here γopen is the overlap curve of the TOS for the optimal control problem consisting of

starting from C2r(α), the planar circle of center (0, 0) and radius 2r(α), and reaching in minimum

time any point inside C2r(α) along the following control system

(Pen) :

{
ż1 = −z2,
ż2 = z1 + u, (z1, z2) ∈ R2 , |u| ≤ 1.

(3.11)

Moreover, the convergence of γoα to γopen is uniform with respect to r(α) ∈ [ε, 1 − ε].

3.1 Notations

All along the paper we use the notation ε = ±1. The set so(3) of 3×3 skew-symmetric matrices

is a three-dimensional vector space on which the following bilinear map

< A,B >= −Tr(AB), A,B ∈ so(3),

is an inner product. For A ∈ so(3), ‖A‖ :=
√
< A,A > is the norm (or length) of A. With

the above notations, F and G are perpendicular and normalized so that ‖F‖ = cos(α) and

‖G‖ = sin(α).

Let Id be the 3× 3 identity matrix. We recall that N = (0, 0, 1)T and denote the south pole

as S = (0, 0,−1)T . Set ct := cos(t) and st := sin(t) for t ∈ [0, 2π). Recall that X+ := Fα +Gα
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and X− := Fα −Gα and we have

X+ =




0 −cα 0

cα 0 −sα
0 sα 0


 , X− =




0 −cα 0

cα 0 sα
0 −sα 0


 .

Let Πx3
be the orthogonal symmetry with respect to the x3-axis, i.e. Πx3

is represented in the

canonical basis by Diag(−1,−1, 1). Then, we have the trivial but following useful property.

Πx3
Xε = X−εΠx3

. (3.12)

We next recall standard formulas for a rotation etX of SO(3) in terms of its axis X (whose

length is equal to one) and its angle t. We have

etX = Id+ stX + (1 − ct)X
2. (3.13)

Moreover, for t ∈ [0, 2π), we have

eΘ(t)Z−(t) := etX+etX− eΘ(t)Z+(t) := etX−etX+ ,

where the unit vectors Z+(t), Z−(t) are defined by

Z+(t) =




0 −C(t) −B(t)

C(t) 0 0

B(t) 0 0


 , Z−(t) =




0 −C(t) B(t)

C(t) 0 0

−B(t) 0 0


 , (3.14)

with B(t) :=
sαst/2

q

s2
t/2
s2α+c2

t/2

, C(t) := − ct/2
q

s2
t/2
s2α+c2

t/2

and the angle Θ(t) by

cos(Θ(t)/2) = s2t/2c2α − c2t/2, (3.15)

for t > 0 and Θ(0) = 2π.

3.2 The Extremal Front

3.2.1 Definition and description

As said in the introduction, F(α, T ) the extremal front along (Σ)α at time T is the set of points

reached at time T by extremal trajectories starting from N , i.e.

F(α, T ) := {x̄ ∈ S2 : ∃ an extremal pair (x(·), λ(·)) such that x(0) = N, x(T ) = x̄}. (3.16)

Remark 3.1 The extremal front F(α, T ) is actually made up of two families of extremal trajec-

tories, which are parametrized by the length of the first bang arc, the one of the last bang arc

and the number of arcs:

Ξ+(s, t) =

n terms︷ ︸︸ ︷
eXεteX−εv(s) · · · eX−v(s)eX+sN, (3.17)

Ξ−(s, t) = eXε′ teX−ε′v(s) · · · eX+v(s)eX−s︸ ︷︷ ︸
n′ terms

N, (3.18)

where s ∈ [0, π], t ∈ [0, v(s)], the number of bang arcs (n and n′ respectively) is an integer and
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(-) ε = +1 (resp. ε = −1), if n is odd (resp. even),

(-) ε′ = +1 (resp. ε′ = −1), if n′ is even (resp. odd).

Roughly speaking, we would like to compute the limit, as α → 0, of F(α, T ), when T is such

that the extremal front reaches a neighborhood of the south pole.

The idea is that, once one knows the extremal front F(α, T ) and if it is optimal, then one

can continue to build the synthesis for times bigger than T using F(α, T ) as a source for the

minimization problem.

The computation of the front F(α, T ) is not easy since it is the product of several exponentials

of matrices. Moreover, if F(α, T ) crosses some switching curve, then the number of exponentials

in general depend on the point.

This problem is overcome by considering F(α, T ) only at times equal to multiples of π.

Indeed, first notice that, for T = π
[
π
2α

]
, the extremal front reaches the points C±

kM
(0), i.e. the

points where the last switching curves C±
kM

start. Thanks to Proposition 3.1 below, at these

times, every extremal trajectory has exactly the same number of switchings. The extremal front

at times that are not multiple of π can be obtained a posteriori, continuing the extremal front,

as explained above.

Since both the extremal trajectories and the switching curves C±
k (s) (k = 1, ..., kM ) are

parameterized by the first switching time s ∈ [0, π], then the time at which the point C±
k (s) is

reached is Tk(s) = s+ kv(s).

Lemma 3.1 Let k be an integer satisfying 1 ≤ k ≤ Nmon :=

[
(cot(α)2 − 1)2

2cot(α)2 − 1)

]
, then Tk(s) is a

strictly increasing function of s.

Proof. It holds

d

ds
Tk(s) =

1 + 2 cs cot(α)2 + cot(α)4 + k
(
2 + 2 cs cot(α)2

)

1 + 2 cs cot(α)2 + cot(α)4
. (3.19)

Let N and D be respectively the numerator and the denominator of the above fraction. It is

clear that D is never vanishing on [0, π]. On the other hand, N , as a function of s, reaches its

minimum at s = π, where it is equal to (cot(α)2−1)2 −k(2cot(α)2−1), and then the conclusion

follows easily.

As a consequence, we obtain the following important corollary.

Corollary 3.1 Let k be an integer satisfying 1 ≤ k ≤ Nmon. If an extremal trajectory is

switching at time T = kπ, then the length s of the first bang arc satisfies s = 0 or s = π.

Since for α small kM ≤ Nmon, then for T = kπ, k positive integer with k ≤ [π/(2α)], all extremal

trajectories switch exactly k times (except the trajectories with length of the first switching equal

to 0 or π that switch k − 1 times). Therefore, the extremal front F(α, kπ) is described by the

next proposition.
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Proposition 3.1 Let k be a positive integer such that 1 ≤ k ≤ [π/(2α)]. Then, we have

F(α, kπ) =
{
F+(α, k, s), s ∈ [0, π]

}⋃{
F−(α, k, s), s ∈ [0, π]

}
, where : (3.20)

F+(α, k, s) :=

{
e(kπ−(k−1)v(s)−s)X− e

k−1

2
Θ(v(s))Z− esX+N, for k odd,

e(k(π−v(s))−s)X+e
k
2
Θ(v(s))Z−esX+N, for k even.

(3.21)

The expression for F− is the same as the expression for F+ after exchanging the subscripts

+ and −. As a consequence, F−ε = Πx3
Fε, where Πx3

is the orthogonal symmetry with respect

to the x3-axis.

Remark 3.2 Since F is a continuous closed curve, one has that

Fε(α, k, t) = F−ε(α, k, t + π), t ∈ [0, π] (mod 2π).

3.2.2 Description of the extremal front F(α, kMπ) and consequences

As sketched in the introduction, we must describe the optimal synthesis on S2 deprived of a

neighborhood of the south pole. For that purpose, we will provide the precise asymptotics of

F(α, kMπ), as α tends to zero, and derive, from its topological nature, the minimum time front

at time kMπ. The key point consists of noticing that F+(α, k, s) and F−(α, k, s) are analytic

functions with respect to some parameters, for α small enough and thus admit power series

expansions. In the following statement, r stands for r(α).

Proposition 3.2 For α small enough, Fε with ε = ± and defined in Eq. (3.20), admit conver-

gent power series of the type ∑

l≥0

f εl (s, r)α
l, (3.22)

where the f εl (s, r) are real-analytic functions of (s, r) ∈ [0, 2π] × [0, 1], 2π-periodic in s and

verifying Eqs. (3.6) and (3.7). As a consequence, the extremal front F(α, kMπ) is continuous

closed curve, piecewise analytic with discontinuities at s = 0, π for derivatives of order greater

than or equal to one.

Remark 3.3 The remainder r and the parameter α enter as independent variables in the previous

expressions since the singular part 1/α actually only appears (up to a constant scalar) through

its integer part kM .

Proof of Proposition 3.2.

In the sequel, several functions of the type f(α, s, r) will be considered, with (s, r) belonging

to a compact subset I of [0, 2π]× [0, 1]. For such functions f(α, s, r), an asymptotic development

in powers of α will be evaluated as α tends to zero. We will use Landau notations to express

the remainder and sometimes, we want that remainder to do not depend on the parameter
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(s, r) ∈ I. For that purpose, we use OI(α
m) to say that the remainder is of order αm uniformly

with respect to (s, r) ∈ I. In most of the cases, we have I := [0, π] × [0, 1].

For α < π/4, we set

kM =
[ π
2α

]
r(α) :=

π

2α
− kM .

Note that r(α) ∈ [0, 1). In the sequel, we will sometimes drop the dependence of r(α) with

respect to α in order to take advantage of the independence between the variables α and r in

particular expressions. When necessary we replace kM by π
2α − r.

From Eqs. (3.14), we first define, for α < π/4, s ∈ [0, π] and ε = ±,

Zε(s) := Zε(v(s)), b(s) := B(v(s)), c(s) := C(v(s)), ξ(s) := cot(v(s)/2),

where v(s) was introduced in Eq. (3.3). For simplicity, we did not consider an explicit dependence

with respect to α and r and will also drop sometimes the dependence with respect to s. Note

that ξ is an even function of α.

We start the proof of the proposition for F+. The following lemma will be instrumental for

the rest of the paper.

Lemma 3.2 For α small enough, F+(α, kM , s) is equal to a convergent power series

F+(α, kM , s) =
∑

l≥0

f+
l (s, r)αl, (3.23)

where the fl(s, r) are real-analytic functions of (s, r) ∈ [0, π]× [0, 1], 2π-periodic in s and f+
l are

given in Eq. (3.6), for l = 0, 1, 2.

Proof of Lemma 3.2. We assume that kM is odd and define

θ(s) := (kM − 1)Θ(v(s))/2.

We first prove the existence of the convergent power series in Eq. (3.23). It consists in showing

that the quantities ψ,Zε and θ admit such power series. Since ξ(s) = π/2 + OI(α
2), the claim

holds for Zε. For ψ, the claim reduces to prove a similar conclusion for kM (v(s) − π) and thus

for v(s)−π
α . The last expression is equal to

2

α
arctan(s2αµ(s)),

where µ(s) := ss
c2α+s2αcs

. The conclusion follows easily.

As for θ, we first set β(s) := Θ(v(s)) and rewrite Eq. (3.15) as

cos(β(s)) = 1 − Fα(s),

with

Fα(s) := 2s2α

[
1 +

c2αs
2
αµ

2(s)

1 + s4αµ
2(s)

+ 2s2α(1 +
c2αs

2
αµ

2(s)

1 + s4αµ
2(s)

)2
]
. (3.24)
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We first need to determine a convergent power series for β from the expression β(s) = arccos(1−
Fα(s)). Note that |Fα(s)| ≤ 5α2. We first expand arccos(1 − Fα) in a power series in Fα. For

that purpose, consider the power series expansion of (1 − t)−1/2 given by

(1 − t)−1/2 = 1 +
∑

m≥1

smt
m,

with radius of convergence equal to 1. Since

d

dFα
(arccos(1 − Fα)) =

1√
2Fα

1√
1 − Fα/2

,

we get, after simple integration that

arccos(1 − Fα) =
√
Fα(1 +

∑

m≥1

sm

2m+1/2(m+ 1/2)
Fmα ),

Finally, from Eq. (3.24), Fα can be written as 2s2α(1 + s2αHα(s)) with Hα uniformly bounded by

3. Then,
√
Fα(s) =

√
2sα(1 + s2αHα(s))

1/2. (3.25)

Since Fα(s) and µ(s) can be expanded in power series, as well as sα
α , we deduce that it is also

the case for β(s) for α small enough. To finish the proof of the claim, it suffices to notice that

the existence of a convergent power series for θ(s) is equivalent to that of
√
Fα(s)/α. The latter

is obviously true from Eq. (3.25).

�

We next compute f+
l for l = 0, 1, 2. We start from the formula

F+(α, kM , s) = eψ(s)X−eθ(s)Z−esX+N. (3.26)

Replacing kM by π
2α − r, F+(α, kM , s) can be seen as a function of (s, α, r) on [0, 2π] ×

[−a, a] × [0, 1], a > 0 small enough. Recall that

ψ(s) := kMπ − (kM − 1)v(s) − s.

We deduce that

ψ(s) = −π
α

arctan(
sss

2
α

c2α + css2α
) + r(v(s) − π) + v(s) − s,

and then, for a small enough, ψ can be expanded as a power series in α with coefficients real-

analytic in (s, r). To proceed, we list the Taylor expansions for several scalar quantities, obtained
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after elementary computations.

b(s) = 1 − s2s
2
α2 + OI(α

3) (3.27)

c(s) = ssα+ OI(α
3) (3.28)

ξ(s) = −ssα2 + OI(α
4) (3.29)

ψ(s) = π − s− πssα+ 2(1 − r)ssα
2 + OI(α

3) (3.30)

θ(s) = π − 2α(1 + r) +
πs2s
2
α2 + OI(α

3) (3.31)

Z− =




0 −αss 1 − s2s
2 α

2

αss 0 0

−1 + s2s
2 α

2 0 0


+ OI(α

3). (3.32)

Using Eq. (3.31), we get that

sin(θ(s)) = 2α(1 + r) − πs2s
2
α2 + OI(α

3) (3.33)

cos(θ(s)) = −1 + 2α2(1 + r)2 + OI(α
3). (3.34)

Using Eqs. (3.13) and (3.30), we obtain

eψ(s)X− =



−cs + πs2sα −ss − πcsssα −(1 + cs)α

ss + πsscsα cs + πs2sα ssα

−(1 + cs)α ssα 1


 , (3.35)

and using Eq. (3.13), we have

esX+N =



sαcα(1 − cs)

−sαss
1 − s2α(1 − cs)


 =




α(1 − cs)

−αss
1 − α2(1 − cs)


+ OI(α

3). (3.36)

An easy computation yields

Z2
− =



−1 0 0

0 −c2(s) b(s)c(s)

0 b(s)c(s) −b2(s)


 =



−1 0 0

0 −α2s2s αss
0 αss −1 + α2s2s


+ OI(α

3). (3.37)

Using Eqs. (3.13), (3.36) and the previous equation, we get

eθ(s)Z−esX+N =




α(1 + 2 r + cs) − α2 π
2 s

2
s

α ss
−1 + α2

(
1 + 2 r + 2 r2 + cs + 2 r cs

)


+ OI(α

3). (3.38)

Applying eψ(s)X− to the previous equation and using Eqs. (3.13),(3.35), we finally get Eq. (3.6).

As for the case kM even, similar computations lead to identical formulas for fl with l = 0, 1, 2.

Finally, the results for F− are obtained similarly together with Eq. (3.12).

�

Since F is piecewise analytic, we can deduce a power series expansion for the tangent vector

to F .
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Corollary 3.2 For α small enough, Fε with ε = ± and defined in Eq. (3.20), are analytic maps

and their tangent vectors verify, for s ∈ [0, π],

d

ds
Fε(α, kM , s) =

∑

l≥1

∂

∂s
f εl (s, r)α

l. (3.39)

In particular, ∂
∂sf

−
l = − ∂

∂sf
+
l for l = 1, 2.

Proof of Corollary 3.2: This is an immediate consequence of the analyticity of Fε, ε = ±.

�

Remark 3.4 From the previous computations, we also have a power series expansion for Fε(s, kM−
1, α). Indeed, we just have to replace r by 1 + r. In that case, the leading term is equal to

N + f ε1 (s, 1+ r)α, meaning that F(α, (kM − 1)π is a circle a radius 2(1+ r)α with an error term

in OI(α
2).

3.3 Case r(α) = r̄ ∈ (0, 1)

In that section, we assume that α tends to zero so that r(α) = r̄ for a constant r̄ ∈ (0, 1), i.e. α

takes the values of the decreasing sequence ( π
k+r̄ )k≥0. We first describe the minimum time front

at t = kMπ, then identify and study the candidate for the limiting behavior and finally prove

Theorem 3.1.

3.3.1 Description of the minimum time front at t = kMπ

The purpose of the paragraph is to prove the following proposition.

Proposition 3.3 For α small enough with r(α) ∈ [ε, 1 − ε], the extremal front F(α, kMπ) is

homeomorphic to the circle eis, s ∈ [0, 2π]. In particular, every point of F(α, kMπ) is reached by

a unique extremal trajectory starting at the north pole. As a consequence, the switching curves

defined inductively in Eq. (3.4) are optimal up to k = kM and OF (α, kMπ), the minimum time

front in time kMπ coincides with F(α, kMπ).

Proof of Proposition 3.3: From Proposition 3.2 and Corollary 3.2, we get that the extremal

front F(α, kMπ) is the union of two arcs, F+(α, kM , s), s ∈ [0, π] and F−(α, kM , s), s ∈ [0, π] so

that, for ε = ± and s ∈ [0, π],

Fε(α, kM , s) =



−2rεαcs
2rεαss
−1


+ OI(α

2), (3.40)

and

d

ds
F+(α, kM , s) = 2rεα



ss
cs
0


+ OI(α

2). (3.41)
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Moreover, at s = 0 and s = π, the derivatives of Fε(α, kM , s) are only one-sided, i.e. as s > 0

tends to zero and s < π tends to π. By a trivial continuity argument, one can parameterize

F(α, kMπ) as a closed continuous curve γ defined on [0, 2π] so that γ(s) = F+(α, kM , s) for

s ∈ [0, π] and γ(s) = F−(α, kM , s−π) for s ∈ [π, 2π]. Moreover, with the previous computations,

it is immediate that γ is in fact piecewise C1 with possible discontinuity jumps for d
dsγ at s = 0

and s = π.

Since the curve γ is in an neighborhood of the south pole of size proportional to α (thanks

to Eq. (3.40)), it is enough to prove that the orthogonal projection γ1 of γ on the (x, y)-plane is

homeomorphic to the circle eis, s ∈ [0, 2π]. Using Eq. (3.40), we see that ‖γ1(s)‖ = 2rα+OI(α
2)

on [0, 2π], which implies that the continuous function ‖γ1(s)‖ is always strictly positive for

α small enough. We can therefore parameterize γ1 using polar coordinates (ρ, β), i.e., for

s ∈ [0, 2π],

γ1(s) = ρ(s)eiβ(s),

where ρ(s) := ‖γ1(s)‖ and the function β are defined on [0, 2π], continuous and piecewise C1,

with possible jumps of discontinuity for their derivatives at s = 0 and s = π. In addition

ρ(0) = ρ(2π) and |β(2π) − β(0)|/2π is an integer. To show Proposition 3.3, it suffices now to

prove that β is a monotone bijection from [0, 2π] to the interval bounded by β(0) and β(2π) and

|β(2π) − β(0)| = 2π. The latter simply results from Eq. (3.41). Indeed, from that equation, we

get that d
dsβ(s) = −1+O(α) where β is differentiable and the one-sided derivatives at s = 0 and

s = π verify the same equation. We deduce that β is strictly decreasing and |β(2π)−β(0)|/2π = 1

for α small enough.

We next show that OF (α, kMπ), the minimum time front in time kMπ coincides with

F(α, kMπ). By the results of [20], we first notice that any time minimal trajectory starting at

the north pole reaches the south pole in time T > kMπ. Therefore OF (α, kMπ) is not empty and

is included in F(α, kMπ) according to the PMP. According to Theorem 27 of [22], OF (α, kMπ)

is a one-dimensional piecewise C1 compact embedded submanifold of S2. By an easy topolog-

ical argument, we deduce from the above that OF (α, kMπ) coincides with F(α, kMπ). Since

every point Q of F(α, kMπ) belongs to OF (α, kMπ) and is reached in time kMπ by a unique

extremal trajectory γQ, then γQ must be optimal. We immediately deduce the last statement

of Proposition 3.3.

Remark 3.5 In Remark 3.4, we showed that F(α, (kM − 1)π is essentially a circle a radius

2(1 + r)α, without assuming any particular relation between r and α. With the same reasoning

as above, we also deduce first that F(α, (kM − 1)π is homeomorphic to the circle eis, s ∈ [0, 2π]

and finally that OF (α, (kM − 1)π), the minimum time front in time (kM − 1)π coincides with

F(α, (kM − 1)π), i.e. F(α, T ) is optimal for T ≤ (kM − 1)π.

3.3.2 Optimal synthesis for the linear pendulum control problem

Recall that Mα : R3 → R2 is the composition of the projection (x1, x2, x3) 7→ (x1, x2) followed

by the dilation by 1/α. With the results of the previous subsection, it is clear that the original

control problem on S2 can be reduced, in a neighborhood of the south pole, to a planar control

problem inside F̃ (α, kMπ) := Mα(F (α, kMπ)) along (Σ̃)α, the control system obtained as the
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image of (Σ)α by Mα and defined by

(Σ̃)α :

{
ż1 = − cos(α)z2,

ż2 = cos(α)z1 + u sin(α)
α

√
1 − (αz1)2 − (αz2)2, (z1, z2) ∈ R2 , |u| ≤ 1.

(3.42)

It is therefore natural to conjecture (simply set α = 0 in F̃ (α, kMπ) and (Σ)α) that the limit

synthesis should be that of connecting C(0, 2r(α)) to any point inside B(0, 2r(α)) along the

control system (Pen) given by Eq. (3.11), which we rewrite as

(Pen) ż = A0z + ub0, with A0 =

(
0 −1

1 0

)
, b0 =

(
0

1

)
, (3.43)

where z ∈ R2 and u ∈ [−1, 1]. The control system (Pen) corresponds to a linear pendulum with

a forcing term. Set Xp
ε z := A0z + εb0.

Theorem 3.1 simply states that the conjecture is correct and, as a first step for an argument,

we describe, in more details in this subsection, the conjectured limiting synthesis. More gener-

ally, we investigate the following time optimal synthesis problem

(P) Fixed ρ ∈]0, 2], for any given ȳ ∈ B(0, ρ) find a time optimal trajectory connecting the

circle of radius ρ centered at the origin to ȳ along the control system (Pen).

Remark 3.6 Notice that the circle of radius ρ centered at the origin is a trajectory of the system

(3.43) with u = 0, i.e. it corresponds to a constant energy level for the uncontrolled system.

It is not difficult to see that the solutions of problem (P) must be bang-bang trajectories. Indeed

∆B = det(b0,−A0b0) = −1 everywhere and therefore singular arcs, that are subsets of ∆−1
B (0),

cannot appear. To determine the TOS, we first look for the switching curves, i.e. the curves

made by switching points. First, we know that every extremal trajectory for the problem (P)

must satisfy the transversality condition

< λ(0), Tz(0)M >= 0 (λ(0) and z(0) are the initial data for the state and adjoint variables),

where the manifold M describes the constraint on the initial point. In our case, the transversality

condition essentially translates into the property that the unit vector λ(0) is parallel to z(0) ∈M

(identifying the cotangent space with the plane R2 ). To determine completely λ(0), it is enough

to observe that a necessary condition for z(·) to be optimal is that ż(0) points inside the disk

B(0, ρ), i.e., if we denote by uopt the corresponding control, then

< z(0), ż(0) >≤ 0 ⇐⇒ < z(0), A0z(0) + uoptb0 >≤ 0 ⇐⇒ < z(0), uoptb0 >≤ 0 .

Therefore, uopt = −sgn< z(0), b0 >. On the other hand, from the maximality condition of

the PMP, it must hold uopt =sgn< λ(0), b0 > and, therefore, one can define λ(0) := −z(0)/ρ.
Finally uopt = −sgn(z2(0)) (except at the points ±(ρ, 0) ), while the switching time tsw must

satisfy the condition < λ(tsw), b0 >= λ2(tsw) = 0.

Consider now the adjoint system
{
λ̇1 = −λ2,

λ̇2 = λ1.
(3.44)
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If we identify R2 with the complex plane, so that z = z1 + iz2 and λ = λ1 + iλ2, then the

equations (3.43), (3.44) become

ż = i(z + u) and λ̇ = iλ.

Moreover we can set z(0) = −ρe−iθ and λ(0) = e−iθ for some θ ∈ [0, 2π[ and the corresponding

solutions are:
{
z(t) = (z(0) + uopt)e

it − uopt = −ρei(t−θ) + uopt(e
it − 1),

λ(t) = λ(0)eit = ei(t−θ).

The switching curves are determined by the relation θ + tsw ≡ 0 (mod π) and this allows to

conclude that the switching curves are the following two semicircles of radius 1:

{
z(θ) = 1 − ρ− eiθ θ ∈ [0, π[,

z(θ) = ρ− 1 − eiθ θ ∈ [π, 2π[.

These switching curves cannot be optimal for ρ < 2 since they are not locally optimal. Indeed,

if we consider a neighborhood of z(θ) (with θ 6= 0, π), which is divided by z(·) in two regions,

then Xp
+ and Xp

− do not point in the same region. We conclude that the optimal trajectories

are bang arcs and the corresponding control depends on the sign of the component z2(0) of the

starting point.

To conclude the description of the synthesis, it is enough to determine the cut locus, i.e. the

set of points that are reached by two or more optimal trajectories at the same time. Assume

that z ∈ C belongs to the cut locus. Then, there exist s ∈ [0, π), s′ ∈ [π, 2π) and t such that

{
z = −ρei(t−s) + 1 − eit,

z = −ρei(t−s′) − 1 + eit.
(3.45)

Therefore |z− 1 + eit| = |z+ 1− eit| = ρ. In particular, denoting by z̄ the complex conjugate to

z, we have

(z − 1 + eit)(z̄ − 1 + e−it) − (z + 1 − eit)(z̄ + 1 − e−it) = −4z1 + 4z1 cos t+ 4z2 sin t = 0,(3.46)

(z − 1 + eit)(z̄ − 1 + e−it) + (z + 1 − eit)(z̄ + 1 − e−it) = 2z2
1 + 2z2

2 + 4 − 4 cos t = 2ρ2.(3.47)

From (3.46) we have that cos t =
z2
1
−z2

2

z2
1
+z2

2

, and, substituting in (3.47), we find that z must satisfy

the equation

z4
1 + z4

2 + 2z2
1z

2
2 − ρ2z2

1 + (4 − ρ2)z2
2 = 0.

It is not difficult to see that the locus defined by this equation does not coincide exactly with

the cut locus, which is a proper subset consisting in a C1 curve.

Moreover from the previous computations we have ρeis
′
= ρeis+2−2eit and, since ρeis

′
+ρeis =

2ρeis
′ − 2 + 2eit and ρeis

′ − ρeis = 2 − 2eit are orthogonal in the complex plane, we find easily

the following equation:

(2 − ρ cos s′)(cos t− 1) − ρ sin s′ sin t = 0.
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Consequently, for t ∈ [0, 2π[ and s′ ∈ [π, 2π[, one has, along the overlap curve

t = −2 arctan
ρ sin s′

2 − ρ cos s′
. (3.48)

This expression will be useful in the following. Notice that combining (3.45) and (3.48) one

could easily find a parametrization of the overlap curve in terms of s′. We also remark that,

in the case ρ = 2, the overlap curve coincides exactly with the switching curves and with the

trajectories, corresponding to u = ±1, that connect the points (±ρ, 0) to the origin. The precise

shape of the optimal synthesis is portrayed in Fig. 3.2 for a particular value of ρ < 2.

3.3.3 Proof of Theorem 3.1

The complete argument is actually divided in two parts, i.e. we must decompose F̃ (α, kMπ) as

the disjoint union of two sets and prove that the statement of the theorem holds true in each of

these sets. For that purpose, let Pαε := C+εkM
(0) for ε = ± and, for ξ > 0, Bα

ε (ξ), the ball of

center Pαε and radius ξ. Similarly, set Pε := (2εr(α), 0) for ε = ± and, for ξ > 0, Bpen(ξ), the

ball of center Pε and radius ξ. For ξ > 0, define

F (α, ξ) := Ñ(α, kMπ) ∩
(
Bα

+(ξ) ∪Bα
−(ξ)

)
, G(α, ξ) := Ñ(α, kMπ) \ F (α, ξ),

where Ñ(α, kMπ) is the open neighborhood of 0 enclosed by F̃ (α, kMπ).

As said previously, Theorem 3.1 is easily deduced from the following two propositions.

Proposition 3.4 Consider the notations defined above. There exist ξ0, α0 and C0 such that,

for every ξ < ξ0 and α < α0 with r(α) fixed in [ε, 1 − ε], the time optimal synthesis associated

to (Σ)α inside F (α, ξ) is characterized by an overlap curve γoα defined on Iξ := [C0ξ, π − C0ξ].

Moreover, γoα converges to γopen in the C0 topology of Iξ, and, “above” γoα, the control u takes

the constant value −1 and “below” γoα, it is equal to 1.

Proposition 3.5 Consider the notations defined above. There exist ξ0, α0 and C0 such that,

for every ξ < ξ0 and α < α0 with r(α) fixed in [ε, 1 − ε], the time optimal synthesis associated

to (Σ)α inside G(α, ξ) is characterized by an overlap curve γoα defined on [0, C0ξ]∪ [π−C0ξ, π].

Moreover, γoα converges to γopen in the C0 topology of [0, C0ξ] ∪ [π − C0ξ, π], and, “above” γoα,

the control u takes the constant value −1 and “below” γoα, it is equal to 1.

We must consider separately F (α, ξ) and G(α, ξ) because, in each of these subsets, the

implicit function arguments we rely on are different. It is clear that an appropriate choice of ξ

allows one to obtain Theorem 3.1 from Propositions 3.4 and 3.5. We will therefore only provide

the complete proofs of the propositions.

At that point of the discussion, one must check whether the switching curves CεkM
, ε = ±1

are optimal or not. In that regard and similarly to the case of the linear pendulum, we have the

following result:

Lemma 3.3 Let r̄ ∈ (0, 1). Then, if α is small enough and r(α) = r̄, the switching curve CεkM

is never locally optimal.
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Proof of Lemma 3.3. We only treat the case where S(s) = C+
kM

(s) and kM is odd. As in the

proof of Lemma 3.4, we get the following asymptotic expansions (in the normalized coordinates):

S(s) =

(
2r − 1 + cs

ss

)
+ OI(α), S(0) =

(
2r + OI(α)

0

)
, (3.49)

S′(s) =

(
−ss
cs

)
+ OI(α), S′(0) =

(
0

1 + OI(α)

)
, (3.50)

S′′(s) =

(
−cs
−ss

)
+ OI(α). (3.51)

Integrating the above equation, we have

S′(s) = S′(0) +

∫ s

0
S′′(τ)dτ =

(
−ss + OI(sα)

cs + OI(α)

)
, (3.52)

S(s) = S(0) +

∫ s

0
S′(τ)dτ =

(
2r − 1 + cs + OI(α)

ss + OI(sα),

)
(3.53)

and therefore

1

cα
X±(S(s)) =

(
−S2(s)

S1(s) ± tanα
α

√
1 − α2S1(s)2 − α2S2(s)2

)

=

(
−ss + OI(sα)

2r − 1 + cs + OI(α) ± (1 + OI(α
2))

)
.

Here Si, i = 1, 2, denote the component of S. Dividing the above equation by 1 + OI(α), we

can assume that the first component is identically equal to −ss. The same can be done with the

expression (3.52), so that it is possible to compare the three vectors obtained in this way simply

by looking at the second components, which are equal respectively to 2r − 1 + cs ± 1 + OI(α)

and cs +OI(α). In particular, the fact that S(·) is nowhere locally optimal if α is small enough

follows from the inequalities 2r − 2 + cs + OI(α) < cs + OI(α) < 2r + cs + OI(α). �

A straightforward consequence of the previous result is the presence of a non trivial cut locus

in the neighborhood of the south pole enclosed by F (α, kMπ). It remains to clearly define that

cut-locus, which is the purpose of Propositions 3.4 and 3.5.

3.3.3.1 Proof of Proposition 3.4

As usual, we only provide an argument in the case kM odd and we fix the remainder equal

to r ∈ [ε, 1 − ε]. We also restrict the discussion, when necessary, to the sequence (αk), k ≥ 0

tending to zero so that r(αk) = r.

According to Proposition 3.3 and its proof, F(α, kMπ) is homeomorphic to a circle. To

describe the synthesis inside the neighborhood of the south pole enclosed by F(α, kMπ), it is

more convenient to use the two dimensional control system (Σ̃)α, which is rewritten as follows

by using Eq. (3.42),

ż = cαA0z + u
sα
α

√
1 − α2‖z‖2b0.
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Set Xp
ε (α)z := cαA0z + εsα

α

√
1 − α2‖z‖2b0. Recall that Ñ(α, kMπ) is the open neighborhood

of 0 enclosed by F̃ (α, kMπ), which is itself the image by Mα of F(α, kMπ, ·). We derive that

F̃ (α, kMπ) is also homeomorphic to a circle and there exists a piecewise smooth parameterization

γα : [0, 2π] → F̃ (α, kMπ) so that γα(0) = Pα−, γα(π) = Pα+ with a loss of regularity only occuring

at s = 0, π (with two-sided differentials at any order).

Taking into account Lemma 3.3, the cut-locus inside Ñ(α, kMπ) is the set of points M ∈R2 , besides Pαε , such that there exists (s, s′, t) ∈ (0, π) × (π, 2π) × (0, 2π) for which M =

etX
p
+

(α)γ(s′) = etX
p
−(α)γ(s).

In view of applying an inverse function result for characterizing the overlap curve, we consider

the map Φ defined on [0, π] × [π, 2π] × [0, 2π] by

Φ(s, s′, t) := (s, etX
p
+

(α)γ(s′) − etX
p
−(α)γ(s)),

which takes values in R3 . Similarly, for k ≥ 0, we consider the map Φk defined on [0, π] ×
[π, 2π] × [0, 2π] by

Φk(s, s
′, t) := (s, etX

p
+(αk)γαk

(s′) − etX
p
−(αk)γαk

(s)).

For (Pen), the overlap curve is defined as the set of points M , besides Pαε , such that there exists

(s, s′, t) ∈ (0, π) × (π, 2π) × (0, 2π) with Φ(s, s′, t) = (s, 0, 0) and then, the overlap curve can be

seen as the map on w : [0, π] → R3 defined implicitly by Φ(w(s)) = (s, 0, 0).

Similarly, we would like to define the overlap curve corresponding to (Σ)αk
, for k large enough,

as the function wk defined by Φk(wk(s)) = (s, 0, 0). To proceed, we will apply Theorem 3.3.

The first task consists of computing detDΦ along the overlap curve.

Lemma 3.4 Along the set of triples (s, s′, t) ∈ (0, π)× (π, 2π)× (0, 2π) for which etX
p
+

(α)γ(s′) =

etX
p
−(α)γ(s), we have

detDΦ(s, s′, t) =
2ρ(4 − ρ2) sin s′

(2 − ρ cos s′)2 + (ρ sin s′)2
.

Proof of Lemma 3.4: One has

detDΦ(s, s′, t) = det((etX
p
+

(α))∗
dγ

ds′
,Xp

+(α)etX
p
+

(α)γ(s′) −Xp
−(α)etX

p
−(α)γ(s)).

By taking into account that Φ(s, s′, t) = 0, the previous determinant is equal to twice the first

component of (etX
p
+(α))∗

dγ
ds′ , i.e., detDΦ(s, s′, t) = 2ρ sin(s′− t). Using Eq. (3.48), one concludes.

�

Set D2r to be equal to the disk centered at 0 of radius 2r and Bε(ξ), ε = ± and ξ > 0, the

closed balls centered at Pε := (ε, 0) of radius ξ. Finally define G(ξ) as the complement in D2r

of (D2r intersected with B+(ξ) ∪B−(ξ).

Fix now ξ > 0 and choose 0 < s1(ξ) < s2(ξ) < π with s1(ξ) and s2(ξ) tending to zero and

π respectively as ξ tends to zero, in such a way that ‖P− − γ(s1(ξ))‖ = ‖P+ − γ(s2(ξ))‖ := ξ̄.

Finally, choose the compact K to be equal to G(ξ̄). Thanks to Lemma 3.4, it is now easy to see

that the hypotheses of Theorem 3.3 are verified, and thus Proposition 3.4 is proved. �
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3.3.3.2 Proof of Proposition 3.5

Fix ξ0 > 0 small and the remainder r in [ε, 1− ε]. Consider the sequence (αk), k ≥ 0 tending to

zero so that r(αk) = r.

Let ϕk be the map defined on [0, π] × [π, 2π] × [0, 2π] by

ϕk(s, s
′, t) = etX

p
+

(αk)γk(s
′) − etX

p
−(αk)γk(s).

For the rest of this paragraph, we drop the index k to get lighter notations.

From the Taylor expansion of ϕ around the points (0, 2π, 0) and (π, π, 0), we derive the

asymptotic behaviors of the cut locus close to the points Pαε , ε = ±, since that cut locus belongs

to the level set ϕ = 0. We will only perform computations at (0, 2π, 0) since they are entirely

similar at (π, π, 0).

Let us call ϕ(1) ϕ(2) the two components of ϕ. We use ϕ
(1)
s to denote the partial derivative

of the component ϕ(1) with respect to s evaluated in (0, 2π, 0) and we define in an analogous

way all the (multiple) partial derivatives evaluated in (0, 2π, 0). After computations, we have

ϕ
(1)
s = ϕ

(1)
s̃ = ϕ

(1)
t = 0. In the sequel, we set s̃ := s′ − 2π.

ϕ(1)
ss = −2r + O(α) , ϕ

(1)
s̃s̃ = 2r + O(α) , ϕ

(1)
tt = 2 + O(α) , ϕ

(1)
ss̃ = 0 ,

ϕ
(1)
st = −2r + O(α) , ϕ

(1)
s̃t = 2r + O(α) ,

and

ϕ(2)
s = 2r + O(α) , ϕ

(2)
s̃ = −2r + O(α) , ϕ

(2)
t = 2r + O(α) .

We thus get

ϕ(1)(s, s̃, t) = ϕ(1)
ss s

2 + ϕ
(1)
s̃s̃ s̃

2 + ϕ
(1)
tt t

2 + 2ϕ
(1)
st st+ 2ϕ

(1)
s̃t s̃t+ O(|(s, s̃, t)|3)

= −2rs2 + 2rs̃2 + 2t2 − 4rst+ 4rs̃t+ O(α|(s, s̃, t)|2) + O(|(s, s̃, t)|3) , (3.54)

and

ϕ(2)(s, s̃, t) = ϕ(2)
s s+ ϕ

(2)
s̃ s̃+ ϕ

(2)
t t+ O(|(s, s̃, t)|2)

= 2rs− 2rs̃− 2t+ O(α|(s, s̃, t)|) + O(|(s, s̃, t)|2) , (3.55)

where, here, O(·) is uniform with respect to α. It is important to notice that the maps ϕ(i),

i = 1, 2, are in fact smooth where they are defined for s > 0 and s̃ < 0.

Fix ξ0 > 0 small. We are looking at the cut locus in a neighborhood of Pαε , and thus, we

can assume |(s, s̃, t)| < ξ0 for some ξ0 > 0. The purpose of subsequent computations consists of

expressing s̃ < 0 and t > 0 as functions of s, for 0 ≤ s ≤ ξ0, by using the equations ϕ(1) = 0 and

ϕ(2) = 0.

From ϕ(2) = 0, we obtain that t = O(|(s, s̃)|) and then

t = rs− rs̃+ O(α|(s, s̃)|) + O(|(s, s̃)|2). (3.56)

Substituting this expression inside (3.54) the equation ϕ(1) = 0 becomes

−2r(s− s̃)[s + s̃+ r(s− s̃)] + O(α|(s, s̃)|2) + O(|(s, s̃)|3) = 0.
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Since ss̃ < 0 for s > 0, we can divide the previous equation by s− s̃ obtaining

s(1 + r) + s̃(1 − r) + O(α|(s, s̃)|) + O(|(s, s̃)|2) = 0, (3.57)

and then, |s̃| = O(|s|). Therefore, from this estimate and the above ones, we immediately obtain

that

s̃ = −
(1 + r

1 − r
+ O(α)

)
s+ O(s2) , t =

( 2r

1 − r
+ O(α)

)
s+ O(s2) . (3.58)

We next use the previous Taylor expansions to prove the existence of the overlap curve in

a ξ0-neighborhood of Pα− , for α small enough. We first apply the implicit function theorem

to ϕ(2)(s, s′, t) = 0 to get that t = h(s, s′) defined in V (0, 2π), a ξ0-neighborhood of (0, 2π) in

[0, π]×[π, 2π]. By Eq. (3.56) (and by remembering that ϕ(2) is smooth on V (0, 2π)), the function

h is C1 in V (0, 2π), for α small enough.

In order to finally define the overlap curve for (Σ)α, it remains to express s′ as a C1 function

of s, for s in a ξ0-neighborhood of 0 in [0, π]. For doing so, we apply the implicit function

theorem to φ(s, s′) = 0, where φ is the C1-map defined on V (0, 2π) by

φ(s, s′) :=
ϕ(1)(s, s′, h(s, s′))

s− s′ + 2π
.

This is possible thanks to Eq. (3.57) and we deduce that s′ = j(s) in Vs′ , a ξ0-neighborhood

of 0 in [0, π]. The map j is C1 in Vs′ . Similarly, t = h(s, j(s). The proof of Proposition 3.5 is

finished. �

Remark 3.7 In the proof of Proposition 3.4, instead of applying the inverse function theorem

to Φk, we could have conducted computations using the map ϕk, as explicit as in the previous

argument together with the expansions of Proposition 3.2. In that case, it is possible to obtain

immediately from the equations ϕ
(1)
k = 0 and ϕ

(2)
k = 0, a invertible linear part with respect to

the variables (s′, t) and thus conclude with a simple implicit function theorem.

3.4 Case r = Kα

3.4.1 Description of the minimum time front at t = kMπ

Fix K > 0 and consider the sequence (αk) such that r(αk) = Kαk, k ≥ 0. As before, we drop

the index k when possible. For αk small enough, one deduces, from the analysis of [20], that the

south pole is not reached at time kmπ = [ π2α ]π. The next result provides a description of the

extremal front at time kmπ.

Lemma 3.5 Define the planar curve L : [0, 2π] → R2 by

L(s) =

(
cs(−2K + πs2s/2)

ss(π + 2K − πs2s/2)

)
. (3.59)

Then, for s ∈ [0, π], we have

F+(α, kM , s) = (α2L(s),−1)T + OI(α
3), (3.60)
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and
d

ds
F+(α, kM , s) = (α2 d

ds
L(s), 0)T + OI(α

3). (3.61)

At s = 0 and s = π, the derivatives are only one-sided, i.e. as s > 0 tends to zero and s < π

tends to π.

Similarly, we have, for s ∈ [0, π],

F−(α, kM , s) = (α2L(s+ π),−1)T + OI(α
3), (3.62)

and
d

ds
F−(α, kM , s) = (α2 d

ds
L(s+ π), 0)T + OI(α

3), (3.63)

with one-sided derivatives at s = 0 and s = π.

Proof of Lemma 3.5. This is immediate from Proposition 3.2 applied in the case r(α) = Kα.

�

For K < π/4, consider θd ∈ (0, π/2) with sin(θd) = 2
√
K/π. The curve L(s) has two double

points D+ = L(s+1 ) = L(s+2 ), with s+1 = θd and s+2 = π − θd, and D− = L(s−1 ) = L(s−2 ), with

s−1 = π + θd and s−2 = 2π − θd. It also has four cuspidal points Cpεi , i = 1, 2 and ε = ±,

corresponding to the values s = sεcusp,i, where s2s = 2+4K/π
3 .

Finally, let σ be the closed Jordan curve defined as the restriction of L(s) to [0, s+1 ]∪[s+2 , s
−
1 ]∪

[s−2 , 2π]. If K > π/4, we simply define σ to be L.

At the light of the previous result, we get that F(α, kMπ, ·), the complete extremal front at

time kMπ, F(α, kMπ, ·), is contained in Vα, a O(α2) neighborhood of the south pole. In order

to understand the shape of the optimal synthesis inside Vα, we must rescale the whole problem

by Nα, the linear mapping from to R3 onto R2 defined as the composition of the orthogonal

projection (x1, x2, x3) 7→ (x1, x2) followed by the dilation by 1/α2.

For x ∈ Vα, we first consider (Λ)α, the image of (Σ) by Nα, i.e. (Λ)α is the planar control

system given by

(Λ)α :

{
ż1 = −cαz2,
ż2 = cαz1 + u sα

α2

√
1 − α4‖z‖2.

(3.64)

Let Lα be the image of F(α, kMπ, ·) by Nα. From Lemma 3.5, Lα converges to L in the C1

topology. It is clear that, for K > π/4, Lα : [0, 2π] → R2 is homeomorphic to eis, s ∈ [0, 2π].

In the case where K < π/4, the next lemma shows that, for α small enough, Lα has the same

shape as L.

Lemma 3.6 If K < π/4, then Lα is described by the following picture, where Cpεi (α) =

Lα(s+cusp,i(α)), i = 1, 2 and ε = ±, are cuspidal points and Dε(α) are double points with

D+(α) = Lα(s+1 (α)) = Lα(s+2 (α)), D−(α) = Lα(s−1 (α)) = Lα(s−2 (α)), (3.65)

where s+cusp,i(α) and sεi (α) tend respectively to s+cusp,i and sεi as α tends to zero, for i = 1, 2

and ε = ±. For α small enough, set σα, the closed curve defined as the restriction of Lα(s) to

[0, s+1,α] ∪ [s+2,α, s
−
1,α] ∪ [s−2,α, 2π]. Then, it is a Jordan curve.
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Cp1
− Cp2

−
D (  )α−

D (  )α+

Figure 3.3: Graph of the function Lα for K < π/4

Proof of Lemma 3.6: For i = 1, 2 and ε = ±, the existence of the cuspidal points Cpεi (α) is

obtained by applying the implicit function theorem to the equation DL(s, α) = 0 where

DL(s, α) :=
d

ds
Lα(s),

in the neighborhood of each (sεcusp,i, 0). We have

∂sDL(sεcusp,i, 0) =
d2

ds2
L(sεcusp,i) 6= 0

and we conclude. The uniqueness of these four points, on [0, 2π], is trivial since DL(s, α) =
d
dsL(s) + OI(α).

Similarly, for ε = ±, the existence of the double points Dε(α) follows after applying the

implicit function theorem to

DP (s, s′, α) = Lα(s) −Lα(s′),

in the neighborhood of each (sε1, (s
ε
2, 0). For the uniqueness, we proceed as before. �

In the case K > π/4, we also define σα to be equal to Lα.
As a consequence, we are able to characterize OF (α, kMπ), the minimum time front at time

kMπ when K 6= π/4.

Proposition 3.6 For α small enough and K 6= π/4, the minimum time front at time kMπ,

OF (αk, kMπ) is equal to σ̃α, the inverse image on S2, by Nα, of σα.

Remark 3.8 As a consequence, we deduce that, for K > π/4, the optimal synthesis between

F(α, (kM − 1)π) and F(α, kMπ) is simply given by the extremal flow whereas, for K < π/4,

there is a loss of optimality along certain extremal curves starting at F(α, (kM − 1)π) before

reaching F(α, kMπ). The values of s corresponding to such curves can be deduced from the

previous characterizations of F(α, kMπ) and OF (αk, kMπ).
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Proof of Proposition 3.6: recall that OF (αk, kMπ) is a piecewise C1 submanifold of F(α, kM ).

As in the proof of Proposition 3.3, the result to establish in the case K > π/4 is a consequence

of the fact that σα = Lα : [0, 2π] → R2 is homeomorphic to eis, s ∈ [0, 2π].

In the case K < π/4, σα is a piecewise C1 Jordan curve homeomorphic to eis, s ∈ [0, 2π]. A

simple topological argument yields the conclusion. �

3.4.2 Limit of the synthesis

It remains to describe the limiting dynamics close to the south pole. In order to take the limit,

as α tends to zero, in (Λ)α, one must reparameterize by the time αt. The limit is then given by

the control system

(Λ) :

{
ż1 = 0,

ż2 = u.

We now describe the optimal synthesis for the limit problem, i.e. for the problem of reaching in

minimum time every point inside σ along (Λ) and starting from σ. Because of the symmetries

of σ and because the tangent vector to σ is vertical only at s = 0 and s = π, there exists a

unique overlap curve (Seg)K , defined as the segment of the z1-axis between the points (−2K, 0)

and (2K, 0). Above it, the input u takes the constant value −1 and, below that overlap curve,

the constant value 1. Integral curves are clearly vertical lines.

We next intend to prove that the optimal synthesis consisting of reaching in minimum time

every point inside σα along (Λ)α and starting from σα converges to the previous synthesis in the

following sense.

Theorem 3.2 Assume that K 6= π/4. As α tends to zero, the time optimal synthesis associated

to (Λ)α inside σα is characterized by an overlap curve (Seg)αK , converging to (Seg)K in the C0

topology, and, above (Seg)αK , the control u takes the constant value −1 and below (Seg)αK , it is

equal to 1. Moreover, there exist only two time optimal trajectories reaching the origin and, in

the case K < π/4, these trajectories start from Dε
α, ε = ±, the double points of Lα.

Proof of Theorem 3.2. Fix K 6= π/4. We first notice that, for α small enough, there

are not switching curves inside σα. Therefore, the cut-locus may only occur as images by

Nα of points M ∈ S2 such that M = e
t
α
X− σ̃(s) = e

t
α
X+ σ̃(s′) for t ∈ [0, 2π

α ], s ∈ [0, π] and

s′ ∈ [π, 2π]. Proceeding exactly as in the proof of Theorem 3.1, we apply inverse function

arguments first in neighborhoods of σα(0) and σα(π) and second in a region enclosed by σα
excluding such neighborhoods. It is then easy to determine the values of the input u in each

connected component of the region enclosed by σα minus (Seg)αK .

By a continuity argument, it is clear that there exist only two time optimal trajectories

reaching the origin, one above (Seg)αK and one below. Finally, suppose that K < π/4. In

that case, it was proved in [20] that the only extremals starting at a point Lα(s) and reaching

the origin from above the overlap curve (Seg)αK correspond to values of s verifying one of the

following three possibilities as α tends to zero: (a) s tends to zero, (b) s tends to π/2, (c) Lα(s)
is a double point also associated to s′ = v(s) − s. In view of what precedes, only possibility (c)

is allowed for optimality. Theorem 3.2 is proved. �
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Remark 3.9 As a consequence of the previous argument, we get that, for α small enough and

K < π/4,

s+2 (α) = v(s+1 (α)) − s+1 (α), s−2 (α) = 2π + v(s−1 (α) − π) − s+1 (α),

where sεi (α), i = 1, 2 ε = ±, were defined in (3.65).

3.5 Case r(α) = 0

We assume here that r(α) = 0, i.e. αk = π
2k for k ≥ 1. From Proposition 3.2, we know that

the extremal front at time ([ π2α ] − 1)π = π
2α − π, encloses the south pole, is optimal and is

approximately (in the C1 sense) a circle of radius 2α around the south pole. Moreover, at time

[ π2α ]π, we know that the extremal front must contain the south pole and is equal, up to O(α3),

to (α2L,−1)T given in (3.60) and (3.62) with K = 0. In that case, the minimum time front

reduces to the south pole.

It is then easy to see that the only candidate for a limit for the synthesis question in the case

r(α) = 0

is the synthesis of the linear pendulum studied in Section 3.3.2 and corresponding to ρ = 2. Let

us first describe briefly that synthesis. Let D2 and C2 be the disc and the circle centered at the

origin and of radius 2 respectively. The overlap curve inside D2 coincides with the switching

curves and with the trajectories, corresponding to u = ±1, connecting the points (±ρ, 0) to the

origin. In particular, it means that an optimal trajectory of the synthesis starting at any point

P ∈ C2 reaches the origin, and thus, there exist an infinite number of optimal trajectories from

C2 to the origin.

For α > 0 and r(α) = 0, the situation is rather different. Let us first define F̃ (α, (kM − 1)π)

to be the image of F(α, (kM − 1)π) by Mα. Then, for α small enough, it was shown in [20], that

the only optimal trajectories starting from F̃ (α, (kM − 1)π) and reaching the origin are those

starting at Pα+ and Pα− . Let us refer to them as γ+ and γ−. Therefore, in the case r(α) = 0, the

synthesis for α > 0 is rather different than the synthesis of the limit candidate when α tends to

zero. It is a clear indication that the case r(α) = 0 is more delicate than the cases r(α) positive

constant or r(α) = Kα. The next proposition collects the few remarks we are able to show for

the case r(α) = 0.

Proposition 3.7 Assume that r(α) = 0 and α is small enough. Then the switching curve C+
kM

(resp. C−
kM

) is optimal for some interval [0, s(α)], s(α) < π, and it is above (resp. below) γ+

(resp. γ−) as long as it is optimal. Moreover, we have

lim
α→0,r(α)=0

s(α) = s̄ := arccos
√

1/3. (3.66)

Proof of Proposition 3.7. We only provide an argument for C+
kM

. To prove the first statement of

the proposition, we reason by contradiction. We thus get the existence of an optimal trajectory

starting at F(α, (kM−1)π) above P+
α and reaching the origin, which is equal to the concatenation

of an integral curve of X− and a piece of γ+. Therefore, an optimal integral curve of X−, starting
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Figure 3.4: Comparison between the optimal synthesis for the linear pendulum and the optimal

synthesis on the bottom of the sphere in the case r(α) = 0

above γ+, must either switch or loose optimality before reaching γ+. If the second possibility

occurs, we must have an overlap i.e., at that point an optimal integral curve of X+ arrives also

at that point. Close to P+
α , the latter would imply that the optimal integral curve of X+ starts

at F(α, (kM −1)π) above P+
α . This is impossible because, from every point of F+(α, (kM −1)π),

the value of the optimal control is −1. Let s(α) ≤ π be the first value of s for which C+
kM

ceases

to be optimal. Define

H(s) := det
(
X+(C+

kM
(s)),

dC+
kM

ds
(s), C+

kM
(s)
)
,

for s ∈ [0, π]. Then, s(α) is the smallest solution in (0, π] of H(s) = 0. It is easy to see that

H must be take the value zero before π. We deduce that s(α) < π. By taking the asymptotic

expansion of the previous expression as α tends to zero, we get

H(s) =
π

4
ssα

3(1 + 3 cos(2s) + O(α)).

Then s(α) must converge to s̄ as α tends to zero, the smallest solution in [0, π] of 1+3 cos(2s) = 0.

�

We conclude that there exists a (piecewise) C1 cut locus passing through the origin (corre-

sponding to the south pole S of the sphere) and connecting C+
kM

(s(α)) with C−
kM

(s(α)). The

shape of the synthesis is portraied in Figure 3.4

3.6 A generalization of the inverse function theorem

The following version of the inverse function theorem is used in the argument of Proposition 3.4.
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Theorem 3.3 Let Φ : Rn → Rn be a C1 map and K ⊂ Rn a compact set such that Φ|K : K →
Φ(K) is bijective and the differential DΦ(x) is invertible for x ∈ K. Then, there exists an open

neighborhood U ⊃ K such that Φ|U is a C1 diffeomorphism.

Let now (Φk)k≥1 be a sequence of C1 maps converging in the C1
loc sense to Φ. Then, for every

open set Ũ with closure included in U , there exists k̄ such that, for every k ≥ k̄, Φk|Ũ
is a C1

diffeomorphism and, for every compact subset K̃ of Ũ , Φ(K̃) ⊂ Φk(Ũ ) and lim
k→∞

Φ−1
k (v) = Φ−1(v)

uniformly with respect to v ∈ Φ(K̃).

Proof. Let us define, for k ≥ 0, the following open neighborhoods of K

A := {x ∈ Rn : detDΦ(x) 6= 0} Ak := ∪x∈KB
(
x,

1

k

)
∩A .

In view of the inverse function theorem, in order to conclude the proof of the first part, it is

enough to show that for k large enough the restriction Φ|Ak
is one-to-one.

We argue by contradiction. Let xk 6= yk ∈ Ak such that Φ(xk) = Φ(yk) ∀k. Then, up

to extractions of subsequences, we can assume that the two sequences converge to x̄ and ȳ

respectively. Since x̄, ȳ ∈ ∩kAk = K and Φ(x̄) = Φ(ȳ), we deduce that x̄ = ȳ. However,

since detDΦ(x̄) 6= 0, we have that Φ is bijective in a neighborhood of x̄, which contradicts the

assumption Φ(xk) = Φ(yk) for k large enough.

The proof of the second part is similar. First, fix a subset Ũ of U . By the uniform convergence

of Dφk to Dφ on every compact subset of U , we get detDΦk(x) 6= 0 for every x ∈ Ũ and k

large enough. We also obtain that Φk is one-to-one with the same argument as above. For the

remaining results to establish, they simply follow from the uniform convergence of Φk to Φ on

every compact subset of U . �
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Chapter 4

Time Optimal Swing-Up of the

Planar Pendulum

In this chapter we discuss the global structure of the time optimal trajectories to swing up a

planar pendulum on a cart. Specifically, we consider only the dynamics of the pendulum and

take the acceleration w of the cart as the control input.

Let x1 be the angle among the pendulum and the upright position, increasing in the clockwise

direction. Then the equations of motion are

ẋ1 = x2

ẋ2 =
mgl

I
sinx1 −

mgl

I
u cos x1 , (4.1)

where m is the pendulum’s mass, I its moment of inertia, l the distance from the pivot to the

centre of mass, g ≈ 9.81 the gravitational field strength, u = w
g is the control input. Notice that

the domain of our system is the cylinder S × R.

4.1 Qualitative Analysis of the Pendulum

Our aim is to stabilize in minimum time the system (4.1) to the origin, which is an equilibrium

for the uncontrolled system, starting from any arbitrary point of S × R. For this purpose we

use the techniques of time optimal synthesis on two dimensionsional manifolds described in

Chapter 1.

We consider the time optimal control of the pendulum with equations of motion correspond-

ing to mgl
I = 1 and with the bound |u| ≤ 1, so that (4.1) becomes

ẋ1 = x2

ẋ2 = sinx1 − u cos x1 , (4.2)

i.e. it takes the form (1.1) with F (x) =
( x2

sinx1

)
and G(x) =

( 0

− cos x1

)
.

We apply the Pontryagin Maximum Theorem to the time optimal problem, and we use the

notations and the results described in Chapter 1 to describe its solutions.
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The Hamiltonian is H = λ1x2 + λ2(sinx1 − u cos x1), and the adjoint variables satisfy the

differential equation

λ̇1 = −λ2(cos x1 + u sinx1)

λ̇2 = −λ1 . (4.3)

The switching function is φ = −λ2 cos x1 and, by Proposition 1.1, the optimal control is u∗ =

sgn(φ). We compute the Lie bracket

[F,G](x) = cos x1
∂

∂x1
+ x2 sinx1

∂

∂x2

and the functions

∆A(x) = −x2 cos x1

∆B(x) = cos2 x1 .

The set of ordinary points, i.e. the set of points x with ∆A(x) 6= 0 and ∆B(x) 6= 0 is

Ω = {x : x2 6= 0, x1 6= ±π
2
} .

Also

fS(x) =
cos x1

x2
.

Ω is split into four regions where fS has a constant sign. In the region
{
x | x1 ∈ (−π

2
,
π

2
), x2 > 0

}
∪
{
x | x1 ∈ (−π,−π

2
) ∪ (

π

2
, π), x2 < 0

}

fS(x) > 0 so by Lemma 1.1, the optimal control can switch at most once from u = −1 to

u = +1. In the region
{
x | x1 ∈ (−π

2
,
π

2
), x2 < 0

}
∪
{
x | x1 ∈ (−π,−π

2
) ∪ (

π

2
, π), x2 > 0

}

fS(x) < 0, and the optimal control can switch at most once from u = +1 to u = −1. See

Figure 4.1. Note that system (4.2) does not satisfy all the generic conditions in [22] recalled

in Chapter 1, since both the sets ∆−1
A (0) and ∆−1

B (0) contain the line x2 = 0 and therefore

∆−1
A (0) ∩ ∆−1

B (0) is not locally finite. Although the generic conditions are not satisfied, the

existence of a regular time optimal synthesis can be deduced from the analiticity of the vector

fields F and G, according to the results of Sussmann ([63]). In the following sections we will be

able to give a satisfactory description of the optimal synthesis.

4.1.1 Extremal trajectories

First, we note that there are no optimal trajectories containing singular arcs. Indeed a singular

arc must be contained inside ∆−1
B (0) i.e. it must be a vertical segment, which is not allowed by

equation (4.2).

Since the switching function is φ = −λ2 cos x1 and for an extremal trajectory the control is

defined a.e. as u∗ = sgn(φ), we deduce that the switchings occur either if λ2 = 0 or if x1 =
π
2 + kπ k ∈ Z.
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Figure 4.1: Regions where f > 0 and f < 0 for the pendulum system.

Definition 4.1 We define γ+ (resp. γ−) as the trajectory of (4.2) defined on (−∞, 0] that

reaches the origin with u = 1 (resp. u = −1) at time 0 and such that the control switches occur

exactly at x1 = π
2 + kπ, k ∈ Z.

Remark 4.1 Notice that the controls corresponding to the trajectories γ+ and γ− are respec-

tively given (almost everywhere) by u(t) = sgn(cos x1(t)) and u(t) = −sgn(cos x1(t)).

Proposition 4.1 The trajectory γ+ (resp. γ−) is extremal on any interval [t̄, 0] and for every

point p of γ+ (resp. γ−) there exists an extremal trajectory that reaches for the first time γ+

(resp γ−) at p and then follows γ+ (resp. γ−) until it touches the origin.

Proof. It is enough to prove the second part of the claim. Let p = γ+(t0) and consider the

extremal trajectory x(·) such that x(t0) = p the adjoint variables λ(·) satisfy λ(t0) = (1, 0).

We want to see that the trajectory x(·) differs from γ+ before reaching the point p and then

coincides with γ+ until it reaches the origin.

We know that the Hamiltonian coincides with x2(t0) and therefore it is positive, moreover

we deduce from equation (4.3) that λ2 > 0 on (t0 − ε, t0) and λ2 < 0 on (t0, t0 + ε) for ε

small enough, and so the maximality condition given by the PMP is satisfied if the control is

u(t) = −sgn(cos x1(t)) on (t0 − ε, t0) and u(t) = sgn(cos x1(t)) on (t0, t0 + ε). From Remark 4.1

we deduce that our extremal trajectory x(t) is such that x(t) 6= γ+(t) on the interval (t0 − ε, t0)

and then coincides with γ+ on [t0, t0 + ε). By contradiction, assume that there exists t1 ∈ (t0, 0)

such that x(t) = γ+(t) on [t0, t1] and x(t) 6= γ+(t) on (t1, t1 +ε) for ε small enough. Therefore it

must be u(t) = sgn(cos x1(t)) on (t1 − ε, t1) and u(t) = −sgn(cos x1(t)) on (t1, t1 + ε) and, since

we have also that u(t) = sgn(φ(t)) = −sgn(λ2(t))sgn(cos x1(t)) a.e. on such intervals, it turns

out that λ2(t1) = 0. Since x2(t1) > 0 and H(λ(t1), x(t1)) > 0 it must be λ1(t1) > 0. Therefore

λ̇2(t1) = −λ1(t1) < 0 which gives a contradiction since from our assumptions λ2(t) < 0 on

(t0, t1).

The proof is analogous for γ−. �
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Remark 4.2 If we choose as initial condition x(0) = 0 and λ(0) = (1, 0) we have H = 0 that

implies λ2 6= 0 for every point of the extremal trajectory such that x2 6= 0 (otherwise λ2 = 0

implies λ1 = 0, which is impossible from the PMP). We deduce immediately that γ− is the

corresponding extremal trajectory and it is an abnormal extremal.

Analogously, taking λ(0) = (−1, 0), we find that γ+ is an abnormal extremal.

Remark 4.3 Notice that, if the point p = (x1(t0), x2(t0)) defined in the previous proof is such

that cos(x1(t0)) = 0, then the corresponding trajectory, unlike the trajectory γ+, does not have

a switching at p.

The following result, which generalizes Proposition 4.1 and Lemma 1.1 in this particular case,

is useful to determine the optimal synthesis and in particular the switching curves.

Proposition 4.2 Consider a normal extremal x(·) = (x1(·), x2(·)) : [t1, t2] → R with x2(t) 6= 0

on (t1, t2) and let S be the set of switching times of x(·) and K = {t ∈ (t1, t2) : x1(t) =
π
2 + kπ , ∃k ∈ Z}. Then we have the following three possibilities:

(i) K = S,

(ii) there exists t̄ ∈ (t1, t2) \K such that S = K ∪ {t̄},

(iii) there exists t̄ ∈ K such that S = K \ {t̄}.

Moreover the corresponding control u(·) must be such that u(t) = sgn(x2) sgn(cos x1(t)) a.e. on

(t1, t̄) and u(t) = −sgn(x2) sgn(cos x1(t)) a.e. on (t̄, t2).

Proof. We have sgn(φ(t)) = −sgn(λ2(t)) sgn(cos x1(t)). Therefore (i) is equivalent to sgn(λ2(t)) =

ε a.e (where ε ∈ {−1, 1}), while (ii) and (iii) hold if and only if sgn(λ2(t)) = ε a.e on (t1, t̄)

and sgn(λ2(t)) = −ε a.e on (t̄, t2).

Assume that x(·) does not satisfy (i), then in particular there exists t̄ such that λ2(t̄) = 0.

Then, using the fact that H = λ1(t̄)x2(t̄) > 0, we obtain sgn(λ1(t̄)) = sgn(x2(t̄)). From

this equality and since λ̇2 = −λ1, we find that sgn(λ2(t)) = sgn(x2(t̄)) on (t̄ − ε, t̄) and

sgn(λ2(t)) = −sgn(x2(t̄)) on (t̄, t̄+ ε). To conclude the proof it is enough to see that, if the sign

of x2 is fixed, then there is only one time t̄ with λ2(t̄) = 0. Assume by contradiction that t̄1 < t̄2
are such that λ2(t̄1) = λ2(t̄2) = 0 and λ2(·) 6= 0 on (t̄1, t̄2). Then, since sgn(λ2(t)) = −sgn(x2) on

(t̄1, t̄1 + ε) and sgn(λ2(t)) = sgn(x2) on (t̄2 − ε, t̄2) the continuous function λ2(·) must annihilate

somewhere on (t̄1, t̄2) and we find a contradiction. �

Remark 4.4 Note that, if we put (4.2) in the form (4.1) with G(x) = (0, | cos x1|)T , then Propo-

sition 4.2 simply states that every extremal trajectory in the upper or lower half-plane can switch

at most once. This statement is therefore analogous to Lemma 1.1.

The results above permits to partition the cylinder in such a way that in each region the be-

haviour of the extremal trajectories is essentially different. In particular we are able to indi-

viduate four kinds of regions, as it is shown in Figure 4.2. These regions are delimited by γ±,

by segments of the axes x1, x2 and by (arcs of) special trajectories of (4.2). Such trajectories
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Figure 4.2: Qualitative shape of the synthesis

correspond to arcs of the separatrices for u = ±1 (that start from the points (±π
4 , 0) ) and their

extensions with u = ± sgn(cos x1(t)) .

We give now a brief description of the trajectories of (4.2) satisfying the conditions given by

Proposition 4.2 inside each region in Figure 4.2, until they reach the corresponding boundary.

• If the initial condition for the minimization problem is inside A then it is easy to see that

the trajectories corresponding to u = − sgn(cos x1(t)) must reach the boundary of A at

some γ+(t0). On the other hand all the trajectories corresponding to u = sgn(cos x1(t))

reach the boundary of D, D′ or C′.

• If the initial condition is inside B then all the trajectories reach the boundary in a point

of γ+ or at the boundary of A.

• If the initial condition is inside C then the trajectories corresponding to u = sgn(cos x1(t))

stay in C until they reach γ−, while every trajectory corresponding to u = − sgn(cos x1(t))

must reach the boudary of A or B.

• All the trajectories that start inside D must cross the x1 axis.

The descriptions of the trajectories starting from the regions A′, B′, C′ and D′ are analogous.

In the next sections we will describe the optimal synthesis inside these regions.

4.1.2 Switching curves

Note that, by the previous results, a switching curve (different from x1 = π
2 + kπ) can be

generated only by a front of extremal trajectories that cross the x1 axes before reaching the

origin. In particular, as we see below, there exists a switching curve C corresponding to extremal

trajectories that first switch on C from u = 1 to u = −1, then (after passing the x1 axes) switch

on x1 = π
2 from u = −1 to u = 1 and finally follow the trajectory γ− until it reaches the origin
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Figure 4.3: The switching curve C

(see Figure 4.3). Notice that, after passing the x1 axes and before reaching γ−, these extremal

trajectories must “stay below” region D′. We want to determine an equation that describes C.

In particular this curve can be found describing the locus in which λ2 annihilates. To do this

we follow backwards the extremal trajectories that reach the origin, integrating by quadratures

the equation corresponding to the adjoint variable λ2.

First we observe that there is a first integral of the system (for a fixed value of u):

h(x) =
1

2
x2

2 + cos x1 + u sinx1 .

Moreover we know that along an extremal trajectory the value of the Hamiltonian is a constant,

that we call H. Then:

−λ̇2x2 + λ2(sinx1 − u cos x1) = H =⇒ λ̇2 =
λ2

x2
(sinx1 − u cos x1) −

H

x2

If x2 6= 0 and ẋ2 6= 0 we can locally look at λ2 as a function of x2 and it holds:

λ̇2

ẋ2
=

dλ2

dx2
=
λ2

x2
− H

x2(sinx1 − u cos x1)
.

We can write the right-hand side of the equation in terms of x2 using the first integral defined

above.

If u = ±1 we have

sinx1 − u cos x1 =
√

2 sin(x1 − u
π

4
) ,

while

h(x) =
1

2
x2

2 + cos x1 + u sinx1 =
1

2
x2

2 +
√

2 cos(x1 − u
π

4
) .

Then
dλ2

dx2
=
λ2

x2
− ε

H

x2

√
2 − (h− 1

2x
2
2)

2
,
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where ε = sgn(sinx1 − u cos x1) is the only term depending on x1. The explicit solution to this

equation, with initial condition λ2(x
0
2) = λ0

2 can be easily obtained with the method of variation

of parameters:

λ2(x2) = x2

(
λ0

2

x0
2

− εH

∫ x2

x0
2

dy

y2
√

2 − (h− 1
2y

2)2

)
. (4.4)

The previous integral cannot be solved exactly, but it can be written in terms of elliptic integrals

and it can be easily computed numerically.

Take an extremal trajectory γ̃ as described above, and assume that the last switching occurs

at p0 = (x0
1, x

0
2) ∈ γ−, with x0

1 < π/4 and with λ0
2 = 0. We want to find an equation for the

switching point on C associated to this trajectory, using the continuity of the adjoint variables

and the fact that λ2 = 0 at this point.

Observe that the value of H is a fixed positive number (and in particular we could rescale λ1(x
0
2)

in such a way that H = 1), while h(·) is fixed between two consecutive switching points.

It’s easy to see that h(·) = 1 along γ− and h(·) = h1 = 1 + 2 sinx0
1 for the bang arc of γ̃ before

the last switching point p0. Note that this arc must be below the separatrix corresponding to

u = 1 and so we need to assume h1 >
√

2 ⇒ x0
1 > arcsin((

√
2 − 1)/2).

Consider now a point p̄ = (x̄1, x̄2) of γ̃ with x̄1 > 3π/4 and x̄2 < 0. Before reaching the point

p0 from p̄ the trajectory γ̃ switches at x1 = π/2, and, since after the switching the value of h(·)
becomes h1 = 1 + 2 sinx0

1, before the switching it must be h(·) = h2 = −1 + 2 sin x0
1. Using the

expression (4.4) we are able to compute the value of λ2(x̄2):

λ2(x̄2) = Hx̄2

(∫ x2(x1= π
4
)

x0
2

dy

y2
√

2 − (h1 − 1
2y

2)2
−
∫ x2(x1=

π
2
)

x2(x1= π
4
)

dy

y2
√

2 − (h1 − 1
2y

2)2

−
∫ x2(x1= 3π

4
)

x2(x1= π
2
)

dy

y2
√

2 − (h2 − 1
2y

2)2
+

∫ x̄2

x2(x1= 3π
4

)

dy

y2
√

2 − (h2 − 1
2y

2)2

)
(4.5)

and

x0
2 = −

√
2(1 − cos x0

1 + sinx0
1)

x2(x1 =
π

4
) = −

√
2(1 + 2 sinx0

1 −
√

2)

x2(x1 =
π

2
) = −2

√
sinx0

1

x2(x1 =
3π

4
) = −

√
2(−1 + 2 sinx0

1 +
√

2).

Note that the integrals in (4.5) are generalized integrals (the integrands are not well-defined at

the extremes).

We compute now limx̄2→0 λ2(x̄2). Applying the equality

∫ z2

z1

dy

y2
√

2 − (h− 1
2y

2)2
= −

√
2 − (h− 1

2y
2)2

y(2 − h2)

∣∣∣∣∣

z2

z1

− 1

4(2 − h2)

∫ z2

z1

y2dy√
2 − (h− 1

2y
2)2

(4.6)
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to the last integral in (4.5) we find immediately that lim
x̄2→0

λ2(x̄2) = − H√
2 − h2

2

and it’s easy to

see that this limit is invariant for every choice of the initial value λ(x1
2) with (x1

1, x
1
2) ∈ γ̃ and

such that the value of the Hamiltonian is H.

So the fact that λ2 must be continuous at the intersection point between the x1 axes and the

trajectory γ̃ is not sufficient to determine the first switching point. But also λ1 = −λ̇2 must be

continuous and therefore

lim
x2→0−

dλ2

dx2
= lim

x2→0+

dλ2

dx2
=
λ̇2

ẋ2
∣∣x2=0

. (4.7)

Assume that (x̃1, x̃2) ∈ C is the first switching point (with x̃2 > 0). Then we can find an

expression for λ2(x2), x2 > 0 as in (4.5). Therefore we can apply this expression, together with

(4.5) and (4.6) to the equality (4.7) obtaining the following equation
∫ x2(x1= π

4
)

x0
2

dy

y2
√

2 − (h1 − 1
2y

2)2
−
∫ x2(x1= π

2
)

x2(x1= π
4
)

dy

y2
√

2 − (h1 − 1
2y

2)2
−

−
∫ x2(x1=

3π
4

)

x2(x1= π
2
)

dy

y2
√

2 − (h2 − 1
2y

2)2
− 1

4(2 − h2
2)

∫ 0

x2(x1= 3π
4

)

y2dy√
2 − (h2 − 1

2y
2)2

=

=

√
2 − (h2 − 1

2 x̃
2
2)

2

x̃2(2 − h2
2)

− 1

4(2 − h2
2)

∫ 0

x̃2

y2dy√
2 − (h2 − 1

2y
2)2

(4.8)

that gives x̃2 (and therefore also x̃1, since h(x̃1, x̃2) = h2) in terms of (x0
1, x

0
2) ∈ γ−.

The switching curve C can be determined solving numerically previous equation, moreover it is

clear that there exists a switching curve C ′ symmetric to C (p ∈ C if and only if −p ∈ C ′).
Notice that, for the same front of extremal trajectories, a possible switching curve that precedes

C cannot be optimal. Indeed, if we assume that the x1 coordinate for the new switching point is

less than 3π/2 (otherwise the corresponding extremal trajectory is obviously not optimal) and

we write the equality (4.7) in this case, it turns out that the right-hand side and the left-hand

side of such equation have different signs.

Consider now the extremal trajectories that reach γ− with a coordinate x0
1 < arcsin((

√
2−1)/2),

i.e. the trajectories that are contained in region C before the last switching. In particular these

trajectories form a front that crosses the x1 axes with x1 ∈ [0, π/4). Now we want to see that

this front cannot generate a switching curve (different from x1 = π
2 + kπ) on the half-plane

x2 > 0. This possibility cannot be excluded a priori using the qualitative results above and in

particular by the sign of fS.

Anyway we have the following result:

Proposition 4.3 An optimal trajectory that switches for the last time on x0 ∈ γ− after having

crossed the x1 axes must switch, before x0, only at the points such that x1 = π
2 + kπ.

Call Λ the strip of the trajectories that reach γ− after crossing the axes x1 and correspond

to u(t) = sgn(cos x1(t)). This strip corresponds exactly to the region C.

The following lemma holds:
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Figure 4.4: Proof of Proposition 4.3

Lemma 4.1 Let T (x1, x2) be the time needed to reach the origin starting from (x1, x2) ∈ C

following the corresponding trajectory on Λ. Then ∂T
∂x2

(x1, x2) > 0.

From the lemma, Proposition 4.3 easily follows: assume by contradiction that there exists an

optimal trajectory γ that switches at the point (x̄1, x̄2) of Λ and then follows the trajectory of

Λ until the origin and consider a point (x̃1, x̃2) ∈ Λ of γ reached before (x̄1, x̄2).

Consider the trajectory corresponding to u(t) = sgn(cos x1(t)), that passes through the point

(x̄1, x̄2) (this trajectories must coincide with γ at the right of (x̄1, x̄2)): before reaching this

point, it must cross the line x1 = x̃1 in a point (x̃1, x̃
′
2) with x̃′2 > x̃2 (see Figure 4.4). If T is

the time needed to run the curve γ starting from (x̃1, x̃2) then, from the equation ẋ1 = x2, one

immediately see that T (x̃1, x̃
′
2) < T . Moreover by the previous lemma it must be T (x̃1, x̃2) <

T (x̃1, x̃
′
2) and therefore T (x̃1, x̃2) < T that contradicts the optimality of γ.

To prove the lemma consider the trajectories that switch only if x1 = ±π/2 and assume that

the last switching occurs on a point (of γ−) with coordinate x1 = x0
1. For every point (x1, x2)

of Λ one can associate a value x0
1, moreover, if restricted to a line x1 = x̄1, one can locally

consider the inverse map x2(x
0
1), that takes values on a neighborhood of x̄2 (with (x̄1, x̄2) ∈ Λ )

and which is increasing. Then it is enough to see that dT
dx0

1

(x̄1, x2(x
0
1)) > 0. We know that

ẋ1 = x2 = sgn(x2)

√
2
(
h(x) −

√
2 cos(x1 − u

π

4
)
)

(4.9)

and, similarly

ẋ2 =
√

2 sin
(
x1 − u

π

4

)
= sgn

(
sin
(
x1 − u

π

4

))
√

2 −
(
h(x) − x2

2

2

)2

. (4.10)
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Then using the equation (4.10) it is possible to write T (−π
2 , x2(x

0
1)) (corresponding to the

trajectories with only one switching) as a sum of two integrals:

T
(
− π

2
, x2(x

0
1)
)

=

∫ √
2−2 cos x0

1
+2 sinx0

1

0

dy√
2 −

(
1 − y2

2

)2 +

∫ 2
√

1+sinx0
1

−
√

2−2 cos x0
1
+2 sinx0

1

dy√
2 −

(
1 + 2 sinx0

1 − y2

2

)2 .

Therefore it is possible to compute formally the derivative of this quantity and one can see

numerically that it is larger than 9.9 for every value of x0
1.

On the other hand it is possible to compute the time between two consecutive switchings using

equation (4.9), and the corresponding derivative with respect to x0
1 (which is negative) has the

following form:

−2 cos x0
1

∫ π−uπ/2

−uπ/2

dz
(
2 (h − cos z − u sin z)

)3/2 .

If n+ 1 is the number of switchings needed to reach the origin then h = 2n+ 1 + 2 sin x0
1 and

the sum of the modulus of all these terms is bounded by the series C
+∞∑

n=1

n−
3

2 < 3C where the

constant C can be taken equal to 1.

The lemma follows immediately from these estimates.

4.1.3 Overlap curves and optimal synthesis near the downward position

Note that if x0
1 is large enough and if P is the corresponding point on C, there exists a second

extremal trajectory starting at P with control u = 1, then switching at x1 = 3π
2 and reaching

the origin with an arc of γ+.

In particular it is possible to see numerically that, if x0
1 is larger than a value x̄ ≈ 0.53, the

extremal trajectory starting at P ∈ C with u = 1 is time-optimal.

We deduce that the curve C is not completely optimal and there exists an overlap curve K1

which starts at a point of C (which is a (C,K)1 frame point in the notations of [22]). It is quite

easy to understand that the curve K1 passes above the point (7π
4 , 0) (equilibrium point for (4.2)

with u = −1) and then continues below the trajectory γ− and close to it.

On the other hand it is possible to see that there is a point of C corresponding to x0
1 ≈ 0.3, at

which the tangent vector to C is parallel to the vector field corresponding to u = 1. At this

point ((C,K)2 frame point) starts a second overlap curve K2. Associated to each point of this

curve there are two optimal trajectories: the first one starts with control u = −1 and reaches γ−

at a point corresponding to a small value of x0
1, while the second one starts with control u = 1,

then switches on C and ends again on γ−.

The curve K2 ends at a point in which a further overlap curve K3 is generated ((K,K) frame

point). This curve contains the point (π, 0) and the two time-optimal trajectories starting at

a point of K3 have a symmetric behaviour, in the sense that they switch for the first time

respectively on C and C ′ and for the last time on γ− and γ+. The complete synthesis around

the downward position (π, 0) (that corresponds to the stable equilibrium for the uncontrolled

pendulum) can be completed using the symmetry with respect to that point.

In Figure 4.5 we made a sketch of the optimal synthesis around the point (π, 0).

87



(π,0)

1.5

−1.5

4π/32π/3

K

C

K

1

2

K 3

Figure 4.5: Optimal synthesis around (π, 0)

It is possible to find explicitely the equation of the curve K1. As in the previous section,

suppose that the last switching of the trajectory which reaches the origin with u = −1 occurs

at p0 = (x0
1, x

0
2) ∈ γ−. Then we find an equation for the corresponding point (x̄1, x̄2) ∈ K1 with

respect to x0
1. Assume that x0

1 < π/2 (if it is not the case one can proceed in the same way

finding a similar equation).

We can apply the equations (4.9),(4.10) on each bang arc of our extremal trajectories, in which

it is easy to determine the value of h in terms of x0
1.

Moreover one can easily see that the last switching of the trajectory which reaches the origin

with u = 1 corresponds to x1 = x1
1 = 2π − arcsin

(
sinx0

1 + sin x̄1), and so we can finally write

the equation of the overlap curve:

∫ x0
2

0

dy√
2 − (1 − 1

2y
2)2

+

∫ π
4

x0
1
−π

4

dy√
2h1 − 2

√
2 cos y

+

∫ 5π
4

3π
4

dy√
2h2 − 2

√
2 cos y

+

+

∫ 2
√

sinx0
1

0

dy√
2 − (h2 − 1

2y
2)2

+

∫ x̄2

0

dy√
2 − (h2 − 1

2y
2)2

=

∫ 5π
4

x̄1−π
4

dy√
2h3 − 2

√
2 cos y

+

∫ x1
1
+ π

4

7π
4

dy√
2h4 − 2

√
2 cos y

+

∫ x1
2

0

dy√
2 − (1 − 1

2y
2)2

where the right hand side and the left hand side of the equation represent the times needed to

reach the origin along the two possible extremal trajectories, and

x0
2 = −

√
2(1 − cos x0

1 + sinx0
1), x̄2 =

√
2(h2 − cos x̄1 + sin x̄1),

x1
2 =

√
2(1 − cos x1

1 − sinx1
1), h1 = 1 + 2 sinx0

1, h2 = −1 + 2 sin x0
1,
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Figure 4.6: The complete time-optimal synthesis

h3 = −1 + 2 sin x0
1 + 2 sin x̄1, h4 = 1 + 2 sinx0

1 + 2 sin x̄1.

It is also possible to find equation for K2 and K3, still using the equations (4.9) and (4.10),

and using the expressions of the switching curves C and C ′ found above. We do not write

down explicitely such equations since they are quite long and the computations are completely

analogous to those of the previous case.

4.2 Conclusion

Summarizing the previous results we are now able to describe the time-optimal synthesis for the

inverted pendulum on the whole cylinder S × R.

First, we note that the trajectories γ+ and γ− are optimal on (−∞, 0]. Indeed, we know

from Proposition 4.2 that the only extremal trajectory starting from γ+(t0) with control u =

sgn(cos x1(t0)) is γ+|[t0,0]. On the other hand, from Section 4.1.2, the optimal control correspond-

ing to a trajectory starting from γ+(t0) with u = − sgn(cos x1) may switch to u = sgn(cos x1)

only at a point of C or γ+ itself. The first case is excluded from the analysis made in Sec-

tion 4.1.2. In the second case the control passes from − sgn(cos x1) to sgn(cos x1) at some

γ+(t1), with t1 < t0, so that this trajectory can not be optimal and the only optimal trajectory

starting from γ+(t0) must be γ+|[t0,0]. The same reasoning shows that γ− is optimal on (−∞, 0].

Consider now an extremal trajectory starting from the region B with control sgn(cos x1).

Then, from Proposition 4.2, the control remains sgn(cos x1) until the trajectory reaches the x1

axis. However there are no optimal trajectories crossing the x1 axis and starting from B, as it

can be deduced from Sections 4.1.2, 4.1.3. On the other hand, still from 4.1.2, we know that

there are no optimal trajectories switching in a point of C, so that the optimal trajectory must be

the one starting with control −sgn(cos x1) and that switches to u = sgn(cos x1) when it reaches
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γ+. In the same way, one can see that every optimal trajectory starting from B′ corresponds

to the control sgn(cos x1) until it reaches γ−. We therefore conclude that the optimal control

associated to the regions B and B′ is u =sgn(x2 cos x1)

Consider now the region C. Let γ∗ : [t∗, 0] → S × R be the trajectory starting from γ+(t0)

(for some t0 < 0) with control u = −sgn(cos x1) and switching to u = sgn(cos x1) when it reaches

again γ+. As we proved above this trajectory is optimal on every subinterval [t, 0] ⊂ [t∗, 0] if

γ∗(t) ∈B but it is not optimal on the whole interval [t∗, 0]. In particular, from the continuity

of the minimum time function (see for instance [22]) it is not optimal on [t, 0] if t > t∗ is close

enough to t∗. We deduce that there is a strip of optimal trajectories corresponding to the control

u = sgn(cos x1) “just above” γ+. Also, this strip of trajectories is delimited by an overlap curve

K that extends the overlap curve K1 found in Section 4.1.3 (K can be computed in an analogous

way). Above K, the optimal control is u = −sgn(cos x1), and this concludes the description of

the optimal synthesis inside C. In the region C′ the situation is symmetric.

The most delicate regions are therefore the regions A and D. However we know that every tra-

jectory that does not cross the x1 axis and does not cross C must switch from u = −sgn(x2 cos x1)

to u = sgn(x2 cos x1) at a point of γ+. Therefore, the synthesis inside these regions is completely

determined in Sections 4.1.2 and 4.1.3 (see Figure 4.5).

The qualitative shape of the optimal synthesis is now completely clarified. After solving

the equations given in the previous sections that describe the switching curves and the overlap

curve, and the analogous equations that determine the curve K defined above, one can easily

obtain the global shape of the synthesis, as it is depicted in Figure 4.6.
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Chapter 5

Some Results on the Stability of

Switched Systems

The nature of the problems treated in this chapter are rather different from the previous ones.

Indeed we will deal with linear dynamical systems of the form

ẋ(t) = Au(t)x(t), x ∈ Rn , Au ∈ Rn×n , (5.1)

where n is a positive integer and u(·) : [0,∞[→ U is a (measurable) function. For these systems,

we will investigate the problem of asymptotic stability of the origin, uniformly with respect

to u(·). This is a typical problem in the framework of switched systems, that, in general, are

intended as dynamical systems consisting of a family of continuous-time subsystems and a rule

that establish the switching between them.

5.1 Statement of the Problem and Main Results

We set A :=
{
Au : u ∈ U

}
and we call switching function the measurable matrix-valued map

A(·) := Au(·). In this way, the switching system (5.1) reads:

ẋ(t) = A(t)x(t), with x ∈ Rn , and A(·) : [0,∞[→ A a measurable map. (5.2)

In the following, we assume that:

(H0) the set A is a compact subset of the set of n× n real matrices.

Moreover, the set of switching functions, denoted by AA, is the set of measurable functions

A(·) : [0,∞[→ A. With our assumptions, for every switching function A(·) and initial condition

x0 ∈ Rn , the corresponding (Carathéodory) solution of (5.2) is defined for every t ≥ 0. We use

φ
A(·)
t (x0) to denote the flow of (5.2) at time t ≥ 0 corresponding to the switching function A(·)

and starting from x0.

Let us recall usual notions of stability used for the system (5.2).

Definition 5.1 Consider the switched system (5.2). We say that the origin is:
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(S) stable, if for every A(·) ∈ AA and ε > 0, there exists δ > 0 such that ‖φA(·)
t (x0)‖ ≤ ε for

every t ≥ 0, ‖x0‖ ≤ δ.

(US) uniformly stable, if it is stable with δ not depending on A(·).

(U) unstable if it is not stable (i.e. if there exists A(·) ∈ AA s.t. the system ẋ(t) = A(t)x(t) is

unstable as a linear time-varying system.)

(AS) asymptotically stable, if it is stable and attractive (i.e. there exists δ′ > 0 so that we

have limt→∞ ‖φA(·)
t (x0)‖ = 0, for every A(·) ∈ AA and x0 ∈ Rn with ‖x0‖ ≤ δ′).

(UAS) uniformly asymptotically stable if it is uniformly stable and if, for every ε′ > 0 and

δ′ > 0, there exists T > 0 such that, for every switching function A(·) ∈ AA, t ≥ T and

‖x0‖ ≤ δ′, we have ‖φA(·)
t (x0)‖ ≤ ε′.

(GUES) globally uniformly exponentially stable, if there exist positive constants M , λ such

that: ‖φA(·)
t (x0)‖ ≤M e−λt‖x0‖, for every x0 ∈ Rn , t > 0, A(·) ∈ AA.

Due to the fact that the dynamics is linear in the state variable, the local and global notions

of stability are equivalent. More precisely, it was proved in [10] that, for system (5.2) subject to

H0, the three notions AS, UAS, GUES and the notion of attractivity are all equivalent (see

also the bibliographical note in [39]). In addition, if the system is unstable, then there exists a

switching function A(·) ∈ AA and an initial condition x0 such that limt→∞ ‖φA(·)
t (x0)‖ → ∞. In

the following, we just refer to the notions of stability, instability and GUES.

Remark 5.1 Since for the stability issue, a system of type (5.2), subject to H0, is uniquely

determined by a compact set A of n × n real matrices, we identify A with the corresponding

system for the rest of the chapter. For instance, when we say that A is GUES , we mean that

the corresponding system of type (5.2) is GUES.

We will often consider the problem of determining whether a system, belonging to a certain

class C of systems of type (5.2) subject to H0, is GUES or not. Notice that fixing such a class

of systems means to fix a set of compact subsets of Rn×n i.e. C can be identified with a subset

of {A ⊂ Rn×n : A compact}.

For a system (5.2) subject to H0, it is well known that the GUES property is a consequence

of the existence of a common Lyapunov function.

Definition 5.2 A common Lyapunov function (LF for short) V : Rn −→ R+ , for a switched

system (S) of the type (5.2), is a continuous function such that V is positive definite (i.e.

V (x) > 0, ∀x 6= 0, V (0) = 0) and V is strictly decreasing along nonconstant trajectories of (S).

Vice-versa, it is known that, given a GUES system of the type (5.2) subject to (H0), it is

always possible to build a C∞ common Lyapunov function (see for instance [32, 48, 49, 50] and

the bibliographical note in [39]).

Anyway, the problem of finding a LF or proving the nonexistence of a LF is in general a

difficult task. Sometimes, it is even easier to prove directly that a system is GUES or unstable.

An example is provided below by bidimensional switched systems.
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5.1.1 Single-Input Bidimensional Switched Systems

Consider a bidimensional system with single input of the type:

ẋ(t) = u(t)Ax(t) + (1 − u(t))Bx(t), (5.3)

where x ∈ R2 , A and B are two 2 × 2 real Hurwitz matrices and u(·) is a measurable function

defined on R+ and taking values in U equal either to [0, 1] or {0, 1}. In the sequel, we call Ξ

the class of bidimensional systems of the above form. This class is parameterized by couples of

2 × 2 real Hurwitz matrices.

Remark 5.2 Whether systems of type (5.3) are GUES or not is independent on the specific

choice U = [0, 1] or U = {0, 1}. In fact, this is a particular instance of a more general result

stating that the stability properties of systems (5.2) subject to H0 only depend on the convex

hull of the set A, see Proposition 5.1 and Remark 5.6 below, and Section 5.1.4.

In [61], the authors provide a necessary and sufficient condition on the pair (A,B) to share

a quadratic LF, but it is known (see for instance [32, 51, 29, 67]) that there exist GUES linear

bidimensional systems not admitting a quadratic LF.

In [32], Dayawansa and Martin posed the problem of finding the minimal degree of a poly-

nomial LF. More precisely, the problem posed by Dayawansa and Martin is the following:

Problem P: Define ΞGUES ⊂ Ξ as the set of GUES systems of the type (5.3). Find the

minimal integer m such that every system of ΞGUES admits a polynomial LF of degree less or

equal than m.

Remark 5.3 In the problem posed by Dayawansa and Martin, it is implicitly assumed that a

GUES system always admits a polynomial common Lyapunov function. This fact was first

proved by Molchanov and Pyatnitskii in [48, 49] under the assumption that the set A is of the

form A= {(aij)i,j=1,...n : a−ij ≤ aij ≤ a+
ij}. In [50] the authors state the result, with no further

details, under the more general hypothesis A just compact. In the case in which the convex hull

of A is finitely generated, the existence of a polynomial common Lyapunov function for GUES

systems was proved by Blanchini and Miani [12, 13], in the context of uncertain systems.

Since the proofs of Molchanov, Pyatnitskii, Blanchini and Miani need non-trivial intermediate

results, in this chapter we provide a self-contained proof, based on a more direct argument, for

a set A satisfying the weaker hypothesis that its convex hull is compact (see Theorem 5.1 and

Remark 5.6)

As for the GUES issue, it was completely resolved in [14], where a necessary and sufficient

condition for a system of type (5.3) to be GUES was found directly, without looking for a LF

(see Section 5.3 and Theorem 5.3 for more details). This is a typical example in which it is

easier to study directly the stability rather than looking for a LF.

5.1.2 Sets of Functions Sufficient to Check GUES

The concept of Lyapunov function is useful for practical purposes when one can prove that, for

a certain class of systems, if a LF exists, then it is possible to find one of a certain type and
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possibly as simple as possible (e.g. polynomial with a bound on the degree, piecewise quadratic

etc.).

More precisely, consider a class C of systems of type (5.2) in Rn subject to H0, in the sense

of Remark 5.1. One would like to find a class of functions SC , identified by a finite number of

parameters, which is sufficient to check GUES for systems belonging to C i.e., if a system of

C admits a LF, then it admits one in SC . Once such a class of functions is identified, then in

order to verify GUES, one could use numerical algorithms to check (by varying the parameters)

whether a LF exists (in which case the system is GUES) or not (meaning that the system is

not GUES).

For instance, a remarkable result for a given class C of systems in Rn could be the following:

Claim: there exists a positive integer m (depending on n) such that, whenever a system of

C admits a LF, then it admits one that is polynomial of degree less than or equal to m. In other

words, the class of polynomials of degree at most m is sufficient to check GUES for the class

C.

If this result were true, one could use numerical algorithm to check, among all polynomial

of degree m (varying the coefficients), if there is one that is a LF. Unfortunately, this claim is

not true, even for the simplest non trivial case of class of systems in R2 , namely systems of type

Ξ (cf. Equation (5.3)).

The next definition formalizes the idea of class of functions sufficient to check GUES.

Definition 5.3 We say that a subset S of C0(Rn ,R) is finitely (or q-finitely) parameterized if

there exist Ω ⊂ Rq for a positive integer q and a bijective map Ψ : Ω ⊆ Rq → S ⊂ C0(Rn ,R). A

subset S of C0(Rn ,R) is said to be sufficient to check GUES for a class C of systems of type

(5.2) in Rn (SSF for short), if every GUES system of C admits a LF in S. A subset S of

C0(Rn ,R) is said to be a (q-parameters) finite set of functions sufficient to check GUES for a

class C of systems of type (5.2) in Rn (finite-SSF for short), if S is q-finitely parameterized

and is an SSF for C.

If a subset S of C0(Rn ,R) is not finitely parameterizable but is an SSF for a class of systems

C, we call S an ∞-SSF.

Remark 5.4 In [13], a concept similar to those introduced in the previous definition was provided

and it was called “universal class of Lyapunov functions”.

Using the previous definitions, the results and the problem formulated in [32] can be rephrased

in the following way:

R1 for systems (5.2) subject to H0, the set C∞(Rn ,R) is an ∞-SSF;

R2 for linear bidimensional systems of the class Ξ (cf. equation (5.3)), the set of quadratic

functions is not a SSF;

P let Pm be the set of polynomial functions of two variables with degree at most m. What is

the minimal m such that Pm is a finite-SSF for the linear bidimensional systems of the

class Ξ?
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Remark 5.5 Notice that, to check numerically the existence of a LF using the concept of finite-

SSF, one needs some regularity properties of the functions of the family, with respect to the

parameters (at least continuity). Anyway, this discussion is out of the purpose of this chapter.

5.1.3 Main Results

We first provide a proof that the implicit assumption of Dayawansa and Martin (i.e. that a

linear GUES switched system always admits a polynomial LF, cf. Remark 5.3) is correct for a

set A just compact.

Theorem 5.1 If the origin is a GUES equilibrium for the switched system (5.2) subject to H0,

then there exists a polynomial LF.

The above result can be stated equivalently as follows.

Theorem 1.4 bis. The set of polynomials from Rn to R, is an ∞-SSF for linear switched

systems (5.2) subject to H0.

The proof of Theorem 5.1 is given in Section 5.2 and the starting point is the construction

of a homogeneous and convex LF W , following the corresponding argument of [32]. The main

idea is then to seek for a (homogeneous) polynomial W̃ whose level sets approximate, in some

suitable sense, those of W and, finally to show that W̃ is also a LF. A similar argument has

also been used in [13], where the authors used an intermediate approximation with polyhedral

Lyapunov functions.

Remark 5.6 In Section 5.1.4, it is proved that the GUES property of (5.2) depends only on

the convex hull of A (proof of Proposition 5.1). The Claim of Section 5.1.4 can be applied

to a compact set A being the convex hull of a set not necessarily compact. For this reason

Proposition 5.1 and Theorem 5.1 hold under the weaker hypothesis:

(H0-weak) the set A is a measurable subset of the set of n × n real matrices, whose convex

hull is compact.

The core of the chapter consists of showing that problem P does not have a solution, i.e. the

minimum degree of a polynomial LF cannot be uniformly bounded over the set of all GUES

systems of the form (5.3). More precisely, we have the following:

Theorem 5.2 Let ΞGUES ⊂ Ξ be the set of all GUES systems of the type (5.3). If (A,B) is a

pair of 2× 2 real matrices giving rise to a system of ΞGUES, let m(A,B) be the minimum value

of the degree of any polynomial LF associated to that system. Then m(A,B) cannot be bounded

uniformly over ΞGUES.

The above result can be stated equivalently as follows.

Theorem 1.5 bis. Let Pm the set of polynomial functions from R2 to R of degree at most

m. Then Pm is not a finite-SSF for Ξ.

The proof, given in Section 5.4, is based on ideas developed in [14], where necessary and

sufficient conditions for GUES of systems (5.3) are provided. We build a sequence of GUES
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systems corresponding to a sequence of pairs of matrices (Ai, Bi), i ≥ 1. The sequence of systems

is chosen in such a way that the limit system is uniformly stable but not attractive. In particular,

that limit system admits a nontrivial periodic trajectory whose support Γ is a C1 but not a C2

submanifold of the plane. To each GUES system of the sequence, one considers any polynomial

LF VĀi,B̄i
whose degree is at most m. We prove that a subsequence of (VĀi,B̄i

) converges to a

non zero polynomial function V (of degree at most m) which admits Γ as a level set. Since Γ is

not analytic, a contradiction is reached.

Remark 5.7 The result given by Theorem 5.2 generalizes to dimensions higher than 2 as follows.

Let (Ai, Bi), i ≥ 1, be a sequence of 2×2 matrices such that i) the corresponding systems of type

(5.3) are GUES, ii) the limit is uniformly stable but not attractive. As explained above, for this

sequence of systems it is not possible to build a sequence of polynomial LF of uniformly bounded

degree. Consider now the sequence of systems in Rn , n ≥ 2, of the form ˙̄x = uĀix̄+ (1− u)B̄ix̄

corresponding to the matrices:

Āi=




Ai 0

−1 ... ...
...

0 0 −1 ...
...

...
...

. . .
...

0 ... ... −1




, B̄i=




Bi 0

−1 ... ...
...

0 0 −1 ...
...

...
...

. . .
...

0 ... ... −1




(5.4)

Each system of the sequence is GUES but the limit system is not (it is just uniformly stable).

Now, if VĀi,B̄i
, i ≥ 1, are the corresponding polynomial LFs, then they cannot be polynomials

of uniformly bounded degree since this is not true for the restriction of VĀi,B̄i
to the first two

variables.

Remark 5.8 (extension to piecewise polynomial functions (PPF)). Another class of

functions commonly used to check GUES is that of piecewise quadratic functions or more

generally piecewise polynomial functions (PPF for short). Here, by a PPF, we mean a continuous

function V ∈ C0(Rn ,R) together with a finite number q of cones Kj, 1 ≤ j ≤ q, based at zero

and partitioning Rn so that V is a polynomial function of degree dj on Kj , 1 ≤ j ≤ q. We refer

to m(V ) := max{q, d1, ..., dq} as the total degree of V .

It is tempting to state a version of problem P by replacing polynomial functions of degree

at most m with PPFs of total degree at most m.

Again, the PPF version of problem P does not have a solution for n = 2, i.e. the minimum

total degree of a piecewise polynomial LF cannot be uniformly bounded over the set of all GUES

system of the form (5.3). The argument is a simple extension of the proof of Theorem 5.2 and

it is briefly mentioned in Remark 5.14.

The last results of the chapter concern the existence and the characterization of a finite-SSF

for systems of the type (5.2) subject to H0.

Let us define the convex semicone generated by a set D ⊂ Rn as the set of points λx with

λ > 0 and x ∈ co(D), where co(D) denotes the convex hull of the set D. With this definition,

the point x = 0 does not belong to the convex semicone generated by a set D, if 0 /∈ co(D).

First of all, we prove the following (see Section 5.1.4 for the argument).
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Proposition 5.1 For every compact subset A of Rn×n (i.e. verifying H0), let SA be the system

of the type (5.2) associated to A. Then, for A and A′ verifying H0 and generating the same

convex semicone, SA is GUES (resp. uniformly stable) if and only if SA′ is GUES (resp.

uniformly stable).

Based on converse Lyapunov theorems, one can deduce some trivial existence results for finite-

SSFs. For instance, consider a class C of systems of type (5.2) in Rn subject to H0 and satisfying

the following property: for every A ∈ C, the convex hull of A is generated by at most k matrices

n× n, where k is a positive integer. One can build a finite-SSF for the class C as follows.

First of all, it follows directly from Definition 5.3 that we may simply assume that C is made

of GUES systems. Thanks to Proposition 5.1, the class C can be parameterized by k-tuples

of n × n matrices, defined up to their norm. In this way, a k(n2 − 1)-parameters finite-SSF

is provided for the class C. For instance, the class Ξ of two-dimensional systems of type (5.3)

admits a 6-parameters finite-SSF.

The above construction is not explicit and therefore is not useful to check GUES. Similarly

to Lyapunov functions, it is then clear that the real challenge for finite-SSFs concerns their

explicit characterization. For classes of systems of type (5.2) in Rn with n ≥ 3, that issue is

completely open in general. In dimension two we provide an explicit 5-parameters finite-SSF

for Ξ, using the necessary and sufficient conditions for GUES given in [14]. This is the content

of Section 5.5.

Clearly, Ξ can be parameterized by the pairs (A,B) of 2 × 2 real Hurwitz matrices, where

both A and B are defined up to their norm. The construction of the explicit finite-SSF goes as

follows. As done previously, we may assume that the pair (A,B) gives rise to a GUES system.

By taking advantage of the complete characterization of GUES systems of the class Ξ given in

[14], one can explicitly associate to every GUES pair (A,B) a LF as explained next. We start

by defining, from (A,B), a pair (Ã, B̃) giving rise to a system of Ξ which is uniformly stable but

not attractive. Such a system admits a closed trajectory whose support Γ is a simple Jordan

closed curve (cf. Sections 5.3, 5.4). We then construct a homogeneous positive definite function

V whose level set 1 is Γ. We finally show that V is a LF for (A,B). Since the set of (Ã, B̃) built

from the GUES pairs (A,B) can be parameterized by using five parameters, we end up with a

five-parameters finite-SSF.

5.1.4 The Stability Properties of (5.2) Only Depend on the Convex Hull of

the set A

We provide here the proof of Proposition 5.1. First, let us show the following:

Claim. Consider the switched system (5.2), under H0, and let A′ be a measurable subset of A

such that the convex hull of A′ contains A. Then the following two conditions are equivalent:

i) the system is GUES (resp. uniformly stable), with A(·) measurable, taking values in A,

ii) the system is GUES (resp. uniformly stable), with A(·) measurable, taking values in A′.

Proof of the Claim. Let AA (resp. AA′) be the set of measurable functions A(·) : [0,∞[→ A

(resp. A(·) : [0,∞[→ A′). Since A′ is contained in A then the implication i) ⇒ ii) is obvious.
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Let us prove the other implication (that is strictly related to the classical approximability

theorems in control theory). We start considering uniform stability. By contradiction, assume

that we can find ǫ > 0 satisfying the following. There exists a sequence of points (xl) tending

to zero and a sequence of controls Al(·) ∈ AA such that the corresponding trajectory γl starting

at xl exits the interior of the ball of radius ǫ for some time tl. Using classical approximability

results (see for instance [4]), the trajectory γl can be approximated in the L∞-norm on [0, tl] by

a trajectory γ′l corresponding to a switching function A′
l(·) ∈ AA′ and starting at xl. Hence γ′l

exits the interior of the ball of radius ǫ/2 at time tl. We reached a contradiction.

Now we want to prove that GUES holds in the case A(·) ∈ AA′ implies GUES holds in the

case A(·) ∈ AA. Since A is compact, we know (see Definition 5.1 and below) that attractivity

and GUES are equivalent for the corresponding switched system. Therefore, proceeding by

contradiction, we can assume that there is a trajectory γ(·) of the switched system corresponding

to A(·) ∈ AA not converging to zero. That means that there exist ǫ > 0 and a sequence tn of times

tending to infinity such that |γ(tn)| > ǫ. As before, we can approximate γ(·) on the interval

[0, tn] with a trajectory γn(·) corresponding to controls taking values in A′, in such a way that

|γn(tn)| > ǫ/2 . But this is impossible since we have assumed GUES for the switched system

with A(·) ∈ AA′.

Notice that one can provide an alternative argument for the GUES part of Proposition 5.1, by

using LFs.

Then one immediately extend to semicones observing that the stability properties of the

system (5.2), subject to the compactness hypothesis H0, depend only on the shape of the

trajectories and not on the way in which they are parameterized.

5.2 Existence of Common Polynomial Lyapunov Functions

In this section, we prove Theorem 5.1. The starting point of the argument follows the first part

of the proof of an analogous result in [32].

We define the function V : Rn → R+ by:

V (x) = sup
A(·)∈AA

∫ +∞

0
‖φA(·)

t (x)‖2dt .

The function V is well defined since there exist positive constants C, µ such that, for all t ≥ 0

and x ∈ Rn :

‖φA(·)
t (x)‖ ≤ C e−µt‖x‖.

Note that V is homogeneous of degree 2 and continuous. In addition, we next show that V is

strictly convex. That fact will be crucial later in the argument. Fix x, y ∈ Rn and x 6= y. Let

A(·) be a switching function. The function x 7→ ‖φA(·)
t (x)‖2 is strictly convex. Moreover, for

every λ ∈]0, 1[, by compactness of A , the expression:

λ ‖φA(·)
t (x)‖2 + (1 − λ) ‖φA(·)

t (y)‖2 − ‖φA(·)
t (λx+ (1 − λ)y)‖2,

is nonnegative for every t ≥ 0 and is bounded from below by a positive constant on some interval

[0, t̄], uniformly with respect to A(·).

98



Therefore, dividing the integration interval into the two intervals [0, t̄] and [t̄,+∞] and taking

a maximizing sequence of switching functions for V (λx+ (1 − λ) y), we have:

V (λx+ (1 − λ) y) < λV (x) + (1 − λ)V (y), ∀λ ∈]0, 1[, ∀x, y ∈ Rn .
It is shown in [32] that V is a LF. Nevertheless, we need to consider at least C1 Lyapunov

functions, therefore we define:

Ṽ (x) =

∫

SO(n)
f(R)V (Rx) dR .

where f : SO(n) −→ [0,+∞[ is a smooth function with support on a small neighborhood of the

identity matrix and
∫
SO(n) f(R) dR = 1 .

In [32], it is also shown that Ṽ is a smooth LF except at the origin. Moreover, since V is

homogeneous of degree 2 and strictly convex, it follows that Ṽ also satisfies such properties.

We consider now the function W (x) =
√
Ṽ (x) , which is a continuous, positively homogeneous

LF. Therefore, W−1(1) is a compact set. Using the fact that the set {x : W (x) < 1} is strictly

convex, we construct a polynomial LF W̃ by approximating the level sets ofW . For this purpose,

we need the following preliminary result which describes a continuity property of the function

∇W (y) ·Dx with respect to x, y, D.

Lemma 5.1 Let us set:

M := min
x∈W−1(1) D∈A

[
−∇W (x) ·Dx

]
.

Then, for every ε ∈ (0,M), there exists δ ∈ (0, 1) such that, for every x, y ∈ W−1(1) with

∇W (y) · x > 1 − δ and every D ∈ A, one has:

∇W (y) ·Dx < −ε.

Proof of the Lemma. First of all, notice that M is well defined since it is the infimum of

a continuous function over a compact set. Moreover, M > 0 because W is a LF.

Since, by homogeneity, ∇W (y) · y = W (y) = 1, we have:

∇W (y) · x = 1 −∇W (y) · (y − x),

and then the hypothesis is equivalent to ∇W (y) · (y − x) < δ .

Reasoning by contradiction, assume that there exists a sequence (xj , yj ,Dj) such that ∇W (yj) ·
Djxj ≥ −ε and ∇W (yj) · (yj − xj) converges to 0 as j goes to infinity. By compactness,

we can find a subsequence of (xj , yj,Dj) converging to (x̄, ȳ, D̄) and therefore, by continuity,

∇W (ȳ) · D̄x̄ ≥ −ε and ∇W (ȳ) · (ȳ − x̄) = 0.

Therefore ȳ − x̄ belongs to the tangent space at ȳ of the strictly convex set W−1([0, 1]). Since

x̄ also belongs to the boundary of that set, it must be ȳ = x̄. It implies ∇W (ȳ) · D̄x̄ =

∇W (x̄) · D̄x̄ ≤ −M and we reach a contradiction.
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Remark 5.9 Taking −x instead of x, one obtains that for every x, y ∈W−1(1) and every D ∈ A,

then ∇W (y) · x < −1 + δ =⇒ ∇W (y) ·Dx > ε.

To conclude the proof of the theorem, we take δ ∈ (0, 1) corresponding to some ε as in the

lemma above, and for every y ∈W−1(1) we consider the open sets By =
{
x ∈ Rn : ∇W (y) ·x >

1 − δ/2
}
. Since y ∈ By, we have that {By}y∈W−1(1) is an open covering of the compact set

W−1(1) , and therefore we can find y1, . . . , yN points of W−1(1) such that the union of Byk
,

k = 1, . . . , N , covers W−1(1) .

Let us define:

W̃ (x) :=

N∑

k=1

(∇W (yk) · x)2p .

We claim that, for an integer p large enough, W̃ is a polynomial LF. For D ∈ A and x ∈ Rn ,

x 6= 0, we have:

∇W̃ (x) ·Dx = 2p

N∑

k=1

(
∇W (yk) · x

)2p−1∇W (yk) ·Dx, (5.5)

and we want to show that ∇W̃ (x)·Dx < 0. By homogeneity, it is enough to do it for x ∈W−1(1).

Set:

K := max
x,y∈W−1(1), D∈A

∇W (y) ·Dx.

If, for some index k in {1, ..., N}, one has |∇W (yk) · x| ≤ 1 − δ. Then:

|
(
∇W (yk) · x

)2p−1∇W (yk) ·Dx| ≤ (1 − δ)2p−1K.

Otherwise, if the inequalities 1− δ/2 ≥ |∇W (yk) · x| > 1− δ hold, then, by the previous lemma

and remark, one has that the corresponding term in the summation must be negative.

Finally, since by the definition of the points yk, there exist at least two distinct indices k1 and

k2 such that x ∈ Byk1
and −x ∈ Byk2

we have that:

(
∇W (yki

) · x
)2p−1∇W (yki

) ·Dx < −(1 − δ/2)2p−1ε.

Summing up, we deduce that:

∇W̃ (x) ·Dx < 2p
(
− 2(1 − δ/2)2p−1ε+ (N − 2)(1 − δ)2p−1 K

)
=

= −4p(1 − δ/2)2p−1ε
(
1 − K(N−2)

2ε

(
1−δ

1−δ/2

)2p−1)
.

For p large enough, the right-hand side of previous expression is negative, uniformly with respect

to D ∈ A and x ∈W−1(1). The theorem is proved.

Remark 5.10 One can also check that the level set W̃−1(1) approximates, as p tends to +∞,

the corresponding level set of the function maxk=1,...,N |∇W (yk) · x| (which is a polytope) and,

therefore, the latter is a LF as well (cf. [13]).
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5.3 Necessary and Sufficient Conditions for GUES of Bidimen-

sional Systems

Consider the following property:

(P) The bi-dimensional switched system given by:

ẋ(t) = u(t)Ax(t) + (1 − u(t))Bx(t), where u(·) : [0,∞[→ [0, 1], (5.6)

is GUES at the origin.

In this section, we recall the main ideas from [14], to get a necessary and sufficient condition on

A and B under which (P) holds, or under which we have at least uniform stability. Theorem 5.3

contains the precise statement of this result.

Remark 5.11 Recall that, by Proposition 1 (proved in Section (5.1.4)), the necessary and suffi-

cient condition for stability of the system (5.6) are the same if we assume u(·) taking values in

{0, 1} or in [0, 1], or if we multiply A and B by two arbitrary positive constants.

Set M(u) := uA + (1 − u)B, u ∈ [0, 1]. In the class of constant functions the asymptotic

stability of the origin of the system (5.6) occurs if and only if the matrix M(u) has eigenvalues

with strictly negative real part for each u ∈ [0, 1]. So this is a necessary condition for GUES.

On the other hand it is known that if [A,B] = 0 then the system (5.6) is GUES. So, in what

follows, we always assume the conditions:

H1: Let λ1, λ2 (resp. λ3, λ4) be the eigenvalues of A (resp. B). Then Re(λ1), Re(λ2), Re(λ3),

Re(λ4) < 0.

H2: [A,B] 6= 0 (that implies that neither A nor B is proportional to the identity).

For simplicity we will also assume:

H3: A and B are diagonalizable in C (notice that if H2 and H3 hold then λ1 6= λ2, λ3 6= λ4).

H4: Let V1,V2 ∈ C P 1 (resp. V3,V4 ∈ C P 1) be the eigenvectors of A (resp. B). Then

Vi 6= Vj for i ∈ {1, 2}, j ∈ {3, 4} (notice that, from H2 and H3, the Vi’s are uniquely

defined, V1 6= V2 and V3 6= V4, and H4 can be violated only when both A and B have

real eigenvalues).

All the other cases in which H1 and H2 hold are the following:

• A or B are not diagonalizable. This case (in which (P) can be true or false) can be treated

with techniques entirely similar to the ones of [14].

• A or B are diagonalizable, but one eigenvector of A coincides with one eigenvector of B.

In this case, using arguments similar to those of [14], it possible to conclude that (P) is

true.
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We will call respectively (CC) the case where both matrices have non-real eigenvalues, (RR)

the case where both matrices have real eigenvalues and finally (RC) the case where one matrix

has real eigenvalues and the other non-real eigenvalues.

In Theorem 5.3 we will report the main result of [14], which gives necessary and sufficient

conditions for the stability of the system (5.6) in terms of three (coordinates invariant) pa-

rameters given below in Definition 5.4. The first two parameters, ρA and ρB, depend on the

eigenvalues of A and B respectively, and the third parameter K depends on Tr(AB), which is

a Killing-type pseudo-scalar product in the space of 2 × 2 matrices. As explained in [14], the

parameter K contains the inter-relation between the two systems ẋ = Ax and ẋ = Bx, and it

has a precise geometric meaning. It is in 1–1 correspondence with the cross ratio of the four

points in the projective line C P 1 that corresponds to the four eigenvectors of A and B.

Definition 5.4 Let A and B be two 2 × 2 real matrices and suppose that H1, H2, H3 and

H4 hold. Moreover choose the labels (1) and (2) (resp. (3) and (4)) so that |λ2| > |λ1| (resp.

|λ4| > |λ3|) if they are real or Im(λ2) < 0 (resp. Im(λ4) < 0) if they are complex. Define:

ρA := −iλ1 + λ2

λ1 − λ2
; ρB := −iλ3 + λ4

λ3 − λ4
; K := 2

Tr(AB) − 1
2Tr(A)Tr(B)

(λ1 − λ2)(λ3 − λ4)
.

Moreover, define the following function of ρA, ρB ,K:

D := K2 + 2ρAρBK − (1 + ρ2
A + ρ2

B). (5.7)

Notice that ρA is a positive real number if and only if A has non-real eigenvalues and ρA ∈ iR,

ρA/i > 1 if and only if A has real eigenvalues. The same holds for B. Moreover D ∈ R.

Under hypotheses H1 to H4, using a suitable 3-parameter changes of coordinates, it is always

possible to put the matrices A and B, up the their norm (cf. Remark 5.11), in the normal forms

given in the following proposition, where ρA, ρB ,K appear explicitly (see [14] for more details).

Proposition 5.2 (Normal Forms of 2 × 2 Matrices) Let A, B be two 2 × 2 real matrices

satisfying conditions H1, H2, H3 and H4 given in Section 5.3. In the case in which one of the

two matrices has real and the other non-real eigenvalues (i.e. the (RC) case), assume that A is

the one having real eigenvalues. Then there exists a 3-parameter change of coordinates and two

constant αA, αB > 0 such that the matrices A/αA and B/αB (still denoted below by A and B)

are in the following normal forms:

Case in which A and B have both non-real eigenvalues ( constant control case):

A =

(
−ρA −1/E

E −ρA

)
, B =

(
−ρB −1

1 −ρB

)
, (5.8)

where ρA, ρB > 0, |E| > 1. In this case, K = 1
2(E + 1

E ). Moreover, the eigenvalues of A

and B are respectively −ρA ± i and −ρB ± i.
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Case in which A has real and B non-real eigenvalues ((RC) case):

A =

(
−ρA/i+ 1 0

0 −ρA/i− 1

)
, (5.9)

B =

(
−ρB − cα/i −

√
1 − c2α√

1 − c2α −ρB + cα/i

)
, (5.10)

where ρB > 0, ρA/i > 1, K ∈ iR. In this case, the eigenvalues of A and B are respectively

−ρA/i± 1 and −ρB ± i.

Case in which A and B have both real eigenvalues ((RR) case):

A =

(
−ρA/i+ 1 0

0 −ρA/i− 1

)
, (5.11)

B =

(
K − ρB/i 1 −K

1 + K −K − ρB/i

)
, (5.12)

where ρA/i, ρB/i > 1 and K ∈ R \ {±1}. In this case, the eigenvalues of A and B are

respectively −ρA/i± 1 and −ρB/i± 1.

The parameter K contains important information about the matrices A and B. They are

stated in the following Proposition that can be easily proved using the normal forms given above.

Proposition 5.3 Let A and B be as in Definition 5.4. Then: i) if A and B have both complex

eigenvalues, then K ∈ R and |K| > 1; ii) if A and B have both real eigenvalues, then K ∈R \ {±1}; iii) A and B have one complex and the other real eigenvalues if and only if K ∈ iR.

Theorem 5.3, stated below for completeness, is the main result of [14], and gives necessary

and sufficient conditions for (P) holding true. Below we will point out the main ideas of the

proof, since they are particularly important for our purposes

Theorem 5.3 Let A and B be two real matrices such that H1, H2, H3 and H4, given in

Section 5.3, hold and define ρA, ρB ,K,D as in Definition 5.4. We have the following stability

conditions:

Case (CC) If A and B have both complex eigenvalues then:

Case (CC.1) if D < 0 then (P) is true;

Case (CC.2) if D > 0 then:

Case (CC.2.1) if K < −1 then (P) is false;

Case (CC.2.2) if K > 1 then (P) is true if and only if it holds the following condi-

tion:

ρCC := exp

[
−ρA arctan

(−ρAK + ρB√
D

)
− (5.13)

ρB arctan

(
ρA − ρBK√

D

)
− π

2
(ρA + ρB)

]
×

×
√

(ρAρB + K) +
√
D

(ρAρB + K) −
√
D
< 1
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Case (CC.3) If D = 0 then (P) holds true or false whether K > 1 or K < −1.

Case (RC) If A and B have one of them complex and the other real eigenvalues, define χ :=

ρAK − ρB, where ρA and ρB are chosen in such a way ρA ∈ iR, ρB ∈ R. Then:

Case (RC.1) if D > 0 then (P) is true;

Case (RC.2) if D < 0 then χ 6= 0 and we have:

Case (RC.2.1) if χ > 0 then (P) is false. Moreover in this case K/i < 0;

Case (RC.2.2) if χ < 0, then:

Case (RC2.2.A) if K/i ≤ 0 then (P) is true;

Case (RC2.2.B) if K/i > 0 then (P) is true iff it holds the following condition:

ρRC :=
(m+

m−

)− 1

2
(r(α)/i−1)

e−ρB t̄ × (5.14)

×
(√

1 − c2αm
− sin t̄ − (cos t̄ − cα

i
sin t̄)

)
< 1

where:

m± :=
−χ±

√
−D

(−ρA/i− 1)K/i

t̄ = arccos
−r(α)/i + ρBcα/i√

(1 − c2α)(1 + ρ2
B)

Case (RC.3) If D = 0 then (P) holds true whether χ < 0 or χ > 0.

Case (RR) If A and B have both real eigenvalues then:

Case (RR.1) if D < 0 then (P) is true. Moreover we have |K| > 1;

Case (RR.2) if D > 0 then K 6= −ρAρB (notice that −ρAρB > 1) and :

Case (RR.2.1) if K > −ρAρB then (P) is false

Case (RR.2.2) if K < −ρAρB then:

Case (RR.2.2.A) if K > −1 then (P) is true;

Case (RR.2.2.B) if K < −1 then (P) is true iff the following condition holds:

ρRR := −f sym(ρA, ρB ,K)fasym(ρA, ρB ,K) × (5.15)

fasym(ρB , ρA,K) < 1,

where:

f sym(ρA, ρB ,K) :=
1 + ρA/i+ ρB/i+ K −

√
D

1 + ρA/i+ ρB/i+ K +
√
D

;

faym(ρA, ρB ,K) :=

(
ρB/i−KρA/i−

√
D

ρB/i−KρA/i+
√
D

) 1

2
(ρA/i−1)

.
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Figure 5.1: Proof of the stability conditions

Case (RR.3) If D = 0 then (P) holds true or false whether K < −ρAρB or K > −ρAρB.

Finally, if (P) is not true, then in case CC.2.2 with ρCC = 1, case (RC.2.2.B), with ρRC = 1,

case (RR.2.2.B), with ρRR = 1, case (CC.3) with K < −1, case (RC.3) with χ > 0 and case

(RR.3) with K > −ρAρB, the origin is just stable.

In the other cases, the system is unstable.

Remark 5.12 Formula (5.15) is a corrected version of Formula (6), p.93, of [14] and it is proved

in Subsection 5.3.1.

We next describe the main idea of the proof. All details can be found in [14].

Definition 5.5 The worst trajectory γx0
i.e. the trajectory (based at x0) having the following

property. At each time t, γ̇x0
(t) forms the smallest angle (in absolute value) with the (exiting)

radial direction (Figure 5.1 A).

Then the system (5.6) is GUES if and only if, for each x0 ∈ R2 , the worst trajectory γx0
tends

to the origin. The worst trajectory is constructed as follows. We study the locus Q−1(0) (where

Q(x) := det(Ax,Bx)) where the two vector fields Ax and Bx are collinear. The quantity D,

defined in Definition 5.4, is proportional to the discriminant of the quadratic form Q. We have

several cases:

• If Q−1(0) contains only the origin then, in the constant control and (RC) case, one vector

field points always on the same side of the other and the worst trajectory is a trajectory of

a fixed vector field (either Ax or Bx). In that case, the system is GUES (case (CC.1) and

(RC.1) of Theorem 5.3), see Figure 5.1, case B. The situation is similar in case (RR.1)

(the worst trajectory tends to the origin).
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• If Q−1(0) does not contain only the origin then it is the union of two lines passing through

the origin (since Q is a quadratic form). If at each point of Q−1(0), the two vector fields

have opposite direction, then there exists a trajectory going to infinity corresponding to a

constant switching function (see Figure 5.1, case C). This correspond to cases (CC.2.1),

(RC.2.1) and (RR.2.1) of Theorem 5.3. In that situation, there exists u ∈ [0, 1] such

that the matrix M(u) := uA + (1 − u)B, u ∈ [0, 1] admits an eigenvalue with positive

real part. If at each point of Q−1(0), the two vector fields have the same direction, then

the system is GUES if and only if the worst trajectory turns around the origin and after

one turn the distance from the origin is decreased. (see Figure 5.1, cases D and E). The

quantities ρCC ,ρRC ,ρRR defined in Theorem 5.3 (for the three cases (CC), (RC), (RR)

resp.) represent the distance from the origin of the worst trajectory (that at time zero

is at distance 1), after one half turn. This correspond to cases (CC.2.2), (RC.2.2) and

(RR.2.2) of Theorem 5.3.

• Finally (CC.3), (RC.3) and (RR.3) are the degenerate cases in which the two straight

lines coincide.

5.3.1 Proof of Formula (5.14)

In this paragraph, we prove Formula (5.14), i.e. in the (RC.2.2.B) case, we determine an

inequality defining the set of parameters r(α), ρB, K such that the property (P) , stated in

Section 5.3, holds.

Thanks to Proposition 5.2 (see also [14], Appendix B, p.110), we can find a coordinate

transformation such that (up to a rescaling of the matrices) A and B are given by equations

(5.9), (5.10). In the case (RC.2.2.B), we have D := K2 + 2ρAρBK − (1 + ρ2
A + ρ2

B) < 0,

χ := ρAK − ρB < 0, cα/i > 0. Moreover, the set Q−1(0) is the union of two lines passing from

the origin and, at each point of Q−1(0), the two vector fields point in the same direction. One

easily checks that the slope of the two lines defining Q−1(0) is:

m± =
−χ±

√
−D

(−r(α)/i − 1)
√

1 − c2α
.

Notice that, in our case we have m± < 0 and m+ < m−.

In this case, the worst trajectories are concatenations of arcs of integral curves of the vector

fields Ax, Bx and rotate counterclockwise around the origin. More precisely, they are integral

curves of Ax from the line x2 = m+x1 to the line x2 = m−x1, and integral curves of Bx

otherwise.

Therefore, starting from the point
( 1

m+

)
(with the field Ax), we follow the worst trajectory

until it touches again the line x2 = m+x1. Property (P) is then satisfied if and only if ρRC < 1,

where ρRC is the absolute value of the first coordinate of the final point.

One can easily compute that the first switching time is t1 =
1

2
log

m+

m− , which is positive
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since
m+

m− > 1. Moreover, the integral curve of Bx starting from the point
( 1

m−

)
is:

e−ρBt
( −

√
1 − c2αm

− sin t + (cos t − cα
i sin t)√

1 − c2α sin t + m−(cos t + cα
i sin t)

)
,

and, setting the ratio between the second coordinate and the first one equal to m+, one obtains

that the second switching time is t2 = arccos
−r(α)/i+ ρBcα/i√

(1 − c2α)(1 + ρ2
B)

. Notice that t2 is well defined

if and only if D < 0 (condition which is satisfied in our case). Moreover, t2 is positive and less

than π. Finally, the inequality we was seeking for is:

ρRC =
(m+

m−

)− 1

2
(r(α)/i−1)

e−ρBt2
(√

1 − c2αm
− sin t2 − (cos t2 − cα

i
sin t2)

)
< 1 .

5.4 Non Existence of a Uniform Bound on the Minimal Degree

of Polynomial Lyapunov Functions

In this section, we prove Theorem 5.2. The starting point of the argument is to consider a pair

of matrices A and B having both non real eigenvalues ((CC) case) and satisfying:

D > 0, K > 1, ρCC = 1. (5.16)

Such a pair exists. Indeed, Figure 5.2 translates graphically the contents of Theorem 5.3 for a

fixed K > 1, in the region of the (ρA, ρB)–plane where ρA, ρB > 0. The open shadowed region

corresponds to values of the parameters ρA, ρB for which the system is GUES. We denote by

S+ the open subset of the shadowed region where D > 0. The curve C represents the limit case

where ρCC = 1. To each internal point of that curve, it is associated a system verifying (5.16),

since D > 0. A system corresponding to such a limit case is not asymptotically stable but just

stable. Moreover, the worst trajectory (see Definition 5.5, and its construction in Section 5.3)

is a periodic curve, whose support is of class C1 but not of class C2 (recall that the switchings

occur on Q−1(0), i.e. when the linear vector fields corresponding to A and B are parallel).

Fix a point (ρA, ρB) ∈ C corresponding to (A,B). Since C is a subset of the boundary of

the open set S+ in the space of parameters (see Figure 5.2), there exists a sequence of points

(ρAk, ρBk) ∈ S+, for k ≥ 1, converging to (ρA, ρB). This exactly means that there exists a

sequence of GUES pairs (Ak, Bk), k ≥ 1, such that (Ak, Bk) tends to (A,B) as k goes to ∞.

Let x = (x1, x2). For every k ≥ 1, consider a polynomial LF Vk of degree at most

mk, i.e. Vk =
∑

1≤i+j≤mk
a

(k)
ij x

i
1x
j
2. Arguing by contradiction, we assume that the sequence

(mk) is bounded by a positive integer m. Up to multiplication by a constant, we can choose∑
1≤i+j≤mk

|a(k)
ij | = 1. By compactness, there exists a subsequence of (Vk) (still denoted by

(Vk)) which converges (uniformly on compact subsets of R2 ) to some non-zero polynomial V

with degree at most m. Note that V (0) = 0 since the Vk’s are LFs.

Fix x0 ∈ R2 , x0 6= 0. Let T > 0 be the period of the worst trajectory γx0
corresponding to the

pair (A,B), and starting at x0 . Note that T is independent of x0. The curve γx0
: [0, T ] → R2
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Figure 5.2: GUES property in the space of parameters and explicit construction of a 5-

parameters SSF for systems of type (5.3). S+ is the region in the (ρA, ρB)–plane in which

the system is GUES and D > 0.

can be seen as the concatenation of at most five arcs of integral curves of ẋ = Ax and ẋ = B x

(see Figure 5.3) and satisfies the Cauchy problem:

{
ẋ = C(t)x,

x(0) = x0,

where C(t) is equal to A or B on subintervals of [0, T ].

For k ≥ 1, consider the Cauchy problem:

{
ẋ = Ck(t)x,

x(0) = x0,

where Ck(t) = Ak if C(t) = A and Ck(t) = Bk if C(t) = B. Then, γk is a trajectory of

the switched system of the type (5.3) associated to (Ak, Bk). Since, the right-hand side of the

previous equation is Lipschitz continuous in x and piecewise continuous in t, then the solutions

γk converge uniformly to γx0
on [0, T ].

We next show that V remains constant on γx0
. For k ≥ 1 and t ∈ [0, T ], one has:

‖Vk ◦ γk(t) − V ◦ γx0
(t)‖ ≤ ‖Vk ◦ γk(t) − V ◦ γk(t)‖ + ‖V ◦ γk(t) − V ◦ γx0

(t)‖.

By uniform convergence of Vk to V and of γk to γx0
, and by continuity of V , we deduce that

Vk ◦ γk(t) converges to V ◦ γx0
(t) for every fixed t.

Since, for every k ≥ 1, Vk is a LF for the switched system of the type (5.3) associated to

(Ak, Bk), then Vk ◦ γk is a decreasing function and, hence, V ◦ γx0
is non-increasing. Moreover

V ◦ γx0
(T ) = V ◦ γx0

(0). Therefore, V ◦ γx0
must be constant. It implies that there exists t1 > 0
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Figure 5.3: The “worst trajectory”

such that either V (eAtx0) or V (eBtx0) is constant on [0, t1]. With no loss of generality, assume

the first alternative. Since the map t 7→ V (eAtx0) is real analytic, it follows that V (eAtx0) is

constant over the whole real line. By letting t go to +∞, since eAtx0 → 0, we deduce that

V (x0) = V (0) = 0. Since x0 is an arbitrary non zero point of R2 , we get that V ≡ 0, which is

not possible.

Remark 5.13 The construction of the sequence (Ai, Bi) with unbounded degree for polynomial

LF was performed for matrices having both non real eigenvalues (that corresponds to the (CC)

case). The same construction can be reproduced for the (RC) and (RR) cases.

Remark 5.14 For the PPF case (see Remark 5.8), the above argument can be easily modified to

get that the minimum total degree of a piecewise polynomial LF cannot be uniformly bounded

over the set of all GUES systems of the form Ξ (cf. equation 5.3). Indeed, let Vk be the

sequence of PPFs taking the value V l
k(x) =

∑
1≤i+j≤m a

(k)
ijl x

i
1x
j
2 in the cone K l

k, for 1 ≤ l ≤ m.

Here, to simplify the notation, we assume without loss of generality, that, for each element of

the sequence, the number of cones and the degree of V l
k(x) is always m.

Each cone can be identified by a couple of angles with the x1-direction. Therefore to each

function Vk we can associate am-uple of angles (αk1 , . . . , α
k
m) such that the coneK l

k coincides with

the region between the lines corresponding to αlk and αl+1
k . In particular, up to subsequences, we

can assume that the numbers αlk converge to αl. Similarly to the case above, we can normalize

the coefficients of the LFs Vk by
∑m

l=1

∑
1≤i+j≤m |a(k)

ijl | = 1 and consider a subsequence of the

coefficients converging to aijl. Then, if we define V as the PPF such that V (x) = V l(x) =∑
1≤i+j≤m aijlx

i
1x
j
2 on the cone K l defined by the angles αl and αl+1, it is easy to verify that

Vk(x) converges uniformly on compact subsets of R2 to V (x). We can conclude the proof as

before showing that V l(x0) = V (0) = 0 for arbitrary x0, which leads to a contradiction.
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5.5 Explicit Construction of a finite-SSF for Systems of Type

(5.3)

In this section, we provide a 5-parameters finite-SSF for the class Ξ of bidimensional systems

of type (5.3). Recall that for what concern the stability issue, Ξ can be parameterized by the

6-parameters family provided by the pairs (A,B) (of 2 × 2 matrices) defined up to their norm.

As explained in the introduction, it is enough to construct a LF for a pair (A,B) giving rise

to a GUES system of Ξ. We only treat the (CC.2.2) case since, in all the other cases, the

construction is entirely similar.

In the (CC) case, after a three-parameters change of coordinates, the normal form for the

pair (A,B) is given by (see Proposition 5.2):

A =

(
−ρA −1/E

E −ρA

)
, B =

(
−ρB −1

1 −ρB

)
, E > 0.

Moreover, in the (CC.2.2) case, we have K > 1, D > 0 and ρCC < 1, where K := 1/2(E+1/E),

D and ρCC being respectively defined in (5.4) and (5.13). Recall that, for fixed K > 1 (i.e fixed

E > 1), Figure 5.2 describes, in the (ρA, ρB)-plane, the status of each point with respect to the

GUES issue.

We now associate, to every GUES pair (A,B), a pair (Ã, B̃) corresponding to a system

of the type (5.3) uniformly stable but not attractive. Consider in Figure 5.2 the line segment

joining the point (0, 0) to (ρA, ρB) in the S+ region. That segment intersects the curve C in a

point (ρ̃A, ρ̃B). That results from the Jordan separation theorem and the fact that C connects

the points (
√
K2 − 1, 0) and (0,

√
K2 − 1). Therefore, there exists a ζ ∈ (0, 1) such that, for the

system given by:

Ã =

(
−ρ̃A −1/E

E −ρ̃A

)
, B̃ =

(
−ρ̃B −1

1 −ρ̃B

)
, ρ̃A = ρAζ, ρ̃B = ρBζ,

the worst trajectories γx0
are closed curves, i.e. ρCC = 1.

Moreover, one can easily compute:

det(Ãx,Ax) = r(α)(1 − ζ)

(
x1

2E +
x2

2

E

)
> 0 ,

det(B̃x,Bx) = ρB(1 − ζ)|x|2 > 0 .

Therefore the vector fields Ax, Bx point inside the area delimited by a fixed worst trajectory

(that is closed curve) of the modified switched system and so, passing to angular coordinates,

the function:

V (r, α) =
r

r̃(α)
, (5.17)

where r̃(α) is a parameterization of the fixed worst trajectory, is a LF for the system defined by

(A,B).

Hence, we have provided a 5-parameter SSF in the (CC.2.2) case. The five parameters are:

K, the ratio ρB/ρA, and the three parameters involved in the change of coordinates to get the

normal forms (5.9), (5.10).
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Remark 5.15 Notice that, in the cases (CC.1) and (CC.2.1) (cf. Section 5.3 and Theorem

5.3), one can choose as SSF the set of quadratic polynomials, which actually is parameterized

by two parameters.

Remark 5.16 Let us come back to the general system (5.2), subject to H0. Notice that the

question of finding the smallest m such that there exists a m-parameters finite-SSF, for a certain

class C of systems, has no real meaning if one does not require suitable conditions on the map Ψ

in Definition 5.3. Indeed, it is always possible to build a countable SSF for the class of systems

of type (5.2) in Rn subject to H0.
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Chapter 6

Generalized Solutions for Affine

Systems and Motion Planning

The aim of this chapter is to discuss the possibility of generalizing the notion of solution of an

affine control system where the control is supposed to belong to a functional space such that

the classical results on the local existence and uniqueness do not apply. This problem has been

studied extensively by control theorists and also by probabilists for its connections with the field

of stochastic processes.

The control systems under consideration here have the form

ẋ = f0(x) +

m∑

i=1

v̇ifi(x) (6.1)

where x ∈ Rn and the vector fields fi are smooth for every i, and satisfy some suitable growth

condition (for instance we can assume that they are sublinear or bounded). The conditions on fi
could be still sharpened, but this is not the target of this chapter. In fact we want to discuss the

minimal requirements on v(·) in order to enable us to give a meaningful definition of solution for

(6.1). Notice that the equation (6.1) is affine with respect to the derivative of the control and

therefore, under the previous assumptions on fi, it is quite natural to expect that the possible

solutions have the same regularity as v(·).
We now define the main objects used throughout this chapter. An admissible control for (6.1)

is an absolutely continuous function v(·) = (v1(·), ..., vm(·)) : [0, T ] → Rm . If v is an admissible

control, then, setting u = v̇, equation (6.1) becomes the control system ẋ = f0(x)+
∑m

i=1 uifi(x)

with u(·) ∈ L1. An admissible trajectory is an absolutely continuous curve x(·) satisfying (6.1)

a.e. for some admissible control. Notice that in general, if the number of controls m is smaller

than the dimension n of the state space, the class of the admissible trajectories is a proper subset

of the class of absolutely continuous curves on Rn .

Let F =span
{
f0 +

∑m
i=1 uifi , u ∈ Rm} and consider the vector space generated by the Lie

brackets of elements of F :

Liex(F) = span
{
adg1 ◦ adg2 ◦ . . . ◦ adgk−1(gk)(x) : gi ∈ F ∀i = 1, . . . , k , k > 0

}
(6.2)

If Liex(F) = TxRn ≃ Rn for every x ∈ Rn , i.e. if F is a bracket-generating family of vector

fields, then the attainable set for (6.1) is “full dimensional” by Krener’s Theorem. In particular,
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in the driftless case, the attainable set coincides with Rn . We also notice, as it is well-known,

that the bracket-generating condition is a generic condition (with respect to the C2 topology) for

families of vector fields generated at least by two vector fields. In view of this fact, the problem

of generalizing the notion of solution is strictly connected with the important Motion Planning

Problem (see for instance [41, 64]): given a path x(·) in Rn , the aim is to find an admissible

trajectory that approximates x(·) in some suitable sense, for instance in the uniform topology.

This problem is clearly important for applications to mechanical systems and robotics.

Coming back to our original problem, it is well-known that the admissible trajectories can

also be interpreted as solutions to the equation

dx = f0(x)dt +

m∑

i=1

fi(x)dvi (6.3)

which is integrated by means of the Stieltjes integration. It is clear that this new formulation

allows one to give a meaning to the solution also in the case in which v(·) is not absolutely

continuous, but has bounded variation. This solution can be seen as a generalized solution to

the equation (6.1). Nevertheless, motivated by mechanical models (see for instance [26, 27]),

a weaker notion of generalized solution, that applies in the case of discontinuous controls with

bounded variation, has been proposed in [25]. In this framework, a generalized solution can be

simply regarded as the limit of a converging sequence of admissible solutions with uniformly

bounded variation (see [44]). In particular, with this new definition and in the case in which

the vector fields fi, i = 1, . . . ,m do not commute, the uniqueness of the solution is no more

guaranteed.

Now we call Vadm, Xadm the spaces of the admissible controls and the admissible trajectories

and we consider the input-output map associated to (6.1), i.e.

Φx0

adm : v(·) ∈ Vadm 7→ x(·) ∈ Xadm where ẋ = f0(x) +

m∑

i=1

v̇ifi(x), x(0) = x0 . (6.4)

A natural way to define a notion of generalized solution of the equation (6.1) consists in fixing

some topological spaces V ⊃ Vadm, X ⊃ Xadm in such a way that the input-output map Φx0

adm

can be extended to a continuous map Φx0 : V → X . Then a generalized solution associated

to some v(·) belonging to the closure of Vadm with respect to the topology of V can be simply

defined as Φx0(v)(·). For instance it is well-known (see [62]) that in the case in which m = 1

the input-output map is continuous in the topology of uniform convergence and therefore in this

case, associated to each continuous control v(·), one can define a generalized solution. This is

no more true if m > 1 and, as one could expect, the vector fields fi , i > 0 do not commute. In

this case one needs to consider more refined topologies.

The notion of generalized solution is also useful in order to exploit the relation between

stochastic differential equations (SDE) and ordinary differential equations of the form (6.1). In

this case v(·) and x(·) represent paths of the stochastic processes that correspond respectively

to the input and the output of the SDE. Notice that a path of a stochastic process is in general

(with probability 1) a continuous path, so that the case of continuous, but not regular, paths,

turns out to be of particular importance in the literature.
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One important result in this direction has been obtained by Lyons in [42], where the spaces

V and X are identified with the space of continuous functions with bounded p-variation, with

p < 2 (for precise definitions, see the next section). More precisely in [42] the Picard iteration

method has been used to prove the existence and uniqueness of the solutions of the equation

(6.3). Such results are inspired by [66], where it is essentially proved that the Stieltjes integrals

of the form
∫
f dg, where f , g have finite p and q variation and 1

p + 1
q > 1, are well-defined.

In [43] the problem of generalizing the notion of solution to the case in which v(·) has finite

p-variation, with p ≥ 2, has been treated. Actually this problem has been studied by means of

a new space of controls, called geometric p-multiplicative functionals, that project onto controls

of finite p-variation. Call π such projection, then there is a natural way to lift with π−1 each

smooth control to a unique geometric p-multiplicative functional. Then, roughly speaking, it is

shown that the input-output map can be extended continuously to this new class of controls,

and in particular the generalized solution is again a geometric p-multiplicative functional. If we

denote by Gp(Rm), Gp(Rn) the space of the geometric p-multiplicative functionals corresponding

respectively to the spaces of the controls and of the trajectories, then

Φx0 : Gp(Rm) → Gp(Rn)

If p < 2 this result recover the result of [42], since in this case the lift to the class of geometric

p-multiplicative functionals is simply the identity. If p ≥ 2 then the following remarks are in

order:

• Given a control v(·) with finite p-variation it is not always possible to find a geometric

p-multiplicative functional γ such that π(γ) = v(·).

• Given a control v(·) with finite p-variation the eventual lift to the set of geometric p-

multiplicative functionals could be not unique, in other words the map π is not injective.

• It is in general difficult to check if it is possible to lift a given control with finite p-variation

to a geometric p-multiplicative functional.

Summing up, the main limit of this result is that it is difficult to determine the spaces of controls

and paths with finite p-variation that are involved. Moreover this approach is not helpful for

solving the motion planning problem. Our aim is to discuss some alternative ways of defining

generalized solutions which are easier to handle. In particular we analyze some conjectures

related to the Heisenberg system with the help of some examples and counterexamples.

6.1 Functional spaces and topologies

In this section we introduce some functional spaces that can be seen as generalizations of the

classical spaces of Lipschitz, BV and absolutely continuous functions. The first interesting

functional space is the space of the Hölder-α functions C0,α([0, T ]), i.e. the space of functions

satisfying supt1,t2∈[0,T ]
|f(t1)−f(t2)|

|t1−t2|α < +∞. It is easy to verify that it is a Banach space with

norm

‖f‖α := |f(0)| + sup
t1,t2∈[0,T ]

|f(t1) − f(t2)|
|t1 − t2|α

. (6.5)
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It is interesting to investigate the properties of C0,α([0, T ]) as α varies. For this purpose the

following simple result is useful.

Proposition 6.1 If f ∈ C0,α′
([0, T ]) with α′ > α , limn→∞ fn = f uniformly and ‖fn‖α′ is

uniformly bounded, then lim
n→∞

fn = f in the topology of ‖ · ‖α

Indeed, if we assume by contradiction the existence, up to a subsequence, of xn, yn with

|fn(xn) − fn(yn) − f(xn) + f(yn)|
|xn − yn|α

> C (6.6)

for some C > 0, and we suppose, still up to subsequences, that limn→∞ xn = x̄, limn→∞ yn = ȳ,

then inequality (6.6) may hold only if x̄ = ȳ. This clearly contradicts our hypotheses, since the

right-hand side of (6.6) is bounded by ‖fn − f‖α′ |xn − yn|α′−α, which tends to 0. �

Since for every f ∈ C0,α′
([0, T ]) it is easy to find a sequence of smooth functions approximat-

ing f as in the hypotheses of the previous result, we get the following corollary.

Corollary 6.1 The closure of C∞([0, T ]) with respect to ‖ · ‖α contains the set
⋃

α′>α

C0,α′
([0, T ])

Notice that the closure of C∞([0, T ]) with respect to ‖·‖α doesn’t coincide with C0,α([0, T ]) itself,

since for instance the function f(t) = tα cannot be approximated by a smooth function in this

norm.

Obviously C0,α([0, T ]) contains properly the space of Lipschitz functions, but it does not contain

the space of absolutely continuous functions (for instance the n-th root n
√
t is not Hölder-α for

every α > 1/n). This means that each possible definition of solution to the equation (6.1) that

applies to the case in which v(·) is Hölder cannot be considered as a generalization of the classical

notion of Carathéodory solution. Therefore we introduce new spaces that are more general.

The space BVp of functions with finite p-variation, essentially introduced by Wiener, is the

set of functions f satisfying the following condition

sup
0=t0<t1<...<tN=T

∑

i

|f(ti+1) − f(ti)|p < +∞ . (6.7)

In particular by the Minkowski inequality it follows trivially that the map

‖f‖BV p := |f(0)| + sup
0=t0<t1<...<tN=T

(∑

i

|f(ti+1) − f(ti)|p
)1/p

defines a norm on BVp and the space BVp turns out to be a Banach space. Moreover it is clear

that C0,1/p ⊂ BVp.

We give a particular importance to the BVp functions that are also continuous. In particular

we mention two functional spaces that are contained in the class of continuous andBVp functions.

The first one is the set of regular BVp ([42]) functions (that we denote by BV reg
p ), i.e. the

functions f satisfying the following condition

lim sup
0=t0<t1<...<tN=T

max |ti+1−ti|→0

∑

i

|f(ti+1) − f(ti)|p = 0 . (6.8)
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The other functional space that we introduce is a natural generalization of the space of

absolutely continuous functions: we say that f ∈ ACp if it has the following property:

∀ε > 0 ∃δ s.t.
∑

i

|ti − si| < δ ⇒
∑

i

|f(ti) − f(si)|p < ε . (6.9)

Notice that for every p ≥ 1 we have C0,1/p ⊂ ACp. Moreover it is easy to see that we have the

following inclusions for every 1 ≤ p < p′:

BVp ∩ C ⊂ BV reg
p′ ⊂ ACp′ ⊂ BVp′ ∩ C (6.10)

Indeed these inclusion can be easily derived from the definitions and the uniform continuity (we

are working with continuous functions defined on an interval).

In some sense this series of inclusions shows that the spaces that we have introduced are

“almost” equivalent, since infinitesimal changes of the parameter p can reverse the inclusions.

We finally mention the subspace of BVp obtained as the closure of C∞ with respect to the

norm ‖ · ‖BV p. Again, it is easy to see that this space contains BV reg
p .

6.2 The Heisenberg example

We consider now the simplest driftless completely non holonomic system, namely a system of

the form

ẋ = v̇1F1(x) + v̇2F2(x), (6.11)

where x ∈ R3 and F1 and F2 generates the Heisenberg algebra i.e.

F1 =




1

0

−x2/2


 , F2 =




0

1

x1/2


 (6.12)

Notice that [F1, F2] = (0, 0, 1)T and that the system is nilpotent, in the sense that the brackets

of order greater than two annihilate.

For every admissible control v(·) the corresponding admissible trajectory coincides with v(·)
up to an additive constant. Moreover the third component is characterized by the equation

ẋ3 =
1

2
(x1ẋ2 − ẋ1x2) (6.13)

that means that, if we set

A[x(·)](t) :=

∫ t

0

1

2
(x1(s)ẋ2(s) − ẋ1(s)x2(s)) ds, (6.14)

that is the area computed in counterclockwise sense of the region spanned by the planar curve

(x1(·), x2(·)) (see Figure 2), then x3(t) = A[x(·)](t). Consider now a non admissible control

v(·) in equation (6.11), and suppose to have a generalized solution, obtained with a continuous
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extension of the input-output map. Then the first two components must coincide with the corre-

sponding controls up to constants. Therefore the problem of generalizing the notion of solution

reduces to the following

Problem: Given a continuous, but not absolutely continuous, curve x(·) = (x1(·), x2(·)), is

it possible to give a definition of the area generalizing (6.14)?

We focus in particular on curves belonging to the spaces C0,α([0, T ]). We start with a sim-

ple example after which we will discuss some possible conjectures. Fix α ∈]0, 1[ and consider

the following sequence of admissible controls:

vnα(t) = (
1

nα
cos(n t),

1

nα
sin(n t)). (6.15)

It is clear that ‖vnα(·)‖∞ → 0. So this is an approximating sequence of the zero function in the

C0 topology. The area corresponding to vnα(·) is easy to compute and is the following

A[vnα(·)](t) = n(1−2α)t (6.16)

Therefore we can distinguish three cases:

• If α > 1/2 then A[vnα(·)](t) converges uniformly to zero as n goes to ∞,

• If α = 1/2 then A[vnα(·)](t) converges uniformly to the function v(t) = t,

• If α < 1/2 then A[vnα(·)](t) diverges.

This example with α ≤ 1/2 is enough to conclude that the C0 norm is too weak to make the

input-output map continuous. Therefore we should look for a stronger norm. For this purpose,

it is interesting to notice that the functions vnα(·) are such that ‖vnα‖α is uniformly bounded on

n. More precisely

lim
n→∞

‖vnα‖α′ =





0 if α′ > α
2
πα if α′ = α

∞ if α′ < α

This suggests some natural conjectures. Let Vα,Kadm = {v ∈ C∞, ‖v‖α ≤ K}. Then:

C1 If α > 1/2 then the input-output map can be extended continuously to the set {v ∈
C0,α, ‖v‖α ≤ K}, seen as the closure of Vα,Kadm with respect to the norm ‖.‖∞.

In [42] it was proved that, if we consider the topology given by ‖ · ‖BV p with p < 2, the input-

output map can be extended continuously to a map Φx0 defined on BVp ∩ C. Combining this

result with Proposition 6.1 we obtain easily that the conjecture C1 is true:

vn
‖·‖∞→ v , ‖vn‖α ≤ K =⇒ vn

‖·‖α′→ v ∀α′ ∈ (1/2, α)

=⇒ vn
‖·‖BV p→ v , p := 1/α′ =⇒ Φx0(vn)

‖·‖BV p→ Φx0(v)

=⇒ Φx0(vn)
‖·‖∞→ Φx0(v)
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As a consequence, we obtain that it is possible to generalize the definition of the area A[v(·)](t)
for v ∈ C0,α and α > 1/2. For α ≤ 1/2 the example shows that the analogous conjecture is

not true. However for α = 1/2 one could still expect the possibility of defining the area on

subsequences.

C2 Given v ∈ C0, 1
2 , for every sequence of smooth functions vn converging uniformly to v and

with ‖vn‖1/2 uniformly bounded, there exists a subsequence such that the corresponding

admissible solutions of (6.11) (or, more in general, of (6.1)) form a Cauchy sequence in the

uniform topology.

If this conjecture was false than one could still try to consider a stronger norm on the space of

controls, getting the following conjecture.

C3 If the space of the admissible controls is endowed with the topology given by ‖ · ‖1/2, then

it is possible to extend continuously the input-output map.

In the previous example the functions were constructed in such a way that they converge to 0,

but it is clear that this is far from being a natural way of approximating the function v = 0. One

can also try to overcome this problem by defining directly a notion of convergence of sequences

of functions. For instance, given a function v and a sequence of times 0 = t0 < t1 < . . . < tk−1 <

tk = T , one can consider the piecewise affine approximations obtained joining successively by

segments the points v(th) and v(th+1), for h = 0, . . . , k. Therefore another possible conjecture

is the following

C4 Let v ∈ C0, 1
2 and v(k) be a sequence of piecewise affine approximating functions defined

as before and characterized by the times t
(k)
h , and assume that lim

k→∞
sup
h

|t(k)h+1 − t
(k)
h | = 0.

Then the sequence A[v(k)](T ) is a Cauchy sequence.

We discuss the above conjectures with the help of some examples.

Example A. Consider the following function

v : [0, 2π] → C v(t) =
+∞∑

k=0

1

2k
e4

ki t , (6.17)

which represents a closed curve on the plane. We want to prove the following facts.

• v(·) ∈ C0, 1
2 .

• Consider the sequence of times th = 2πh
4k h = 0, . . . , 4k − 1 and define vk as the piecewise

affine function obtained joining the point v(th) to v(th+1) for every h = 0, . . . , 4k − 1 , i.e

v(k)(t) := v(th) +
v(th+1) − v(th)

th+1 − th
(t− th) if t ∈ [th, th+1] .

Then lim
k→+∞

A[v(k)(·)](2π) = +∞ .
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For the first issue we first fix two real numbers x and y. Then we define an integer number Q

depending on x and y:

Q :=
[
log2

( 1√
|x− y|

)]
⇐⇒ 2Q ≤ 1√

|x− y|
< 2Q+1 ⇐⇒ 2−Q ≥

√
|x− y| > 2−Q−1 .

We have that

|v(x) − v(y)| ≤
∣∣∣
Q∑

k=0

1

2k
(
e4

ki x − e4
ki y
)∣∣∣+

∣∣∣
+∞∑

k=Q+1

1

2k
(
e4

ki x − e4
ki y
)∣∣∣ .

For the second term we have

∣∣∣
+∞∑

k=Q+1

1

2k
(
e4

ki x − e4
ki y
)∣∣∣ < 2

+∞∑

k=Q+1

1

2k
= 2−Q+1 < 4

√
|x− y|

while we can estimate the first one using the inequality |eiα − eiβ | < |α− β|:

∣∣∣
Q∑

k=0

1

2k
(
e4

ki x − e4
ki y
)∣∣∣ ≤

Q∑

k=0

1

2k
4k|x− y| =

Q∑

k=0

2k|x− y| < 2Q+1|x− y| ≤ 2
√

|x− y| .

Finally we have found that the inequality |v(x) − v(y)| ≤ 6
√

|x− y| holds for every x and y in

the interval [0, 2π] and therefore v(·) ∈ C0, 1
2 .

Remark 6.1 Observe that each term in the Fourier series of v(·) is Hölder-1
2 with the same

optimal constant.

Now we want to see that the function v(·) defined above, as a function from [0, 2π] to R
2,

disproves the conjectures C2 and C4.

Consider the 4N times th = 2πh
4N h = 0, . . . , 4N −1 , then the area corresponding to the segment

connecting v(th) to v(th+1) is given by 1
2 ( v2(th)v1(th+1) − v1(th)v2(th+1)) , where v1 , v2 denote

the first and second components of v.

In particular we have

v1(th) =
N−1∑

k=0

1

2k
cos(4k−N2πh) +

∞∑

k=N

1

2k
=

N−1∑

k=0

1

2k
cos(4k−N2πh) + 2−N+1 ,

v2(th) =

N−1∑

k=0

1

2k
sin(4k−N2πh) .

Therefore

v1(th)v2(th+1) − v2(th)v1(th+1) = 2−N+1
N−1∑

k=0

1

2k
(
sin(4k−N2π(h+ 1)) − sin(4k−N2πh)

)

+

N−1∑

n,m=0

1

2n+m

(
cos(4n−N2πh) sin(4m−N2π(h+ 1)) − cos(4m−N2π(h+ 1)) sin(4n−N2πh)

)
.
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If we consider the sum over h = 0, . . . 4N − 1 of these terms and we exchange the order of

summation we obtain the area

A[v(N)(·)](2π) =
N−1∑

n,m=0

1

2n+m

4N−1∑

h=0

sin(4m−N2π(h + 1) − 4n−N2πh) .

Now we want to see that

4N−1∑

h=0

sin(4m−N2π(h+ 1) − 4n−N2πh) = 0 (6.18)

if n 6= m (n,m < N). We rewrite 4m(h+ 1) − 4nh = h(4m − 4n) + 4m = hp+ q.

Let M be the greatest common divisor of p and 4N , and D = 4N

2M . If we prove that

(h+D)p+ q ≡ hp+ q +
4N

2
(mod 4N ) , (6.19)

then 2π
4N ((h+D)p+ q) ≡ 2π

4N (hp+ q) + π and it is clear that the sum of 2D successive terms in

(6.18) is 0. Therefore, since 2D divides 4N , the whole series (6.18) is 0.

To prove (6.19) notice that 2Dp = 4N p
M ≡ 0 (mod 4N ) and then we deduce that Dp ≡ 0

(mod 4N ) or Dp ≡ 4N

2 (mod 4N ). In the first case we would have 4N p
2M ≡ 0 (mod 4N ) which

means that 2M divides p, which is impossible (from the definition of M), since 2M divides also

4N , therefore the second case must hold and this immediately gives (6.19).

So we can restrict the sum to the indexes n = m and therefore

A[v(N)(·)](2π) =

N−1∑

n=0

1

4n

4N−1∑

h=0

sin(4n−N2π) =

N−1∑

n=0

4N−n sin(4n−N2π) =

N∑

m=1

4m sin(4−m2π)

Since lim
m→∞

4m sin(4−m2π) = 1 we have that lim
N→+∞

A[v(N)(·)](2π) = +∞ .

In Figure 6.1 the graph of function v(·) is drawn. Notice the lack of regularity of v(·), which

is clearly needed in order to make the area blows up.

Remark 6.2 An example similar to Example A has been discussed in [66], where the aim was

to disprove the validity of an inequality connected to the Stieltjes integral
∫
f dg, where f and

g have bounded 2-variation.

Remark 6.3 There is a easy geometric interpretation of this example. Indeed, in (6.17) each

term in the summation corresponds to 4k turns on a circle centered at the origin with radius 1
2k .

The area corresponding to such path is exactly 1 and it is easy to see that the area of a finite

sum of l elements in (6.17) is exactly l.

Remark 6.4 We proved that there is a sequence of piecewise affine approximations of v such that

the corresponding area goes to infinity, but we don’t know if this remains true for all possible

converging sequences of piecewise affine approximations. However, motivated by the geometric
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interpretion given in Remark 6.3, we strongly believe that this is true. This is no more true for

smooth approximations (also with uniformly bounded Hölder constant), since

v(N)(t) :=
N−1∑

k=0

1

2k
e4

ki t +
2N−1∑

k=N

1

2k
e−4ki t

is such that A[v(N)](2π) = 0 ∀N > 0.

Example B. We consider now a slightly modified example:

ṽ(t) =

+∞∑

k=0

1

2k
e(−4)ki t

In this case, exactly as before, one can prove the following.

• ṽ(·) is Hölder-1
2 .

• The sequence of times th = 2πh
4k h = 0, . . . 4k−1 is such that the area of the corresponding

piecewise affine approximation of ṽ(·) does not converge as k goes to infinity even if it is

uniformly bounded. More precisely the area of such approximation is

A[ṽ(k)(·)](2π) = (−1)k
k∑

m=1

(−4)m sin(4−m2π)

and it is easy to see that A[ṽ(2k)(·)](2π) and A[ṽ(2k+1)(·)](2π) converge to two different

values as k goes to infinity.

The graph of function ṽ is depicted in Figure 6.2.

Example C. Consider now the following function.

v̂ : [0, 2π] → C v̂(t) =

+∞∑

k=0

1√
k2k

e4
ki t .

This function satisfies the same properties as v in the first example, and such properties can

be proved exactly in the same way. The most interesting feature of this example is that the

approximating sequence v̂(k) =
∑k

k=0
1√
k2k

e4
ki t converges to v̂ in the norm ‖ · ‖1/2, while we

still have limk→+∞A[v̂(k)](2π) = +∞. Similarly to Remark 6.4 it is easy to construct an

approximating sequence converging to v̂ in the norm ‖ · ‖1/2 and such that the corresponding

area is uniformly bounded.

Therefore also conjecture C3 turns out to be false.

We have seen that it is not easy to find a definition of generalized solution that applies to

the case of Hölder-1
2 controls. However notice that the example we have constructed is very

particular, since the components v1 and v2 seem to “cooperate” in order to increase the area.

Therefore it seems quite natural to look for some particular “non-resonance” condition on the

space of controls, that could also represent the case of two paths of independent stochastic

processes.

Then one could try to define a generalized solution of (6.11) extending continuously the

input-output map relatively to the class of controls satisfying this non-resonance condition. Our

future research on this field will be based on this new approach.
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Im(v)

Re(v)

Figure 6.1: The graph of v

Re(v)

Im(v)

Figure 6.2: The graph of ṽ
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mal Control in laser-induced population transfer for two- and three-level quantum systems,

Journal of Mathematical Physics, v.43, 2107-2132 (2002).

[19] U. Boscain, Y. Chitour, Time Optimal Synthesis for Left–Invariant Control Systems on

SO(3), SIAM J. Control and Optim., Vol. 44, No. 1, pp. 111-139 (2005).

[20] U. Boscain, P. Mason, Time Minimal Trajectories for a Spin 1/2 Particle in a Magnetic

Field, J. Math. Phys. 47, 062101 (2006).

[21] U. Boscain and B. Piccoli, Extremal syntheses for generic planar systems, Journal of Dy-

namical and Control Systems, Vol.7 No.2, pp. 209-258 (2001).

[22] U. Boscain, B, Piccoli, Optimal Synthesis for Control Systems on 2-D Manifolds, Springer,

SMAI, Vol.43 (2004).

[23] A. Bressan, The Generic Local Time-Optimal Stabilizing controls in Dimension 3, SIAM J.

Control Optim.,Vol. 24, pp. 177–190 (1986).

[24] A. Bressan and B. Piccoli, A Generic Classification of Time Optimal Planar Stabilizing

Feedbacks, SIAM J. Control and Optimization, Vol.36 No.1, pp. 12-32 (1998).

[25] Alberto Bressan, F. Rampazzo: On Differential Systems with Vector-Valued Impulsive Con-

trols, Bollettino U.M.I (7) Vol. 2-B, 641-656 (1988).

[26] Aldo Bressan: Hyperimpulsive motions and controllizable coordinates for Lagrangian

Systems, Atti Accad. Naz. dei Lincei, Memorie classe di Scienze Mat. Fis. Nat. Se-

rie 9 Vol. 1, 149-196 (1989).

[27] Aldo Bressan: On some recent results in control theory, for their application to Lagrangian

systems, Atti Accad. Naz. dei Lincei, Memorie classe di Scienze Mat. Fis. Nat. Serie 8 Vol.

19, 249-287 (1989).

[28] M. Broucke, P. Mason, B. Piccoli, Time optimal swing-up of the planar pendulum, preprint

SISSA 50/2006/M.

124



[29] G. Chesi, A. Garulli, A. Tesi, A. Vicino, Homogeneous Lyapunov functions for systems with

structured uncertainties, Automatica J. IFAC, Vol. 39, no. 6, pp. 1027–1035 (2003).

[30] M. A. Dahleh, A. P. Peirce and H. Rabitz, Optimal control of quantum-mechanical systems:

Existence, numerical approximation, and applications, Phys. Rev. A Vol. 37, 4950–4964

(1988).

[31] D. D’Alessandro and M. Dahleh, Optimal control of two-level quantum systems, IEEE Trans-

actions on Automatic Control, v.46, No. 6, 866-876 (2001).

[32] W. P. Dayawansa, C. F. Martin, A converse Lyapunov theorem for a class of dynamical

systems which undergo switching, IEEE Trans. Automat. Control, vol. 44, no. 4, pp. 751–760

(1999).

[33] J.P. Gauthier and G. Bornard. Controlabilite des sytemes bilineaires, SIAM J. Control

Optim., 20, 377–384 (1982).

[34] V. Jurdjevic, Geometric Control Theory, Cambridge University Press, 1997.

[35] V. Jurdjevic and I.K. Kupka, Control Systems on Semisimple Lie Groups and Their Ho-

mogeneous Spaces, Ann. Inst. Fourier, Vol.31, pp. 151–179 (1981).

[36] N. Khaneja, R. Brockett and S. J. Glaser, Time optimal control in spin systems, Phys. Rev.

A v.63 (2001).

[37] A.J. Krener, H. Schättler, The structure of small-time reachable sets in low dimensions,

SIAM J. Control Optim. 27, no. 1, pp. 120–147 (1989).

[38] B. Kuipers, S. Ramamoorthy, Qualitative modeling and heterogeneous control of global sys-

tem behavior Hybrid systems computation and control, pp. 294-307, Stanford, California,

March 2002.

[39] D. Liberzon, Switching in Systems and Control, Volume in series Systems and Control:

Foundations and Applications. Birkhauser, Boston, MA (2003).

[40] D. Liberzon and A. S. Morse, Basic problems in stability and design of switched systems,

IEEE Control Systems Magazine, vol. 19, no. 5, pp. 59–70 (1999).

[41] W. Liu, Averaging theorems for highly oscillatory differential equations and iterated Lie

brackets, SIAM J. Control Optim. Vol. 35, no. 6, 1989–2020 (1997).

[42] T. Lyons , Differential equations driven by rough signals (I): an extension of an inequality

of L. C. Young, Math. Res. Lett., Vol. 1, no. 4, pp. 451-464 (1994).

[43] T. Lyons , Differential equations driven by rough signals, Rev. Mat. Iberoamericana, Vol.

14, no. 2, pp. 215–310 (1998).

[44] P. Mason Sistemi di Controllo Impulsivi su Varietà, Tesi di Laurea, Università degli studi
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