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Introduction

The present thesis is the result of the study of several variational problems
arising from mechanical systems of elastic and elasto-plastic bodies. The the-
sis is divided in two main parts. In the first part, concerning the macroscopic
theory, we focus on the dynamics of these systems. Our analysis leads us to
solve systems of nonlinear partial differential equations. When the inertia and
the viscosity of the bodies are taken into account, such systems of PDEs con-
tain a hyperbolic equation for the displacement coupled with some flow rules,
which govern the evolution of internal variables used to describe the nonlinear
phenomena occuring in the considered systems. In our specific cases, these are
the plastic response of the bodies to the stress and the deterioration of the
adhesive which keeps two bodies glued together. The quasistatic limit of the
dynamics evolution is studied when the inertia and the viscosity of the bodies
are neglected.

In the second part of the thesis we study plastic bodies from a mesoscopic
point of view. This approach involves the concept of dislocations, that we at-
tack by mean of tools of geometric measure theory, in particular the theory of
currents and of Cartesian maps. In this setting minimization problems are con-
sidered and their solution requires also to solve systems of partial differential
equations involving elliptic equations.

The thesis consists of two chapters. In the first one we consider evolution
problems in two mechanical systems: respectively, an elasto-plastic body and
the system of two elastic bodies that are glued by an adhesive on a interface. The
former is an elastic body where nonconservative deformations might take place.
In particular, the stress satisfies a constitutive equation which does not involve
the whole deformation gradient. A part of the deformation gradient (the plastic
strain) does not contribute to internal forces, but still evolves according to a
flow rule which depends on the stress. Instead, the system of glued bodies is the
union of two perfectly elastic bodies, where the movements and the high stress
provoke the destruction of molecular links of the adhesive, deteriorating the glue
and weakening its effect. This phenomenon is much studied in literature and is
referred to as delamination process; it takes place untill the glue is completely
ineffective, causing the rupture of the connecting surface and allowing the two
bodies to separate.

In both devices we consider the inertia and the viscosity of the bodies. We
prove some original existence results for the evolution of the displacement of
the systems, and we give an energetic formulation of the solution, that is, we
prove that a displacement u solves the considered system of PDEs if and only
if it satisfies an energy balance and some “dynamic equilibrium” conditions.
Once we have obtained the existence results, we analyse the behaviour of the
solutions when the density and the viscosity of the materials are neglected. This
analysis is equivalent to study the asymptotic limit of the solutions when the
data of the problem become slower and slower. In literature, sometimes such
analysis is referred to as slow-time limit. In the plasticity contest, we prove
that the solutions approximate a quasistatic evolution in perfect plasticity. The
quasistatic evolution is here not expressed explicitly as a solution of a system
of PDEs, but it is convenient to consider a weak formulation, by requiring that
it satisfies a stability condition and an energy balance. This is the classical
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formulation given by Suquet in [73]. One of the main difficulty is that the
solutions of the quasistatic evolution do not belong to Sobolev spaces, but it is
necessary to introduce the space of functions with bounded deformation and to
deal with space of measures. In the case of delamination, the solutions tend to
the solution of an energetic problem that is not exactly a quasistatic evolution.
Indeed we can prove only an energy inequality, and we also show that the strict
inequality takes place in some cases. In some specific cases a more detailed
description of the quasistatic limit is also given.

All the results described in this part are essentially contained in the two
papers [19] and [67].

The second chapter contains results obtained in a two-years long study about
the structure of dislocations in single crystals and about the nature of the de-
formation gradients around the dislocations. In the presence of dislocations the
deformation gradient is well defined only in a local sense. Indeed it is a matrix-
valued field which is not curl-free, its curl concentrating upon some Lipschitz
curves inside the crystal called dislocations. As a consequence the displacement
cannot be defined univocally, but it can be reconstructed only in simple con-
nected domains not intersecting the dislocation lines. From a physical point of
view, dislocations are responsible of the dissipative phenomena in the bulk, and
macroscopically, their presence gives rise to plastic response of the material.

A relevant part of the discussion is dedicated to construct a mathematical
model for dislocations by mean of integral currents. The equilibria of a single
crystal with dislocations is obtained by minimizing suitable energies depending
on the strain and on the dislocations. The description of dislocations by integral
currents is useful to give a precise mathematical formulation of these minimum
problems under very general assumptions on the geometry of dislocations and
on the regularity properties of the strain. In order to solve this variational
problems we make use of some tools of geometric measure theory, as Cartesian
maps and the concept of currents carried by the graphs of Sobolev maps. We
prove the existence of minimizers in many cases, under different hypotheses on
the energy and on the class of admissible deformations. Some of these results
require a finer description of the behaviour of the strain in a neighborhood of the
dislocation line. This is obtained by recostructing the deformation in a specific
space of functions which take values in the three dimensional torus. As a result,
it is possible to explicitly compute the boundary of the graphs of such maps,
allowing us to use well-known convergence results on the sequence of graphs.
These provide the existence of minimizers. From the existence of minimizers we
are able to compute the variation of the energy, and then to obtain an explicit
formula of the so-called Peach-Köeler force, which is a force acting between
dislocations.

Many of the results described in this part are contained in the three papers
[68], [69], and [70].



Chapter 1

Dynamic evolution

problems in

visco-elasto-plasticity and

delamination

Preamble

The quasistatic evolution of rate independent systems has been often obtained
as the limit case of a viscosity driven evolution (see [73], [47], [24], [21], [77], [48],
[37], [38], [43], [44], [49], [50], [64], [65], [46]). In the present chapter we present a
case study on the approximation of a quasistatic evolution in linearly elastic per-
fect plasticity (see [73] and [20]) and of a quasistatic evolution in delamination
(see [39] and [66]) by dynamic evolutions. The corresponding approximation in
a finite dimensional setting has been presented in [3]. Similar approximations
obtained by dynamic processes can be found in literature (for approximation of
quasistatic evolutions of similar mechanical problems see, for instance, [7] for the
perfect plasticity, and [64] for the delamination). The results we present in the
first three sections are contained in the paper [19], written in collaboration with
Gianni Dal Maso, while Sections 1.4 and 1.5 contain the results of the paper [67].

The visco-elasto-plastic model. In Section 1.2 we consider a model of
dynamic visco-elasto-plastic evolution in the linearly elastic regime. This model
couples dynamic visco-elasticity with Perzyna visco-plasticity (see [34], [75], and
[45]). The reference configuration is a bounded open set Ω ⊂ Rn with sufficiently
smooth boundary. The linearized strain Eu, defined as the symmetric part of
the gradient of the displacement u, is decomposed as Eu = e + p, where e is
the elastic component and p is the plastic one. The part of the strain that
contributes to the stress σ is only the elastic part. The constitutive law for the
stress is

σ = A0e+ µA1ė, (1.0.1)

which is the sum of an elastic part A0e and a viscous part µA1ė, where A0 is the
elasticity tensor, A1 is the viscosity tensor, ė is the derivative of e with respect

11
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to time, and µ > 0 is a parameter connected with the viscosity of the material.
In our model, we assume, as usual, that A0 is symmetric and positive definite,
while we only assume that A1 is symmetric and positive semidefinite, so that
we are allowed to consider also A1 = 0, which corresponds to the case where
the elastic viscosity is neglected.

The balance of momentum gives the equation

ρü− divσ = f, (1.0.2)

where f is the volume force, and ρ > 0 is the mass density. As in Perzyna
visco-plasticity, the evolution of the plastic part is governed by the flow rule

µṗ = σD − πKσD,

where σD is the deviatoric part of σ and πK is the projection onto a prescribed
convex set K in the space of deviatoric symmetric matrices, which can be inter-
preted as the domain of visco-elasticity. Indeed, if σD belongs to K during the
evolution, then there is no production of plastic strain, so that, if p = 0 at the
initial time, then p = 0 for every time and the solution is purely visco-elastic.
This can be interpreted as follows: when the strain is small enough, then the
body behaves as perfectly elastic, while only high strain (and then stress) is
needed to produce irreversible deformations.

The complete system of equations is

Eu = e+ p, (1.0.3a)

σ = A0e+ µA1ėA1
, (1.0.3b)

ρü− divσ = f, (1.0.3c)

µṗ = σD − πKσD, (1.0.3d)

where eA1
denotes the projection of e into the image of A1. This system is

supplemented by a Dirichlet boundary conditions w, a Neumann boundary con-
dition, and by initial conditions. Other dynamic models of elasto-plasticity with
viscosity have been considered in [6] and [7]. The main difference with respect
to our model is that they couple visco-elasticity with perfect plasticity, while we
couple visco-elasticity with visco-plasticity.

In Section 1.2 we prove two results of existence and uniqueness of a solution
to (1.0.3) with initial and boundary conditions (Theorem 1.2.1 and Theorem
1.2.9). In the first existence result we assume that the visco-elastic tensor A1 is
only positive semidefinite. This general assumptions has as a consequence the
lack of some a-priori estimates on the norm of the elastic part e of the solution.
In order to obtain good estimates, we need to make strong assumptions on
the regularity of the external data, i.e. the volume force f and the boundary
condition w. The second existence result is instead simpler, since we make the
stronger assumption that A1 is positive definite. With this hypothesis we are
allowed to weaken the assumptions on the external data. The proof of this
second result is actually very similar to the first one and is not discussed in
detail. Indeed all the preliminary results to the proof of Theorem 1.2.1 can be
adapted and obtained with some stronger regularity on the solutions.

Before proving Theorem 1.2.1, in analogy with the energy method for rate
independent processes developed by Mielke (see [47] and the references therein),
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we prove that system (1.0.3) has a weak formulation expressed in terms of
an energy balance together with a stability condition (Theorem 1.2.4). Then
the proof of the existence of a solution to this weak formulation is obtained
by time discretization. This standard procedure consists in dividing the time
interval [0, T ] into N equal subintervals of length τ := T/N , and then to solve
a suitable incremental minimum problem at every discrete times. A piecewise
affine interpolation of these minima will give rise to approximating functions
that will converge to a solution when we let the time step τ tend to 0.

In Section 1.3.4 we analyze the behavior of the solution to system (1.0.3)
as the data of the problem become slower and slower. Before performing such
analysis we introduce the concept of quasistatic evolution in perfect plasticity
and prove some preliminary results (Section 1.3). As usual in the theory of
rate independent systems, an energetic formulation is given to a quasistatic
evolution. This formulation consists of two conditions: an equilibrium condition,
that says that at every time of the evolution the solution is a minimum of the
energy functional, and an energy balance, which expresses the fact that during
the evolution there are no dissipations due to non-conservative phenomena, and
at every time the energy equals the initial energy plus the work done by the
external forces on the system. For the development of quasistatic evolution in
perfect plasticity we refer to [73] and [20]. The energetic formulation is given
in Definition 1.3.4. Instead the strong formulation of the quasistatic evolution
is expressed by the system

Eu = e+ p, (1.0.4a)

σ = A0e, (1.0.4b)

− divσ = f, (1.0.4c)

σD ∈ K and ṗ ∈ NKσD, (1.0.4d)

where NKσD denotes the normal cone to K at σD.

Dynamic approximation of the quasistatic evolution. Section 1.3.4
is devoted to show the already mentioned convergence result. The quasistatic
evolution is obtained as the limit of approximate dynamic evolutions that are
given by a suitable rescaling of time. The rescaling leads us to a suitable change
of variables. More precisely, we start from an external load f(t), a boundary
datum w(t) defined on the interval [0, T ], and initial conditions u0, e0, p0, and
v0. We then consider the rescaled problem with external load fǫ(t) := f(ǫt),
boundary condition wǫ(t) = w(ǫt) on the interval [0, T/ǫ], and initial conditions
uǫ(0) = u0, eǫ(0) = e0, pǫ(0) = p0, and u̇ǫ(0) = ǫv0. The dynamic solutions of
the corresponding systems (1.0.3) are denoted by (uǫ(t), eǫ(t), pǫ(t), σǫ(t)).

To study the limit behavior of (uǫ(t), eǫ(t), pǫ(t), σǫ(t)) on the whole interval
[0, T/ǫ] it is convenient to consider the rescaled functions (uǫ(t), eǫ(t), pǫ(t), σǫ(t))
:= (uǫ(t/ǫ), eǫ(t/ǫ), pǫ(t/ǫ), σǫ(t/ǫ)), defined on [0, T ], and to study their limit
as ǫ ↓ 0. A straightforward change of variables shows that (uǫ, eǫ, pǫ, σǫ) will
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satisfy the following system of equations on [0, T ]

Euǫ = eǫ + pǫ, (1.0.5a)

σǫ = A0e
ǫ + ǫµA1ė

ǫ
A1
, (1.0.5b)

ǫ2ρüǫ − divσǫ = f, (1.0.5c)

ǫṗǫ = σǫ − πKσ
ǫ, (1.0.5d)

with the same boundary and initial conditions. As it can be seen, this system
is equal to (1.0.3) with the only difference that the new mass density is ǫ2ρ and
the viscosity is ǫµ. The rescaling of time can be interpreted as follows: we slow
down the speed of the process and we see what happen to the solutions. What
we show is that the dissipative and inertial effects disappear as ǫ tends to 0.
This analysis is equivalent to compute a vanishing inertia and viscosity at the
same time. More precisely, as observed, we analyze the behavior of the solutions
when the viscosity tends to 0 as ǫ and the mass density tends to 0 as ǫ2.

The main result of this section is stated by Theorem 1.3.10 where, under
suitable assumptions, we show that the solutions (uǫ, eǫ, pǫ, σǫ) of (1.0.5) tend
to a solution of the quasistatic evolution problem in perfect plasticity, accord-
ing to Definition 1.3.4. The proof of this convergence result is obtained using
the energetic formulation of (1.0.3) expressed by energy balance and stability
condition (see Theorem 1.2.4). We show that we can pass to the limit obtaining
the energy formulation of (1.0.4) developed in [20]. A remarkable difficulty in
this proof is due to the fact that problems (1.0.3) and (1.0.4) are formulated in
completely different function spaces (see Theorem 1.2.1 and Definition 1.3.4).
Theorem 1.3.10 can be applied also to solutions of Theorem 1.2.9 with slightly
weaker assumptions. This is not discussed in detail since it is a straightforward
analysis that can be obtained following the lines of the proof of Theorem 1.3.10.

The delamination model. The model discussed in Section 1.4.1 consists
of two elastic bodies Ω1 and Ω2 glued by an adhesive on an interface Γ. Ex-
ternal forces and high stresses due to elastic deformations of the bodies may
break the macromolecules of the adhesive, weakening its effect. Such process is
irreversible, in the sense that the deteriorated adhesive cannot be restored. The
state of the adhesive is described by the delamination coefficient z, that is a
function defined on the interface which takes values in [0, 1] (see Section 1.4.1).
Until the glue is effective the movements of the bodies at the interface are con-
strained. Moreover some constrains at the interface are always considered due
to the non-interpenetrability of the two bodies or to the pressure of the system
(see Section 1.4.1). In our model we consider both inertia and viscosity in the
bulk, and also the evolution of the internal variable z is not rate-independent
since we consider the viscous effects related to the deterioration of the adhesive.
In the bulk we neglect the thermal effects. In [63] and [62] it is considered a
system where also thermal effects are analyzed, while no viscosity of the delam-
ination coefficient is considered. Terms related to friction of the adhesive have
been studied in different settings where inertia is neglected (see, e.g., [15], [10]).

As in the plasticity model, the constitutive law for the stress is

σ = A0Eu+ µA1Eu̇. (1.0.6a)

In contrast to (1.0.1) the elastic part of the strain e is here replaced by the
whole symmetric gradient Eu. This is due to the absence of plasticity. As usual
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A0 is symmetric and positive definite, and in this case we also assume that A1

is symmetric and positive definite. The balance of momentum is still expressed
by the equation

ρü− divσ = f. (1.0.6b)

The equations above are supplemented by boundary conditions, by initial con-
ditions, and by a condition of interaction of the two bodies

σν = −∇V ([u])z on Γ, (1.0.6c)

where ν is the unit normal to Γ, V is the energy introduced in Section 1.4.1,
and [u] is the jump of the displacement at the interface. As it can be seen, the
interaction between Ω1 and Ω2 depends on [u], that is the difference between
the two traces of u from Ω1 and Ω2, and it is null when z = 0, i.e., when the
glue is no more effective. As for the evolution of the delamination coefficient z,
the flow rule is expressed by the following system of equations

ż ≤ 0, (1.0.6d)

d ≤ −µż, (1.0.6e)

ż(d+ µż) = 0, (1.0.6f)

d ∈ ∂I[0,1] + V ([u])− α, (1.0.6g)

valid on Γ. Here α is a bounded positive function on Γ connected with the
dissipative effects of the delamination, ∂I[0,1] is the subdifferential of the char-
acteristic function of [0, 1], and µ > 0 is the viscosity of the adhesive.

As usual in delamination problems, it is natural to consider constrains on
the sign of [u] · ν. To avoid interpenetration of the two bodies one is led to
require that [u] · ν ≤ 0. In some models a bilateral constrain is required, arising
in the condition [u] · ν = 0. These are models under high pressure, where no
cavitation phenomena are allowed, and then the two bodies cannot separate.

In Section 1.4 we prove a result of existence for solutions to (1.0.6) (Theorem
1.4.9), without constrains on the jump [u] at the interface. As in the case of
plasticity, we formulate the problem in a weak form, consisting of three weak
equations, and prove the existence of a solution by time discretization. In this
case, at each time step, we solve a minimum problem for the displacement, and
then solve a minimum problem expressed in terms of this solution for the de-
lamination parameter. Again the piecewise affine interpolations of these minima
provide the approximate solutions. Also in this case the solutions turn out to
satisfy an energy balance that is proved in a second step. We finally prove the
existence of an evolution with a bilateral constraint at the interface in Theorem
1.4.11.

The dynamic approximation. In Section 1.5 we want to study the asymp-
totic behavior of the dynamic solutions obtained by rescaling the time as in the
case of plasticity. The rescaling leads us to a dynamic solution (uǫ, zǫ) satisfying
the equations

σǫ = A0Eu
ǫ + ǫµA1Eu̇

ǫ (1.0.7a)

ǫ2ρüǫ − divσǫ = f. (1.0.7b)
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with

σǫν = −∇V ([uǫ])zǫ on Γ, (1.0.7c)

and the flow rules

żǫ ≤ 0, (1.0.7d)

d ≤ −ǫµżǫ, (1.0.7e)

żǫ(d+ ǫµżǫ) = 0, (1.0.7f)

d ∈ ∂I[0,1] + V ([uǫ])− α. (1.0.7g)

The convergence result is state in Theorem 1.5.1 whose proof is only sketched,
since it is very similar to the proof of the main result of [64], where the same
asymptotic limit is analyzed for solutions of a dynamic process where the vis-
cosity on the adhesive is neglected. A different argument and proof are needed
to prove the following lemmas, which describe the limit flow rule. In contrast
with the case of plasticity, the limit of the rescaled dynamic evolutions is not a
quasistatic evolution in delamination. Indeed we prove that the limit satisfies
an equilibrium condition, while in general an energy balance does not hold, but
only an energy inequality, showing a lack of energy that takes the form of resid-
ual dissipation. This residual dissipation is the limit of the viscous dissipations
of the dynamic evolutions, and it is expressed by two nonnegative Borel mea-
sures µb and µz which concentrate in the product spaces [0, T ]× (Ω1 ∪Ω2) and
[0, 1]× Γ, respectively. As a consequence, the quasistatic limit shows disconti-
nuities in time, where it jumps from a minimum of the energy of the system to
another.

In Subsection 1.5.1 we focus our analysis on the one-dimensional case, where
we give a finer description of the behavior of the solutions at the limit. We prove
that, in most the cases, the evolution shows a jump where the delamination
coefficient switches instantaneously from 1 to 0. In some sense, Theorem 1.5.14
shows that the dynamic solutions cannot approximate a quasistatic evolution
in delamination (in the sense of [39]), with the only exception of very particular
(and unrealistic) cases.

1.1 Notation

Vectors and Matrices. If a, b ∈ Rn, their scalar product is defined by a · b :=
∑

i aibi, and |a| := (a · a)1/2 is the norm of a. If η = (ηij) and ξ = (ξij) belong
to the space Mn×n of n × n matrices with real entries, their scalar product is
defined by η · ξ := ∑

ij ηijξij . Similary |η| := (η · η)1/2 is the norm of η. Mn×n
sym

is the subspace of Mn×n composed of symmetric matrices. Moreover Mn×n
D

denotes the subspace of symmetric matrices with null trace, i.e., η ∈ Mn×n
D if η

is symmetric and trη =
∑

i ηii = 0. The space Mn×n
sym can be split as

Mn×n
sym = Mn×n

D ⊕ RI,

where I is the identity matrix, so that every η ∈ Mn×n
sym can be written as

η = ηD + trη
n I, where ηD, called the deviatoric part of η, is the projection of η

into Mn×n
D .
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Duality and Norms. If X is a Banach space and u ∈ X , we usually denote
the norm of u by ‖u‖X. If X is Lp(Ω), Lp(Ω;Rn), Lp(Ω;Mn×n

sym ), or Lp(Ω;Mn×n
D )

the norm is denoted by ‖u‖Lp. In general, if X is a Banach space, X ′ is its dual
space and 〈u, v〉X denotes the duality product between u ∈ X ′ and v ∈ X . The
subscript X is sometimes omitted, if it is clear from the context.

If V represents the space R, Rk, Mn×n
sym , Mn×n

D , then the symbol Mb(A, V )
denotes the space of Radon measures on the open set A with values in V .

If Ω ⊂ Rn is an open set and u is a function in W 1,1(Ω,Rn), then the its
symmetrized gradient Eu is defined as

Eu :=
1

2
(∇u + (∇u)T ).

If u represents the displacement of a body, Eu is its linearized strain. Sometimes
we will deal with displacements u whose derivatives are not in L1(Ω). In these
cases the linearized strain is also denoted by Eu and is defined as the Mn×n

sym -

valued distribution with components Eiju = 1
2 (Diuj +Djui).

1.2 Visco-elasto-plastic evolution

1.2.1 Kinematical setting

The Reference Configuration. The reference configuration is a bounded
connected open set Ω in Rn, n ≥ 2, with Lipschitz boundary. We suppose that
∂Ω = Γ0 ∪ Γ1 ∪ ∂Γ, where Γ0, Γ1, and ∂Γ are pairwise disjoint, Γ0 and Γ1 are
relatively open in ∂Ω, and ∂Γ is the relative boundary in ∂Ω both of Γ0 and Γ1.
We assume that Γ0 6= Ø and that Hn−1(∂Γ) = 0, where Hn−1 denotes the n−1
dimensional Hausdorff measure. On Γ0 we will prescribe a Dirichlet condition
on the displacement u, while on Γ1 we will impose a Neumann condition on the
stress σ.

Elastic and Plastic Strain. If u is the displacement, the linearized strain
Eu is decomposed as the sum of the elastic strain e and the plastic strain p.
Given w ∈ H1(Ω,Rn), we say that a triple (u, e, p) is kinematically admissible
for the visco-elasto-plastic problem with boundary datum w if u ∈ H1(Ω;Rn),
e ∈ L2(Ω;Mn×n

sym ), p ∈ L2(Ω;Mn×n
D ), and

Eu = e+ p on Ω, (1.2.1a)

u|Γ0
= w on Γ0. (1.2.1b)

We denote the set of these triples by A(w). It is convenient to introduce the
subspace of H1(Ω;Rn) defined by

H1
Γ0
(Ω;Rn) := {u ∈ H1(Ω;Rn) : u|Γ0

= 0}

and its dual space, denoted by H−1
Γ0

(Ω;Rn). It is clear that (u, e, p) ∈ A(w) if

and only if u − w ∈ H1
Γ0
(Ω;Rn) and Eu = e + p, with e ∈ L2(Ω;Mn×n

sym ) and

p ∈ L2(Ω;Mn×n
D ).

Stress and External Forces. In the visco-elasto-plastic model the stress σ
depends linearly on the elastic part e of the strain Eu and on its time derivative
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ė. To express this dependence we introduce the elastic tensor A0 and the visco-
elastic tensor A1, which are symmetric linear operators of Mn×n

sym into itself. We
assume that there exist positive constants α0, β0, and β1 such that

|Aiξ| ≤ βi|ξ|, for i = 1, 2, (1.2.2a)

A0ξ · ξ ≥ α0|ξ|2 and A1ξ · ξ ≥ 0, (1.2.2b)

for every ξ ∈ Mn×n
sym . Note that A1 = 0 is allowed. Inequalities (1.2.2) imply

|Aiξ|2 ≤ βiA
iξ · ξ, (1.2.2c)

for every ξ ∈ Mn×n
sym and for i = 1, 2.

For every ξ ∈ Mn×n
sym let ξA1

be the orthogonal projection of ξ onto the image
of A1. Then there exists a constant α1 > 0 such that

A1ξ · ξ ≥ α1|ξA1
|2 (1.2.3)

for every ξ ∈ Mn×n
sym .

The stress satisfies the constitutive relation

σ = A0e+A1ė. (1.2.4)

The term A1ė in the equation above is the component of the stress due to
internal frictions. To express the energy balance it is useful to introduce the
quadratic forms

Q0(ξ) =
1

2
A0ξ · ξ and Q1(ξ) = A1ξ · ξ.

For every e ∈ L2(Ω;Mn×n
sym ) we define

Q0(e) =

∫

Ω

Q0(e)dx and Q1(e) =

∫

Ω

Q1(e)dx.

These function turn out to be lower semicontinuous with respect to the weak
topology of L2(Ω;Mn×n

sym ). Q0(e) represents the stored elastic energy associated
to e ∈ L2(Ω;Mn×n

sym ) while Q1(ė) represents the rate of visco-elastic dissipation.
We assume that the time dependent body force f(t) belongs to L2(Ω;Rn)

and that the time dependent surface force g(t) belongs to L2(Γ1,Hn−1;Rn). It
is convenient to introduce the total load L(t) ∈ H−1

Γ0
(Ω;Rn) of external forces

acting on the body, defined by

〈L(t), u〉 := 〈f(t), u〉Ω + 〈g(t), u〉Γ1
, (1.2.5)

where 〈·, ·〉 denotes the duality pairing between H−1
Γ0

(Ω;Rn) and H1
Γ0
(Ω;Rn),

〈·, ·〉Ω denotes the scalar product in L2(Ω;Rn), while 〈·, ·〉Γ1
denotes the scalar

product in L2(Γ1,Hn−1;Rn).
When dealing with the visco-elasto-plastic problem, we will only suppose

that the total load L(t) belongs to H−1
Γ0

(Ω;Rn), without assuming the particular
form (1.2.5). The hypotheses on the functions t 7→ L(t) and t 7→ w(t) and
the regularity of t 7→ (u(t), e(t), p(t)) will be made precise in the statement of
Theorems 1.2.1 and 1.2.4 below.
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The law which expresses the second law of dynamic is

ü(t)− divσ(t) = f(t) in Ω, (1.2.6)

where we assume that the mass density of the elasto-plastic body is 1. Equation
(1.2.6) is supplemented with the boundary conditions

u(t) = w(t) on Γ0, (1.2.7a)

σ(t)ν = g(t) on Γ1. (1.2.7b)

To deal with (1.2.6) and (1.2.7), it is convenient to introduce the continuous
linear operator divΓ0

: L2(Ω;Mn×n
sym ) → H−1

Γ0
(Ω;Rn) defined by

〈divΓ0
σ, ϕ〉 := −〈σ,Eϕ〉 (1.2.8)

for every σ ∈ L2(Ω;Mn×n
sym ) and every ϕ ∈ H1

Γ0
(Ω;Rn).

If f(t), g(t), σ(t), u(t), Γ0, and Γ1 are sufficiently regular and L(t) is the
total external load defined by (1.2.5), then we can prove, using integration by
parts, that (1.2.6) and (1.2.7b) are equivalent to

ü(t)− divΓ0
σ(t) = L(t), (1.2.9)

interpreted as equality between elements of H−1
Γ0

(Ω;Rn). In other words (1.2.9)
is satisfied if and only if

〈ü(t), ϕ〉 + 〈σ(t), Eϕ〉 = 〈L(t), ϕ〉 (1.2.10)

for every ϕ ∈ H1
Γ0
(Ω;Rn). In the irregular case, equation (1.2.10) represents

the weak formulation of problem (1.2.6) with boundary condition (1.2.7b).
Plastic Dissipation. The elastic domain K is a convex and compact set

in Mn×n
D . We will suppose that there exist two positive real numbers r1 < R1

such that
B(0, r1) ⊆ K ⊆ B(0, R1). (1.2.11)

It is convenient to introduce the set

K(Ω) := {ξ ∈ L2(Ω;Mn×n
D ) : ξ(x) ∈ K for a.e. x ∈ Ω}. (1.2.12)

If πK denotes the minimal distance projection of Mn×n
D into K, and πK(Ω)

denotes the projection of L2(Ω;Mn×n
D ) into K(Ω), then it is easy to check that

(πK(Ω)ξ)(x) = πKξ(x) for a.e. x ∈ Ω, (1.2.13)

for every ξ ∈ L2(Ω;Mn×n
D ).

The evolution of the plastic strain p(t, x) will be expressed by the Maximum
Dissipation Principle (Hill’s Principle of Maximum Work, see, e.g., [34], [45],
[73]): if σ is the stress, then p will satisfy the following

(σD(t, x)− ξ) · ṗ(t, x) ≥ 0 for every ξ ∈ K and a.e. x in Ω

σD(t, x) − ṗ(t, x) ∈ K, for a.e. x in Ω,

where we assume for simplicity that the viscosity coefficient is 1. Thanks to
the characterization of the projection onto convex sets (see, e.g., [36]), this
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condition is satisfied if and only if σD(t, x)− ṗ(t, x) coincides with πKσD(t, x),
for a.e. x ∈ Ω. By (1.2.13), this can be written as

ṗ(t) = σD(t)− πK(Ω)σD(t). (1.2.14)

We define the support function H : Mn×n
D → [0,+∞[ of K by

H(ξ) = sup
ζ∈K

ζ · ξ. (1.2.15)

It turns out that H is convex and positively homogeneous of degree one. In
particular it satisfies the triangle inequality

H(ξ + ζ) ≤ H(ξ) +H(ζ)

and the following inequality, due to (1.2.11):

r1|ξ| ≤ H(ξ) ≤ R1|ξ|. (1.2.16)

We define H : L2(Ω;Mn×n
D ) → R by

H(p) =

∫

Ω

H(p(x))dx. (1.2.17)

If p ∈ H1([0, T ];L2(Ω;Mn×n
D )) and ṗ(t) is its time derivative, then H(ṗ) repre-

sents the rate of plastic dissipation, so that,

∫ T

0

H(ṗ)dt (1.2.18)

is the total plastic dissipation in the time interval [0, T ].
We notice that, by the definition of H , the subdifferential of H satisfies (see

e.g. [61, Theorem 13.1])
∂H(0) = K. (1.2.19)

From (1.2.19), it easily follows

∂H(0) = K(Ω), (1.2.20)

where ∂H(ξ) denotes the subdifferential of H at ξ.

1.2.2 Existence results for elasto-visco-plastic evolutions

Given an elasto-visco-plastic body satisfying all the properties described in the
previous section, we fix an external load L and a Dirichlet boundary datum
w, and look for a solution of the dynamic equation (1.2.9) and of the flow rule
(1.2.14), with stress σ defined by (1.2.4) and strain satisfying equation (1.2.1).
Our existence result for an elasto-visco-plastic evolution is given by the following
theorem.

Theorem 1.2.1. Let T > 0, let L ∈ AC([0, T ];H−1
Γ0

(Ω;Rn)), and let w be a
function such that

w ∈ L∞([0, T ];H1(Ω;Rn)), (1.2.21a)

ẇ ∈ C0([0, T ];L2(Ω;Rn)) ∩ L2([0, T ];H1(Ω;Rn)), (1.2.21b)

ẅ ∈ L2([0, T ];L2(Ω;Rn)). (1.2.21c)
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Then for every (u0, e0, p0) ∈ A(w(0)) and v0 ∈ L2(Ω;Rn) there exists a unique
quadruple (u, e, p, σ) of functions, with

u ∈ L∞([0, T ];H1(Ω;Rn)), (1.2.22a)

u̇ ∈ L∞([0, T ];L2(Ω;Rn)), (1.2.22b)

ü ∈ L2([0, T ];H−1
Γ0

(Ω;Rn)), (1.2.22c)

e ∈ L∞([0, T ];L2(Ω;Mn×n
sym )), (1.2.22d)

p ∈ L∞([0, T ];L2(Ω;Mn×n
D )), (1.2.22e)

ėA1
∈ L2([0, T ];L2(Ω;Mn×n

sym )), (1.2.22f)

ṗ ∈ L2([0, T ];L2(Ω;Mn×n
D )), (1.2.22g)

σ ∈ L2([0, T ];L2(Ω;Mn×n
sym )), (1.2.22h)

such that for a.e. t ∈ [0, T ] we have

Eu(t) = e(t) + p(t), (1.2.23a)

σ(t) = A0e(t) +A1ėA1
(t), (1.2.23b)

ü(t)− divΓ0
σ(t) = L(t), (1.2.23c)

ṗ(t) = σD(t)− πK(Ω)σD(t), (1.2.23d)

and

u(t) = w(t) on Γ0, (1.2.24)

u(0) = u0, p(0) = p0, (1.2.25a)

lim
h→0+

1

h

∫ h

0

‖e(t)− e0‖2L2dt = 0, lim
h→0+

1

h

∫ h

0

‖u̇(t)− v0‖2L2dt = 0. (1.2.25b)

In (1.2.22f) and in the rest of the paper the symbol ėA1
denotes the time deriva-

tive (in the sense of distributions) of the function eA1
defined before (1.2.3).

Moreover (u, e, p, σ) satisfies the equilibrium condition

−H(q) ≤ 〈σ(t), η〉 + 〈ṗ(t), q〉+ 〈ü(t), ϕ〉 − 〈L(t), ϕ〉 ≤ H(−q), (1.2.26)

for a.e. t ∈ [0, T ] and for every (ϕ, η, q) ∈ A(0), where 〈·, ·〉 denotes the duality
pairing between H−1

Γ0
(Ω;Rn) and H1

Γ0
(Ω;Rn) in the terms containing ü and L,

while it denotes the scalar product in L2 in all other terms.

Remark 1.2.2. In view of (1.2.21) and (1.2.22) we see that u, w, u̇, ẇ, eA1
,

and p are absolutely continuous in time, more precisely,

w ∈ AC([0, T ];H1(Ω;Rn)), (1.2.27a)

u, ẇ ∈ AC([0, T ];L2(Ω;Rn)), (1.2.27b)

u̇ ∈ AC([0, T ];H−1
Γ0

(Ω;Rn)), (1.2.27c)

eA1
∈ AC([0, T ];L2(Ω;Mn×n

sym )), (1.2.27d)

p ∈ AC([0, T ];L2(Ω;Mn×n
D )) (1.2.27e)
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(see, e.g., [12], Proposition A.3 and following Corollary). Properties (1.2.27b)
and (1.2.27e) give a precise meaning to the initial conditions (1.2.25a).

Moreover since u is bounded in H1(Ω;Rn) by (1.2.22a), we deduce from
(1.2.27b) that t 7→ u(t) is weakly continuous into H1(Ω;Rn). Similarly, thanks
to (1.2.27c) and since u̇ ∈ L∞([0, T ];L2(Ω;Rn)) by (1.2.22b), it follows that
t 7→ u̇(t) is weakly continuous into L2(Ω;Rn). Moreover, e = Eu − p ∈
H1([0, T ];H−1(Ω;Mn×n

sym )) by (1.2.22a), (1.2.22b), (1.2.22e), and (1.2.22g), thus
e ∈ AC([0, T ];H−1(Ω;Mn×n

sym )). Since we have also e ∈ L∞([0, T ];L2(Ω;Mn×n
sym ))

by (1.2.22d), we conclude that t 7→ e(t) is weakly continuous into L2(Ω;Mn×n
sym ).

In particular for every t ∈ [0, T ] the functions u(t), e(t), p(t), u̇(t) are univocally
defined as elements of H1(Ω;Rn), L2(Ω;Mn×n

sym ), L2(Ω;Mn×n
D ), and L2(Ω;Rn),

respectively.

Remark 1.2.3. From (1.2.22), (1.2.23a), and (1.2.25) it follows that

lim
h→0+

1

h

∫ h

0

‖u(t)− u0‖2H1dt = 0. (1.2.28)

Indeed, by (1.2.27b) we have 1
h

∫ h

0
‖u(t)−u0‖2L2dt→ 0, and (1.2.22g), (1.2.23a),

while (1.2.25b) give 1
h

∫ h

0 ‖Eu(t)− Eu0‖2L2dt → 0.

Before proving Theorem 1.2.1 we will first state the following result, which
characterizes the solutions of equations (1.2.23c) and (1.2.23d).

Theorem 1.2.4. Under the hypotheses of Theorem 1.2.1, let us assume that
(u, e, p, σ) satisfies (1.2.22), (1.2.23a), (1.2.23b), (1.2.24), and (1.2.25). Then
(u, e, p, σ) satisfies (1.2.23c) and (1.2.23d) for a.e. t ∈ [0, T ] if and only if both
the following conditions hold:

(a) Energy balance: for a.e t ∈ [0, T ] we have

Q0(e(t)) +
1

2
‖u̇(t)−ẇ(t)‖2L2 +

∫ t

0

Q1(ėA1
)ds+

∫ t

0

‖ṗ‖2L2ds+

∫ t

0

H(ṗ)ds =

= Q0(e0) +
1

2
‖v0 − ẇ(0)‖2L2 +

∫ t

0

〈σ,Eẇ〉ds−
∫ t

0

〈ẅ, u̇− ẇ〉ds

+ 〈L(t), u(t) − w(t)〉 − 〈L(0), u0 − w(0)〉 −
∫ t

0

〈L̇, u− w〉ds, (1.2.29)

(b) For a.e. t ∈ [0, T ] the equilibrium condition (1.2.26) holds for every
(ϕ, η, q) ∈ A(0).

Moreover, if the two previous conditions are satisfied, then

〈σD(t)− ṗ(t), ṗ(t)〉 = H(ṗ(t)) for a.e. t ∈ [0, T ]. (1.2.30)

Remark 1.2.5. If A1 is positive definite, then (1.2.27d), (1.2.27e), and the
Korn inequality, imply that u ∈ AC([0, T ];H1(Ω;Rn)). If moreover the data w
and L are sufficiently regular, L has the form (1.2.5), then we can integrate by

parts the terms
∫ t

0
〈ẅ, u̇〉ds and

∫ t

0
〈ẅ, ẇ〉ds obtaining that we can rewrite the
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energy balance as follows:

Q0(e(t)) +
1

2
‖u̇(t)‖2L2 +

∫ t

0

Q1(ė)ds+

∫ t

0

‖ṗ‖2L2ds+

∫ t

0

H(ṗ)ds =

=

∫ t

0

〈σ,Eẇ〉ds+
∫ t

0

〈f, u̇ − ẇ〉ds+
∫ t

0

〈g, u̇− ẇ〉Γ1
ds

+

∫ t

0

〈ü, ẇ〉ds+Q0(e0) +
1

2
‖v0‖2L2 ,

which becomes, using ü = divΓ0
σ + L:

Q0(e(t)) +
1

2
‖u̇(t)‖2L2 +

∫ t

0

Q1(ė)ds+

∫ t

0

‖ṗ‖2L2ds+

∫ t

0

H(ṗ)ds =

=

∫ t

0

〈σν, u̇〉Γ0
ds+

∫ t

0

〈f, u̇〉ds+
∫ t

0

〈g, u̇〉Γ1
ds+Q0(e0) +

1

2
‖v0‖2L2 ,

where we have used u̇ = ẇ on Γ0. This is the usual formulation of the energy
balance. Indeed Q0(e(t)) is the stored elastic energy, 1

2‖u̇(t)‖2L2 is the kinetic

energy,
∫ t

0
Q1(ė(t))ds is the visco-elastic dissipation,

∫ t

0
‖ṗ‖2L2ds is the visco-

plastic dissipation, and
∫ t

0
H(ṗ)ds is the plastic dissipation. On the right-hand

side the terms
∫ t

0
〈σν, u̇〉Γ0

ds,
∫ t

0
〈g, u̇〉Γ1

ds, and
∫ t

0
〈f, u̇〉ds represent the work

done by the external forces on the Dirichlet boundary, on the Neumann bound-
ary, and on the body itself, while the two terms Q0(e0) and 1

2‖v0‖2L2 are the
stored elastic energy and the kinetic energy at the initial time.

Lemma 1.2.6. Let T > 0, let L ∈ AC([0, T ];H−1
Γ0

(Ω;Rn)), let w satisfy
(1.2.21), and let (u, e, p, σ) be a quadruple satisfying (1.2.22), (1.2.23a), (1.2.23b),
(1.2.23c), (1.2.24), and (1.2.25). Then

Q0(e(t))−Q0(e0) +

∫ t

0

Q1(ėA1
)ds−

∫ t

0

〈σ,Eẇ〉ds+
∫ t

0

〈σD, ṗ〉ds

+
1

2
‖u̇(t)− ẇ(t)‖2L2 − 1

2
‖v0 − ẇ(0)‖2L2 = −

∫ t

0

〈ẅ, u̇− ẇ〉ds

+ 〈L(t), u(t) − w(t)〉 − 〈L(0), u0 − w(0)〉 −
∫ t

0

〈L̇, u− w〉ds, (1.2.31)

for a.e. t ∈ [0, T ].

Proof. Given a function ϑ from [0, T ] into a Banach space X , for all h > 0
we define the difference quotient shϑ : [0, T − h] → X as shϑ(t) := 1

h (ϑ(t +
h) − ϑ(t)). By (1.2.21), (1.2.22), and (1.2.24) for a.e. t ∈ [0, T ] the function
ϕ := shu(t) − shw(t) belongs to H1

Γ0
(Ω;Rn). We use this function in (1.2.10)

first at time t and then at time t+ h. Summing the two expressions we get

〈ü(t+h)−ẅ(t+h)+ü(t)−ẅ(t), shu(t)−shw(t)〉 + 〈hshσ(t), shp(t)−shEw(t)〉
+ 〈A0e(t+ h) +A1ėA1

(t+ h) +A0e(t) +A1ėA1
(t), she(t)〉 = (1.2.32)

= −〈ẅ(t+ h) + ẅ(t), shu(t)− shw(t)〉 + 〈L(t+ h) + L(t), shu(t)− shw(t)〉.
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We now integrate in time on the interval [0, t]. An integration by parts in time
gives that the first term is equal to

〈u̇(t+ h)− ẇ(t+ h), shu(t)− shw(t)〉 + 〈u̇(t)− ẇ(t), shu(t)− shw(t)〉
− 〈u̇(h)− ẇ(h), shu(0)− shw(0)〉 − 〈u̇(0)− ẇ(0), shu(0)− shw(0)〉

− 1

h

∫ t+h

t

‖u̇(r) − ẇ(r)‖2L2dr +
1

h

∫ h

0

‖u̇(r) − ẇ(r)‖2L2dr. (1.2.33)

As for the third term we find that it is equal to

2

h

∫ t+h

t

Q0(e(r))dr −
2

h

∫ h

0

Q0(e(r))dr +

∫ t

0

〈A1(ėA1
(r + h) + ėA1

(r)), sheA1
(r)〉dr,

(1.2.34)

while the last one is equal to

2

h

∫ t+h

t

〈L(r), u(r) − w(r)〉dr − 2

h

∫ h

0

〈L(r), u(r) − w(r)〉dr

−
∫ t

0

〈shL(r), u(r + h)− w(r + h) + u(r)− w(r)〉dr. (1.2.35)

Now (1.2.21), (1.2.25b), (1.2.27b), the weak continuity of u̇ on [0, T ] into L2(Ω;Rn)
(see Remark 1.2.2), and the Lebesgue mean value Theorem, allow us to pass to
the limit as h → 0 in (1.2.33) for a.e. t ∈ [0, T ]. By similar arguments, using
(1.2.21), (1.2.22), (1.2.25b), (1.2.28), and the weak continuity of u on [0, T ] into
H1(Ω;Rn) (see Remark 1.2.2), we pass to the limit in (1.2.34), (1.2.35), and in
the other terms of (1.2.32), so that we obtain (1.2.31) for a.e. t ∈ [0, T ].

Proof of Theorem 1.2.4. Let us suppose that the quadruple (u, e, p, σ) satis-
fies (1.2.26) and (1.2.29); let us prove (1.2.23c). Let ϕ ∈ H1

Γ0
(Ω;Rn); since

(ϕ,Eϕ, 0) ∈ A(0), we can choose η = Eϕ and q = 0 in (1.2.26) and for a.e.
t ∈ [0, T ] we get

〈A0e(t) +A1ėA1
(t), Eϕ〉 + 〈ü(t), ϕ〉 − 〈L(t), ϕ〉 = 0, (1.2.36)

which is equivalent to (1.2.23c), thanks to (1.2.10) and (1.2.23b).
It remains to prove (1.2.23d). Choosing (0, q,−q) ∈ A(0) in (1.2.26) for some

q ∈ L2(Ω,Mn×n
D ), for a.e. t ∈ [0, T ] we get

−H(−q) ≤ 〈A0e(t) +A1ėA1
(t), q〉 − 〈ṗ(t), q〉 ≤ H(q), (1.2.37)

which, by (1.2.23b), says that

σD(t)− ṗ(t) ∈ ∂H(0) = K(Ω) (1.2.38)

thanks to the arbitrariness of q.
Now we observe that (u, e, p, σ) satisfies the hypotheses of Lemma 1.2.6, so

(1.2.31) holds for a.e. t ∈ [0, T ]. This, together with the energy balance (1.2.29),
implies that (1.2.30) holds for a.e. t ∈ [0, T ]. As a consequence, by the definition
of H, we deduce that for a.e. t ∈ [0, T ] and for every ξ ∈ K(Ω) we have

〈σD(t)− ṗ(t), ṗ(t)〉 ≥ 〈ξ, ṗ(t)〉,
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which is equivalent to

〈σD(t)− (σD(t)− ṗ(t)), ξ − (σD(t)− ṗ(t))〉 ≤ 0.

Thanks to (1.2.38), σD(t)− ṗ(t) belongs to K(Ω); therefore the arbitrariness of
ξ and the well-known characterization of the projection onto convex sets (see,
e.g., [36], Chapter 1.2) give that σD(t)− ṗ(t) = πK(Ω)σD(t) for a.e. t ∈ [0, T ].

Conversely, suppose (u, e, p, σ) to be a solution of the system of equations
(1.2.23). Then (1.2.23d) implies (1.2.38), which in turn gives (1.2.37). On
the other hand (1.2.23b) and (1.2.23c) give (1.2.36). Subtracting (1.2.37) from
(1.2.36) term by term and taking into account (1.2.1a), we get (1.2.26).

In order to obtain the energy balance we first prove that, if a function
(u, e, p, σ) satisfies (1.2.23), then (1.2.30) holds. Indeed, if ξ ∈ K(Ω), then
from the properties of convex sets it follows that for a.e. t ∈ [0, T ]

(σD − ṗ) · ṗ = πKσD · (σD − πKσD) ≥
≥ πKσD · (σD − πKσD) + (ξ − πKσD) · (σD − πKσD) = ξ · (σD − πKσD)

almost everywhere in Ω, that is (σD − ṗ) · ṗ ≥ H(σD − πKσD) = H(ṗ) thanks
to the definition of H . Since σD − ṗ ∈ K a.e. in Ω and for a.e. t ∈ [0, T ] by
(1.2.23d), the definition of H gives also the opposite inequality. So integrating
on Ω we get (1.2.30).

Now since (u, e, p, σ) satisfies the hypotheses of Lemma 1.2.6, we obtain
(1.2.31), which together with (1.2.30) gives the energy balance (1.2.29) for a.e.
t ∈ [0, T ].

Proof of Theorem 1.2.1. The proof is reminiscent of that of [7, Theorem 3.1],
with some important differences. In [7, Theorem 3.1] only Dirichlet conditions
are considered and the data of the problem are more regular than ours: the
external load f belongs to AC([0, T ];L2(Ω;Rn)) and the boundary datum w
belongs to H2([0, T ];H1(Ω;Rn)) ∩H3([0, T ];L2(Ω;Rn)). Moreover, the model
discussed in [7] is slightly different from ours: in [7] the plastic component of
the strain plays a role in the viscous part of the stress, while we assume that
the component ṗ of the strain rate does not affect the viscous stress, which only
depends on ė. This leads to a different flow rule, whose strong form cannot
be proved directly from the approximate flow rules as in [7]; for this reason we
prefer to prove first the energy balance and then to derive the flow rule from it.

As in [7] we will obtain the solution by time discretization, considering the
limit of approximate solutions constructed by solving incremental minimum
problems. Given an integer N > 0 we define τ = T/N and subdivide the
interval [0, T ) into N subintervals [ti, tt+1), i = 0, . . . , N − 1 of length τ , with
ti = iτ . Let us set

u−1 = u0 − τv0, w−1 = w0 − τẇ(0),

wi = w(ti), Li =
1

τ

∫ ti+1

ti

L(s)ds.

We construct a sequence (ui, ei, pi) with i = 0, 1, . . . , N by induction. First
(u0, e0, p0) coincides with the initial data in (1.2.25). Let us fix i and let us
suppose (uj , ej , pj) ∈ A(wj) to have been defined for j = 0, . . . , i. Then
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(ui+1, ei+1, pi+1) is defined as the unique minimizer on A(wi+1) of the func-
tional

Vi(u, e, p) =
1

2
〈A0e, e〉+

1

2τ
〈A1(e− ei), e − ei〉+

1

2τ
‖p− pi‖2L2

+H(p− pi) +
1

2
‖u− ui

τ
− ui − ui−1

τ
‖2L2 − 〈Li, u〉, (1.2.39)

which turns out to be coercive and strictly convex on A(wi+1).
To obtain the Euler conditions we observe that (ui+1, ei+1, pi+1)+λ(ϕ, η, q) ∈

A(wi+1) for every (ϕ, η, q) ∈ A(0), and for every λ ∈ R. Evaluating Vi in this
point and differentiating with respect to λ at 0± we get

−H(q) ≤〈A0ei+1, η〉+
1

τ
〈A1(ei+1 − ei), η〉+

1

τ
〈pi+1 − pi, q〉

+
1

τ
〈vi+1 − vi, ϕ〉 − 〈Li, ϕ〉 ≤ H(−q), (1.2.40)

where we have set

vj =
1

τ
(uj − uj−1). (1.2.41)

We now define the piecewise affine interpolation uτ , eτ , pτ , wτ on [0, T ] by

uτ (t) = ui +
ui+1 − ui

τ
(t− ti) if t ∈ [ti, ti+1) (1.2.42a)

eτ (t) = ei +
ei+1 − ei

τ
(t− ti) if t ∈ [ti, ti+1) (1.2.42b)

pτ (t) = pi +
pi+1 − pi

τ
(t− ti) if t ∈ [ti, ti+1) (1.2.42c)

wτ (t) = wi +
wi+1 − wi

τ
(t− ti) if t ∈ [ti, ti+1) (1.2.42d)

To simplify the notation we also set ωi =
1
τ (wi − wi−1) = 1

τ

∫ ti
ti−1

ẇ(s)ds and

define, for t ∈ [0, T ],

ωτ (t) = ωi + (ωi+1 − ωi)
t− ti
τ

if t ∈ [ti, ti+1), (1.2.43a)

vτ (t) = vi + (vi+1 − vi)
t− ti
τ

if t ∈ [ti, ti+1). (1.2.43b)

The proof now is divided into five steps: in the first one we prove that a
subsequence of (uτ , eτ , pτ ) has a limit (u, e, p) as τ → 0, and we show that this
limit satisfies the regularity conditions (1.2.22). In the second step we pass to the
limit in (1.2.40), obtaining the equilibrium condition (1.2.26). In the third step
we obtain the energy balance (1.2.29) for (u, e, p). In the fourth step we prove
that (u, e, p) satisfies the initial conditions (1.2.25). From this and Theorem
1.2.4 it will follow that (u, e, p) satisfies the required equations (1.2.23). In the
last step we prove the uniqueness.

Step 1. Since ẅ ∈ L2([0, T ];L2(Ω;Rn)) and ẇ ∈ L2([0, T ];H1(Ω;Rn)), we
see that

wτ → w strongly in L2([0, T ];H1(Ω;Rn)), (1.2.44a)

ẇτ → ẇ strongly in L2([0, T ];H1(Ω;Rn)), (1.2.44b)

ωτ → ẇ strongly in L2([0, T ];H1(Ω;Rn)), (1.2.44c)

ω̇τ → ẅ strongly in L2([0, T ];L2(Ω;Rn)). (1.2.44d)
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The proof of the first three properties is straightforward. To prove (1.2.44d) we

first put w̃τ (t) :=
1
τ

∫ ti+1

ti
ẅ(s)ds ∈ L2(Ω;Rn) for t ∈ [ti, ti+1). Since w̃τ tends to

ẅ, it suffices to show that w̃τ − ω̇τ tends to 0 strongly in L2([0, T ];L2(Ω;Rn)).
So we write

‖ω̇τ − w̃τ‖2L2(L2) =

N−1
∑

i=0

τ
∥

∥

∥

1

τ

∫ ti+1

ti

(1

τ

∫ s

s−τ
ẅ(r)dr − ẅ(s)

)

ds
∥

∥

∥

2

L2
≤

≤ 1

τ

N−1
∑

i=0

∫ ti+1

ti

∫ s

s−τ
‖ẅ(r)− ẅ(s)‖2L2drds ≤

≤ 1

τ

N−1
∑

i=0

∫ ti+1

ti−1

∫ ti+1

ti−1

‖ẅ(r) − ẅ(s)‖2L2drds,

where we set ẅ(s) = 0 for s < 0. Defining W (r, s) = ‖ẅ(r) − ẅ(s)‖2L2 , we see
that the integral in the last line is bounded by

2

τ

∫ 2τ

−2τ

dh

∫ T

0

W (r, r + h)dr,

that turns out to go to 0 as τ → 0, because h 7→
∫ T

0
W (r, r+h)dr is continuous

and vanishes at h = 0.

We shall use the three following identities:

〈A0ei+1, ei+1 − ei〉 =
∫ ti+1

ti

〈A0eτ , ėτ 〉ds+
τ

2

∫ ti+1

ti

〈A0ėτ , ėτ 〉ds, (1.2.45)

〈A0ei+1, Ewi+1 − Ewi〉 =

=

∫ ti+1

ti

〈A0eτ , Eẇτ 〉ds+
τ

2

∫ ti+1

ti

〈A0ėτ , Eẇτ 〉ds, (1.2.46)

〈(vi+1 − vi)− (ωi+1 − ωi), vi+1 − ωi+1〉 =

=
1

2
‖vi+1 − ωi+1‖2L2 − 1

2
‖vi − ωi‖2L2 +

τ

2

∫ ti+1

ti

‖v̇τ − ω̇τ‖2L2ds.(1.2.47)

We put

ϕ = ui+1 − ui − (wi+1 − wi),

η = ei+1 − ei − (Ewi+1 − Ewi),

q = pi+1 − pi, (1.2.48)

into (1.2.40) and take the sum over i = 0, . . . , j − 1. Using (1.2.45)-(1.2.47) we
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get

∫ tj

0

〈A0eτ , ėτ 〉ds+
τ

2

∫ tj

0

〈A0ėτ , ėτ 〉ds+
∫ tj

0

〈A1ėτ , ėτ 〉ds

+

∫ tj

0

‖ṗτ‖2L2ds+
τ

2

∫ tj

0

‖v̇τ − ω̇τ‖2ds+
1

2
‖vτ (tj+1)− ωτ (tj+1))‖2 ≤

≤
∫ tj

0

H(−ṗτ )ds+ 〈L(tj), uτ (tj)− wτ (tj)〉 − 〈L(0), uτ (0)− wτ (0)〉

−
∫ tj

0

〈L̇, uτ − wτ 〉ds−
∫ tj

0

〈ω̇τ , u̇τ − ẇτ 〉ds

+
1

2
‖v0 − ω0‖2 +

∫ t

0

〈A0eτ +A1ėτ +
τ

2
A0ėτ , Eẇτ 〉ds, (1.2.49)

By (1.2.16) there exists a constant C such that H(q) ≤ C‖q‖L2 for every q ∈
L2(Ω;Mn×n

D ). Therefore we obtain

1

2
〈A0eτ (tj), eτ (tj)〉+

τ

2

∫ tj

0

〈A0ėτ , ėτ 〉ds+
∫ tj

0

〈A1ėτ , ėτ 〉ds

+

∫ tj

0

‖ṗτ‖2L2ds+
1

2
‖vτ (tj+1)− ωτ (tj+1)‖2L2 ≤

≤ C

∫ tj

0

‖ṗτ‖L2dt+
1

2λ

∫ tj

0

‖ω̇τ‖2L2ds+
λ

2

∫ tj

0

‖u̇τ − ẇτ‖2L2ds+
1

2λ
‖L(tj)‖2H−1

Γ0

+
λ

2
‖uτ − wτ‖2H1

Γ0

+
1

2λ

∫ tj

0

‖L̇τ‖2H−1

Γ0

ds+
λ

2

∫ tj

0

‖uτ − wτ‖2H1
Γ0

ds

+
3

2λ

∫ tj

0

‖Eẇτ‖2L2ds+
λ

2

∫ tj

0

‖A0eτ‖2L2ds

+
λ

2

∫ tj

0

‖A1ėτ‖2L2ds+
τλ

4

∫ tj

0

‖A0ėτ‖2L2ds+D, (1.2.50)

where λ is an arbitrary positive number, that we will choose later, and C and
D are positive constants independent of λ.

From (1.2.44) and the hypothesis on L we see that the term

∫ tj

0

‖ω̇τ‖2L2ds++
1

2λ
‖L(tj)‖2H−1

Γ0

+

∫ tj

0

‖L̇τ‖2H−1

Γ0

ds+

∫ tj

0

‖Eẇτ‖2L2ds

is bounded from above. By Poincaré and Korn inequalities there exists a con-
stant γ such that

‖uτ − wτ‖2H1
Γ0

≤ γ(‖eτ‖2L2 + ‖pτ‖2L2 + ‖Ewτ‖2L2).

Since for some constant C1 > 0

C

∫ tj

0

‖ṗτ‖L2ds ≤ C1 +
1

2

∫ tj

0

‖ṗτ‖2L2ds,

writing pτ (tj) =
∫ tj
0
ṗτds and then using the Cauchy inequality and formula
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(1.2.2), we get from (1.2.50)

α0

2
‖eτ(tj)‖2L2 +

α0τ

2

∫ tj

0

‖ėτ‖2L2ds+ α1

∫ tj

0

‖(ėτ )A1
‖2L2ds+

1

2

∫ tj

0

‖ṗτ‖2L2ds

+
1

2
‖u̇τ (t−j )− ẇτ (t

−
j )‖2L2 ≤

≤ λγ

2
‖eτ (tj)‖2L2 +

λγT

2

∫ tj

0

‖ṗτ‖2L2ds+
λβ2

0

2

∫ tj

0

‖eτ‖2L2ds

+
λ

2

∫ tj

0

‖u̇τ − ẇτ‖2L2ds+
λβ2

1

2

∫ tj

0

‖(ėτ )A1
‖2L2ds+ τ

λβ2
0

4

∫ tj

0

‖ėτ‖2L2ds+Mλ,

where Mλ is a constant depending on λ. Choosing now λ in such a way that
2λγ < α0, 2λγT < 1, λβ2

1 < α1, 2λβ
2
0 < α0, and λ < 1 we obtain

α0

4
‖eτ(tj)‖2L2 +

α0τ

4

∫ tj

0

‖ėτ‖2L2ds+
α1

2

∫ tj

0

‖(ėτ )A1
‖2L2ds+

1

4

∫ tj

0

‖ṗτ‖2L2ds

+
1

2
‖u̇τ (t−j )− ẇτ (t

−
j )‖2L2 ≤ α0

4

∫ tj

0

‖eτ‖2L2ds+
1

2

∫ tj

0

‖u̇τ − ẇτ‖2L2ds+Mλ.

(1.2.51)

Now neglecting some non-negative terms in the left-hand side we get

α0

2
‖eτ (t)‖2L2+‖u̇−τ (t)−ẇ−

τ (t)‖2L2 ≤ K+

∫ t

0

α0

2
‖eτ‖2L2+‖u̇−τ −ẇ−

τ ‖2L2ds (1.2.52)

for all t ∈ [0, T ], where K is a positive constant independent of τ and u̇−τ − ẇ−
τ

denotes the left-continuous representative of the piecewise constant function
u̇τ − ẇτ ∈ L∞([0, T ];L2(Ω;Rn)). So we can use Gronwall lemma to obtain that
eτ and u̇τ are bounded in L∞([0, T ];L2(Ω;Mn×n

sym )) and L∞([0, T ];L2(Ω;Rn))
respectively, uniformly with respect to τ . Going back to (1.2.51) we also obtain:

u̇τ ∈ L∞([0, T ];L2(Ω;Rn)), (1.2.53a)

eτ ∈ L∞([0, T ];L2(Ω;Mn×n
sym )), (1.2.53b)

(ėτ )A1
∈ L2([0, T ];L2(Ω;Mn×n

sym )), (1.2.53c)

ṗτ ∈ L2([0, T ];L2(Ω;Mn×n
D )), (1.2.53d)

and u̇τ , eτ , (ėτ )A1
, ṗτ are bounded in these spaces uniformly with respect to τ .

For the first condition above we have used that ωτ is uniformly bounded in
L∞([0, T ];L2(Ω;Rn)), as a consequence of (1.2.21) and (1.2.43). Moreover from
the same estimate we find that

τ
1
2 ėτ ∈ L2([0, T ];L2(Ω;Mn×n

sym )), (1.2.54)

uniformly with respect to τ . We can then pass to the limit as τ tends to 0 in a
subsequence, and find functions v, e, h and q such that

u̇τ ⇀ v weakly* in L∞([0, T ];L2(Ω;Rn)), (1.2.55a)

eτ ⇀ e weakly* in L∞([0, T ];L2(Ω;Mn×n
sym )), (1.2.55b)

(ėτ )A1
⇀ h weakly in L2([0, T ];L2(Ω;Mn×n

sym )), (1.2.55c)

ṗτ ⇀ q weakly in L2([0, T ];L2(Ω;Mn×n
D )). (1.2.55d)
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From (1.2.55b) we see that (eτ )A1
⇀ eA1

weakly* in L∞([0, T ];L2(Ω;Mn×n
sym )),

and writing (eτ )A1
(t) =

∫ t

0 (ėτ )A1ds+ (e0)A1
we see that

(eτ )A1
is bounded in L∞([0, T ];L2(Ω;Rn)), (1.2.56a)

(eτ )A1
(t)⇀ eA1

(t) weakly in L2(Ω;Mn×n
sym )), (1.2.56b)

(ėτ )A1
⇀ ėA1

weakly in L2([0, T ];L2(Ω;Mn×n
sym )), (1.2.56c)

From the estimates (1.2.55) and from the equalities uτ (t) =
∫ t

0
u̇τds + u0 and

pτ (t) =
∫ t

0
ṗτds+ p0 it follows that

uτ is bounded in L∞([0, T ];L2(Ω;Rn)), (1.2.56d)

pτ is bounded in L∞([0, T ];L2(Ω;Mn×n
D )), (1.2.56e)

uτ (t)⇀ u(t) :=

∫ t

0

v(s)ds+ u0 weakly in L2(Ω;Rn), (1.2.56f)

pτ (t)⇀ p(t) :=

∫ t

0

q(s)ds+ p0 weakly in L2(Ω;Mn×n
D ) (1.2.56g)

for every t ∈ [0, T ]. Note that, by (1.2.55a) and (1.2.55d) we deduce that

u ∈ L∞([0, T ];L2(Ω;Rn)), (1.2.57a)

p ∈ L∞([0, T ];L2(Ω;Mn×n
D )). (1.2.57b)

and in particular

pτ ⇀ p weakly* in L∞([0, T ];L2(Ω;Mn×n
D )),

In view of (1.2.56) we see that u and p are absolutely continuous and that their
derivatives with respect to t coincide with v and q almost everywhere in [0, T ],
in other words

u̇τ ⇀ u̇ weakly* in L∞([0, T ];L2(Ω;Rn)),

ṗτ ⇀ ṗ weakly in L2([0, T ];L2(Ω;Mn×n
D )).

Now, the identity

Euτ (t) = eτ (t) + pτ (t), (1.2.58)

together with conditions (1.2.53b) and (1.2.56e), implies that Euτ (t) is bounded
in L2(Ω;Mn×n

sym ) uniformly with respect to τ and t. Then the Korn inequality
implies that Duτ (t) is actually uniformly bounded in L2(Ω;Mn×n), so since
uτ (t)⇀ u(t) weakly in L2(Ω;Rn)), we get u(t) ∈ H1(Ω;Rn) and

uτ (t)⇀ u(t) weakly in H1(Ω;Rn) and strongly in L2(Ω;Rn) (1.2.59)

for all t ∈ [0, T ]. Hence (1.2.58) passes to the limit giving

Eu(t) = e(t) + p(t) (1.2.60)
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for all t ∈ [0, T ]. To summarize the previous discussion, we have obtained the
following convergences

uτ ⇀ u weakly* in ∈ L∞([0, T ];H1(Ω;Rn)), (1.2.61a)

u̇τ ⇀ u̇ weakly* in L∞([0, T ];L2(Ω;Rn)), (1.2.61b)

eτ ⇀ e weakly* in L∞([0, T ];L2(Ω;Mn×n
sym )), (1.2.61c)

(ėτ )A1
⇀ ėA1

weakly in L2([0, T ];L2(Ω;Mn×n
sym )), (1.2.61d)

pτ ⇀ p weakly* in L∞([0, T ];L2(Ω;Mn×n
D )), (1.2.61e)

ṗτ ⇀ ṗ weakly in L2([0, T ];L2(Ω;Mn×n
D )). (1.2.61f)

Let ϕ ∈ H1
Γ0
(Ω;Rn). Putting η = Eϕ and q = 0 in (1.2.40) we get

−divΓ0
(A0ei+1)− divΓ0

(A1
ei+1 − ei

τ
) +

vi+1 − vi
τ

= Li,

which allows us to deduce from (1.2.53b) and (1.2.53c) that v̇τ = vi+1−vi
τ is

bounded in L2([0, T ];H−1
Γ0

(Ω;Rn)) uniformly with respect to τ , thanks to the
continuity of the operator divΓ0

.
So, using the Hölder inequality, we estimate

‖vτ (t)− vτ (ti+1)‖H−1

Γ0

≤ τ1/2M for t ∈ [ti, ti+1),

for some positive constant M independent of τ , t, and i. Since u̇τ (t) = vτ (ti+1)
for t ∈ [ti, ti+1) we have

‖vτ (t)− u̇τ (t)‖H−1

Γ0

≤ τ1/2M,

so that vτ − u̇τ tends to 0 strongly in L∞([0, T ], H−1
Γ0

(Ω;Rn)). From this it
easily follows that the two sequences vτ and u̇τ must have the same weak* limit
in L∞([0, T ];H−1

Γ0
(Ω;Rn)), so

vτ ⇀ u̇ weakly* in L∞([0, T ];H−1
Γ0

(Ω;Rn)). (1.2.62)

The boundness condition proved above implies that v̇τ tends, up to a subse-
quence, to a function ζ weakly in L2([0, T ];H−1

Γ0
(Ω;Rn)), and it easily follows

that ζ = ü. Therefore

v̇τ ⇀ ü weakly in L2([0, T ];H−1
Γ0

(Ω;Rn)). (1.2.63)

We now define σ(t) := A0e(t) + A1ėA1
(t). The results proved so far imply

that (u, e, p, σ) satisfies (1.2.22).
Step 2. In order to show that the functions above satisfy (1.2.23) we need

to pass to the limit in (1.2.40). We consider the piecewise constant interpolation
ẽτ defined by

ẽτ (t) = ei+1 if t ∈ [ti, ti+1).

We want to prove that

ẽτ ⇀ e weakly* in L∞([0, T ];L2(Ω;Mn×n
sym )). (1.2.64)
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Since ẽτ is bounded in L∞([0, T ];L2(Ω;Mn×n
sym )) it is not restrictive to assume

that ẽτ ⇀ ẽ weakly* in L∞([0, T ];L2(Ω;Mn×n
sym )). Since eτ = Euτ − pτ , by

(1.2.61b) and (1.2.61c) we have that

(eτ )τ>0 is bounded H1([0, T ];H−1(Ω;Mn×n
sym )). (1.2.65)

Therefore, using the Hölder inequality, we obtain

‖eτ (t)− eτ (ti+1)‖H−1 ≤ τ1/2M for t ∈ [ti, ti+1),

for some constant M > 0 independent of τ , t, and i. Since ẽτ (t) = eτ (ti+1) for
t ∈ [ti, ti+1), we have

‖eτ (t)− ẽτ (t)‖H−1 ≤ τ1/2M for all t ∈ [0, T ].

This implies e = ẽ and concludes the proof of (1.2.64).

We also define the piecewise affine interpolation Lτ by

Lτ (t) = Li + (Li+1 − Li)
t− ti
τ

if t ∈ [ti, ti+1),

where Li := L(ti). By standard properties of L2 functions and of their approx-
imation by averaging on subintervals, we have that

Lτ → L strongly in L2([0, T ];H−1
Γ0

(Ω;Rn)), (1.2.66a)

L̇τ → L̇ strongly in L2([0, T ];H−1
Γ0

(Ω;Rn)). (1.2.66b)

For fixed τ (1.2.40) says that for a.e. t ∈ [0, T ] we have

−H(q) ≤ 〈A0ẽτ , η〉+ 〈A1(ėτ )A1
, η〉+ 〈ṗτ , q〉+ 〈v̇τ , ϕ〉 − 〈Lτ , ϕ〉 ≤ H(−q)

for every (ϕ, η, q) ∈ A(0). All terms in the formula above converge weakly
in L1([0, T ]) as τ → 0, thanks to (1.2.61d), (1.2.61e), (1.2.63), (1.2.64), and
(1.2.66). So for every (ϕ, η, q) ∈ A(0) we can pass to the limit obtaining

−H(q) ≤ 〈A0e, η〉+ 〈A1ėA1
, η〉+ 〈ṗ, q〉+ 〈ü, ϕ〉 − 〈L, ϕ〉 ≤ H(−q) (1.2.67)

for a.e. t ∈ [0, T ]. Since the space A(0) is separable, we can construct a set of full
measure in [0, T ] such that (1.2.67) holds in this set for every (ϕ, η, q) ∈ A(0),
which gives (1.2.26).

Step 3. We will now prove the energy balance (1.2.29). Let λ ∈ (0, 1) and
put ϕ = ui+1−λ(ui+1−ui)+λ(wi+1−wi), η = ei+1−λ(ei+1−ei)+λ(Ewi+1−
Ewi), and q = pi+1 − λ(pi+1 − pi), so by the minimality of (ui+1, ei+1, pi+1) for
the functional Vi defined by (1.2.39) we have Vi(ui+1, ei+1, pi+1)≤ Vi(ϕ, η, q).
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This implies

1

2
〈A0ei+1, ei+1〉+

1

2τ
〈A1(ei+1 − ei), ei+1 − ei〉+

1

2τ
‖pi+1 − pi‖2L2

+H(pi+1 − pi) +
1

2
‖vi+1 − vi‖2L2 − 〈Li, ui+1〉 ≤

≤ (1− λ)2

2
〈A0ei+1, ei+1〉+ λ(1 − λ)〈A0ei+1, ei〉+

λ2

2
〈A0ei, ei〉

+
λ2

2
〈A0(Ewi+1 − Ewi), Ewi+1 − Ewi〉+ λ〈A0ei+1, Ewi+1 − Ewi〉

− λ2〈A0(ei+1 − ei), Ewi+1 − Ewi〉+
(1− λ)2

2τ
〈A1(ei+1 − ei), ei+1 − ei〉

+
λ2

2τ
〈A1(Ewi+1 − Ewi), Ewi+1 − Ewi〉

+
λ(1 − λ)

τ
〈A1(ei+1 − ei), Ewi+1 − Ewi〉

+
(1 − λ)2

2τ
‖pi+1 − pi‖2L2 + (1− λ)H(pi+1 − pi) +

1

2
‖vi+1 − vi‖2L2

+
λ2

2
‖vi+1−ωi+1‖2L2 − λ〈vi+1− vi −(ωi+1− ωi), vi+1−ωi+1〉

− 〈Li, ui+1〉+ λτ〈Li −
ωi+1 − ωi

τ
, vi+1 − ωi+1〉.

Dividing by λ we get

2− λ

2
(A0ei+1, ei+1)− (1 − λ)〈A0ei+1, ei〉

− 〈A0ei+1, Ewi+1 − Ewi〉+ λ〈A0(ei+1 − ei), Ewi+1 − Ewi〉

− λ

2
〈A0(Ewi+1 − Ewi), Ewi+1 − Ewi〉+

2− λ

2τ
〈A1(ei+1 − ei), ei+1 − ei〉

+
2− λ

2τ
‖pi+1 − pi‖2L2 +H(pi+1 − pi)−

λ

2τ
〈A1(Ewi+1 − Ewi), Ewi+1 − Ewi〉

− 1− λ

τ
〈A1(ei+1 − ei), Ewi+1 − Ewi〉+ 〈vi+1 − vi − (ωi+1 − ωi), vi+1 − ωi+1〉

− τ〈Li −
ωi+1 − ωi

τ
, vi+1 − ωi+1〉 ≤

λ

2
〈A0ei, ei〉+

λ

2
‖vi+1 − ωi+1‖2L2 .

Since 〈A0ei+1, ei+1〉 ≥ 0 and λ ∈ (0, 1) it follows that

(1− λ)〈A0ei+1, ei+1 − ei〉+
2− λ

2
τ〈A1

ei+1 − ei
τ

,
ei+1 − ei

τ
〉

− 〈A0ei+1, Ewi+1 − Ewi〉+ λτ2〈A0
ei+1 − ei

τ
,
Ewi+1 − Ewi

τ
〉

− τ2
λ

2
〈A0

Ewi+1 − Ewi
τ

,
Ewi+1 − Ewi

τ
〉

− (1− λ)τ〈A1
ei+1 − ei

τ
,
Ewi+1 − Ewi

τ
〉+ 2− λ

2
τ‖pi+1 − pi

τ
‖2L2
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+ τH(
pi+1 − pi

τ
) + 〈(vi+1 − vi)− (ωi+1 − ωi), vi+1 − ωi+1〉 ≤

≤ τ〈Li −
ωi+1 − ωi

τ
, vi+1 − ωi+1〉

+
λ

2
〈A0ei, ei〉+

λ

2
‖vi+1 − ωi+1‖2L2 +

λτ

2
〈A1

Ewi+1 − Ewi
τ

,
Ewi+1 − Ewi

τ
〉.

Now, thanks to (1.2.45)-(1.2.47), from the last inequality we get

(1− λ)

∫ ti+1

ti

〈A0eτ , ėτ 〉ds+
2− λ

2

∫ ti+1

ti

〈A1ėτ , ėτ 〉ds

+
2− λ

2

∫ ti+1

ti

‖ṗτ‖2L2ds+

∫ ti+1

ti

H(ṗτ )ds

+
τ

2

∫ ti+1

ti

‖v̇τ − ω̇τ‖2L2ds+
1

2
‖vi+1 − ωi+1‖2L2 − 1

2
‖vi − ωi‖2L2 ≤

≤ −
∫ ti+1

ti

〈ω̇τ , u̇τ − ẇτ 〉ds−
∫ ti+1

ti

〈L̇, uτ − wτ 〉ds

+ 〈L(ti+1), ui+1 − wi+1〉 − 〈L(ti), ui − wi〉 −
6− 7λ

12
τ

∫ ti+1

ti

〈A0ėτ , ėτ 〉ds

+
λ

2τ

∫ ti+1

ti

‖u̇τ − ẇτ‖2L2ds+
λ

2

∫ ti+1

ti

〈τA0Eẇτ +A1Eẇτ , Eẇτ 〉ds

+

∫ ti+1

ti

〈A0eτ +A1ėτ , Eẇτ 〉ds+
∫ ti+1

ti

〈(τ
2
− λτ)A0 ėτ − λA1ėτ , Eẇτ 〉ds

+
λ

2τ

∫ ti+1

ti

〈A0eτ , eτ 〉ds−
λ

2

∫ ti+1

ti

〈A0eτ , ėτ 〉ds,

where we have used that

λ

2
〈A0ei, ei〉 =

λ

2τ

∫ ti+1

ti

〈A0eτ , eτ 〉ds

− λ

2

∫ ti+1

ti

〈A0eτ , ėτ 〉ds+
λτ

12

∫ ti+1

ti

〈A0ėτ , ėτ 〉ds.

We now sum over i = 0, . . . , j and we obtain

1− λ

2
〈A0eτ (tj+1), eτ (tj+1)〉 −

1− λ

2
〈A0e0, e0〉

+
2− λ

2

∫ tj+1

0

〈A1(ėτ )A1
, (ėτ )A1

〉ds+ 2− λ

2

∫ tj+1

0

‖ṗτ‖2L2ds+

∫ tj+1

0

H(ṗτ )ds

+
τ

2

∫ tj+1

0

‖v̇τ − ω̇τ‖2L2ds+
1

2
‖vj+1 − ωj+1‖2L2 − 1

2
‖v0 − ω0‖2L2 ≤
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≤ −
∫ tj+1

0

〈ω̇τ , u̇τ − ẇτ 〉ds−
∫ tj+1

0

〈L̇τ , uτ − wτ 〉ds+ 〈Lτ (tj+1), uj+1 − wj+1〉

− 〈L(0), u0 − w(0)〉+
∫ tj+1

0

〈A0eτ +A1(ėτ )A1
, Eẇτ 〉ds

+
λ

2τ

∫ tj+1

0

〈A0eτ , eτ 〉ds+
λ

2τ

∫ tj+1

0

‖u̇τ − ẇτ‖2L2ds

− 6− 7λ

12
τ

∫ tj+1

0

〈A0ėτ , ėτ 〉ds+
λ

2

∫ tj+1

0

〈τA0Eẇτ +A1Eẇτ , Eẇτ 〉ds

+

∫ tj+1

0

〈(τ
2
− λτ)A0ėτ − λA1(ėτ )A1

, Eẇτ 〉ds−
λ

2

∫ tj+1

0

〈A0eτ , ėτ 〉ds.

We now take λ = o(τ) and then pass to the limit as τ → 0. To this aim we
fix t ∈ [0, T ] and, for every τ > 0, we define t̂τ = tj+1, where j is the unique
index such that tj ≤ t < tj+1. For the third, fourth, and fifth term in the left-
hand side of the previous inequality we just use the lower semicontinuity with
respect to the convergences in (1.2.61); the sixth term is nonnegative; to deal
with the first and the seventh term we apply Lemma 1.2.7 below taking into
account (1.2.44c), (1.2.44d), (1.2.61c), (1.2.62), (1.2.63), and (1.2.65), obtaining

eτ (tj+1) = eτ (t̂τ )⇀ e(t) weakly in H−1(Ω;Mn×n
sym ),

vj+1 − ωj+1 = vτ (t̂τ )− ωτ (t̂τ )⇀ u̇(t)− ẇ(t) weakly in H−1
Γ0

(Ω;Rn).

Since the L2 norm is lower semicontinuous with respect to weak convergence in
H−1 and H−1

Γ0
(this can be proved by a duality argument), we obtain a lower

semicontinuity inequality also for these terms.
As for the right-hand side of the previous inequality, we can pass to the

limit in the first two terms thanks to (1.2.44), (1.2.61a), (1.2.61b), and (1.2.66),
which implies also that uτ ⇀ u weakly in H1([0, T ];L2(Ω;Rn)). This implies
by Lemma 1.2.7 that uj+1 = uτ (t̂j) ⇀ u(t) weakly in L2(Ω;Rn). Since uj+1

is bounded in H1(Ω;Rn) by (1.2.61a) we deduce that uj+1 ⇀ u(t) weakly in
H1(Ω;Rn). We can now pass to the limit in the third term of the right-hand
side thanks to (1.2.44) and (1.2.65), and in the fifth term thanks to (1.2.44b),
(1.2.61c), and (1.2.61d). The eighth has a negative coefficient, while all other
terms tend to 0 by (1.2.44), (1.2.54), and (1.2.61). Thus we obtain

Q0(e(t))−Q0(e(0)) +

∫ t

0

Q1(ėA1
)ds+

∫ t

0

‖ṗ‖2L2ds+

∫ t

0

H(ṗ)ds+
1

2
‖u̇(t)−ẇ(t)‖2L2

−
∫ t

0

〈A0e+A1ėA1
, Eẇ〉ds− 1

2
‖v0 − ẇ(0)‖2L2 +

∫ t

0

〈ẅ, u̇− ẇ〉ds

+

∫ t

0

〈L̇, u− w〉ds− 〈L(t), u(t) − w(t)〉 + 〈L(0), u0 − w(0)〉 ≤ 0. (1.2.68)

To prove the energy balance (1.2.29) we need to show that also the opposite
inequality holds. To this aim, for a.e. t ∈ [0, T ], we use the first inequality of
(1.2.26) with ϕ = shu(t) − shw(t), η = she(t) − shEw(t), and q = shp(t), we
sum this expression to the one obtained from (1.2.26) at time t + h, using the
same test functions. Then, using an argument similar to the one employed in
(1.2.31), we get the opposite inequality in (1.2.68) for a.e. t ∈ [0, T ].
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Step 4. Equalities (1.2.25a) follow easily from (1.2.61) and from the ini-
tial conditions satisfied by the approximate solutions (uτ , eτ , pτ ). Moreover by
(1.2.65) the functions eτ converge to e weakly in H1([0, T ];H−1(Ω;Mn×n

sym )) as
τ → 0. Since eτ (0) = e0 for all τ , we conclude that e(0) = e0. Since t→ e(t) is
weakly continuous into L2(Ω;Mn×n

sym ) by Remark 1.2.2, we deduce that

e(t)⇀ e0 weakly in L2(Ω;Mn×n
sym ) as t→ 0. (1.2.69)

Similarly, using (1.2.63), we find that vτ → u̇ weakly in H1([0, T ];H−1
Γ0

(Ω;Rn)).
Since vτ (0) = v0 for every τ , we conclude that u̇(0) = v0. Since t → u̇(t) is
weakly continuous into L2(Ω;Rn) by Remark 1.2.2, we deduce that

u̇(t)⇀ v0 weakly in L2(Ω;Rn) as t→ 0. (1.2.70)

In order to deduce from (1.2.69) and (1.2.70) the stronger conditions (1.2.25b)
we use the energy equality (1.2.29). Let tk be a sequence in [0, T ] converging to
0 such that (1.2.29) holds for t = tk. Then

1

2
‖u̇(tk)− ẇ(tk)‖2L2 +Q0(e(tk)) →

1

2
‖v0 − ẇ(0)‖2L2 +Q0(e0). (1.2.71)

Since ẇ ∈ C0([0, T ];L2(Ω;Rn)), the weak convergence (1.2.69) and (1.2.70)
together with (1.2.71) imply that e(tk) → e0 strongly in L2(Ω;Mn×n

sym ) and
u̇(tk) → v0 strongly in L2(Ω;Rn). Equalities (1.2.25b) follow now from the
arbitrariness of the sequence tk.

We are now in a position to apply Theorem 1.2.4: since the quadruple
(u, e, p, σ) satisfies (1.2.26) and (1.2.29), it satisfies also equations (1.2.23c) and
(1.2.23d) .

Step 5. It only remains to prove that the solution is unique. Let us suppose
that (u1, e1, p1, σ1) and (u2, e2, p2, σ2) are solutions. We set u := u2 − u1,
e := e2 − e1, p := p2 − p1, σ := σ2 − σ1, and observe that the quadruple
(u, e, p, σ) satisfies the hypotheses of Lemma 1.2.6, implying that (1.2.31) holds
for a.e. t ∈ [0, T ]. Since the map ξ → ξ − πKξ is a monotone operator from
Mn×n
D into itself (see e.g. [12, Chapter 2]), it follows from (1.2.23d) that

〈σD(t), ṗ(t)〉ds ≥ 0

for a.e. t ∈ [0, T ]. Using this inequality in (1.2.31) we obtain that

Q0(e(t)) +

∫ t

0

Q1(ėA1
)ds+

1

2
‖u̇(t)‖2L2 = 0

for a.e. t ∈ [0, T ], taking into account the initial and boundary conditions
satisfied by u. This implies by standard arguments that u(t) = 0 for all t ∈ [0, T ],
concluding the proof.

Here we prove the lemma we have used in the previous proof.

Lemma 1.2.7. Let X be a Banach space. Assume that qτ tends to q0 weakly
in H1([0, T ];X) as τ tends to zero. Then

qτ (tτ )⇀ q0(t0) weakly in X (1.2.72)

for every tτ , t0 ∈ [0, T ] with tτ → t0 as τ → 0.
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Proof. Since H1([0, T ];X) is continuously embedded in C0,1/2([0, T ];X), we
have qτ ⇀ q0 weakly in C0,1/2([0, T ];X). This implies in particular that

qτ (t)⇀ q0(t) weakly in X (1.2.73)

for all t ∈ [0, T ]. If tτ → t0 we have

‖qτ (tτ )− qτ (t0)‖ ≤
∫ tτ

t0

‖q̇τ‖dt ≤M(tτ − t0)
1/2,

where ‖ · ‖ is the norm in X and M is an upper bound for the norm of qτ in
H1([0, T ];X). Now (1.2.72) follows from the previous inequality and (1.2.73).

Theorem 1.2.8. Let (u, e, p, σ) be the solution of the problem considered in
Theorem 1.2.1. Then u ∈ C0([0, T ];H1(Ω;Rn)), e ∈ C0([0, T ];L2(Ω;Mn×n

sym )),
u̇ ∈ C0([0, T ];L2(Ω;Rn)), and the energy balance (1.2.29) holds for all t ∈ [0, T ].

Proof. We may assume that w and L are defined on [0, T + 1] and satisfy the
hypotheses of Theorem 1.2.1 with T replaced by T + 1. As for w, it is enough
to set w(t) := w(T ) + (t− T )ẇ(T ) for t ∈ (T, T +1], noticing that ẇ(T ) can be
univocally defined as an element of H1(Ω;Rn) arguing as in Remark 1.2.2. By
Theorem 1.2.1 the solution on [0, T ] can be extended to a solution on [0, T + 1]
still denoted by (u, e, p, σ).

Let us fix t∗ ∈ [0, T ]. Thanks to Remark 1.2.2, the functions u(t∗), e(t∗),
p(t∗), u̇(t∗) are univocally defined as elements of H1(Ω;Rn), L2(Ω;Mn×n

sym ),

L2(Ω;Mn×n
D ), and L2(Ω;Rn), respectively. Therefore we can consider the so-

lution (u∗, e∗, p∗, σ∗) of the problem of Theorem 1.2.1, with [0, T ] replaced by
[t∗, T + 1] and initial data u(t∗), e(t∗), p(t∗), and u̇(t∗) in the sense of (1.2.25),
with 0 replaced by t∗. It is easy to see that the function defined by (u, e, p, σ)
on [0, t∗) and by (u∗, e∗, p∗, σ∗) on [t∗, T + 1] is a solution of the problem con-
sidered in Theorem 1.2.1 on [0, T + 1], with initial data u0, e0, p0, and v0. By
uniqueness (u∗, e∗, p∗, σ∗) = (u, e, p, σ) on [t∗, T + 1].

In view of Theorem 1.2.4, we can fix t̂ ∈ (t∗, T + 1] such that the energy
balance (1.2.29) between 0 and t̂ holds for (u, e, p, σ) and the energy balance
between t∗ and t̂ holds for (u∗, e∗, p∗, σ∗). Since (u∗, e∗, p∗, σ∗) = (u, e, p, σ) on
[t∗, t̂], by difference we obtain the energy balance for (u, e, p, σ) between [0, t∗].
Since t∗ is arbitrary, this implies that the energy balance holds for all t ∈ [0, T ].

Now the energy balance, together with the continuity of L and the weak
continuity of u − w, implies that the term Q0(e) + ‖u̇ − ẇ‖2L2 is a continuous
function on [0, T ]. Then for all t ∈ [0, T ] and any sequence tk → t ∈ [0, T ] we
have

Q0(e(t)) + ‖u̇(t)− ẇ(t)‖2L2 = lim
k→∞

Q0(e(tk)) + ‖u̇(tk)− ẇ(tk)‖2L2 .

This and the weak continuity of e and u̇ − ẇ, thanks to the fact that Q0 is
equivalent to the norm on L2(Ω;Mn×n

sym ), imply that e(tk) → e(t) strongly in
L2(Ω;Mn×n

sym ), and u̇(tk) − ẇ(tk) → u̇(t) − ẇ(t) strongly in L2(Ω;Rn). Thanks
to (1.2.21b), this implies that e ∈ C0([0, T ];L2(Ω;Mn×n

sym )) and also that u̇ ∈
C0([0, T ];L2(Ω;Rn)). Instead, using (1.2.21b) and (1.2.27e) we conclude that
u ∈ C0([0, T ];H1(Ω;Rn)).
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1.2.3 Existence result with A1 positive definite

When A1 is a positive definite tensor it is possible to prove the following exis-
tence result, where the hypotheses on the data L and w are weakened.

Theorem 1.2.9. Let T > 0, let L ∈ L2([0, T ];H−1
Γ0

(Ω;Rn)), and let w be a
function such that

w ∈ L∞([0, T ];H1(Ω;Rn)), (1.2.74a)

ẇ ∈ C0([0, T ];L2(Ω;Rn)) ∩ L2([0, T ];H1(Ω;Rn)), (1.2.74b)

ẅ ∈ L2([0, T ];H−1
Γ0

(Ω;Rn)). (1.2.74c)

Then for every (u0, e0, p0) ∈ A(w(0)) and v0 ∈ L2(Ω;Rn) there exists a unique
quadruple (u, e, p, σ) of functions, with

u ∈ L∞([0, T ];H1(Ω;Rn)), (1.2.75a)

u̇ ∈ L∞([0, T ];L2(Ω;Rn)) ∩ L2([0, T ];H1(Ω;Rn)), (1.2.75b)

ü ∈ L2([0, T ];H−1
Γ0

(Ω;Rn)), (1.2.75c)

e ∈ L∞([0, T ];L2(Ω;Mn×n
sym )), (1.2.75d)

p ∈ L∞([0, T ];L2(Ω;Mn×n
D )), (1.2.75e)

ė ∈ L2([0, T ];L2(Ω;Mn×n
sym )), (1.2.75f)

ṗ ∈ L2([0, T ];L2(Ω;Mn×n
D )), (1.2.75g)

σ ∈ L2([0, T ];L2(Ω;Mn×n
sym )), (1.2.75h)

such that for a.e. t ∈ [0, T ] we have

Eu(t) = e(t) + p(t), (1.2.76a)

σ(t) = A0e(t) +A1ė(t), (1.2.76b)

ü(t)− divΓ0
σ(t) = L(t), (1.2.76c)

ṗ(t) = σD(t)− πK(Ω)σD(t), (1.2.76d)

and
u(t) = w(t) on Γ0, (1.2.77)

u(0) = u0, e(0) = e0, p(0) = p0, u̇(0) = v0. (1.2.78)

Moreover (u, e, p, σ) satisfies the equilibrium condition

−H(q) ≤ 〈A0e(t), η〉+ 〈A1ė(t), η〉+ 〈ṗ(t), q〉
+ 〈ü(t), ϕ〉 − 〈L(t), ϕ〉 ≤ H(−q), (1.2.79)

for a.e. t ∈ [0, T ] and for every (ϕ, η, q) ∈ A(0), where 〈·, ·〉 denotes the duality
pairing between H−1

Γ0
(Ω;Rn) and H1

Γ0
(Ω;Rn) in the terms containing ü and L,

while it denotes the scalar product in L2 in all other terms.

Remark 1.2.10. In view of (1.2.74) and (1.2.75) we see that u, w, u̇, ẇ, e and
p are absolutely continuous, i.e.,

u,w ∈ AC([0, T ];H1(Ω;Rn)), (1.2.80a)

u̇, ẇ ∈ AC([0, T ];H−1
Γ0

(Ω;Rn)), (1.2.80b)

e ∈ AC([0, T ];L2(Ω;Mn×n
sym )), (1.2.80c)

p ∈ AC([0, T ];L2(Ω;Mn×n
D )) (1.2.80d)
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(see, e.g., [12], Proposition A.3 and following Corollary). Moreover [81, Propo-
sition 23.23] implies that

u̇− ẇ ∈ C0([0, T ];L2(Ω;Rn)), (1.2.81a)

‖u̇− ẇ‖2L2 ∈ AC([0, T ]), (1.2.81b)
d
dt‖u̇− ẇ‖2L2 = 2〈ü− ẅ, u̇− ẇ〉 a.e. t ∈ [0, T ], (1.2.81c)

where 〈·, ·〉 denotes the duality pairing between H−1
Γ0

(Ω;Rn) and H1
Γ0
(Ω;Rn).

Since ẇ ∈ C0([0, T ];L2(Ω;Rn)), from (1.2.81a) we obtain

u̇ ∈ C0([0, T ];L2(Ω;Rn)). (1.2.82)

This property gives a precise meaning to the initial conditions (1.2.78).

1.3 Perfect plasticity

In this and in the next sections we study the behavior of the solutions of (1.2.23)
when the data of the problem, i.e., the external load and the boundary condi-
tions, vary very slowly. We are going to prove that the inertial and viscosity
terms become negligible in the limit, and that the solutions of the dynamic prob-
lems actually approach the quasistatic evolution for perfect plasticity. To this
aim we provide in this section the mathematical setting and tools to formulate
and solve the perfect plasticity problem. In Section 1.3.4 we will then rescale
the time as described in the preamble and study the system of equations

Euǫ = eǫ + pǫ, (1.3.1a)

σǫ = A0e
ǫ + ǫA1ė

ǫ
A1
, (1.3.1b)

ǫ2üǫ − divΓ0
(σǫ) = L, (1.3.1c)

ǫṗǫ = σǫ − πKσ
ǫ, (1.3.1d)

with boundary and initial conditions

uǫ(t) = w(t) on Γ0 for every t ∈ [0, T ], (1.3.2)

uǫ(0) = u0, eǫ(0) = e0, pǫ(0) = p0, u̇ǫ(0) = v0. (1.3.3)

We shall prove (Theorem 1.3.10) that, under suitable assumptions, the so-
lutions (uǫ, eǫ, pǫ, σǫ) of (1.3.1) tend to a solution of the quasistatic evolution
problem in perfect plasticity, according to Definition 1.3.4.

1.3.1 Preliminary tools

Space BD. In perfect plasticity the displacement u belongs to the space of
functions with bounded deformation on Ω, defined as

BD(Ω) = {u ∈ L1(Ω;Rn) : Eu ∈ Mb(Ω;M
n×n
sym )}.

Here and henceforth, if V is a finite dimensional vector space and A is a locally
compact subset of Rn, the symbol Mb(A;V ) denotes the space of V -valued
bounded Radon measures on A, endowed with the norm ‖λ‖Mb

:= |λ|(A),
where |λ| is the variation of λ.



40 CHAPTER 1. PLASTICITY AND DELAMINATION

The space BD(Ω) is endowed with the norm

‖u‖BD = ‖u‖L1 + ‖Eu‖Mb
.

Besides the strong convergence, we shall also consider a notion of weak* conver-
gence in BD(Ω) . We say that a sequence uk converges to u weakly* in BD(Ω)
if and only if uk converges to u weakly in L1(Ω;Rn) and Euk converges to Eu
weakly* inMb(Ω;Mn×n

sym ). Every function u in BD(Ω) has a trace in L1(∂Ω;Rn),
that we will still denote by u, or sometimes by u|∂Ω. By [75, Proposition 2.4
and Remark 2.5] there exists a constant C depending only on Ω such that

‖u‖L1(Ω) ≤ C(‖u‖L1(Γ0) + ‖Eu‖Mb(Ω)). (1.3.4)

For technical reasons related to the stress-strain duality, in addition to the
assumption already introduced in Section 2.1, we now suppose that

∂Ω and ∂Γ are of class C2. (1.3.5)

Elastic and Plastic Strain. In perfect plasticity the plastic strain p be-
longs to Mb(Ω∪Γ0;M

n×n
D ). The singular part of this measure describes plastic

slips. Given w ∈ H1(Ω;Rn), we say that a triple (u, e, p) is kinematically admis-
sible for the perfectly plastic problem with boundary datum w if u ∈ BD(Ω;Rn),
e ∈ L2(Ω;Mn×n

sym ), p ∈ Mb(Ω ∪ Γ0;M
n×n
D ), and

Eu = e+ p on Ω, (1.3.6a)

p = (w − u)⊙ νHn−1 on Γ0, (1.3.6b)

where ν denotes the outer unit normal to ∂Ω and ⊙ denotes the symmetrized
tensor product.

The set of these triples will be denoted by ABD(w). Note that in this defi-
nition of kinematical admissibility, the Dirichlet boundary condition (1.2.1b) is
replaced by the relaxed condition (1.3.6b), which represents a plastic slip occur-
ring at Γ0. It is also easily seen that the inclusion A(w) ⊂ ABD(w) holds, so that
every admissible triple for the visco-elasto-plastic problem is also admissible for
the perfectly plastic problem.

The following closure property is proved in [20, Lemma 2.1].

Lemma 1.3.1. Let wk be a sequence in H1(Ω;Rn) and (uk, ek, pk) ∈ ABD(wk).
Let us suppose that wk ⇀ w∞ weakly in H1(Ω;Rn), uk ⇀ u∞ weakly* in
BD(Ω), ek ⇀ e∞ weakly in L2(Ω;Mn×n

sym ), and pk ⇀ p∞ weakly* in Mb(Ω ∪
Γ0;M

n×n
D ). Then (u∞, e∞, p∞) ∈ ABD(w∞).

Stress. In addition to the assumptions of Section 2.1, we now suppose that
the elastic tensor A0 maps the orthogonal spaces Mn×n

D and RI into themselves.
This is equivalent to require that there exist a positive definite symmetric op-
erator A0D : Mn×n

D → Mn×n
D and a positive constant κ0 such that

A0ξ = A0DξD + κ0(trξ)I. (1.3.7)

In the perfectly plastic model the stress σ is related to the strain by the equation

σ = A0e (1.3.8)
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where e is the elastic component of the strain Eu. Therefore if (u, e, p) is
kinematically admissible, then σ belongs to L2(Ω;Mn×n

sym ).
In perfect plasticity the stress satisfies the constraint

σD ∈ K(Ω), (1.3.9)

where K(Ω) is defined in (1.2.12). In particular

σD ∈ L∞(Ω;Mn×n
D ). (1.3.10)

Convex Functions of Measures. In perfect plasticity we need to define
the functional (1.2.17) for p ∈ Mb(Ω ∪ Γ0;M

n×n
D ). This is done by using the

theory of convex functions of measures (see [32] and [75]): for every p ∈ Mb(Ω∪
Γ0;M

n×n
D ) we consider the nonnegative Radon measure H(p) on Ω∪Γ0 defined

by

H(p)(B) :=

∫

B

H(p/|p|)d|p| (1.3.11)

for every Borel set B ⊂ Ω∪Γ0, where p/|p| is the Radon-Nikodym derivative of
p with respect to its variation |p|. We also define

H(p) := H(p)(Ω ∪ Γ0) =

∫

Ω∪Γ0

H(p/|p|)d|p|.

The function p 7→ H(p) turns out to be lower semicontinuous with respect to
the weak* topology of Mb(Ω ∪ Γ0;M

n×n
D ), and satisfies the triangle inequality.

Moreover if pk ⇀ p weakly* and |pk|(Ω∪Γ0) → |p|(Ω∪Γ0), then H(pk) → H(p).
Stress-Strain Duality. If σ ∈ L2(Ω;Mn×n

sym ), with divσ ∈ L2(Ω;Rn), we
define the distribution [σν] on ∂Ω by setting

〈[σν], ϕ〉∂Ω := 〈divσ, ϕ〉+ 〈σ,Eϕ〉, (1.3.12)

for each ϕ ∈ H1(Ω;Rn). It turns out that [σν] ∈ H− 1
2 (∂Ω;Rn) (see e.g. [75,

Theorem 1.2, Chapter I]). We define the normal and tangential part of [σν] by

[σν]ν := ([σν] · ν)ν, [σν]⊥ν := [σν] − [σν]ν , (1.3.13)

and we have that [σν]ν and [σν]⊥ν belong to H− 1
2 (∂Ω;Rn) thanks to the regu-

larity assumption (1.3.5) on ∂Ω. If σD ∈ L∞(Ω;Mn×n
D ), by [40, Lemma 2.4] we

also have that [σν]⊥ν ∈ L∞(∂Ω;Rn) and

‖[σν]⊥ν ‖∞,∂Ω ≤ 1√
2
‖σD‖L∞. (1.3.14)

The set of admissible stresses for the perfectly plastic problem is defined by

Σ(Ω) := {σ ∈ L2(Ω;Mn×n
sym ) : divσ ∈ Ln(Ω;Rn) and σD ∈ L∞(Ω;Mn×n

D )}.

The set of admissible plastic strains ΠΓ0
(Ω) is the set of all p ∈ Mb(Ω ∪

Γ0;M
n×n
D ) such that there exist u ∈ BD(Ω), e ∈ L2(Ω;Mn×n

sym ) and w ∈
H1(Ω;Rn) satisfying (u, e, p) ∈ ABD(w).
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If σ ∈ Σ(Ω) it turns out that σ ∈ Lr(Ω;Mn×n
sym ) for all r < +∞ (see [76,

Proposition 2.5]). For every u ∈ BD(Ω) with divu ∈ L2(Ω) we define the
distribution [σD ·EDu] by

〈[σD · EDu], ϕ〉 = −〈divσ, ϕu〉 − 1

n
〈trσ, ϕdivu〉 − 〈σ, u ⊙∇ϕ〉 (1.3.15)

for every ϕ ∈ C∞
c (Ω). As proved in [76, Theorem 3.2] the distribution [σD ·EDu]

is a bounded Radon measure in Ω.
As in [20], if σ ∈ Σ(Ω) and p ∈ ΠΓ0

(Ω), we define the bounded Radon
measure [σD · p] on Ω ∪ Γ0 by setting

[σD · p] := [σD ·EDu]− σD · eD on Ω,

[σD · p] := [σν]⊥ν · (w − u)Hn−1 on Γ0,

where u ∈ BD(Ω), e ∈ L2(Ω;Mn×n
sym ) and w ∈ H1(Ω;Rn) satisfy (u, e, p) ∈

ABD(w), and we notice that this definition does not depend on the particular
choice of u, e, w (see [20, page 250]). We also define the duality pairing between
σ ∈ Σ(Ω) and p ∈ ΠΓ0

(Ω) by

〈σD, p〉 := [σD · p](Ω ∪ Γ0). (1.3.16)

The following inequalities between measures hold (see [20, (2.33) and Propo-
sition 2.4]):

|[σD · p]| ≤ ‖σD‖L∞|p| on Ω ∪ Γ0, (1.3.17)

[σD · p] ≤ H(p) on Ω ∪ Γ0, (1.3.18)

where H(p) is the measure introduced in (1.3.11). The following integration by
parts formula is proved in [20, Proposition 2.2] when ϕ ∈ C1(Ω̄). The extension
to Lipschitz functions is straightforward.

Proposition 1.3.2. Let σ ∈ Σ(Ω), f ∈ Ln(Ω;Rn), g ∈ L∞(Γ1;Rn) and suppose
(u, e, p) ∈ ABD(w) with w ∈ H1(Ω;Rn). If −divσ = f on Ω and [σν] = g on
Γ1, then it holds

〈σD, p〉+ 〈σ, e − Ew〉 = 〈f, u− w〉+ 〈g, u− w〉Γ1
. (1.3.19)

Moreover

〈[σD · p], ϕ〉+ 〈σ · (e − Ew), ϕ〉 + 〈σ,∇ϕ ⊙ (u− w)〉 =
= 〈f, ϕ(u− w)〉 + 〈g, ϕ(u − w)〉Γ1

, (1.3.20)

for every ϕ ∈ C0,1(Ω̄).

As a consequence of the formula above we obtain the following lemma.

Lemma 1.3.3. Let σk, σ ∈ Σ(Ω), wk, w ∈ H1(Ω;Rn), (uk, ek, pk) ∈ ABD(wk),
and (u, e, p) ∈ ABD(w) be such that

σk → σ strongly in L2(Ω;Mn×n
sym ),

divσk → divσ strongly in Ln(Ω;Rn),

(σk)D are uniformly bounded in L∞(Ω;Mn×n
D ),

uk ⇀ u weakly in L
n

n−1 (Ω;Rn),

wk ⇀ w weakly in H1(Ω;Rn),

ek ⇀ e weakly in L2(Ω;Mn×n
sym ),
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then 〈[(σk)D · pk], ϕ〉 → 〈[σ · p], ϕ〉 for every ϕ ∈ C0,1
c (Ω ∪ Γ0).

Proof. Our hypotheses imply that σk → σ strongly in Ln(Ω;Mn×n
sym ) by [76,

Proposition 2.5]. The conclusion follows now from (1.3.20).

1.3.2 Hypotheses on the data

We discuss here the hypotheses on the data for the quasistatic evolution problem
in perfect plasticity.

External Load. In contrast to the dynamic case, in perfect plasticity
it is not enough to assume that the total load L(t) belongs to H−1

Γ0
(Ω;Rn).

Instead, we assume that L(t) takes the form (1.2.5), with f(t) ∈ Ln(Ω;Rn) and
g(t) ∈ L∞(Γ1;Rn), so that now the duality 〈L(t), u〉 is well defined by (1.2.5)
for every u ∈ BD(Ω).

The balance equations for the forces are

− divσ(t) = f(t) in Ω, (1.3.22)

[σ(t)ν] = g(t) on Γ1, (1.3.23)

where [σ(t)ν] denotes the normal component of σ(t), which can be defined as a
distribution according to (1.3.12), since divσ(t) ∈ L2(Ω;Rn) by (1.3.22). As for
the time dependence, we assume that

f ∈ AC([0, T ];Ln(Ω;Rn)), (1.3.24a)

g ∈ AC([0, T ];L∞(Γ1;R
n)). (1.3.24b)

This implies that for a.e. t ∈ [0, T ] there exists an element of the dual of BD(Ω),
denoted by L̇(t), such that

〈L̇(t), u〉 = lim
s→t

〈L(s) − L(t)
s− t

, u〉 (1.3.25)

for every u ∈ BD(Ω) (see [20, Remark 4.1]).
As usual in perfect plasticity problems, we assume a uniform safe-load con-

dition: there exist a function ̺ : [0, T ] → L2(Ω,Mn×n
sym ) and a positive constant

δ such that for every t ∈ [0, T ] we have

− div̺(t) = f(t) on Ω, (1.3.26a)

[̺(t)ν] = g(t) on Γ1, (1.3.26b)

and
̺D(t) + ξ ∈ K(Ω) for every ξ ∈ Mn×n

D with |ξ| ≤ δ. (1.3.27)

Moreover we require that

t 7→ ̺(t) and t 7→ ̺D(t) are absolutely continuous (1.3.28)

from [0, T ] to L2(Ω;Mn×n
sym ) and L∞(Ω;Mn×n

D ) respectively, so that the function
t 7→ ˙̺(t) belongs to L1([0, T ];L2(Ω;Mn×n

sym )) and

̺D(t)− ̺D(s)

t− s
→ ˙̺D(s) weakly* in L∞(Ω;Mn×n

D ) as t → s, (1.3.29)
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for a.e. s ∈ [0, T ], and

t 7→ ‖ ˙̺(t)‖L∞ belongs to L1([0, T ]) (1.3.30)

(see [20, Theorem 7.1]).

Using (1.3.17) and (1.3.28) we see that for every p ∈ ΠΓ0
(Ω) the function

t 7→ 〈̺D(t), p〉 belongs to AC([0, T ]). (1.3.31)

Moreover, by (1.3.24a), (1.3.26a), (1.3.27), and (1.3.28), we obtain

d
dt 〈̺D(t), p〉 = 〈 ˙̺D(t), p〉 for a.e. t ∈ [0, T ], (1.3.32)

thanks to [20, formula (2.38)].

Boundary Conditions. The boundary condition on Γ0 is given in the
relaxed form considered in (1.3.6b) with a time dependent function t → w(t).
We assume that

w ∈ AC([0, T ];H1(Ω;Rn)). (1.3.33)

Plastic Dissipation. In the energy formulation for the quasistatic evo-
lution problem for perfect plasticity, it is not convenient to use formulas like
(1.2.18), because they require the existence of the time derivative of p(t). In-
stead, for an arbitrary function p : [0, T ] → Mb(Ω ∪ Γ0;M

n×n
D ) we define the

plastic dissipation in [a, b] ⊂ [0, T ] as

DH(a, b; p) := sup
N−1
∑

i=0

H(p(ti+1)− p(ti)), (1.3.34)

where the supremum is taken over all the possible choices of the integer N > 0
and of the real numbers a = t0 < t1 < ... < tN−1 < tN = b. One can
prove (see [20, Chapter 7]) that, if p : [0, T ] → Mb(Ω ∪ Γ0;M

n×n
D ) is absolutely

continuous, then

DH(a, b; p) =

∫ b

a

H(ṗ(t))dt, (1.3.35)

where ṗ is the derivative of p defined by

ṗ(t) := w∗- lim
s→t

p(s)− p(t)

s− t
. (1.3.36)

As a consequence of the safe-load condition (1.3.27) we can easily prove that
for every t ∈ [0, T ]

H(q)− 〈̺(t), q〉 ≥ γ‖q‖Mb
, (1.3.37)

for every q ∈ L1(Ω,Mn×n
D ), where the positive constant γ is independent of q

and t (see [20, Lemma 3.2]). Moreover we have that

H(q)− ̺(t) · q ≥ 0 a.e. in Ω, (1.3.38)

for every q ∈ L1(Ω,Mn×n
D ).
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1.3.3 Quasistatic evolution in perfect plasticity

We recall here the energy formulation of a perfectly plastic quasistatic evolution.

Definition 1.3.4. Let u0 ∈ BD(Ω), e0 ∈ L2(Ω;Mn×n
sym ), and p0 ∈ Mb(Ω ∪

Γ0;M
n×n
D ). Suppose that f , g, L, ̺, and w satisfy (1.2.5), (1.3.24), (1.3.26),

(1.3.27), (1.3.28), and (1.3.33). A quasistatic evolution in perfect plasticity with
initial conditions u0, e0, p0, and boundary condition w on Γ0 is a function
(u, e, p, σ) from [0, T ] into BD(Ω,Rn) × L2(Ω,Mn×n

sym ) × Mb(Ω ∪ Γ0,M
n×n
D ) ×

L2(Ω,Mn×n
sym ), with

u(0) = u0, e(0) = e0, p(0) = p0, (1.3.39)

σ(t) = A0e(t) for every t ∈ [0, T ], (1.3.40)

such that t 7→ p(t) has bounded variation and the following two conditions are
satisfied for every t ∈ [0, T ]:

(a) (u(t), e(t), p(t)) ∈ ABD(w(t)) and

Q0(e(t))− 〈L(t), u(t)〉 ≤ Q0(η) − 〈L(t), ϕ〉 +H(q − p(t)) (1.3.41)

for every (ϕ, η, q) ∈ ABD(w(t));

(b) Q0(e(t))−Q0(e0) +DH(p; 0, t) =

∫ t

0

〈σ,Eẇ〉ds−
∫ t

0

〈L, ẇ〉ds

+〈L(t), u(t)〉 − 〈L(0), u0〉 −
∫ t

0

〈L̇, u〉ds, (1.3.42)

where DH(p; 0, t) is defined by (1.3.34).

The integrals in the right-hand side of (1.3.42) are well defined thanks to [20,
Theorem 3.8 and Remark 4.3].

If (u0, e0, p0) ∈ ABD(w(0)) satisfies the following stability condition

Q0(e0)− 〈L(0), u0〉 ≤ Q0(η)− 〈L(0), ϕ〉 +H(q − p0) (1.3.43)

for every (ϕ, η, q) ∈ ABD(w(0)), then there exists a quasistatic evolution in
perfect plasticity with initial conditions u0, e0, p0, and boundary condition w
on Γ0 (see [20, Theorem 4.5]). Moreover the function t 7→ (u(t), e(t), p(t)) is
absolutely continuous from [0, T ] into BD(Ω;Rn) × L2(Ω;Mn×n

sym ) × Mb(Ω ∪
Γ0;M

n×n
D ) ( [20, Theorem 5.1]).

In our analysis of the behavior of the solutions (uǫ, eǫ, pǫ, σǫ) of (1.3.1) as ǫ→
0 we find that (uǫ, eǫ, pǫ, σǫ) converges to a function (u, e, p, σ) which satisfies
conditions (1.3.41) and (1.3.42) only for a.e. t ∈ [0, T ]. The following theorem
shows that this is enough to guarantee that (u, e, p, σ) is a quasistatic evolution,
according to Definition 1.3.4.

Theorem 1.3.5. Let u0, e0, p0, f , g, L, w, and ̺ be as in Definition 1.3.4.
Let S be a subset of [0, T ] of full L1 measure containing 0 and let (u, e, σ) : S →
BD(Ω) × L2(Ω;Mn×n

sym ) × L2(Ω;Mn×n
sym ) be a bounded and measurable function

satisfying (1.3.39) and (1.3.40) for all t ∈ S. Suppose that p : [0, T ] → Mb(Ω ∪
Γ0;M

n×n
D ) has bounded variation and that conditions (a) and (b) of Definition

1.3.4 are satisfied for every t ∈ S. Then there exists an absolutely continuous
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function (u, e, σ) : [0, T ] → BD(Ω)×L2(Ω;Mn×n
sym )×L2(Ω;Mn×n

sym ) which extends
(u, e, σ). Moreover p is absolutely continuous and (u, e, p, σ) is a quasistatic
evolution in perfect plasticity with initial conditions u0, e0, p0, and boundary
condition w on Γ0.

Remark 1.3.6. Let t ∈ S, (u(t), e(t), p(t)) ∈ ABD(w(t)) and σ(t) := A0e(t).
As shown in [20, Theorem 3.6] the following conditions are equivalent:

(a) Inequality (1.3.41) is satisfied for every (ϕ, η, q) ∈ ABD(w(t));

(b) −H(q) ≤ 〈A0e(t), η〉 − 〈L(t), v〉 ≤ H(−q) for every (v, η, q) ∈ ABD(0);

(c) σ(t)∈Σ(Ω), σD(t)∈K(Ω), −divσ(t)=f(t) in Ω, and [σ(t)ν]=g(t) on Γ1.

The following lemma gives an elementary but useful tool for the proof of
Theorem 1.3.5.

Lemma 1.3.7. Let p : [0, T ] → Mb(Ω ∪ Γ0;M
n×n
D ) be a function with bounded

variation and let ψ(t) := DH(p; 0, t) for t ∈ [0, T ]. Assume that there exists a
set S ⊆ [0, T ] of full L1 measure such that p|S and ψ|S are absolutely continuous
on S. Then p is absolutely continuous on [0, T ].

Proof. The absolute continuity on S implies that

lim
s→t−

s∈S

ψ(s) = lim
s→t+

s∈S

ψ(s)

for every t ∈ [0, T ]. Since ψ is non-decreasing, we deduce that the common
value of the limit coincides with ψ(t). This shows that ψ is continuous on [0, T ].
Since

‖p(t1)− p(t2)‖Mb
≤ DH(p; t1, t2) = ψ(t2)− ψ(t1)

for every 0 ≤ t1 ≤ t2 ≤ T , we conclude that also p is continuous on [0, T ].
Moreover the fact that the restriction of p to S is absolutely continuous implies
that it is absolutely continuous on [0, T ] as well.

Proof of Theorem 1.3.5. We first prove that the functions e, p and u are abso-
lutely continuous on S. We argue as in the proof of [20, Theorem 5.2] using
only times t1, t2 and s in the set S, and we obtain that for any t1, t2 ∈ S with
t1 < t2 we have that

‖e(t2)− e(t1))‖2L2 ≤
∫ t2

t1

‖e(s)− e(t1)‖L2φ(s)ds+ (

∫ t2

t1

φ(s)ds)2,

where φ is a suitable nonnegative integrable function. As a consequence of [20,

Lemma 5.3] we get that ‖e(t2) − e(t1))‖L2 ≤ 3
2

∫ t2
t1
φ(s)ds so that t 7→ e(t)

is absolutely continuous from S into L2(Ω;Mn×n
sym ). Continuing as in the proof

of [20, Theorem 5.2] we obtain also that p and u are absolutely continuous on S.
From equation (1.3.42) it follows that t 7→ DH(p; 0, t) is absolutely continuous
on S, so that, applying Lemma 1.3.7, we get that p is absolutely continuous on
[0, T ]. Now (u, e) admits an absolutely continuous extension to [0, T ] that we
still denote by (u, e). By continuity this extension satisfies (1.3.41) and (1.3.42)
for every t ∈ [0, T ]. This completes the proof.
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Remark 1.3.8. Under the hypotheses of Definition 1.3.4, for every t ∈ [0, T ]
condition (b) of Definition 1.3.4 is equivalent to the following condition:

(b′) The function p : [0, T ] → Mb(Ω ∪ Γ0;M
n×n
D ) has bounded variation and

Q0(e(t)) +DH(p; 0, t)− 〈̺(t), e(t) − Ew(t)〉 − 〈̺D(t), p(t)〉 =

= Q0(e0)− 〈̺(0), e(0)− Ew(0)〉 − 〈̺D(0), p(0)〉+
∫ t

0

〈σ,Eẇ〉ds

−
∫ t

0

〈 ˙̺, e− Ew〉ds−
∫ t

0

〈 ˙̺D, p〉ds. (1.3.44)

This is proved in [20, Theorem 4.4] using the integration by parts formula
(1.3.19). Note that the duality product 〈 ˙̺D(t), p(t)〉 is well defined for a.e.
t ∈ [0, T ] by (1.3.24a), (1.3.26a), (1.3.28), and (1.3.29).

1.3.4 Limit of dynamic visco-elasto-plastic evolutions

Here we prove the main result of the Section, which state that solutions to (1.3.1)
approach to a quasistatic evolution in perfect plasticity. We state this result
starting from the solutions provided by Theorem 1.2.1. However, under suitable
hypotheses, the same proof works if we start from solutions given by Theorem
1.2.9. It is easy to see that such hypotheses are actually the ones ensuring
existence of solution in Theorem 1.2.9, and then corresponding hypotheses on
the data as ǫ→ 0.

Hypotheses on the Data. The regularity assumptions on the data con-
sidered in the dynamical problem are not sufficient to study the limit of the
solutions of (1.3.1). Therefore we introduce a new set of hypotheses, which
includes also the case of data depending on ǫ and converging in a suitable way
as ǫ tends to 0.

Let M > 0 be a constant. For ǫ ∈ (0, 1) we consider the following assump-
tions.

(i) Hypotheses on wǫ and w:

wǫ ∈ L∞([0, T ];H1(Ω;Rn)), (1.3.45a)

ẇǫ ∈ C0([0, T ];L2(Ω;Rn)) ∩ L2([0, T ];H1(Ω;Rn)), (1.3.45b)

ẅǫ ∈ L2([0, T ];L2(Ω;Rn)), (1.3.45c)

w ∈ AC([0, T ];H1(Ω;Rn)), (1.3.45d)

wǫ → w strongly in W 1,1([0, T ];H1(Ω;Rn)), (1.3.45e)

ǫ‖ẇǫ(0)‖L2 → 0, (1.3.45f)

ǫ‖ẇǫ(t)‖L2 ≤M for all t ∈ [0, T ], (1.3.45g)

ǫ

∫ T

0

‖ẇǫ‖2H1dt→ 0, (1.3.45h)

ǫ2
∫ T

0

‖ẅǫ‖2L2dt→ 0. (1.3.45i)

(ii) Hypotheses on f ǫ, gǫ, f , and g: we assume that there exist ̺ǫ and ̺
satisfying (1.3.26) and (1.3.27) with f ǫ, gǫ and f , g respectively, and with



48 CHAPTER 1. PLASTICITY AND DELAMINATION

δ independent of ǫ. We also suppose that

f ǫ ∈ AC([0, T ];Ln(Ω;Rn)), (1.3.46a)

gǫ ∈ AC([0, T ];H− 1
2 (Γ1;R

n)), (1.3.46b)

̺ǫ ∈ AC([0, T ];Ln(Ω;Mn×n
sym )), (1.3.46c)

f ∈ AC([0, T ];Ln(Ω;Rn)), (1.3.46d)

g ∈ AC([0, T ];L∞(Γ1;R
n)), (1.3.46e)

̺ ∈ AC([0, T ];Ln(Ω;Mn×n
sym )), (1.3.46f)

̺D ∈ AC([0, T ];L∞(Ω;Mn×n
D )), (1.3.46g)

f ǫ → f strongly in W 1,1([0, T ];Ln(Ω;Rn)), (1.3.46h)

̺ǫ → ̺ strongly in W 1,1([0, T ];Ln(Ω;Mn×n
sym )). (1.3.46i)

The functionals Lǫ(t) and L(t) are defined by (1.2.5) with f ǫ(t), gǫ(t) and
f(t), g(t) respectively.

(iii) Hypotheses on the initial data (uǫ0, e
ǫ
0, p

ǫ
0), (u0, e0, p0), and v

ǫ
0.

(uǫ0, e
ǫ
0, p

ǫ
0) ∈ A(wǫ(0)), (1.3.47a)

(u0, e0, p0) ∈ ABD(w(0)), (1.3.47b)

(u0, e0, p0) satisfies the stability condition (1.3.43), (1.3.47c)

uǫ0 → u0 strongly in L
n

n−1 (Ω;Rn), (1.3.47d)

eǫ0 → e0 strongly in L2(Ω;Mn×n
sym ), (1.3.47e)

pǫ0 ⇀ p0 weakly* in Mb(Ω ∪ Γ0;M
n×n
D ), (1.3.47f)

vǫ0 ∈ L2(Ω;Rn) and ǫ‖vǫ0‖L2 → 0. (1.3.47g)

Remark 1.3.9. If we assume that

̺ǫD ∈ AC([0, T ];L∞(Ω;Mn×n
D )), (1.3.48a)

∫ T

0

‖ ˙̺ǫD − ˙̺D‖L∞dt→ 0, (1.3.48b)

then we can replace (1.3.46c), (1.3.46f), and (1.3.46i) by the weaker conditions

̺ǫ, ̺ ∈ AC([0, T ];L2(Ω;Mn×n
sym )), (1.3.48c)

̺ǫ → ̺ strongly in W 1,1([0, T ];L2(Ω;Mn×n
sym )). (1.3.48d)

Indeed using [76, Proposition 2.5] (see also [75, Chapter 2, Proposition 7.1]) from
(1.3.30), (1.3.46h), and (1.3.48) we deduce that ̺ǫ, ̺ ∈ AC([0, T ];Ln(Ω;Mn×n

sym ))
and that (1.3.46i) holds.

We now state the main result.

Theorem 1.3.10. Assume hypotheses (i)-(iii) above. Let (uǫ, eǫ, pǫ, σǫ) be the
solution of (1.3.1), with L replaced by Lǫ, satisfying the boundary condition wǫ

on Γ0 for every t ∈ [0, T ], and the initial data

uǫ(0) = uǫ0, e
ǫ(0) = eǫ0, p

ǫ(0) = pǫ0 u̇ǫ(0) = vǫ0.
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Then there exist a quasistatic evolution in perfect plasticity (u, e, p, σ), with
initial conditions (u0, e0, p0) and boundary condition w on Γ0, and a subsequence
of (uǫ, eǫ, pǫ, σǫ), not relabeled, such that

uǫ(t)⇀ u(t) weakly* in BD(Ω), (1.3.49)

eǫ(t) → e(t) strongly in L2(Ω;Mn×n
sym ), (1.3.50)

for a.e. t ∈ [0, T ], and

pǫ(t)⇀ p(t) weakly* in Mb(Ω ∪ Γ0;M
n×n
D ), (1.3.51)

for all t ∈ [0, T ]. Moreover there exists M > 0 such that

‖uǫ(t)‖L1 + ‖eǫ(t)‖L2 + ‖pǫ(t)‖Mb
≤M (1.3.52)

for every ǫ ∈ (0, 1) and every t ∈ [0, T ].

Proof. From Theorem 1.2.4 we get the energy balance formula

Q0(e
ǫ(t)) +

ǫ2

2
‖u̇ǫ(t)−ẇǫ(t)‖2L2 + ǫ

∫ t

0

Q1(ė
ǫ
A1

)ds+ ǫ

∫ t

0

‖ṗǫ‖2L2ds+

∫ t

0

H(ṗǫ)ds =

=

∫ t

0

〈σǫ, Eẇǫ〉ds+ 〈f ǫ(t), uǫ(t)− wǫ(t)〉 − 〈f ǫ(0), uǫ(0)− wǫ(0)〉

−
∫ t

0

〈ḟ ǫ, uǫ − wǫ〉ds+ 〈gǫ(t), uǫ(t)− wǫ(t)〉Γ1
− 〈gǫ(0), uǫ(0)− wǫ(0)〉Γ1

−
∫ t

0

〈ġǫ, uǫ − wǫ〉Γ1
ds− ǫ2

∫ t

0

〈ẅǫ, u̇ǫ − ẇǫ〉ds+Q0(e
ǫ
0) +

ǫ2

2
‖vǫ0 − ẇǫ(0)‖2L2 ,

(1.3.53)

where σǫ = A0e
ǫ + ǫA1ė

ǫ
A1

. Using the safe-load condition (1.3.26) and (1.3.27)
and integrating by parts in space, we get

Q0(e
ǫ(t)) +

ǫ2

2
‖u̇ǫ(t)−ẇǫ(t)‖2L2 + ǫ

∫ t

0

Q1(ė
ǫ
A1

)ds+ ǫ

∫ t

0

‖ṗǫ‖2L2ds+

∫ t

0

H(ṗǫ)ds =

=

∫ t

0

〈σǫ, Eẇǫ〉ds+ 〈̺ǫ(t), Euǫ(t)− Ewǫ(t)〉 − 〈̺ǫ(0), Euǫ(0)− Ewǫ(0)〉

−
∫ t

0

〈 ˙̺ǫ, Euǫ − Ewǫ〉ds− ǫ2
∫ t

0

〈ẅǫ, u̇ǫ − ẇǫ〉ds+Q0(e
ǫ
0) +

ǫ2

2
‖vǫ0 − ẇǫ(0)‖2L2 .

(1.3.54)

By (1.2.2), (1.3.45e), (1.3.45g),(1.3.45i), (1.3.46i), (1.3.47e), and (1.3.47g), using
the Cauchy inequality, we get a positive constant D0 such that

α0

2
‖eǫ(t)‖2L2 +

ǫ2

2
‖u̇ǫ(t)−ẇǫ(t)‖2L2 + ǫ

∫ t

0

Q1(ė
ǫ
A1

)ds+ ǫ

∫ t

0

‖ṗǫ‖2L2ds

+

∫ t

0

H(ṗǫ)ds ≤ β0

∫ t

0

‖eǫ‖L2‖Eẇǫ‖L2ds+ ǫ

∫ t

0

‖A1ė
ǫ
A1

‖L2‖Eẇǫ‖L2ds

+ 〈̺ǫ(t), eǫ(t)〉 − 〈̺ǫ(0), eǫ(0)〉 −
∫ t

0

〈 ˙̺ǫ, eǫ〉ds+
∫ t

0

〈̺ǫD, ṗǫ〉ds

+
ǫ2

2

∫ t

0

‖u̇ǫ − ẇǫ‖2L2ds+D0, (1.3.55)
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for every ǫ ∈ (0, 1), where we have integrated by parts in time the term
∫ t

0 〈 ˙̺ǫ, pǫ〉.
Using again the Cauchy inequality and the inequality ‖eǫ‖L2 ≤ 1 + ‖eǫ‖2L2 , we
obtain that for every λ > 0 the right-hand side of (1.3.55) can be estimated
from above by

β0

∫ t

0

‖eǫ‖2L2‖Eẇǫ‖L2ds+ ǫλ

∫ t

0

‖A1ė
ǫ
A1

‖2L2ds+ λ‖eǫ(t)‖2L2 +

∫ t

0

‖ ˙̺ǫ‖L2‖eǫ‖2L2ds

+

∫ t

0

〈̺ǫD, ṗǫ〉ds+
ǫ2

2

∫ t

0

‖u̇ǫ − ẇǫ‖2L2ds+Dλ, (1.3.56)

for a suitable constant Dλ independent of ǫ that can be obtained using (1.3.45e),
(1.3.45h), (1.3.46i), and (1.3.47e). Taking λ = min{α0

4 ,
1

2β1
} and recalling that

‖A1ė
ǫ
A1

‖2L2 ≤ β1Q1(ė
ǫ
A1

) by (1.2.2c), from (1.3.37), (1.3.55), and (1.3.56) we get

α0

4
‖eǫ(t)‖2L2+

ǫ2

2
‖u̇ǫ(t)−ẇǫ(t)‖2L2+

ǫ

2

∫ t

0

Q1(ė
ǫ
A1

)ds+ ǫ

∫ t

0

‖ṗǫ‖2L2dt

+ γ

∫ t

0

‖ṗǫ‖L1ds ≤
∫ t

0

ψǫ‖eǫ‖2L2ds+
ǫ2

2

∫ t

0

‖u̇ǫ − ẇǫ‖2L2ds+Dλ, (1.3.57)

where ψǫ = β0‖Eẇǫ‖L2 + ‖ ˙̺ǫ‖L2 . Since ψǫ is bounded in L1([0, T ]) by (1.3.45e)

and (1.3.46i), using the Gronwall Lemma we obtain that ‖eǫ(t)‖L2 and ǫ2

2 ‖u̇ǫ(t)−
ẇǫ(t)‖2L2 are bounded by some constant independent of t and ǫ. Together with
(1.3.45g) and (1.3.57), this gives

‖eǫ(t)‖L2 ≤M for all t ∈ [0, T ], (1.3.58a)

ǫ‖u̇ǫ(t)‖L2 ≤M for all t ∈ [0, T ], (1.3.58b)

ǫ

∫ t

0

Q1(ė
ǫ
A1

)ds ≤M, (1.3.58c)

ǫ

∫ T

0

‖ṗǫ‖2L2ds ≤M, (1.3.58d)

∫ T

0

‖ṗǫ‖L1ds ≤M, (1.3.58e)

for all ǫ ∈ (0, 1) and some constant M > 0 independent of t and ǫ.
Since L1(Ω;Mn×n

D ) is naturally embedded into Mb(Ω∪Γ0;M
n×n
D ), the func-

tions pǫ are actually continuous functions from [0, T ] into Mb(Ω ∪ Γ0;M
n×n
D ),

and inequality (1.3.58e) says that the total variation of pǫ is bounded uniformly
with respect to ǫ. Taking into account (1.3.47f), we can employ a generaliza-
tion of Helly Theorem (see [20, Lemma 7.2] and [8, Theorem 3.5, Chapter 1]),
which implies that there exist a subsequence, still denoted by pǫ, and a function
p : [0, T ] → Mb(Ω ∪ Γ0;M

n×n
D ), with bounded variation, such that, as ǫ→ 0,

pǫ(t)⇀ p(t) weakly* in Mb(Ω ∪ Γ0;M
n×n
D ) for every t ∈ [0, T ]. (1.3.59)

It then follows that p(t) is bounded inMb(Ω∪Γ0;M
n×n
D ) uniformly with respect

to t.
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From (1.3.58a) we also get, possibly passing to another subsequence, that
there exists e ∈ L∞([0, T ];L2(Ω;Mn×n

sym )) such that

eǫ ⇀ e weakly* in L∞([0, T ];L2(Ω;Mn×n
sym )), (1.3.60)

as ǫ→ 0.
Writing E(uǫ − wǫ) = eǫ + pǫ − Ewǫ, by (1.3.45e), (1.3.47f), (1.3.58a), and

(1.3.58e), we see that E(uǫ − wǫ) is bounded in L∞([0, T ];L1(Ω;Mn×n
sym )) uni-

formly with respect to ǫ, so that, thanks to (1.3.4), uǫ − wǫ is bounded in
L∞([0, T ];BD(Ω,Rn)) uniformly with respect to ǫ. Then, as a consequence of
the embedding BD(Ω) →֒ L

n
n−1 (Ω;Rn), there exists u ∈ L∞([0, T ];L

n
n−1 (Ω;Rn))

such that
uǫ ⇀ u weakly* in L∞([0, T ];L

n
n−1 (Ω;Rn)), (1.3.61)

again for a suitable subsequence, as ǫ → 0. Using the equality Euǫ = eǫ + pǫ,
from (1.3.59) and (1.3.60) we obtain that u ∈ L∞([0, T ];BD(Ω)) and Eu = e+p.

By (1.2.26) we see that the function (uǫ, eǫ, pǫ) satisfies the equilibrium con-
dition

−H(q) ≤ 〈A0e
ǫ(t), η〉+ 〈ǫA1ė

ǫ
A1

(t), η〉+ 〈ǫṗǫ(t), q〉
+ 〈ǫ2üǫ(t), ϕ〉 − 〈f ǫ(t), ϕ〉 − 〈gǫ(t), ϕ〉Γ1

≤ H(−q), (1.3.62)

for every (ϕ, η, q) ∈ A(0) and a.e. t ∈ [0, T ].
Let us fix a smooth and nonnegative real function ψ on [0, T ]. Multiplying

the previous formula by ψ and integrating on [0, T ] we get

−
∫ T

0

H(q)ψ(s)ds ≤
∫ T

0

〈A0e
ǫ(s), η〉ψ(s)ds +

∫ T

0

〈ǫA1ė
ǫ
A1

(s), η〉ψ(s)ds

+

∫ T

0

〈ǫṗǫ(s), q〉ψ(s)ds +
∫ T

0

〈ǫ2üǫ(s), ϕ〉ψ(s)ds −
∫ T

0

〈f ǫ(s), ϕ〉ψ(s)ds

−
∫ T

0

〈gǫ(s), ϕ〉Γ1
ψ(s)ds ≤

∫ T

0

H(−q)ψ(s)ds, (1.3.63)

for every (ϕ, η, q) ∈ A(0). It is easily seen that, if ψ has compact support,
thanks to (1.3.58b) the term

∫ T

0

〈ǫ2üǫ(s), ϕ〉ψ(s)ds = −ǫ2
∫ T

0

〈u̇ǫ(s), ϕ〉ψ̇(s)ds

vanishes as ǫ→ 0, and the same is true for the term

∫ T

0

〈ǫṗǫ(s), q〉ψ(s)ds

thanks to (1.3.58d).
By (1.2.2c) we have

ǫ

∫ T

0

‖A1ė
ǫ
A1

‖L2ds ≤ ǫβ
1
2

1

∫ T

0

Q1(ė
ǫ
A1

)
1
2 ds ≤

(

ǫ2β1

∫ T

0

Q1(ė
ǫ
A1

(s))ds
)

1
2

.

By (1.3.58c) this shows that

ǫA1ė
ǫ
A1

→ 0 strongly in L2([0, T ];L2(Ω;Mn×n
sym )), (1.3.64)
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as ǫ→ 0. This implies that the term

∫ T

0

〈ǫA1ė
ǫ
A1

(s), η〉ψ(s)ds

vanishes as ǫ→ 0.
Since (ϕ, η, q) ∈ A(0), by (1.3.26) we can write

∫ T

0

(〈f ǫ(s), ϕ〉+ 〈gǫ(s), ϕ〉Γ1
)ψ(s)ds =

∫ T

0

〈̺ǫ(s), η + q〉ψ(s)ds,

and, thanks to (1.3.46i), we obtain that the last expression tends to

∫ T

0

〈̺(s), η + q〉ψ(s)ds =
∫ T

0

(〈f(s), ϕ〉+ 〈g(s), ϕ〉Γ1
)ψ(s)ds.

So from (1.3.60) and (1.3.63) we get

−
∫ T

0

H(q)ψ(s)ds ≤
∫ T

0

〈A0e(s), η〉ψ(s)ds−
∫ T

0

〈f(s), ϕ〉ψ(s)ds

−
∫ T

0

〈g(s), ϕ〉Γ1
ψ(s)ds ≤

∫ T

0

H(−q)ψ(s)ds,

and thanks to the arbitrariness of ψ we conclude that

−H(q) ≤ 〈A0e(t), η〉 − 〈f(t), ϕ〉 − 〈g(t), ϕ〉Γ1
≤ H(−q), (1.3.65)

for a fixed (ϕ, η, q) ∈ A(0) and for a.e. t ∈ [0, T ]. The fact that A(0) is
separable allows us to prove that for a.e. t ∈ [0, T ] inequalities (1.3.65) hold for
every (ϕ, η, q) ∈ A(0).

Let us define σ(t) := A0e(t). For each q ∈ L2(Ω;Mn×n
D ), since (0, q,−q) ∈

A(0), we see that

−H(−q) ≤ 〈σ(t), q〉 ≤ H(q), (1.3.66)

which says that σD(t) ∈ ∂H(0) = K(Ω) (see (1.2.20)). Moreover, since for each
ϕ ∈ H1

Γ0
(Ω;Rn) we have (ϕ,Eϕ, 0) ∈ A(0), from (1.3.65) we obtain

〈σ(t), Eϕ〉 − 〈f(t), ϕ〉 = 〈g(t), ϕ〉Γ1
for all ϕ ∈ H1

Γ0
(Ω;Rn). (1.3.67)

From this we get divσ(t) = f(t) a.e. in Ω, and [σ(t)ν] = g(t) on Γ1. Therefore,
(u(t), e(t), p(t)) satisfies condition (c) of Remark 1.3.6. This implies that for
a.e. t ∈ [0, T ], (u(t), e(t), p(t)) satisfies the minimality condition (1.3.41) for all
(ϕ, η, q) ∈ ABD(w(t)). We now set S := {0} ∪ {t ∈ (0, T ] : (1.3.41) is satisfied}
and we define u(0) := u0 and e(0) := e0. Since p(0) = p0 by (1.3.47f) and
(1.3.59), we deduce from (1.3.47c) that condition (1.3.41) is also satisfied for
t = 0.

Since t 7→ p(t) has bounded variation from [0, T ] into Mb(Ω ∪ Γ0;M
n×n
D ), it

is globally bounded and there exists a countable set N ⊂ [0, T ] such that for
every t ∈ [0, T ] \N

p(s) → p(t) strongly in Mb(Ω ∪ Γ0;M
n×n
D ) as s→ t. (1.3.68a)
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By the minimality property of (u(s), e(s), p(s)) for s ∈ S we can apply [20,
Theorem 3.8] and for every t ∈ S \N we obtain

e(s) → e(t) strongly in L2(Ω;Mn×n
sym ) as s→ t, (1.3.68b)

u(s) → u(t) strongly in BD(Ω) as s→ t. (1.3.68c)

By the continuity of the embedding BD(Ω) →֒ L
n

n−1 (Ω;Rn) we also get

u(s) → u(t) strongly in L
n

n−1 (Ω;Rn) as s→ t. (1.3.68d)

In order to prove the energy balance (1.3.42) we fix t ∈ S \ (N ∪ {0}). For
every k let 0 = tk0 < tk1 < ... < tkk = t be elements of (S \ N) ∪ {0} such that
maxi(t

k
i − tki−1) → 0 as k → ∞. Then, since (u(tki )− (w(tki )− w(tki−1)), e(t

k
i )−

(Ew(tki )− Ew(tki−1)), p(t
k
i )) ∈ ABD(w(t

k
i−1)) by (1.3.41), we have

Q0(e(t
k
i−1))− 〈f(tki−1), u(t

k
i−1)〉 − 〈g(tki−1), u(t

k
i−1)〉Γ1

≤ Q0(e(t
k
i ))

− 〈A0e(t
k
i ), Ew(t

k
i )− Ew(tki−1)〉+Q0(Ew(t

k
i ))− Ew(tki−1))

− 〈f(tki−1), u(t
k
i )− (w(tki )− w(tki−1))〉

− 〈g(tki−1), u(t
k
i )− (w(tki )− w(tki−1))〉Γ1

+H(p(tki )− p(tki−1)).

Employing the integration by parts formula (1.3.19) and then summing up over
i = 1, . . . , k, we obtain

Q0(e(t))−Q0(e0) +

k
∑

i=1

H(p(tki )−p(tki−1)) +

k
∑

i=1

Q0(Ew(t
k
i )−Ew(tki−1)) ≥

≥
k

∑

i=1

〈A0e(t
k
i ), Ew(t

k
i )−Ew(tki−1)〉+〈̺(t), e(t)−Ew(t)〉−〈̺(0), e(0)−Ew(0)〉

+ 〈̺D(t), p(t)〉 − 〈̺D(0), p(0)〉 −
k
∑

i=1

〈̺(tki )− ̺(tki−1), e(t
k
i )〉

+

k
∑

i=1

〈̺(tki )− ̺(tki−1), Ew(t
k
i )〉 −

k
∑

i=1

〈̺D(tki )− ̺D(t
k
i−1), p(t

k
i )〉. (1.3.69)

By (1.3.31), (1.3.32), (1.3.45d), (1.3.46f), (1.3.46g), and (1.3.68) we can apply
Lemmas 1.3.11 and 1.3.12, with S replaced by S \ (N ∪{0}), and we obtain that
the four Riemann sums in the right-hand side of (1.3.69) converge to

∫ t

0

〈σ,Ew〉ds,
∫ t

0

〈 ˙̺, e〉ds,
∫ t

0

〈 ˙̺, Ew〉ds,
∫ t

0

〈 ˙̺D, p〉ds.

Moreover we see that
∑k
i=1 Q0(Ew(t

k
i ) − Ew(tki−1)) tends to 0 as k → ∞,

thanks to the absolute continuity of t 7→ Ew(t). Therefore, passing to the limit
in (1.3.69) we obtain

Q0(e(t)) +DH(p; 0, t)− 〈̺(t), e(t) − Ew(t)〉 − 〈̺D(t), p(t)〉 ≥

≥ Q0(e0)− 〈̺(0), e(0)− Ew(0)〉 − 〈̺D(0), p(0)〉+
∫ t

0

〈σ,Eẇ〉ds

−
∫ t

0

〈 ˙̺, e− Ew〉ds −
∫ t

0

〈 ˙̺D, p〉ds, (1.3.70)
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for a.e. t ∈ [0, T ], where σ = A0e.
We want to show that actually equality holds. In order to prove the opposite

inequality we consider equation (1.3.54).
Thanks to the semicontinuity of Q0(·), by (1.3.60) we have

∫ b

a

Q0(e(t))dt ≤ lim inf
ǫ→0

∫ b

a

Q0(e
ǫ(t))dt (1.3.71)

for all 0 < a < b < T . We claim that

∫ b

a

(

DH(p; 0, t)− 〈̺D(t), p(t)〉+ 〈̺D(0), p0〉+
∫ t

0

〈 ˙̺D, p〉ds
)

dt ≤

≤ lim inf
ǫ→0

∫ b

a

(

∫ t

0

H(ṗǫ)ds−
∫ t

0

〈̺ǫD, ṗǫ〉ds
)

dt, (1.3.72)

for all 0 < a < b < T . This, together with (1.3.71), implies

∫ b

a

(

Q0(e(t)) +DH(p; 0, t)− 〈̺D(t), p(t)〉+ 〈̺D(0), p0〉+
∫ t

0

〈 ˙̺D, p〉ds
)

dt ≤

≤ lim inf
ǫ→0

∫ b

a

(

Q0(e
ǫ(t)) +

ǫ2

2
‖u̇ǫ(t)− ẇǫ(t)‖2L2 + ǫ

∫ t

0

Q1(ė
ǫ
A1

)ds

+ ǫ

∫ t

0

‖ṗǫ‖2L2ds+

∫ t

0

H(ṗǫ)ds−
∫ t

0

〈̺ǫD, ṗǫ〉ds
)

dt =

= lim inf
ǫ→0

∫ b

a

(

∫ t

0

〈σǫ, Eẇǫ〉ds+ 〈̺ǫ(t), eǫ(t)− Ewǫ(t)〉

− 〈̺ǫ(0), eǫ(0)− Ewǫ(0)〉 −
∫ t

0

〈 ˙̺ǫ, eǫ − Ewǫ〉ds

− ǫ2
∫ t

0

〈ẅǫ, u̇ǫ − ẇǫ〉ds+Q0(e
ǫ
0) +

ǫ2

2
‖vǫ0 − ẇǫ(0)‖2L2

)

dt, (1.3.73)

where the equality follows from (1.3.54) after an integration by parts in time.
Using (1.3.45f), (1.3.45g), (1.3.45i), (1.3.47g), and (1.3.58b) it is easily seen

that

ǫ2
∫ b

a

(

∫ t

0

〈ẅǫ, u̇ǫ − ẇǫ〉ds
)

dt → 0, (1.3.74a)

ǫ2‖vǫ0 − ẇǫ(0)‖2L2 → 0, (1.3.74b)

while
∫ b

a

(

∫ t

0

〈σǫ, Eẇǫ〉ds
)

dt→
∫ b

a

(

∫ t

0

〈σ,Eẇ〉ds
)

dt, (1.3.74c)

Q0(e
ǫ
0) → Q0(e0), (1.3.74d)

∫ b

a

〈̺ǫ(t), eǫ(t)− Ewǫ(t)〉dt →
∫ b

a

〈̺(t), e(t)− Ew(t)〉dt, (1.3.74e)

〈̺ǫ(0), eǫ(0)− Ewǫ(0)〉 → 〈̺(0), e(0)− Ew(0)〉, (1.3.74f)
∫ b

a

(

∫ t

0

〈 ˙̺ǫ, eǫ − Ewǫ〉ds
)

dt→
∫ b

a

(

∫ t

0

〈 ˙̺, e− Ew〉ds
)

dt, (1.3.74g)
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thanks to (1.3.45e), (1.3.45h), (1.3.46i), (1.3.47e), (1.3.60), and (1.3.64). This
implies that

∫ b

a

(

Q0(e(t)) +DH(p; 0, t)− 〈̺D(t), p(t)〉 + 〈̺D(0), p0〉+
∫ t

0

〈 ˙̺D, p〉ds
)

dt ≤

≤
∫ b

a

(

∫ t

0

〈σ,Eẇ〉ds+Q0(e0) + 〈̺(t), e(t)− Ew(t)〉

− 〈̺(0), e(0)− Ew(0)〉 −
∫ t

0

〈 ˙̺, e− Ew〉ds
)

dt. (1.3.75)

From the arbitrariness of a and b and from (1.3.70) for a.e. t ∈ [0, T ] we obtain
(1.3.44), which is equivalent to (1.3.42).

It remains to prove claim (1.3.72). This will be done by adapting the proof
of [20, Theorem 4.5]. Let ϕ : [0,+∞) → R be a nonnegative C∞ function
such that φ(s) = 0 for s ≤ 1 and φ(s) = 1 for s ≥ 2. For δ > 0 we define
ψδ(x) := φ(1δ dist(x,Γ1)) for x ∈ Ω̄.

Since H is positively 1-homogeneous and satisfies (1.3.38) we have that

∫ t

0

H(ψδ ṗ
ǫ)ds−

∫ t

0

〈̺ǫD, ṗǫψδ〉ds ≤
∫ t

0

H(ṗǫ)ds−
∫ t

0

〈̺ǫD, ṗǫ〉ds. (1.3.76)

Integrating by parts with respect to time and using then (1.3.20), this is equiv-
alent to

∫ t

0

H(ψδṗ
ǫ)ds−

∫ t

0

〈 ˙̺ǫ, (eǫ − Ewǫ)ψδ〉ds+
∫ t

0

〈ḟ ǫ, ψδ(uǫ − wǫ)〉ds

−
∫ t

0

〈 ˙̺ǫ, (uǫ − wǫ)⊙∇ψδ〉ds− 〈[̺ǫD(t) · pǫ(t)], ψδ〉+ 〈[̺ǫD(0) · pǫ(0)], ψδ〉 ≤

≤
∫ t

0

H(ṗǫ)ds−
∫ t

0

〈̺ǫD, ṗǫ〉ds. (1.3.77)

The lower semicontinuity of the variation, together with (1.3.35) and (1.3.59),
implies

DH(ψδp; 0, t) ≤ lim inf
ǫ→0

∫ t

0

H(ψδ ṗ
ǫ(s))ds. (1.3.78)

By (1.3.27), (1.3.45e), (1.3.46h), (1.3.46i),(1.3.47d), and (1.3.47e), using Lemma
1.3.3 we obtain

〈[̺ǫD(0) · pǫ(0)], ψδ〉 → 〈[̺D(0) · p(0)], ψδ〉. (1.3.79)

For what concerns the term 〈[̺ǫD(t) · pǫ(t)], ψδ〉, we fix 0 ≤ a < b ≤ T and
integrate on [a, b] with respect to time. Using (1.3.20) we write

∫ b

a

〈[̺ǫD · pǫ], ψδ〉ds = −
∫ b

a

〈̺ǫ · (eǫ − Ewǫ), ψδ〉ds

+

∫ b

a

〈f ǫ, ψδ(uǫ − wǫ)〉ds −
∫ b

a

〈̺ǫ, (uǫ − wǫ)⊙∇ψδ〉ds,
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where we have used the fact that ψδ is zero in a neighborhood of Γ1. The last
three terms pass to the limit thanks to (1.3.45e), (1.3.46h), (1.3.46i), (1.3.60),
and (1.3.61). Therefore, using again (1.3.20) we obtain

∫ b

a

〈[̺ǫD · pǫ], ψδ〉ds →
∫ b

a

〈[̺D · p], ψδ〉ds. (1.3.80)

We now integrate in (1.3.77) with respect to time. By (1.3.45e), (1.3.46h),
(1.3.46i), (1.3.60), (1.3.61), and (1.3.78)-(1.3.80) we get

∫ b

a

(

DH(ψδp; 0, t)−
∫ t

0

〈 ˙̺ · (e− Ew), ψδ〉ds+
∫ t

0

〈ḟ , ψδ(u − w)〉ds

−
∫ t

0

〈 ˙̺, (u− w) ⊙∇ψδ〉ds− 〈[̺D(t) · p(t)], ψδ〉+ 〈[̺D(0) · p(0)], ψδ〉
)

dt ≤

≤ lim inf
ǫ→0

∫ b

a

(

∫ t

0

H(ṗǫ)ds−
∫ t

0

〈̺ǫD, ṗǫ〉ds
)

dt. (1.3.81)

Using (1.3.20) we get

∫ b

a

(

DH(ψδp; 0, t)−〈[̺D(t)·p(t)], ψδ〉+〈[̺D(0)·p(0)], ψδ〉+
∫ t

0

〈[ ˙̺D·p], ψδ〉ds
)

dt ≤

≤ lim inf
ǫ→0

∫ b

a

(

∫ t

0

H(ṗǫ)ds−
∫ t

0

〈̺ǫD, ṗǫ〉ds
)

dt.

Letting δ → 0 and using the semicontinuity of DH we then obtain (1.3.72). This
concludes the proof of (1.3.42) for a.e. t ∈ [0, T ].

Since (1.3.41) and (1.3.42) are satisfied for a.e. t ∈ [0, T ], and in partic-
ular for t = 0, we can apply Theorem 1.3.5. We obtain that p : [0, T ] →
Mb(Ω ∪ Γ0;M

n×n
D ) is absolutely continuous and we can redefine u(t) and e(t)

on a set of times with measure zero so that u : [0, T ] → BD(Ω) and e :
[0, T ] → L2(Ω,Mn×n

sym ) are absolutely continuous and the function (u, e, p, σ),
with σ(t) = A0e(t), is a quasistatic evolution in perfect plasticity with initial
conditions u0, e0, p0, and boundary condition w on Γ0.

From (1.3.74) and from the energy balance (1.3.42) it follows that the in-
equality in (1.3.73) is actually an equality and that the liminf is a limit. So,
since

∫ b

a

(ǫ2

2
‖u̇ǫ(t)− ẇǫ(t)‖2L2 + ǫ

∫ t

0

Q1(ė
ǫ
A1

)ds+ ǫ

∫ t

0

‖ṗǫ‖2L2ds
)

dt ≥ 0,

it follows that equality holds also in (1.3.71) and (1.3.72), and that the liminf
is a limit also in this formulae. In particular

∫ T

0

Q0(e
ǫ(t))dt →

∫ T

0

Q0(e(t))dt, (1.3.82)

Since eǫ ⇀ e weakly by (1.3.60), from (1.3.82) it follows that

eǫ → e strongly in L2([0, T ];L2(Ω;Mn×n
sym )), (1.3.83)

which gives (1.3.50) for a suitable subsequence. From this and (1.3.59) we
conclude that

Euǫ(t)⇀ Eu(t) weakly* in Mb(Ω ∪ Γ0;M
n×n
sym ), (1.3.84)
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for a.e. t ∈ [0, T ].
Let us fix t for which (1.3.50) and (1.3.84) hold. Since uǫ(t) ∈ A(wǫ(t)), it

follows from (1.3.4) that uǫ(t) is bounded in BD(Ω) uniformly with respect to ǫ.
Up to a subsequence we may assume that uǫ(t) converges weakly* in BD(Ω) to
a function v. By Lemma 1.3.1 it follows that (v, e(t), p(t)) ∈ ABD(w(t)). Since
we have also (u(t), e(t), p(t)) ∈ ABD(w(t)), we deduce that Ev = Eu(t) in Ω and
(w(t)−v)⊙ν = (w(t)−u(t))⊙ν Hn−1-almost everywhere on Γ0. This implies
that v = u(t) Hn−1 almost everywhere on Γ0, and applying inequality (1.3.4)
to v−u(t) we obtain that v = u(t) almost everywhere in Ω. This concludes the
proof of (1.3.49).

1.3.5 Appendix

This section contains the proof of two technical results concerning the conver-
gence of suitable Riemann sums for functions with values in Banach spaces.

Lemma 1.3.11. Let X be a Banach space, let φ ∈ W 1,1([0, T ];X), let S ⊂ (0, T ]
be a set of full measure containing T and let ψ : S → X ′ be a bounded weakly*
continuous function. For every k > 0 let {tki }0≤i≤k be a subset of S ∪ {0} such
that 0 = tk0 < tk1 < · · · < tkk = T and maxki=1 |tki − tki−1| → 0 as k → +∞. Then

lim
k→∞

k
∑

i=1

〈ψ(tki ), φ(tki )− φ(tki−1)〉 =
∫ T

0

〈ψ(t), φ̇(t)〉dt,

where 〈·, ·〉 denotes the duality product between X ′ and X.

Proof. Let ψk : [0, T ] → X ′ be the piecewise constant function defined by
ψk(t) = ψ(tki ) for t

k
i−1 < t ≤ tki . Then

k
∑

i=1

〈ψ(tki ), φ(tki )− φ(tki−1)〉 =
∫ T

0

〈ψk(t), φ̇(t)〉dt.

Since ψk(t)⇀ψ(t) weakly* for every t ∈ S we have 〈ψk(t), φ̇(t)〉 → 〈ψ(t), φ̇(t)〉
for a.e. t ∈ [0, T ]. The conclusion follows from the Dominated Convergence
Theorem.

The next lemma extends the previous result to the case of the duality product
introduced in (1.3.16).

Lemma 1.3.12. Let ̺ be the function introduced in the safe-load condition
(1.3.26)-(1.3.28) and let p : [0, T ] → Mb(Ω ∪ Γ0;M

n×n
D ) be a bounded function.

Assume that there exists a set S ⊂ (0, T ] of full measure containing T such
that for every t ∈ S the function p is continuous at t with respect to the strong
topology of Mb(Ω∪Γ0;M

n×n
D ) and p(t) ∈ ΠΓ0

(Ω). For every k > 0 let {tki }0≤i≤k
be a subset of S ∪ {0} such that 0 = tk0 < tk1 < · · · < tkk = T and maxki=1 |tki −
tki−1| → 0 as k → +∞. Then

lim
k→∞

k
∑

i=1

〈̺D(tki )− ̺D(t
k
i−1), p(t

k
i )〉 =

∫ T

0

〈 ˙̺D(t), p(t)〉dt,

where 〈·, ·〉 denotes the duality product introduced in (1.3.16).
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Proof. Let pk : [0, T ] → ΠΓ0
(Ω) be the piecewise constant function defined by

pk(t) = p(tki ) for t
k
i−1 < t ≤ tki . Using (1.3.31) and (1.3.32) we obtain that

k
∑

i=1

〈̺D(tki )− ̺D(t
k
i−1), p(t

k
i )〉 =

∫ T

0

〈 ˙̺D(t), pk(t)〉dt =

=

∫ T

0

〈 ˙̺D(t), pk(t)− p(t)〉dt+
∫ T

0

〈 ˙̺D(t), p(t)〉dt. (1.3.85)

By (1.3.17) we have

∫ T

0

|〈 ˙̺D(t), pk(t)− p(t)〉|dt ≤
∫ T

0

‖ ˙̺D(t)‖L∞‖pk(t)− p(t)‖Mb
dt

Since ‖pk(t) − p(t)‖Mb
→ 0 for a.e. t ∈ S by our continuity assumption and

t 7→ ‖ ˙̺(t)‖L∞ belongs to L1([0, T ]) (see [20, Theorem 7.1]), we obtain

lim
k→∞

∫ T

0

|〈 ˙̺D(t), pk(t)− p(t)〉|dt = 0 (1.3.86)

by the Dominated Convergence Theorem. The conclusion follows from (1.3.85)
and (1.3.86).
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1.4 The delamination problem

1.4.1 Preliminaries

Reference configuration and notation. We consider an hyperelastic body
that occupies a bounded open domain Ω ⊂ Rn, n ≥ 1, with Lipschitz boundary.
We suppose that

Ω = Ω1 ∪ Γ ∪ Ω2,

where Γ is a Lipschitz surface which is the common boundary of the two disjoint
connected and open sets Ω1 and Ω2. The body is perfectly elastic on Ω1 ∪ Ω2

while the surface Γ represents the interface where Ω1 and Ω2 are glued and
where delamination may occur. We denote by ν the normal to Γ that points
from Ω1 into Ω2. We also suppose that the boundary ∂Ω writes as the union

∂Ω := ∂DΩ ∪ ∂NΩ,

where ∂DΩ and ∂NΩ are the closure in ∂Ω of two disjoint open sets with common
boundary. We assume that ∂DΩ has positive (n−1)-Hausdorff measure and that
it has nonnegligible intersection with both ∂Ω1 and ∂Ω2.

Stress and Strain. The class of admissible displacements of the delamina-
tion problem is the space H1(Ω1 ∪ Ω2,Rn). It is convenient to define

H1
D(Ω1 ∪ Ω2;R

n)) := {u ∈ H1(Ω1 ∪ Ω2,R
n)) : u = 0 on ∂DΩ}. (1.4.1)

The jump on Γ of a displacement u is denoted by [u] = u2−u1 where u1 and u2
are, respectively, the trace on Γ of u ∈ H1(Ω1,Rn) and u ∈ H1(Ω2,Rn). The

continuity of the trace operator from H1(Ωi,Rn) into H
1
2 (Γ,Rn) reads

‖u‖H1/2(Γ) ≤
γ

2
‖u‖H1(Ωi), (1.4.2)

for a positive constant γ, and then we have

‖[u]‖H1/2 ≤ γ‖u‖H1
D
. (1.4.3)

In H1
D(Ω1 ∪ Ω2;Rn)) the following Korn inequality holds

‖u‖H1 ≤ β‖Eu‖L2 for every u ∈ H1
D(Ω1 ∪ Ω2,R

n)), (1.4.4)

for a positive constant β.
The two elasticity tensors A0 and A1 are symmetric and positive definite.

As in the case of plasticity we assume that there exist positive constants αi and
βi such that

α0|η|2 ≤ 〈A0η, η〉 ≤ β0|η|2, (1.4.5a)

α1|η|2 ≤ 〈A1η, η〉 ≤ β1|η|2, (1.4.5b)

for all η ∈ Mn×n. Also in this case it is convenient to introduce the following
notations

Q0(e) =
1

2
〈A0e, e〉, (1.4.6)

Q1(e) = 〈A1e, e〉, (1.4.7)
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for all e ∈ L2(Ω1 ∪ Ω2,Mn×n
sym ).

The stress σ satisfies the constitutive relation

σ = A0Eu+ µA1Eu̇, (1.4.8)

where µ > 0 is the viscosity parameter in the bulk. Then the second principle
of dynamics reads

ρü(t)− divσ(t) = f(t) in Ω, (1.4.9)

where we assume that the mass density of the elastic body is the constant
ρ > 0. Together with (1.4.9) we require that the following boundary conditions
are satisfied

u(t) = w(t) on ∂DΩ, (1.4.10a)

σ(t)ν = g(t) on ∂NΩ, (1.4.10b)

σ(t)ν = −∇V ([u(t)])z(t) on Γ, (1.4.10c)

where V and z are the potential and the delamination coefficient introduced in
the next Section. We can define the total external load of the system L(t) ∈
H−1
D (Ω1 ∪ Ω2,Rn) by

〈L(t), ϕ〉 := 〈f(t), ϕ〉+ 〈g(t), ϕ〉∂NΩ, (1.4.11)

for all ϕ ∈ H1
D(Ω1 ∪ Ω2,Rn). To deal with (1.4.9) and (1.4.10), we define the

continuous linear operator divD : L2(Ω1 ∪ Ω2,Mn×n) → H−1
D (Ω1 ∪ Ω2,Rn) by

〈divDσ, ϕ〉 := 〈σ,Eϕ〉, (1.4.12)

for every σ ∈ L2(Ω1 ∪ Ω2,Mn×n
sym ) and every ϕ ∈ H1

D(Ω1 ∪ Ω2,Rn). Hence,
if f(t), g(t), σ(t), u(t), ∂DΩ, and ∂NΩ are sufficiently regular and L(t) is the
total external load defined by (1.4.11), then (1.4.9), (1.4.10b), and (1.4.10c) are
equivalent to

ρü(t)− divDσ(t) = L(t) + T (u, z), (1.4.13)

where equality holds in H−1
D (Ω1 ∪ Ω2,Rn), and where T (u, z) is the linear op-

erator on H−1
D (Ω1 ∪ Ω2,Rn) defined by (1.4.17) below. In weak form (1.4.13)

reads as

〈ρü(t), ϕ〉+ 〈σ(t), Eϕ〉 = 〈L(t), ϕ〉 − 〈∇V ([u]) · [ϕ], z〉Γ, (1.4.14)

for every ϕ ∈ H1
D(Ω1 ∪ Ω2,Rn).

Delamination parameter and energy stored by the adhesive. As
in the modelling approach by M. Frémond (see [27], [28]), at a fixed time the
state of the glue on the interface Γ is described by the variable z : Γ → [0, 1].
The state z(x) = 1 means that the adhesive is completely undestroyed, while
z(x) = 0 means that the molecular links are all broken and the interface is totally
debonded at x ∈ Γ. The deterioration of the glue is considered irreversible, that
is the variable z is a nonincreasing function of the time. This turns into the
condition

ż ≤ 0.
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The class of admissible delamination parameters is denoted by

Z := {z ∈ L2(Γ) : 0 ≤ z ≤ 1}.

During the evolution of the system the energy needed to delaminate is de-
noted by α ∈ L∞(Γ), and such energy is dissipated in two ways, by heat pro-
duction, whose cost we denote by a1 = a1(x) > 0, x ∈ Γ, and by creation of new
delaminated surfaces, whose cost we denote by a−a1 := a0 = a0(x) > 0, x ∈ Γ.
Hence the dissipation due to these effects in the time interval [t1, t2] reads

Da(t1, t2) := −
∫ t2

t1

〈a0 + a1, ż(s)〉Γds. (1.4.15)

When evolution is quite fast we also consider the dissipation due to the viscosity
of the glue. We consider a parameter µ = µ(x) > 0, x ∈ Γ, for which the energy
dissipated by viscosity effects during the delamination process in the interval
[t1, t2] reads

Dτ (t1, t2) :=
∫ t2

t1

〈µż(s), ż(s)〉Γds. (1.4.16)

In the sequel we will adopt the simpler (but not restrictive) hypothesis that µ
is constant on Γ and coincides with the friction µ introduced in (1.4.8).

The energy stored in Γ by the adhesive is modeled as follows: let V : Rn → R
be a smooth nonnegative and convex map such that

(i) V (0) = 0 and V (x) > 0 if x 6= 0. In particular x = 0 is the only local
minimum of V .

(ii) ∇V : Rn → Rn is Lipschitz with constant L > 0.

(iii) There exists 1 ≤ δ ≤ δ∗ and C > 0 such that |V (x)| ≤ C(|x| + 1)δ for all
x ∈ Rn.

Here δ∗ = +∞ for d ≤ 2 and δ∗ = d−1
d−2 for d > 2. Since from (i) ∇V must

vanish at the origin, property (ii) has the following consequence

(iv) For all x ∈ Rn it holds |∇V (x)| ≤ L|x|.

The energy stored on Γ at a fixed time then reads:

EΓ(u, z) := 〈V ([u]), z〉Γ.

We remark that in dimension d ≤ 3 we can take V ([u]) := 1
2K[u] · [u] where K is

called elastic coefficient of the adhesive. Such matrix is supposed positive defi-
nite and symmetric. With this choice we see that the growth of V in (iii) above
is δ = 2. In higher dimension such a choice cannot be done for compactness
reasons that will be clear in the proof of Theorem 1.4.1.

For all u ∈ H1
D(Ω1 ∪ Ω2,Rn) and z ∈ L∞(Γ) we define T (u, z) ∈ H−1

D (Ω1 ∪
Ω2,Rn) as

〈T (u, z), ϕ〉 := 〈∇V ([u]) · [ϕ], z〉Γ, (1.4.17)

for every ϕ ∈ H1
D(Ω1 ∪ Ω2,Rn), so that, from (1.4.3), one has

|〈T (u, z), ϕ〉| ≤ ‖∇V ([u])‖L2‖[ϕ]‖L2‖z‖L∞ ≤ 2Lγ‖u‖H1
D
‖ϕ‖H1

D
‖z‖L∞,
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which implies that there exists a positive constant C such that

‖T (u, z)‖H−1

D
≤ C‖u‖H1

D
‖z‖L∞. (1.4.18)

Mechanical constraints and delamination process. When delamina-
tion occurs on the interface Γ it may happen that the two parts Ω1 and Ω2

of the body separate. In particular cavitation phenomena or shear movements
may occur. Such phenomenon arises by the appearance of a non-zero jump of
the displacement on Γ. Since interpenetration of Ω1 and Ω2 must be avoided,
classically such jump is constrained to have a nonnegative normal component.
Such condition is known in literature as Signorini contact condition. A gener-
alization of the Signorini condition is usually considered, in the following way.
Let D(x) ⊂ Rn be a convex and closed cone, possibly depending on x ∈ Γ. This
induces an ordering relation on the set of functions v : Γ → Rn, as follows,

v1 � v2 if and only if v2(x)− v1(x) ∈ D(x) for a.e. x ∈ Γ.

The dual ordering �∗ induced by the negative polar cone to D is given by

ζ �∗ 0 if and only if ζ(x) ≤ 0 for all w ∈ D(x), for a.e. x ∈ Γ.

Possible choices for the cone D(x) are the following,

D(x) = {v ∈ Rn : v · ν(x) ≥ 0}, (1.4.19a)

D(x) = {v ∈ Rn : v · ν(x) = 0}, (1.4.19b)

the first case being the classical unilateral Signorini contact condition, the latter
being considered when cavitation cannot occur, for instance in systems under
high pressure. The delamination mode (1.4.19a) and (1.4.19b) are usually re-
ferred to as Mode I and Mode II respectively. The constraint on the jump [u]
and the normal stress t(σ) := σν on Γ than reads

[u] � 0, (1.4.20a)

t(σ) + T (u, z) �∗ 0, (1.4.20b)

(t(σ) + T (u, z)) · [u] = 0. (1.4.20c)

The behavior of the variable z is strictly connected to the evolution of [u].
Whenever [u] varies this has the effect of destroying molecular links on Γ, that
turns into a decrease of the corresponding glue state z. When the glue is com-
pletely erased, that is z = 0, any change of [u] will not require energetic cost
due to delamination. This is expressed by the constitutive equations

ż ≤ 0, (1.4.21a)

d ≤ −µż, (1.4.21b)

ż(d+ µż) = 0, (1.4.21c)

d ∈ ∂I[0,1](z) + V ([u])− α, (1.4.21d)

where ∂I[0,1] is the subdifferential of the function I[0,1], that is the function with
equals 0 on [0, 1] and +∞ on R \ [0, 1]. The parameter µ > 0 is the viscosity of
the adhesive. Let us remark that as soon as z = 0 equations (1.4.21b)-(1.4.21d)
lose their significance and system (1.4.21) reduces to z ≡ 0, and no restriction
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to the evolution of [u] is prescribed. At the same time, when z > 0 system
(1.4.21) reads

ż ≤ 0, (1.4.22a)

ż(V ([u]) + µż − α) = 0. (1.4.22b)

Since z is a function defined on the interface Γ, equations (1.4.21) and (1.4.22)
must be intended to hold everywhere on Γ.

1.4.2 Existence of unconstrained dynamic solutions

Theorem 1.4.1. Let L ∈ L2([0, T ], H−1
D (Ω1 ∪ Ω2;Rn)), u0, v0 ∈ H1

D(Ω1 ∪
Ω2,Rn), and z0 ∈ Z. Then there exists a triple (u, σ, z) with

u ∈ L∞([0, T ], H1
D(Ω1 ∪Ω2,R

n)), (1.4.23a)

u̇ ∈ L2([0, T ], H1
D(Ω1 ∪Ω2,R

n)) ∩ L∞([0, T ], L2(Ω1 ∪ Ω2,R
n)), (1.4.23b)

ü ∈ L2([0, T ], H−1
D (Ω1 ∪ Ω2,R

n)), (1.4.23c)

σ ∈ L2([0, T ], L2(Ω1 ∪ Ω2,M
n×n
sym ), (1.4.23d)

z ∈ H1([0, T ], L2(Γ)) ∩ L∞([0, T ], L∞(Γ)), (1.4.23e)

satisfying, for a.e. t ∈ [0, T ],

ρü(t)− divDσ(t) = L(t) + T (u, z), (1.4.24a)

σ(t) = A0Eu(t) + µA1Eu̇(t), (1.4.24b)

the flow rule

ż(t) ≤ 0, (1.4.25a)

ż(t)(kV ([u(t)]) + µż(t)− α) = 0, (1.4.25b)

on Γ,

V ([u(t)]) + µż(t)− α ≤ 0, (1.4.26)

on Γ ∩ {z(t) > 0}, and the initial data

u(0) = u0, u̇(0) = v0, z(0) = z0. (1.4.27)

Remark 1.4.2. Let us remark that, when L takes the form (1.4.11), in the
regular case, (1.4.24a) means that

σ(t)ν = −∇V ([u(t)])z(t), (1.4.28)

on Γ, and

ρü(t)− divσ(t) = f(t) in Ω, (1.4.29a)

σ(t)ν = g(t) on ∂NΩ. (1.4.29b)

This is proved as follows. Integrating by parts (1.4.14) we get

〈ρü, ϕ〉 − 〈divσ, ϕ〉 − 〈L, ϕ〉 =
− 〈∇V ([u]) · [ϕ], z〉Γ − 〈σν, [ϕ]〉Γ − 〈σν, ϕ〉∂NΩ, (1.4.30)
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where ν represents both the normal versor to Γ pointing from Ω1 into Ω2 and
the outer normal to ∂NΩ . If we set [ϕ] = 0 we obtain the strong form (1.4.29),
which together with (1.4.30) implies

〈∇V ([u]) · [ϕ], z〉Γ = −〈σν, [ϕ]〉Γ,
that is (1.4.28).

To prove Theorem 1.4.1 we proceed by time discretization, and solve a mini-
mum problem at every discrete time. For all integer n > 0 we divide the interval
[0, T ] in n equal subintervals of length τ := T/n. We set tni := iτ ,

un0 = u0, un−1 := u0 − τv0, zn0 := z0,

and define Lni := 1
τ

∫ tni+1

tni
L(s)ds for all n > 0. Then for 1 ≤ i ≤ n we recursively

define uni ∈ H1
D(Ω1 ∪ Ω2;Rn)) as a minimizer of

Uni (u) :=
ρ

2
‖u− uni−1

τ
− uni−1 − uni−2

τ
‖2L2 +Q0(Eu) + 〈V ([u]), zni−1〉Γ

+
µ

2
〈A1(Eu − Euni−1), Eu− Euni−1〉 − 〈Lni , u〉, (1.4.31)

and zni ∈ Z as the minimizer of

Wn
i (z) :=

µ

2τ
‖z − zni−1‖2L2 + 〈V ([uni ]), z〉Γ − 〈α, z〉Γ. (1.4.32)

Computing variations in the variable u at the minimum uni of (1.4.31) we get

ρ

τ
〈u− uni−1

τ
− uni−1 − uni−2

τ
, ϕ〉+ 〈A0Eu

n
i , Eϕ〉

+
µ

τ
〈A1(Eu

n
i − Euni−1), Eϕ〉 = 〈Lni , ϕ〉 − 〈∇V ([uni ]) · [ϕ], zni−1〉Γ, (1.4.33)

for every ϕ ∈ H1(Ω1 ∪Ω2;Rn). Instead taking variations η of the minimum zni
of (1.4.32), and taking into account that zi must be non-negative, we get

〈V ([uni ]), η〉Γ∩{zi>0} +
µ

τ
〈zni − zni−1, η〉Γ − 〈α, η〉Γ ≥ 0, (1.4.34)

for every η ≤ 0.
Moreover, if the variation η ≤ 0 is such that zi ± ǫη ∈ [0, zi−1] for some

ǫ > 0, then we will have equality. Denoting by V(zi) the set of such variations,
we have

〈V ([uni ]), η)〉Γ +
µ

τ
〈zni − zni−1, η〉Γ − 〈α, η〉Γ = 0, (1.4.35)

for all η ∈ V(zi). Now we set vni :=
un
i −un

i−1

τ and define the following piecewise
linear (or constant) functions

uτ (t) := uni + (t− tni )
uni+1 − uni

τ
for t ∈ [tni , t

n
i+1),

zτ (t) := zni + (t− tni )
zni+1 − zni

τ
for t ∈ [tni , t

n
i+1),

vτ (t) := vni + (t− tni )
vni+1 − vni

τ
for t ∈ [tni , t

n
i+1),

Lτ (t) := Lni for t ∈ [tni , t
n
i+1), (1.4.36)
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for i = 0, . . . , n− 1. The fact that

Lτ → L strongly in L2([0, T ], H−1
D (Ω1 ∪ Ω2,R

n)), (1.4.37)

is standard and will often be tacitly used in the sequel. The following statement
holds.

Proposition 1.4.3. There are a function u ∈ H1([0, T ], H1
D(Ω1 ∪Ω2,Rn)) and

a function z ∈ L∞([0, T ], L2(Γ)) ∩ Z such that

uτ ⇀ u weakly in H1([0, T ], H1
D(Ω1 ∪ Ω2,R

n)), (1.4.38a)

uτ (t)⇀ u(t) weakly in H1
D(Ω1 ∪ Ω2,R

n), for every t ∈ [0, T ], (1.4.38b)

zτ ⇀ z weakly* in L∞([0, T ], L2(Γ)), (1.4.38c)

zτ (t)⇀ z(t) weakly* in L∞(Γ) for every t ∈ [0, T ], , (1.4.38d)

as τ → 0. Moreover u̇ ∈ H1([0, T ], H−1
D (Ω1 ∪ Ω2,Rn)), z ∈ H1([0, T ], L2(Γ)),

and

vτ ⇀ u̇ weakly* in L∞([0, T ], L2(Ω1 ∪Ω2,R
n)), (1.4.38e)

v̇τ ⇀ ü weakly in L2([0, T ], H−1
D (Ω1 ∪ Ω2,R

n)), (1.4.38f)

żτ ⇀ ż weakly in L2([0, T ], L2(Γ)). (1.4.38g)

Proof. We choose ϕ = uni − uni−1 and η = zni − zni−1 in (1.4.33) and sum it with
(1.4.35), we get

ρ

2
‖u

n
i − uni−1

τ
‖2L2 − ρ

2
‖u

n
i−1 − uni−2

τ
‖2L2 +

ρ

2
‖u

n
i − uni−1

τ
− uni−1 − uni−2

τ
‖2L2

+Q0(Eu
n
i )−Q0(Eu

n
i−1) +

1

2
〈A0(Eu

n
i − Euni−1), Eu

n
i − Euni−1〉

+
µ

τ
〈A1(Eu

n
i − Euni−1), Eu

n
i − Euni−1〉 − 〈Lni , uni − uni−1〉

− 〈α, (zni − zni−1)〉Γ + 〈∇V ([uni ]) · [uni − uni−1], z
n
i−1〉Γ

+ 〈V ([uni ]), (z
n
i − zni−1)〉Γ +

µ

τ
‖zni − zni−1‖2L2 ≤ 0. (1.4.39)

Using the notations introduced in (1.4.36) and keeping into account that

〈∇V ([uni ]) · [uni − uni−1], z
n
i−1〉Γ + 〈V ([uni ]), (z

n
i − zni−1)〉Γ =

= 〈V ([uni ]), z
n
i 〉Γ − 〈V ([uni−1]), z

n
i−1〉Γ

− 〈
∫ ti

ti−1

∇V ([uτ ]) · [u̇τ ]−∇V ([uni ]) · [u̇τ ]dt, zni−1〉Γ, (1.4.40)
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we can rewrite (1.4.39) as follows

ρ

2
‖vτ (tni )‖2L2 − ρ

2
‖vτ (tni−1)‖2L2 +

ρτ

2

∫ tni

tni−1

‖v̇τ‖2L2dt+Q0(Euτ (t
n
i ))

−Q0(Euτ (t
n
i−1)) + τ

∫ tni

tni−1

Q0(Eu̇τ )dt+ µ

∫ tni

tni−1

Q1(Eu̇τ )dt+ µ

∫ tni

tni−1

‖żτ‖2L2dt

−
∫ tni

tni−1

〈α, żτ 〉dt+ 〈V ([uτ (t
n
i )]), zτ (t

n
i )〉 − 〈V ([uτ (t

n
i−1)]), zτ (t

n
i−1)〉

≤
∫ tni

tni−1

〈Lτ , u̇τ〉dt+
∫ tni

tni−1

〈∇V ([uτ ]) · [u̇τ ]−∇V ([uni ]) · [u̇τ ], zni−1〉Γdt. (1.4.41)

Using the fact that ∇V is Lipschitz, the continuity of the trace operator (1.4.3),
and the Korn inequality (1.4.4) we write

|
∫ tni

tni−1

〈∇V ([uτ ]) · [u̇τ ]−∇V ([uni ]) · [u̇τ ], zni−1〉Γdt| ≤ τkL

∫ tni

tni−1

‖[u̇τ ]‖22dt

≤ τLγ2
∫ tni

tni−1

‖u̇τ‖2H1dt ≤ τLγ2β2

∫ tni

tni−1

‖Eu̇τ‖2L2dt. (1.4.42)

Summing over i = 1, . . . , j expression (1.4.41) and then using (1.4.5), one gets

ρ

2
‖vτ (tnj )‖2L2 +

ρτ

2

∫ tnj

0

‖v̇τ‖2L2dt+
α0

2
‖Euτ (tnj )‖2L2

+
α0τ

2

∫ tnj

0

‖Eu̇τ‖2L2dt+ α1µ

∫ tnj

0

‖Eu̇τ‖2L2dt+ µ

∫ tnj

0

‖żτ‖2L2dt

−
∫ tnj

0

〈α, żτ 〉dt+ 〈V ([uτ (t
n
j )]), zτ (t

n
j )〉

≤
∫ tnj

0

〈Lτ , u̇τ 〉dt+ τLγ2β2

∫ tnj

0

‖Eu̇τ‖2L2dt+ C, (1.4.43)

for a constant C > 0 depending on u0, v0, z0, µ, ρ, but independent of τ . Now
we write

∫ tnj

0

〈Lτ , u̇τ 〉dt ≤
λ−1

2

∫ tnj

0

‖Lτ‖2H−1

D

dt+
λ

2

∫ tnj

0

‖u̇τ‖2H1dt

≤ λβ2

2

∫ tnj

0

‖Eu̇τ‖2L2dt+ C, (1.4.44)

where we have used the Korn inequality (1.4.4), C > 0 is a constant depending
on the squared norm of L ∈ L2([0, T ], H−1

D (Ω1∪Ω2,Rn)) and on a fixed arbitrary
positive number λ, but independent of τ . Then (1.4.43) implies

ρ

2
‖vτ (tnj )‖2L2 +

ρτ

2

∫ tnj

0

‖v̇τ‖2L2dt+
α0

2
‖Euτ(tnj )‖2L2 + µ

∫ tnj

0

‖żτ‖2L2dt

+ (α1µ− δ)

∫ tnj

0

‖Eu̇τ‖2L2dt−
∫ tnj

0

〈α, żτ 〉dt+ 〈V ([uτ (t
n
j )]), zτ (t

n
j )〉 ≤ C,

(1.4.45)
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where δ := λβ2

4 + τLγ2β2 and C is a positive. Since for λ sufficiently small and
τ small enough all the terms in the left hand side are positive, we entail that all
such terms are bounded. In particular there is a constant L > 0 such that

‖eτ(t)‖2L2 ≤ L, (1.4.46)

for all t ∈ [0, T ], n and τ = τ(n). So that there are an increasing sequence nk
and a function e ∈ L∞([0, T ], L2(Ω1 ∪Ω2,Mn×n

sym )) such that

Euτ(nk) ⇀ e weakly* in L∞([0, T ], L2(Ω1 ∪ Ω2,M
n×n
sym )), (1.4.47a)

as k → ∞. We will write τ → 0 for k → ∞. Using the Korn inequality, from
(1.4.46) we get for all t ∈ [0, T ]

‖uτ (t)‖H1 ≤ C, (1.4.47b)

for some constant C > 0. This implies that, up to a subsequence, there is a
function u ∈ L∞([0, T ], H1

D(Ω1 ∪ Ω2,Rn)) such that

uτ ⇀ u weakly* in L∞([0, T ], H1
D(Ω1 ∪ Ω2,R

n)), (1.4.47c)

as τ → 0. (1.4.47c) also implies that Eu(t) = e(t) for a.e. t ∈ [0, T ]. Moreover
(1.4.45) gives, up to passing to another subsequence,

Eu̇τ ⇀ l weakly in L2([0, T ], L2(Ω1 ∪ Ω2,M
n×n
sym )), (1.4.47d)

vτ ⇀ v weakly* in L∞([0, T ], L2(Ω1 ∪ Ω2,R
n)), (1.4.47e)

zτ ⇀ ẑ weakly* in L∞([0, T ], L2(Γ)), (1.4.47f)

żτ ⇀ h weakly in L2([0, T ], L2(Γ)), (1.4.47g)

as τ → 0, for functions l ∈ L2([0, T ], L2(Ω1∪Ω2,Mn×n
sym )), v ∈ L∞([0, T ], L2(Ω1∪

Ω2,Rn)), ẑ ∈ L∞([0, T ],Z), and h ∈ L2([0, T ], L2(Γ)). Moreover zτ are all
functions with bounded variation on [0, T ], and their variations are bounded by
the same constant. A generalization of Helly Theorem (see Lemma 7.2 of [20])
then implies that

zτ (t)⇀ z(t) weakly* in L∞(Γ), (1.4.47h)

for all t ∈ [0, T ] as τ → 0, for a function z ∈ L2([0, T ],Z).

Writing zτ (t) = z0 +
∫ t

0 żτ (s)ds and multiplying by a test function in L2(Γ)
we see that h(t) = ż(t). Multiplying zτ by a test function in L1([0, T ], L2(Γ)) it
is easily seen that it must be ẑ = z. A similar argument shows that l(t) = Eu̇(t)
for a.e. t ∈ [0, T ]. The Korn inequality and (1.4.47d) implies that there is a
function û ∈ L2([0, T ], H1

D(Ω1 ∪ Ω2,Rn)) such that

u̇τ ⇀ û weakly in L2([0, T ], H1
D(Ω1 ∪Ω2,R

n)), (1.4.47i)

and writing uτ (t) = u0 +
∫ t

0 u̇τ (s)ds, arguing as before, we entail that u in
(1.4.47c) belongs to L2([0, T ], H1

D(Ω1 ∪ Ω2,Rn)), that û = u̇, and also that

uτ (t)⇀ u(t) weakly in H1
D(Ω1 ∪ Ω2,R

n), (1.4.48)

for all t ∈ [0, T ].
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From (1.4.33) it follows

ρv̇τ (t) = −divD(A0eτ (t
n
i ) + µA1ėτ (t)) + Lni − T (uτ (t

n
i ), zτ (t

n
i )), (1.4.49)

for all t ∈ [tni , t
n
i+1] and all i. From the continuity of the operators divD and T ,

and from the convergences (1.4.47) we see that the right-hand side of the last
expression is uniformly bounded in L2([0, T ], H−1

D (Ω;Rn)), so that the same is
true for v̇τ and, up to subsequences, there exists v̂ ∈ L2([0, T ], H−1

D (Ω1∪Ω2,Rn))
such that

v̇τ ⇀ v̂ weakly in L2([0, T ], H−1
D (Ω1 ∪Ω2,R

n)). (1.4.50)

Now, vτ (t) − u̇τ (t) = (τ − (t − tni ))v̇τ (t) when t ∈ [tni , t
n
i+1], for all i, so that

∫ T

0 ‖vτ − u̇τ‖2H−1

D

ds = τ2

3

∫ T

0 ‖v̇τ‖2H−1

D

ds, which, for the boundedness of v̇τ , tends

to zero. In particular, by (1.4.47i), since û = u̇, we find out that u̇(t) = v(t) for
a.e. t ∈ [0, T ] and

vτ , u̇τ ⇀ u̇ weakly* in L∞([0, T ], L2(Ω1 ∪ Ω2,R
n)). (1.4.51)

Finally we write vτ (t) = v0 +
∫ t

0 v̇τ (s)ds and multiplying by a test function

in L2([0, T ], H1
D(Ω1 ∪ Ω2,Rn)) we get u̇(t) = v0 +

∫ t

0 v̂(s)ds, and then we get

that u̇ is differentiable in time and ü = v̂ ∈ L2([0, T ], H−1
D (Ω1 ∪ Ω2,Rn)). This

concludes the proof.

Corollary 1.4.4. For the same subsequence of Theorem 1.4.1, it holds

[uτ ]⇀ [u] weakly* in L∞([0, T ], H
1
2 (Γ)), (1.4.52a)

[uτ (t)] ⇀ [u(t)] weakly in H
1
2 (Γ), for every t ∈ [0, T ], (1.4.52b)

[uτ (t)] ⇀ [u(t)] strongly in Lq(Γ), for every t ∈ [0, T ], (1.4.52c)

for every 1 ≤ q < q∗ with 1
q∗ = d−2

2(d−1) if d > 2, q∗ = +∞ otherwise.

Proof. (1.4.52a) and (1.4.52b) are straightforward consequence of (1.4.38a),
(1.4.38b), and continuity of the trace operator. (1.4.52c) follows instead from

(1.4.38b) and the fact that the embedding H
1
2 →֒ Lq is compact for all q <

q∗.

Let us introduce the piecewise constant functions

ũτ = uτ (t
n
i ) for t ∈ [tni , t

n
i+1),

z̃τ = zτ (t
n
i ) for t ∈ [tni , t

n
i+1), (1.4.53)

for all i ≤ (n− 1). It is easy to show that convergences (1.4.38a), (1.4.38b), and
(1.4.38d) holds true also for ũτ and z̃τ in place of uτ and zτ . Now we are ready
to prove the first Euler condition.

Proposition 1.4.5. Let u and z be the functions obtained in Proposition 1.4.3.
Then it holds

〈ρü, ϕ〉+ 〈A0Eu+ µA1Eu̇,Eϕ〉 − 〈L, ϕ〉 + 〈∇V ([u]) · [ϕ], z〉Γ = 0, (1.4.54)

for all ϕ ∈ H1
D(Ω1 ∪ Ω2,Rn) and for a.e. t ∈ [0, T ].
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Proof. We start from (1.4.33), that with the notation introduced above reads

ρ〈v̇τ , ϕ〉+ 〈A0Eũτ + µA1Eu̇τ , Eϕ〉 − 〈Lτ , ϕ〉+ 〈∇V ([ũτ ]) · [ϕ], z̃τ 〉Γ = 0.
(1.4.55)

For ψ ∈ C∞
c ((0, T )) we write

∫ T

0

(

〈A0Eũτ + µA1Eu̇τ , Eϕ〉 − 〈Lτ , ϕ〉+ 〈∇V ([ũτ ]) · [ϕ], z̃τ 〉Γ
)

ψdt

= −
∫ T

0

ρ〈vτ , ϕ〉ψ̇dt, (1.4.56)

and letting τ → 0, thanks to (1.4.47) we get

∫ T

0

(

〈A0Eu+ µA1Eu̇,Eϕ〉 − 〈L, ϕ〉 + 〈∇V ([u]) · [ϕ], z〉Γ
)

ψdt

= −
∫ T

0

ρ〈u̇, ϕ〉ψ̇dt. (1.4.57)

Arbitraryness of ψ then implies (1.4.54).

In order to prove the next Lemma we need to recall the Fréchet-Kolmogorov
Theorem. For all h ∈ Rd we introduce the h-translation in Rn, that is the
function sh : L1(Rn) → L1(Rn) defined by sh(f)(x) := f(x + h) for all x ∈ Rn

and f ∈ L1(Rn). Then the following Theorem holds true.

Theorem 1.4.6 (Fréchet-Kolmogorov). Let B be a subset of L1(Rn) such that
for all f ∈ B it holds f = 0 out of a bounded set U ⊂ Rn. Then B is a
relatively compact set in L1(Rn) if and only if there exists a continuous non-
negative function ω : Rn → R such that ω(0) = 0 and ‖f − sh(f)‖1 ≤ ω(h), for
all f ∈ B and for all h ∈ Rn.

See, e.g., [13] for a proof.

Lemma 1.4.7. For all q ≥ 1 and t ∈ [0, T ] we have

zτ (t) → z(t) strongly in Lq(Γ). (1.4.58)

Proof. Since

zi = argmin 0≤z≤zi−1
〈V ([ui])− α, z〉Γ +

µ

2τ
‖z − zi−1‖2L2(Γ),

we see that the value of zi(x) in x ∈ Γ is exactly the minimizer in [0, zi−1(x)] of

〈V ([ui(x)]) − α(x), z〉Γ +
µ

2τ
|z − zi−1(x)|2, (1.4.59)

so that, denoting a(x) := V ([ui(x)])−α(x), we can explicitly compute the value
of zi(x). If ẑ(x) := − τ

µa(x)+ zi−1(x) is the minimizer of (1.4.59) on R, then we
have, omitting the symbol x,







ẑ > zi−1 ⇔ a < 0 ⇒ zi = zi−1,
0 ≤ ẑ ≤ zi−1 ⇔ 0 ≤ a < µ

τ zi−1 ⇒ zi = − τ
µa+ zi−1,

ẑ < 0 ⇔ a > µ
τ zi−1 ⇒ zi = 0,

(1.4.60)
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from which it follows

µżτ = −(a ∧ µ

τ
zi−1)

+, and zi = zi−1 − (
τ

µ
a ∧ zi−1)

+. (1.4.61)

From (1.4.52c) and the definition of V we see that V ([uτ ])(t) is a converging
sequence in L1(Γ,Rn). So that from Theorem 1.4.6 we get a function ω : Γ ∼=
Rd−1 → R such that ω(0) = 0 and

‖[uτ ]2(t)− sh([uτ ]
2(t))‖1 ≤ ω(h), (1.4.62)

for all h ∈ Rd−1 and for all τ and t ∈ [0, T ]. Without loss of generality we can
also suppose that ‖a− sh(a)‖1 ≤ ω(h), since α ∈ L∞(Γ).

For fixed τ , let us prove by induction on i that ‖zi − sh(zi)‖1 ≤ iτ
µ ω(h).

Indeed, using the expression of zi obtained above, we have

‖zi − sh(zi)‖L1 = ‖zi−1−(
τ

µ
a ∧ zi−1)

+−
(

sh(zi−1)−(
τ

µ
sh(a) ∧ sh(zi−1))

+
)

‖L1

≤ ‖zi−1 − sh(zi−1)‖L1 + ‖ τ
µ
a− τ

µ
sh(a)‖L1

≤ (i− 1)τ

µ
ω(h) +

τ

µ
ω(h) =

iτ

µ
ω(h), (1.4.63)

where the first inequality follows by the fact that the function (x, y) 7→ x −
(x∧ y)+ is 1-Lipschitz in both the two real variables, and the second inequality
follows by the inductive hypothesis. Now, recalling that τ = T

N , (1.4.63) implies

that for all τ and t ∈ [0, T ] it holds ‖zτ (t) − sh(zτ (t))‖1 ≤ T
µω(h). Since

zτ (t) ∈ [1, 0], we have |zτ (t)− sh(zτ (t))| ≤ 1, and then also

‖zτ (t)− sh(zτ (t))‖qq ≤
T

µ
ω(h). (1.4.64)

Using (1.4.47h), the last formula implies (1.4.58).

We are now ready to prove the conditions governing the flow rule.

Proposition 1.4.8. Let u ∈ L∞([0, T ], H1(Ω)) and z ∈ L2([0, T ], L∞(Γ)) be
the functions defined in (1.4.47c) and (1.4.47h). Then for a.e. t ∈ [0, T ] it holds

〈V ([u(t)]), ż(t)〉Γ + µ‖ż(t)‖2L2 − 〈α, ż(t)〉Γ = 0, (1.4.65)

and
〈V ([u(t)]), η〉{z(t)>0} + µ〈ż(t), η〉Γ − 〈α, η〉Γ ≥ 0, (1.4.66)

for all η ∈ L∞(Γ), η ≤ 0.

Proof. Let us fix t ∈ [0, T ], and for all τ we decompose the interface Γ as
the union of the three sets Γ = Atτ ∪ Btτ ∪ Ctτ where, if t ∈ [ti − 1, ti), then
Atτ := {zi = 0 < zi−1}, Btτ := {zi = zi−1}, Ctτ := {0 < zi < zi−1}. We
recognize these three cases as the three options of (1.4.60), so that it is readily
seen that

V ([uτ ])żτ + µ|żτ |2 − αżτ = 0, (1.4.67)

on Btτ and Ctτ , while on Atτ

V ([uτ ]) + µżτ − α ≥ 0. (1.4.68)
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The latter being true for all t ∈ [0, T ]. In particular, for every positive smooth
function ϕ on [0, T ], recalling that żτ ≤ 0, we have

∫ T

0

(

〈V ([uτ ]), żτ 〉Γ + µ‖żτ‖22 − 〈α, żτ 〉Γ
)

ϕdt ≤ 0. (1.4.69)

We would like to pass to the limit in (1.4.69). To this aim, we first observe that
from (1.4.52c) and the definition of V we see that actually V ([uτ ])(t) is converg-
ing in L2(Γ,R). Thus we have V ([uτ ]) → V ([u]) strongly in L2([0, T ], L2(Γ)).
This together with (1.4.38g) and the Fatou lemma implies

∫ T

0

(

〈V ([u]), ż〉Γ + µ‖ż‖22 − 〈α, ż〉Γ
)

ϕdt ≤ 0. (1.4.70)

Now formula (1.4.34) provides

∫ T

0

(

〈V ([ũτ ]), η〉Γ∩{z̃τ>0} + µ〈żτ , η〉Γ − 〈α, η〉Γ
)

ϕdt ≥ 0. (1.4.71)

for all η ≤ 0. We note that, by definitions of zτ and z̃τ it holds χ{z̃τ>0} =
χ{zτ>0}. From Lemma 1.4.7 we know that zτ → z strongly in L1(Γ × [0, T ]),
so that we can suppose it converges almost everywhere in Γ × [0, T ]. As a
consequence we entail

lim supχ{zτ>0} ≥ χ{z>0}.

Then, from (1.4.71), taking into account that η ≤ 0 and that V ([uτ ]) → V ([u])
strongly in L1(Γ× [0, T ]), we obtain

∫ T

0

(

〈V ([u]), η〉{z>0} + µ〈ż, η〉Γ − 〈α, η〉Γ
)

ϕdt ≥ 0, (1.4.72)

for every smooth nonnegative function ϕ on [0, T ], and for all η ≤ 0. From
arbitrariness of ϕ we get (1.4.66). Now, plugging η = ż we recover the opposite
inequality of (1.4.70) provided ż = 0 almost everywhere on the set {z = 0}.
But this is a straightforward consequence of the fact that z is non-negative,
then (1.4.65) follows and the Proposition is proved.

Proof of Theorem 1.4.1. Let us prove that conditions (1.4.54), (1.4.65), and
(1.4.66) implies equations (1.4.24) and (1.4.25). Equation (1.4.24b) holds by
definition, while (1.4.24a) is expressed by (1.4.14), that is exactly (1.4.54). From
arbitrariness of η equation (1.4.66) readily implies

V ([u(t)]) + µż(t)− α ≤ 0 a.e. on Γ ∩ {z(t) > 0},

that is (1.4.26), while (1.4.65) implies (1.4.25a) and (1.4.25b), keeping into
account that z is nonnegative and nonincreasing. To prove (1.4.27), we use
(1.4.38b), (1.4.38d), and the fact that uτ (0) = u0 and zτ (0) = z0 for all τ . It
remains to show that u̇(0) = v0. We first note that (1.4.38e) and (1.4.38f) imply
that

vτ ⇀ u̇ weakly in H1([0, T ], H−1
D (Ω1 ∪ Ω2,R

n)),

so that we entail vτ (t) ⇀ u̇(t) weakly in H−1
D (Ω1 ∪ Ω2,Rn) for all t ∈ [0, T ].

Thesis follows since by definition vτ (0) = v0 for all τ .
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When we deal with nonhomogeneous boundary datum the existence theorem
is stated as follows:

Theorem 1.4.9. Let L ∈L2([0, T ], H−1
D (Ω1∪Ω2;Rn)), u0,v0 ∈ H1(Ω1∪Ω2,Rn),

z0 ∈ Z, and let w ∈ H1([0, T ], H1
D(Ω,R

n)) with ẇ ∈ H1([0, T ], H−1
D (Ω,Rn)) be

such that w(0) = u0 and ẇ(0) = v0 on ∂DΩ. Then there exists a triple (u, σ, z)
with

u ∈ L∞([0, T ], H1(Ω1 ∪ Ω2;R
n)), (1.4.73a)

u̇ ∈ L2([0, T ], H1(Ω1 ∪ Ω2;R
n)) ∩ L∞([0, T ], L2(Ω1 ∪ Ω2;R

n)), (1.4.73b)

ü ∈ L2([0, T ], H−1
D (Ω1 ∪ Ω2,R

n)), (1.4.73c)

σ ∈ L2([0, T ], L2(Ω1 ∪Ω2;M
n×n
sym ), (1.4.73d)

z ∈ H1([0, T ], L2(Γ)) ∩ L∞([0, T ],Z), (1.4.73e)

satisfying

ρü(t)− divDσ(t) = L(t) + T (u, z), (1.4.74a)

σ(t) = A0Eu(t) + µA1Eu̇(t), (1.4.74b)

for a.e. t ∈ [0, T ], the Dirichlet condition

u(t) = w(t) on ∂DΩ, (1.4.74c)

for a.e. t ∈ [0, T ], the relations

ż(t) ≤ 0, (1.4.75a)

ż(t)(V ([u(t)]) + µż(t)− α) = 0, (1.4.75b)

on Γ,

V ([u(t)]) + µż(t)− α ≤ 0, (1.4.76)

on Γ ∩ {z(t) > 0}, for a.e. t ∈ [0, T ], and the initial data

u(0) = u0, u̇(0) = v0, z(0) = z0. (1.4.77)

The proof is essentially the same of Theorem 1.4.1, that can be easily ar-
ranged.

Proof. We set wn−1 := w(0) − τẇ(0), wni = w(tni ), ω
n
i :=

wn
i −wn

i−1

τ for i =
0, . . . , n, then we define the piecewise affine functions

wτ = wni + (t− tni )
wni+1 − wni

τ
for t ∈ [tni , t

n
i+1), (1.4.78a)

ωτ = vni + (t− tni )
ωni+1 − ωni

τ
for t ∈ [tni , t

n
i+1), (1.4.78b)

for i = 0, . . . , n− 1. The fact that

wτ → w strongly in H1([0, T ], H1(Ω,Rn)), (1.4.79a)

ωτ → ẇ strongly in H1([0, T ], H−1
D (Ω,Rn)), (1.4.79b)
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is standard and easily checked. We also define the piecewise affine function
lτ : [0, T ] → H−1

D (Ω,Rn)) by setting

lτ := ρω̇τ − divD(A0Ewτ + µA1Eẇτ ), (1.4.80)

so that property (1.4.5), the continuity of divD, and (1.4.79) imply that

lτ → l strongly in L2([0, T ], H−1
D (Ω,Rn)), (1.4.81)

where l := ρẅ−divD(A0Ew+µA1Eẇ). Arguing as in the proof of Theorem 1.4.1
we solve the minimum problems (1.4.31) and (1.4.32) with Lni − l(tni ) in place
of Lni and denote by uni and zni their minimizers. Standard arguments taking
into account relation (1.4.81) ensure one that the same estimates (1.4.45) hold
for the functions u′τ , zτ , v

′
τ defined as in (1.4.36). So that we found functions

u′ ∈ H1([0, T ], H1
D(Ω1 ∪ Ω2,Rn)) with u̇′ ∈ H1([0, T ], H−1

D (Ω1 ∪ Ω2,Rn)) and
z ∈ L∞([0, T ], L2(Γ)) ∩H1([0, T ],Z) such that

u′τ ⇀ u′ weakly in H1([0, T ], H1
D(Ω1 ∪ Ω2,R

n)), (1.4.82a)

u′τ (t)⇀ u′(t) weakly in H1
D(Ω1 ∪ Ω2,R

n), for every t ∈ [0, T ], (1.4.82b)

zτ ⇀ z weakly* in L∞([0, T ], L2(Γ)), (1.4.82c)

zτ (t)⇀ z(t) weakly* in L∞(Γ) for every t ∈ [0, T ], , (1.4.82d)

v′τ ⇀ u̇′ weakly* in L∞([0, T ], L2(Ω1 ∪ Ω2,R
n)), (1.4.82e)

v̇′τ ⇀ ü′ weakly in L2([0, T ], H−1
D (Ω1 ∪ Ω2,R

n)), (1.4.82f)

żτ ⇀ ż weakly in L2([0, T ], L2(Γ)). (1.4.82g)

Moreover we also get (1.4.34), (1.4.35), while (1.4.33) is replaced by the following

ρ〈v̇′τ , ϕ〉+ 〈A0Eũ
′
τ + µA1Eu̇

′
τ , Eϕ〉+ 〈∇V ([ũ′τ ]) · [ϕ], z̃τ 〉Γ

= 〈L̃τ − l̃τ , ϕ〉, (1.4.83)

for all ϕ ∈ H1
D and for a.e. t ∈ [0, T ]. Arguing as in Proposition 1.4.5 we see

that (1.4.83) passes to the limit as τ → 0 and leads one to

ρ〈ü′, ϕ〉+ 〈A0Eũ
′
τ + µA1Eu̇

′
τ , Eϕ〉+ 〈∇V ([u′]) · [ϕ], z〉Γ

= 〈L − l, ϕ〉, (1.4.84)

for all ϕ ∈ H1
D and for a.e. t ∈ [0, T ]. If we define u := u′ + w, observing that,

since w ∈ H1(Ω,Rn), [w] = 0 on Γ, then (1.4.84) reads

ρ〈ü, ϕ〉+ 〈A0Eu+ µA1Eu̇,Eϕ〉+ 〈∇V ([u]) · [ϕ], z〉Γ = 〈L, ϕ〉. (1.4.85)

At the same time (1.4.34) and (1.4.35) pass to the limit like in the case of
homogeneous boundary datum, and give rise to the same equations (1.4.65)
and (1.4.66). The conclusion easily follows.

The following Proposition provides the energy balance of the system.
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Proposition 1.4.10. Let u be the solution of Theorem 1.4.9. Then for all
0 ≤ t1 < t2 ≤ T , the following energy balance holds

ρ

2
‖u̇(t2)− ẇ(t2)‖2L2 +Q0(Eu(t2)) + 〈V ([u(t2)]), z(t2)〉Γ + µ

∫ t2

t1

Q1(Eu̇)ds

+ µ

∫ t2

t1

‖ż‖2L2ds−〈α, z(t2)〉Γ =
ρ

2
‖u̇(t1)− ẇ(t1)‖2L2 +Q0(Eu(t1))− 〈α, z(t1)〉Γ

+ 〈V ([u(t1)]), z(t1)〉Γ +

∫ t2

t1

〈σ,Eẇ〉ds+
∫ t2

t1

〈L − ρẅ, u̇− ẇ〉ds, (1.4.86)

where σ = A0Eu+ µA1Eu̇.

Proof. We put ϕ = u̇ − ẇ in (1.4.84) and sum this expression with (1.4.65).
Integrating in time on [t1, t2] we get (1.4.86).

1.4.3 Processes in Mode II

In order to prove the existence of solution of the problem in Theorem 1.4.9
which also satisfy constrains as in (1.4.20), we use a standard argument dealing
with a penalization term.

Let D ⊂ Rn be the convex and closed cone defined in (1.4.19b). Let Φ :
R → R be a smooth nonnegative and convex map such that

(i) Φ(0) = 0 and Φ(x) > 0 if x 6= 0.

(ii) The derivative Φ′ of Φ is Lipschitz with constant L > 0.

(iii) There exists 1 ≤ δ < q∗ and C > 0 such that |Φ(x)| ≤ C(|x| + 1)δ for all
x ∈ R.

Here q∗ = +∞ for d ≤ 2 and q∗ = 2(d−1)
d−2 for d > 2. As for V , property (ii) has

the following consequence

(iv) For all x ∈ R it holds |Φ′(x)| ≤ L|x|.

Now we define V̄ : Rn × Γ → R the function V̄ (y, x) := Φ(dist(y,D(x)). We
then define Ṽ : L1(Γ) → L1(Γ) as Ṽ ([u(x)]) := V̄ ([u(x)], x) when [u] ∈ L1(Γ).
Finally, for all positive integers h > 0, we set Ṽh := hṼ .

Let us remind the constraint conditions on the jump of [u] that we want to
satisfy. They read

[u(t)] � 0, (1.4.87a)

σ(t)ν + T (u(t), z(t)) �∗ 0, (1.4.87b)

(σ(t)ν + T (u(t), z(t))) · [u(t)] = 0. (1.4.87c)

for a.e. t ∈ [0, T ]. Since σ(t) is not in general an element of L1(Γ,Rn), we prove
a theorem where the solutions satisfy (1.4.87) in a weak form.

Theorem 1.4.11. Let D be the cone in (1.4.19b) and let L, u0, v0, z0, and
w be as in Theorem 1.4.9. Then there exists a couple (u, z) satisfying (1.4.73),
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(1.4.74c), (1.4.77), and such that, for a.e. t ∈ [0, T ], it satisfies conditions
(1.4.65), (1.4.66), and

u(t) ∈ D, (1.4.88a)

〈ρü, ϕ〉+ 〈µA1Eu̇+A0Eu,Eϕ〉+ 〈∇V ([u]) · [ϕ], z〉Γ = 〈L, ϕ〉, (1.4.88b)

for all ϕ ∈ H1
D with [ϕ] · ν = 0.

We will give a sketch of the proof, being it very similar to the one of Theorem
1.4.1. Moreover, for simplicity, we will only treat the case with homogeneous
boundary datum.

Proof. Let uni be the minimum of the potential

Uni (u) :=
ρ

2
‖u− uni−1

τ
− uni−1 − uni−2

τ
‖2L2 +Q(Eu) + 〈V ([u]), zni−1〉Γ

+
µ

2
〈A1(Eu − Euni−1), Eu− Euni−1〉 − 〈Lni , u〉+ ‖Ṽh([u] · ν)‖L1(Γ),

(1.4.89)

and zni the minimum of (1.4.32). The discrete Euler condition then is

ρ

τ
〈u− uni−1

τ
− uni−1 − uni−2

τ
, ϕ〉+ 〈A0Eu

n
i , Eϕ〉+ 〈Ṽ ′

h([u
n
i ] · ν), [ϕ] · ν〉Γ

+
µ

τ
〈A1(Eu

n
i − Euni−1), Eϕ〉 − 〈Lni , ϕ〉+ 〈∇V ([uni ]) · [ϕ], zni 〉Γ = 0, (1.4.90)

for all ϕ ∈ H1
D(Ω1∪Ω2,Rn). Arguing in the same way as in proof of Proposition

1.4.3 we obtain the same bounds and convergences (1.4.38) and the further
information

‖Ṽ ([uτ (t
n
j )] · ν)‖L1(Γ) ≤ C. (1.4.91)

Passing to the limit as τ → 0 we find that the functions uh ∈ L∞([0, T ], H1(Ω1∪
Ω2;Rn)) and zh ∈ H1([0, T ], L2(Γ)) satisfies (1.4.65), (1.4.66), and, in place of
(1.4.54),

〈ρüh, ϕ〉+ 〈A0Euh + µA1Eu̇h, Eϕ〉+ 〈∇V ([uh]) · [ϕ], zh〉Γ
= 〈L, ϕ〉 − 〈Ṽ ′

h([uh] · ν), [ϕ] · ν〉Γ, (1.4.92)

for all ϕ ∈ H1
D(Ω1 ∪ Ω2,Rn) and for a.e. t ∈ [0, T ].

The same argument for Proposition 1.4.10 gives the following energy balance

ρ

2
‖u̇h(t)‖2L2 +Q0(Euh(t)) + 〈V ([uh(t)]), zh(t)〉Γ + µ

∫ t

0

Q1(Eu̇h)ds

+ µ

∫ t

0

‖żh‖2L2ds−
∫ t

0

〈α, żh〉Γ + ‖Ṽh([uh(t)] · ν‖L1(Γ)

=
ρ

2
‖v0‖2L2 +Q0(Eu0) + 〈V ([u0]), z0〉Γ −

∫ t

0

〈L, u̇h〉ds, (1.4.93)

for all t ∈ [0, T ] We write

∫ t

0

〈L, u̇h〉ds ≤
1

2λ

∫ t

0

‖L‖2
H−1

D

ds+
βλ

2

∫ t

0

‖Eu̇h‖22ds,
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where λ = µα1

2β , so that, plugging this into the energy balance (1.4.93) and using

(1.4.5) we obtain that there is a positive constant C independent of h such that

ρ

2
‖u̇h(t)‖2L2 +

α0

2
‖Euh(t)‖22 + 〈V ([uh(t)]), z(t)〉Γ +

µα1

4

∫ t

0

‖Eu̇h‖22ds

+ µ

∫ t

0

‖żh‖22ds−
∫ t

0

〈α, żh〉Γds+ ‖Ṽh([uh(t)] · ν)‖L1(Γ) ≤ C. (1.4.94)

Thanks to this a-priori estimate we have that there exists u ∈ H1([0, T ], H1
D(Ω1∪

Ω2,Rn)) and z ∈ H1([0, T ],Z) such that, up to a subsequence,

uh ⇀ u weakly in H1([0, T ], H1
D(Ω1 ∪ Ω2,R

n)), (1.4.95a)

uh(t)⇀ u(t) weakly in H1
D(Ω1 ∪Ω2,R

n), for every t ∈ [0, T ], (1.4.95b)

zh ⇀ z weakly* in L∞([0, T ], L2(Γ)), (1.4.95c)

zh(t)⇀ z(t) weakly* in L∞(Γ) for every t ∈ [0, T ], (1.4.95d)

żτ ⇀ ż weakly in L2([0, T ], L2(Γ)). (1.4.95e)

as h → +∞. The proof of this fact is identical to the proof of Proposition
1.4.3. Moreover, since the Sobolev embedding H

1
2 →֒ Lq(Γ) is compact for all

1 ≤ q < q∗, (1.4.95b) implies

[uh(t)] → [u(t)] strongly in Lq(Γ), for every t ∈ [0, T ], (1.4.95f)

for all 1 ≤ q < q∗ as h → +∞. By definition of Ṽh, one has ‖Ṽh([uh(t)] ·
ν)‖L1(Γ) = h‖Ṽ ([uh(t)] · ν)‖L1(Γ), so that (1.4.94) implies

Ṽ ([uh(t)] · ν) → 0 strongly in L1(Γ), for every t ∈ [0, T ], (1.4.95g)

as h→ +∞, and in particular we get that χDc([uh(t)] · ν)[uh(t)] · ν → 0 almost
everywhere on Γ for all t ∈ [0, T ]. This implies the important condition

[u(t)] ∈ D. (1.4.96)

Thanks to convergences (1.4.95) it is now easy to pass to the limit as h →
+∞ in (1.4.65) and (1.4.66). Indeed, passing to the limit in the first one, we
get the inequality (1.4.70), thanks to (1.4.95d) and (1.4.95f). To get (1.4.66) we
argue as in the proof of Proposition 1.4.8, getting also equality in (1.4.70), and
then (1.4.65). Instead (1.4.92) passes to the limit in the case that [ϕ] · ν = 0
providing condition (1.4.88b). This concludes the proof.

Corollary 1.4.12. Let (u, z) be a solution of (1.4.23), (1.4.65), and (1.4.88).
Then the energy balance (1.4.86) holds.

Proof. The proof is the same as Proposition 1.4.10, since u̇ satisfies the con-
straint [u̇] · ν = 0 and we can employ (1.4.88b) with ϕ = u̇− ẇ.

1.5 Limit of solutions in rescaled time

In this section we study the asymptotic behavior of dynamic evolutions when
the rate of the external loads and the boundary conditions become slower and
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slower. This can be done through a suitable rescaling of the data as described in
the introduction. This procedure shows that the new rescaled solution (uǫ, zǫ)
solves the same equations of (u, z), with a scalar ǫ appearing besides all the
terms with one time derivative, and ǫ2 appearing beside the second derivative.
In other words, this rescaling provides that (uǫ, zǫ) are the solutions of the
beginning delamination problem with a density mass equal to ρǫ2 and a viscosity
parameter equal to µǫ. For simplicity in what follows we simply replace ρ by ǫ2

and µ by ǫ.
Now we are ready to compute the limit of (uǫ, zǫ) as the parameter ǫ vanishes.

We will restrict to the dimension n ≤ 3, and we will assume that the potential
V ([u]) has the form

V ([u]) :=
1

2
K[u] · [u],

where K is called the elastic coefficient of the adhesive, and is constant on Γ.
We assume also that K is positive definite, that is 〈K[u] · [u]〉Γ is a an equivalent
norm on L2(Γ,Rn). Such hypothesis are classical in literature. Moreover we
will need to assume more regularity on the data. In particular we suppose that
w ∈ H2([0, T ], H1

D(Ω,R
n)) and L ∈ H1([0, T ], H−1

D (Ω,Rn)).
We first state the Theorem in the case of homogeneous boundary datum.

Theorem 1.5.1. Let L ∈ H1([0, T ], H−1
D (Ω,Rn)) and u0, v0, z0 as in Theorem

1.4.1. Let (uǫ, zǫ) be a solution of the problem in Theorem 1.4.1, then there
exist u ∈ L∞([0, T ], H1

D(Ω1 ∪ Ω2)) and z ∈ L2([0, T ],Z) such that, up to a
subsequence,

uǫ → u strongly in L2([0, T ], H1
D(Ω1 ∪Ω2,R

n)), (1.5.1a)

zǫ ⇀ z weakly* in L∞([0, T ],Z), (1.5.1b)

zǫ(t)⇀ z(t) weakly* in L∞(Γ)for allt ∈ [0, T ], (1.5.1c)

as ǫ → 0. There also exist two nonnegative Borel measures µz ∈ M([0, T ]× Γ)
and µb ∈ M([0, T ]× Ω) such that, for the same subsequence

ǫż2ǫ ⇀ µz weakly* in M([0, T ]× Γ), (1.5.1d)

ǫA1Eu̇ǫ · Eu̇ǫ ⇀ µb weakly* in M([0, T ]× Ω). (1.5.1e)

as ǫ→ 0. Moreover (u, z) satisfies for a.e. t ∈ [0, T ] the semistability condition

〈A0Eu(t), Eϕ〉+ 〈K[u(t)] · [ϕ], z(t)〉Γ = 〈L(t), ϕ〉, (1.5.2)

for all ϕ ∈ H1
D(Ω1 ∪ Ω2,Rn), and the energy equality

Q0(Eu(t2)) + 〈1
2
K[u(t2)] · [u(t2)], z(t2)〉Γ − 〈α, z(t2)〉Γ − 〈L(t2), u(t2)〉

= Q0(Eu(t1)) + 〈1
2
K[u(t1)] · [u(t1)], z(t1)〉Γ − 〈α, z(t1)〉Γ − 〈L(t1), u(t1)〉

+ µz(]t1, t2]× Γ) + µb(]t1, t2]× Ω) +

∫ t2

t1

〈L̇, u〉ds, (1.5.3)

for a.e. 0 ≤ t1 < t2 ≤ T .

The proof of the theorem is essentially the same of [64, Proposition 3.2],
with the only difference that we have the addition of viscosity in the adhesive.
We summarize some important steps and emphasize some differences, and then
refer to [64] for a complete discussion.
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Proof. Step 1: apriori bounds. We recall the energy balance for the solution
(uǫ, zǫ), that is

ǫ2

2
‖u̇ǫ(t)‖2L2 +Q0(Euǫ(t)) + 〈1

2
K[uǫ(t)] · [uǫ(t)], zǫ(t)〉Γ + ǫ

∫ t

0

Q1(Eu̇ǫ)ds

+ ǫ

∫ t

0

‖żǫ‖2L2ds−
∫ t

0

〈α, żǫ〉Γ

= ǫ2‖u0‖2L2 +Q0(Eu0) + 〈1
2
K[u0] · [u0], z0〉Γ +

∫ t

0

〈L, u̇ǫ〉ds. (1.5.4)

Integrating by parts in time and then using the Cauchy and the Korn inequali-
ties, we see that the right-hand side of (1.5.4) is bounded by the quantity

C0

λ
+
βλ

2
‖Euǫ(t)‖22 + C1

∫ t

0

‖Euǫ‖22ds,

for some constants C0, C1 > 0 depending on the data of the problem but
independent of ǫ, and for an arbitrary constant λ > 0. Setting λ = α0

2β , from

(1.5.4) we obtain

ǫ2

2
‖u̇ǫ(t)‖2L2 +

α0

4
‖Euǫ(t)‖22 + 〈1

2
K[uǫ(t)] · [uǫ(t)], zǫ(t)〉Γ + ǫα1

∫ t

0

‖Eu̇ǫ‖22ds

+ ǫ

∫ t

0

‖żǫ‖2L2ds−
∫ t

0

〈α, żǫ〉Γ ≤ 2βC0

α0
+ C1

∫ t

0

‖Euǫ‖22ds, (1.5.5)

and in particular, since all the term in the left-hand side are non-negative, we
entail

‖Euǫ(t)‖22 ≤ C + C

∫ t

0

‖Euǫ‖22ds, (1.5.6)

for some constant C > 0 independent of ǫ. The Gronwall Lemma then implies
that the right-hand side of (1.5.5) is bounded by a constant. This provides the
following estimates: there exists a constant C > 0 such that

‖Euǫ(t)‖22 ≤ C for all t ∈ [0, T ], (1.5.7a)

〈1
2
K[uǫ(t)] · [uǫ(t)], zǫ(t))〉Γ ≤ C for all t ∈ [0, T ], (1.5.7b)

ǫ‖u̇ǫ(t)‖2 ≤ C for all t ∈ [0, T ], (1.5.7c)
∫ T

0

ǫ‖Eu̇ǫ‖22ds ≤ C, (1.5.7d)

∫ T

0

ǫ‖żǫ‖22ds ≤ C. (1.5.7e)

and arguing as in [64, Proposition 3.2] we find z ∈ L∞([0, T ],Z) such that

zǫ(t)⇀ z(t) weakly* in L∞(Γ), (1.5.8)

for all t ∈ [0, T ]. The boundness

‖uǫ(t)‖H1 ≤ C for all t ∈ [0, T ], (1.5.9)
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implies that there exists u ∈ L∞([0, T ], H1
D(Ω1 ∪ Ω2,Rn) such that, up to a

subsequence,

uǫ ⇀ u weakly* in L∞([0, T ], H1
D(Ω1 ∪ Ω2,R

n)), (1.5.10a)

[u]ǫ ⇀ [u] weakly* in L∞([0, T ], H
1
2 (Γ,Rn)), (1.5.10b)

as ǫ→ 0. Finally, the bounds (1.5.7d) and (1.5.7e) show that the functions ǫż2ǫ
and ǫA1Eu̇ǫ · Eu̇ǫ are uniformly bounded in L1([0, T ] × Γ) and L1([0, T ] × Ω)
respectively, so that there exist two nonnegative Borel measures µz and µb such
that, up to a subsequence,

ǫż2ǫ ⇀ µz weakly* in M([0, T ]× Γ), (1.5.10c)

ǫA1Eu̇ǫ · Eu̇ǫ ⇀ µb weakly* in M([0, T ]× Ω). (1.5.10d)

Step 2. The two following key lemma is proved in [64, Proposition 3.2].

Lemma 1.5.2. For all ϕ ∈ H1(Ω1∪Ω2,Rn) and all ψ compactly supported real
smooth function on [0, T ], it holds

lim
ǫ→0

∫ T

0

〈K[uǫ(s)]ψ(s) · [ϕ], zǫ(s)〉Γ =

∫ T

0

〈K[u(s)]ψ(s) · [ϕ], z(s)〉Γ. (1.5.11)

Lemma 1.5.3. It holds
∫ t

0

〈K[u(s)] · [u(s)], z(s)〉Γds ≤ lim inf
ǫ→0

∫ t

0

〈K[uǫ(s)] · [uǫ(s)], zǫ(s)〉Γds. (1.5.12)

Step 3. Let ψ be a smooth and compactly supported positive function on
[0, T ]. Multiplying equation (1.4.85) by ψ and integrating in time on [0, T ] we
obtain

∫ T

0

(

〈C0Euǫ + ǫA1Eu̇ǫ, Eϕ〉+ 〈K[uǫ] · [ϕ], zǫ〉Γ
)

ψds

=

∫ T

0

〈ǫ2u̇ǫ, ϕ〉ψ̇ + 〈L, ϕ〉ψds. (1.5.13)

Lemma 1.5.2 allows us to pass to the limit obtaining, thanks to (1.5.7c), (1.5.7d),
(1.5.7e), (1.5.8), (1.5.10), and the arbitrariness of ψ,

〈A0Eu(t), Eϕ〉+ 〈K[u(t)] · [ϕ], z(t)〉Γ = 〈L(t), ϕ〉, (1.5.14)

for all ϕ ∈ H1
D(Ω1 ∪ Ω2,Rn) and a.e. t ∈ [0, T ]. The

Taking ϕ = uǫ in (1.4.84) and then integrating in time on [0, t] we obtain

ǫ2〈u̇ǫ(t), uǫ(t)〉+
ǫ

2
Q1(Euǫ(t)) +

∫ t

0

ǫ2‖u̇‖2 +Q0(Euǫ)ds

= ǫ2〈v0, u0〉+
ǫ

2
Q1(Eu0))−

∫ t

0

〈K[uǫ] · [uǫ], zǫ〉Γ + 〈L, uǫ〉ds, (1.5.15)

and taking into account the bounds (1.5.7c), (1.5.7d), and (1.5.7e), letting ǫ→ 0,
we entail

lim
ǫ→0

∫ t

0

Q0(Euǫ) + 〈K[uǫ] · [uǫ], zǫ〉Γds =
∫ t

0

〈L, u〉ds. (1.5.16)
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From (1.5.14) with ϕ = u, the right-hand side equals
∫ t

0 Q0(Eu) + 〈K[u] ·
[u], z〉Γds. Now,

∫ t

0

Q0(Eu) ≤ lim inf
ǫ→0

∫ t

0

Q0(Euǫ)ds,

and, from Lemma 1.5.3,

∫ t

0

〈K[u] · [u], z〉Γds ≤ lim inf
ǫ→0

∫ t

0

〈K[uǫ] · [uǫ], zǫ〉Γds,

so that by (1.5.16) we entail that equalities hold, and hence

uǫ → u strongly in L2([0, T ], H1
D(Ω1 ∪ Ω2,R

n)). (1.5.17)

In particular this gives that for a.e. t ∈ [0, T ] one has

uǫ(t) → u(t) strongly in H1
D(Ω1 ∪ Ω2,R

n), (1.5.18)

[uǫ](t) → [u](t) strongly in H
1
2 (Γ,Rn), (1.5.19)

so that, thanks to (1.5.8), we also have

〈K[uǫ] · [uǫ], zǫ(t)〉Γ → 〈K[u] · [u], z(t)〉Γ, (1.5.20)

for a.e. t ∈ [0, T ]. This allows us to pass to the limit as ǫ → 0 in (1.4.86),
getting (1.5.25).

Step 4. The same argument of [64, Proposition 3.2] applies to prove (1.5.3).

Theorem 1.5.1 easily generalizes to the case of nonhomogeneous boundary
datum. Let us remark that in this case u ∈ H1 and no longer in H1

D, so
convergences (1.5.1) hold with this difference.

Theorem 1.5.4. Let L ∈ H1([0, T ], H−1
D (Ω,Rn)), w ∈ H2([0, T ], H1

D(Ω,R
n)),

and u0, v0, z0 as in Theorem 1.4.1. Let (uǫ, zǫ) be the solution given by Theorem
1.4.1, then there exist u ∈ L∞([0, T ], H1(Ω1 ∪ Ω2)) with u(t) = w(t) on ∂DΩ,
and z ∈ L2([0, T ],Z) such that for a subsequence (1.5.1) hold as ǫ → 0 and for
a.e. t ∈ [0, T ] the semistability condition holds

〈A0Eu(t), Eϕ〉+ 〈K[u(t)] · [ϕ], z(t)〉Γ = 〈L(t), ϕ〉, (1.5.21)

for all ϕ ∈ H1
D(Ω1 ∪ Ω2,Rn). Moreover the energy equality

Q0(Eu(t2)) + 〈1
2
K[u(t2)] · [u(t2)], z(t2)〉Γ − 〈α, z(t2)〉Γ − 〈L(t2), u(t2)− w(t2)〉

=Q0(Eu(t1)) + 〈1
2
K[u(t1)]·[u(t1)], z(t1)〉Γ −〈L(t1),u(t1)−w(t1)〉 − 〈α, z(t1)〉Γ

+ µz(]t1, t2]× Γ) + µb(]t1, t2]× Ω)−
∫ t2

t1

〈L̇, u− w〉ds +
∫ t2

t1

〈σ,Eẇ〉ds,

(1.5.22)

is true for a.e. 0 ≤ t1 < t2 ≤ T , where σ := A0Eu.
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Proof. The following energy balance holds

ǫ2

2
‖u̇ǫ(t)−ẇ(t)‖2L2+Q0(Euǫ(t)) + 〈1

2
K[uǫ(t)] · [uǫ(t)], zǫ(t)〉Γ + ǫ

∫ t

0

Q1(Eu̇ǫ)ds

+ ǫ

∫ t

0

‖żǫ‖2L2ds−〈α, zǫ(t)〉Γ = ǫ2‖v0 − ẇ0‖2L2 +Q0(Eu0)−〈α, z(0)〉Γ

+ 〈1
2
K[u0] · [u0], z0〉Γ +

∫ t

0

〈σǫ, Eẇ〉ds+
∫ t

0

〈L − ǫ2ẅ, u̇ǫ − ẇ〉ds, (1.5.23)

where σǫ = A0Euǫ + ǫA1Eu̇ǫ. We then write

∫ t

0

〈L, u̇ǫ − ẇ〉ds ≤ |〈L(t), uǫ(t)− w(t)〉| +
∫ t

0

‖L̇‖H−1‖uǫ − w‖H1ds+ C

≤ C‖L(t)‖H−1‖Euǫ(t)− Ew(t)‖2 + C

∫ t

0

‖L̇‖H−1‖Euǫ − Ew(t)‖2ds+ C

≤ C + C‖Euǫ(t)‖2 + C

∫ t

0

‖Euǫ‖2ds

≤ C +
α0

4
‖Euǫ(t)‖22 + C

∫ t

0

‖Euǫ‖22ds,

for some constant C > 0 possibly different from line to line. Moreover

∫ T

0

〈σǫ, Eẇ〉ds ≤ C + C

∫ T

0

‖Euǫ‖22ds+
ǫα1

2

∫ T

0

‖Eu̇ǫ‖22ds,

and

|
∫ t

0

〈ǫ2ẅ, u̇ǫ − ẇ〉ds| ≤ C + ǫ2
∫ T

0

‖ẅ‖H−1‖Eu̇‖2ds ≤ C + ǫ2
∫ T

0

‖Eu̇‖22ds.

Hence the right-hand side of (1.5.23) is bounded by

C +
α0

4
‖Euǫ(t)‖22 + C

∫ t

0

‖Euǫ‖22ds+
ǫα1

2

∫ T

0

‖Eu̇ǫ‖22ds+ ǫ2
∫ T

0

‖Eu̇‖22ds,

and we are lead to

ǫ2

2
‖u̇ǫ(t)‖2L2 +

α0

4
‖Euǫ(t)‖22 + 〈1

2
K[uǫ(t)] · [uǫ(t)], zǫ(t)〉Γ + ǫ

∫ t

0

‖żǫ‖2L2ds

+
ǫα1 − 2ǫ2

2

∫ t

0

‖Eu̇ǫ‖22ds−
∫ t

0

〈α, żǫ〉Γ ≤ C + C

∫ t

0

‖Euǫ‖22ds, (1.5.24)

for some C > 0. This again implies (1.5.6) and the a-priori bounds (1.5.7). The
proof now is very similar to the previous and can be arranged straightforwardly.

An immediate consequence of (1.5.3) is the following:
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Corollary 1.5.5. Let (u, z) be the evolution obtained in the previous theorem.
Then

Q0(Eu(t2)) + 〈1
2
K[u(t2)] · [u(t2)], z(t2)〉Γ − 〈α, z(t2)〉Γ − 〈L(t2), u(t2)− w(t2)〉

≤Q0(Eu(t1)) + 〈1
2
K[u(t1)]·[u(t1)], z(t1)〉Γ −〈L(t1),u(t1)−w(t1)〉

− 〈α, z(t1)〉Γ −
∫ t2

t1

〈L̇, u− w〉ds +
∫ t2

t1

〈σ,Eẇ〉ds, (1.5.25)

for a.e. 0 ≤ t1 < t2 ≤ T .

Remark 1.5.6 (Limit of processes in mode II). The limit of evolution with
constrains as provided by Theorem 1.4.11 is straightforwardly arranged. The
limit (u, z) will satisfy for a.e. t ∈ [0, T ] the property

u(t) ∈ D, (1.5.26)

while the semistability condition (1.5.21) is replaced by

〈A0Eu(t), Eϕ〉+ 〈K[u(t)] · [ϕ], z(t)〉Γ = 〈L, ϕ〉, (1.5.27)

for all ϕ ∈ H1
D(Ω1 ∪ Ω2,Rn) with [ϕ] · ν = 0.

We are now in position to discuss the flow rule of the limit evolution (u, z).
The presence of the viscosity term ż in the flow rules (1.4.65) and (1.4.66), in
contrast to [64] where the flow rule is rate-independent, makes the following
analysis necessary.

Lemma 1.5.7. For a.e. (x, t) ∈ Γ× [0, T ] it holds

1

2
K[u(x, t)] · [u(x, t)]− α(x) ≤ 0 or z(x, t) = 0. (1.5.28)

Proof. By (1.4.26), for all ǫ > 0 it holds

(
1

2
K[uǫ] · [uǫ]− ǫżǫ − α)χ{zǫ>0} ≤ 0.

Up to a subsequence we have that χ{zǫ>0} ⇀ ζ weakly* in L∞([0, T ] × Γ) for
some ζ ∈ L∞([0, T ] × Γ). Thanks to (1.5.7e) we know that ǫżǫ → 0 strongly
in L2([0, T ], L2(Γ)), while thanks to (1.5.9) and (1.5.19) we know that 1

2K[uǫ] ·
[uǫ] → 1

2K[u] · [u] strongly in L1([0, T ], L1(Γ)), so that at the limit as ǫ→ 0 the
previous relation gives rise to

(
1

2
K[u] · [u]− α)ζ ≤ 0, (1.5.29)

almost everywhere on [0, T ]× Γ. Now the thesis follows if we prove that ζ > 0
on the set {z > 0}. Let A := {(t, x) ∈ [0, T ]× Γ : 0 = ζ(t, x) < z(x, t)}, and let
us prove that |A| = 0. Then suppose |A| > 0. From the fact that zǫ(t) ⇀ z(t)
weakly* in L∞(Γ) for all t ∈ [0, T ], the Fubini Theorem and the Dominated
Convergence Theorem implies that

0 <

∫

A

z = lim
ǫ→0

∫

A

zǫ,
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but, on the other side we see that the right-hand side must be zero. Indeed we
claim that zǫ → 0 strongly in L1(A). Since zǫ ≤ 1, the claim follows if we prove
that |{zǫ > 0} ∩ A| → 0. But this is true since |{zǫ > 0} ∩ A| =

∫

A χ{zǫ>0} →
∫

A
ζ = 0 by hypothesis, and the lemma is proved.

Now we prove that there is a representative z̄ : [0, T ]×Γ → [0, 1] in the class
of z ∈ L1([0, T ]× Γ) such that for a.e. (t, x) ∈ [0, T ]× Γ there exists the time
derivative d

dt z̄(t, x) ∈ R. Let us define

z̄(t, x) := lim inf
δ→0

∫

Bx,δ

z(t, y)dy, (1.5.30)

where Bx,δ is the ball in Γ centered at x and with radius δ > 0. It turns out that
such limit exists and coincides with z(t, x) for a.e. (t, x) ∈ [0, T ]× Γ. Moreover
for all x and all 0 ≤ t1 < t2 ≤ T it holds z̄(t1, x) ≤ z̄(t2, x), since this inequality
holds for zǫ and we have

∫

Bx,δ
z(t, y)dy = limǫ→0

∫

Bx,δ
zǫ(t, y)dy for all δ > 0 by

(1.5.8). In particular for all fixed x ∈ Γ the function t→ z̄(t, x) is nonincreasing
so that it is differentiable almost everywhere on [0, T ]. Note also that with
such definition for all t ∈ [0, T ] the function z̄(t, ·) coincides with z(t, ·) almost
everywhere on Γ, that is z̄(t) is a particular representative of z(t) in L∞(Γ).

For z̄ the following is true.

Lemma 1.5.8. For a.e. (t, x) ∈ [0, T ]× Γ it holds

(
1

2
K[u(t, x)] · [u(t, x)]− α(x)) ˙̄z(t, x) = 0. (1.5.31)

Proof. For all real numbers 0 ≤ a < b ≤ T and all open set A ⊂ Γ we can define
the total variation of zǫ on [a, b]×A as

Var(zǫ, [a, b]×A) := 〈χA, zǫ(a)− zǫ(b)〉Γ, (1.5.32)

that defines a nonnegative measure on the Borel subsets of [0, T ]× Γ. Defining
similarly the total variation of z we see that Var(zǫ, ·) ⇀ Var(z, ·) weakly*
in the space of nonnegative Radon measures Mb([0, T ] × Γ). Writing zǫ(a) −
zǫ(b) = −

∫ b

a
żǫ(s)ds and similarly z(a) − z(b) = −

∫ b

a
Dtz̄(s)ds where Dt is

the distributional derivative in time, we also obtain that for all Borel set B ⊂
[0, T ]× Γ,

−
∫

B

˙̄z ≤ Var(z̄, B) ≤ Var(zǫ, B) = −
∫

B

żǫ, (1.5.33)

where the first inequality is due to the fact that − ˙̄z is only the part of −Dtz̄
that is absolutely continuous with respect to the Lebesgue measure, while the
second one follows by the lower semicontinuity of the mass.

Now from the fact that 1
2K[uǫ] · [uǫ] → 1

2K[u] · [u] strongly in L1([0, T ], L1(Γ))
we have that 1

2K[uǫ(t, x)] · [uǫ(t, x)] → 1
2K[u(t, x)] · [u(t, x)] for a.e. (t, x) ∈

[0, T ] × Γ. Let us define C := {(t, x) ∈ [0, T ] × Γ : ˙̄z(t, x) 6= 0, 1
2K[u(t, x)] ·

[u(t, x)] − α(x) 6= 0}. From the fact that z̄ is nonnegative and nonincreasing it
is straightforward that ˙̄z = 0 on the set z̄ = 0, so that condition (1.5.28) tells
us that |C∆C′| = 0, with C′ := {(t, x) ∈ [0, T ] × Γ : ˙̄z(t, x) 6= 0, 1

2K[u(t, x)] ·
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[u(t, x)] − α(x) < 0}. Let us then prove that |C′| = 0. Suppose it is not the
case, so that for some n > 0 it holds that |Cn| > 0, with Cn := {(t, x) ∈
[0, T ] × Γ : ˙̄z(t, x) 6= 0, 1

2K[u(t, x)] · [u(t, x)] − α(x) < − 1
n}. Thanks to the

pointwise convergence of 1
2K[uǫ] · [uǫ] to 1

2K[u] · [u] we can find a subset B ⊂ Cn
with positive measure and a number ǫ0 such that for all ǫ < ǫ0 and all (t, x) ∈ B
it holds K[uǫ(t, x)] · [uǫ(t, x)]− α(x) < 0. This means that, thanks to (1.4.25b),
żǫ(t, x) = 0 for all ǫ < ǫ0 and all (t, x) ∈ B. So that

0 = − lim
ǫ→0

∫

B

żǫ ≥ −
∫

B

˙̄z,

where we have used (1.5.33). But since − ˙̄z is nonnegative we find ˙̄z = 0 almost
everywhere on B, contradicting the hypothesis.

Let us define E : [0, T ] → R the energy of the limit evolution (u, z) obtained
in Theorem 1.5.1 as

E(t) :=Q0(Eu(t)) + 〈1
2
K[u(t)] · [u(t)], z(t)〉Γ

− 〈α, z(t)〉Γ − 〈L(t), u(t)〉 +
∫ t

0

〈L̇, u〉ds, (1.5.34)

for all t ∈ [0, T ]. Inequality (1.5.25) says exactly that E is an essentially nonin-
creasing function. Essentially means that there exists a negligible set N ⊂ [0, T ]
such that E is nonincreasing on [0, T ] \ N . We can then always extend it to a
(unique) left-continuous nonincreasing function on the whole [0, T ]. As a conse-
quence the new E is discontinuous on an at most countable set JE ⊂ [0, T ], and
this set does not depend on the value of E on N . We will also denote by Jz the
subset of [0, T ] where the function z is discontinuous with respect to the strong
topology of L1(Γ). Since z is a nonincreasing function with values in [0, 1], we
see that Jz is at most countable as well.

Theorem (1.5.1) shows that the evolution (u, z) limit of (uǫ, zǫ) satisfies the
stability condition almost everywhere on [0, T ]. The next Lemma gives a more
precise description of the set of times where stability holds, and at the same time
tells us that we can change the map u ∈ L∞([0, T ], L2(Ω,Rn)) on the negligible
set N in such a way that the energy E is globally nonincreasing.

Lemma 1.5.9. Suppose t̄ ∈ [0, T ] \ (JE ∪ N) is such that z is continuous at
t̄ with respect to the strong topology of L1(Γ), i.e. t̄ /∈ Jz. Then the stability
condition (1.5.2) holds at such t̄.

Moreover there exists a representative of u ∈ L∞([0, T ], L2(Ω,Rn)), still
denoted by u, such that the stability condition (1.5.2) holds at all t ∈ [0, T ] \ Jz
and the corresponding energy (1.5.34) is nonincreasing and continuous at all
t ∈ [0, T ] \ Jz.

Proof. Condition (1.5.2) tells us that u(t) is the (unique) minimizer in H1
Γ(Ω1 ∪

Ω2,Rn) of the potential

Wt(u) := Q0(Eu) + 〈1
2
K[u] · [u], z(t)〉Γ − 〈L(t), u〉. (1.5.35)

Let us denote by M(t) := minWt. The fact that z is continuous at t̄ entails
that also M is continuous at t̄. Let us choose a sequence tn such that tn /∈ N
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and u(tn) satisfies the stability condition (1.5.2) for all n > 0, then we have

lim
n→∞

E(tn) = lim
n→∞

(

M(tn) + 〈α, z(tn)〉 −
∫ tn

0

〈L̇, u〉ds
)

=M(t̄) + 〈α, z(t̄)〉 −
∫ t̄

0

〈L̇, u〉ds = E(t̄), (1.5.36)

where the last equality follows from the continuity of E . This says thatWt̄(u(t̄)) =
M(t̄), which, thanks to the uniqueness of the minimizer of Wt̄, entails that u(t̄)
is such minimizer, so that it also satisfies (1.5.2), and the first part of the state-
ment is proved.

Let us now fix t ∈ [0, T ] \ Jz, if we choose tn such that tn → t and u(tn)
satisfies the stability condition (1.5.2), formula (1.5.36) still holds with t̄ replaced
by t thanks to the continuity of z and proves that we can redefine u at all points
t ∈ N \ Jz as the minimizer of Wt. We see that the new u coincides with the
old one almost everywhere and satisfies (1.5.2) at all t ∈ N \ Jz by definition.
This concludes the proof, noting that the new E corresponding to the new u is
continuous on [0, T ] \ Jz .

Remark 1.5.10. A consequence of Lemma 1.5.9 is that the set of times t ∈
[0, T ] such that the new u(t) does not satisfy the stability condition (1.5.2) is
an at most countable set. Let us denote it by Su. Lemma 1.5.9 then reads

(Su ∪ JE) ⊂ Jz.

Another consequence of this fact is that at any time where z is continuous,
also u is continuous with respect to the strong topology of H1

Γ(Ω1 ∪Ω2,Rn). If
we denote by Ju the set of times where u is discontinuous, then Ju is at most
countable and Ju ⊂ Jz.

Another consequence of Lemma (1.5.9) is that the definition of the new u
implies that for all t ∈ [0, T ] \ Jz relation (1.5.28) holds true for Hd−1-a.e.
x ∈ Γ1.

Let us finally remark that, with the new definition of E , the energy inequality
(1.5.25) holds for all t1, t2 ∈ [0, T ] \ Jz .
Theorem 1.5.11. Suppose that there exists 0 < s ≤ T such that z(t, x) > 0 at
a.e. x ∈ Γ for all 0 ≤ t ≤ s. Then the energy E is constant on [0, s] \ Jz, i.e.
E(t) = E(0) for all t ∈ [0, s] \ Jz. In particular µz = 0 on [0, s]× Γ and µb = 0
on [0, s]× Ω.

Proof. Taking into account (1.5.25), it suffices to show that E(0) ≤ E(s). To
prove this, for all integers n > 0 let us choose a sequence of times 0 = t0 <
t1 < · · · < tn = s such that ti ∈ [0, T ] \ Su for all i ≤ n and such that
maxi<n |ti+1 − ti| → 0 as n → ∞. The minimality of Wti at u(ti) implies
Wti(u(ti)) ≤Wti(u(ti+1)) for all 0 ≤ i < n. This is equivalent to

Q0(Eu(ti))−Q0(Eu(ti+1))− 〈L(ti), u(ti)〉+ 〈L(ti+1), u(ti+1)〉

+ 〈1
2
K[u(ti)] · [u(ti)], z(ti)〉Γ − 〈1

2
K[u(ti+1)] · [u(ti+1)], z(ti+1)〉Γ

≤ 〈1
2
K[u(ti+1)] · [u(ti+1)], z(ti)− z(ti+1)〉Γ + 〈L(ti+1), u(ti+1)− u(ti)〉

≤ 〈α, z(ti)− z(ti+1)〉Γ + 〈L(ti+1)− L(ti), u(ti+1)〉, (1.5.37)
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where in the last inequality we have used (1.5.28) with Remark 1.5.10. Summing
this expression for i = 0, . . . , n− 1 we obtain

Q0(Eu(0))−Q0(Eu(s))− 〈L(0), u(0)〉+ 〈L(s), u(s)〉

+ 〈1
2
K[u(0)] · [u(0)], z(0)〉Γ − 〈1

2
K[u(s)] · [u(s)], z(s)〉Γ

≤ 〈α, z(0)〉Γ − 〈α, z(s)〉Γ +

n−1
∑

i=0

〈L(ti+1)− L(ti), u(ti+1)〉, (1.5.38)

but the last term tends to
∫ s

0
〈L̇, u〉ds as n → ∞ thanks to the regularity of L

and the fact that Ju is at most countable. So that the inequality above implies
exactly E(0) ≤ E(s), and the thesis follows.

Remark 1.5.12. If we do not redefine the functions E and u as in Lemma 1.5.9,
Theorem 1.5.11 still holds, with the only difference that the equality E(t) = E(0)
holds only for a.e. t ∈ [0, s] \ (N ∪ Jz). To see this it suffices to apply the same
proof with the only difference that we have to choose the times ti in the set
where (1.5.21) holds for the original u.

1.5.1 The one-dimensional case

In this section we consider the case d = 1. Without loss of generality we set
Ω1 :=]0, 1[, Ω2 :=] − 1, 0[, Γ := {0} and ∂DΩ := {−1, 1} and assume that
A0 = 1 and K = 1. We denote by u the displacement, and we want to study
an evolution with Dirichlet conditions u(t, 1) = a1(t) and u(t,−1) = a−1(t)
for all t ∈ [0, ], and external forces L(t, x). This arises imposing w(t, x) :=
a−1(t)+

x+1
2 (a1(t)−a−1(t)). We assume that at the initial time we have z0 = 1.

Let us first state the following preliminary fact:

Lemma 1.5.13. L ∈ H−1
D (] − 1, 0[∪]0, 1[,R) if and only if there exists F ∈

L2(]−1, 0[∪]0, 1[) such that 〈L, ϕ〉 = −〈F, ϕx〉, for all ϕ ∈ H1
D(]−1, 0[∪]0, 1[,R).

Proof. We can write

〈L, ϕ〉 ≤ C1‖ϕ‖H1 ≤ C2‖ϕx‖2,

thanks to the Poincaré inequality. In particular, since the linear map A : H−1
D →

L2(]− 1, 0[∪]0, 1[) given by A(ϕ) = ϕx is bijective, we see that the map L◦A−1

belongs to the dual of L2(] − 1, 0[∪]0, 1[), and then there exists F ∈ L2(] −
1, 0[∪]0, 1[) such that L ◦A−1(ψ) = −〈F, ψ〉 for all ψ ∈ L2(]− 1, 0[∪]0, 1[). The
claim follows by writing ψ = ϕx.

Lemma 1.5.9 guarantees that (u, z) satisfies (1.5.21) and (1.5.25) everywhere
on [0, T ] \ Jz . Now we prove that, up to suitably change the function t →
(u(t), z(t)) on a negligible set, we can assume that such conditions are satisfied
for all t ∈ [0, T [. In the one-dimensional case z(t) is just a real number, and
convergence (1.5.1c) ensures that z is nonincreasing, and then coincides with z̄
defined in Lemma 1.5.8. We define

z̃(t) := lim
s→t−

z(s).
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In particular z̃ is left-continuous. Let Su ⊂ [0, T ] be the set of all t at which
(1.5.21) does not hold. Then for all t ∈ Su we define u′(t) as the (unique)
solution of problem (1.5.21) with z(t) replaced by z̃(t) and boundary datum
w(t). Then we set

ũ(t) :=

{

u′(t) if t ∈ L

u(t) otherwise.

Not to weight up the notation since now on we will still denote (ũ, z̃) by (u, z).
Let us remark that, thanks to Lemma 1.5.9, the fact that z is left-continuous at
all t ∈ [0, t1], it is easily seen that the energy (1.5.34) turns out to be globally
nonincreasing, i.e. it is a nonincreasing function on the whole interval [0, t1].

In other words we have first redefined z in order that it is left-continuous,
and then we have redefine u as in Lemma 1.5.9. Thanks to the left-continuity of
z we see that the proof of Lemma 1.5.9 provides that the new u satisfies (1.5.21)
on the whole [0, t1].

When (t, z) are fixed, (1.5.21) is equivalent to the fact that u is the minimizer
of the functional

u→ 1

2
〈ux, ux〉+

1

2
[u]2z − 〈L, u〉,

among all the functions u ∈ H1(]−1, 0[∪]0, 1[) with u(1) = w(t,−1) and u(−1) =
w(t, 1). Equivalently, this is expressed by the following system of equations















−uxx(t, x) = L(t, x) on ]− 1, 0[ ∪ ]0, 1[,
ux(t, 0) = [u(t, 0)]z(t)
u(1) = w(t,−1)
u(−1) = w(t, 1).

(1.5.39)

It is not difficult to compute explicitly the solutions of such system. Let F ∈
H1([0, T ], L2(]− 1, 0[∪]0, 1[)) be the function, provided by Lemma 1.5.13, such
that 〈L(t), ϕ〉 = −〈F (t), ϕx〉 and set G(t, x) :=

∫ x

0
F (t)(y)dy for all x ∈] −

1, 0[∪]0, 1[, the solution u = u(t, x) of (1.5.39) takes the form

u(t, x) =

{

G(t, 1)−G(t, x) + g(t) z(t)
1+2z(t) (x− 1) + w(t, 1) if x > 0

G(t,−1)−G(t, x) + g(t) z(t)
1+2z(t) (x + 1) + w(t,−1) if x < 0,

(1.5.40)

where g(t) := G(t, 1)−G(t,−1) + w(t, 1)− w(t,−1). We can compute

[u(t)] :=
g(t)

1 + 2z(t)
. (1.5.41)

Let us define

t0 := inf
t
{1
2
[u(t)]2 − α ≥ 0},

t1 := inf
t
{1
2
[u(t)]2 − α > 0}, (1.5.42)

and let these values be T if the corresponding infima are computed on empty
sets. Obviously we have t0 ≤ t1. We see that the times t0 and t1 depend only
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on g and the value of z, in particular

t0 := inf
t
{z(t) ≤ g(t)−

√
2α

2
√
2α

},

t1 := inf
t
{z(t) < g(t)−

√
2α

2
√
2α

}. (1.5.43)

The energy (1.5.34) reads

E(t) =1

2
〈ux(t, x), ux(t, x)〉+

1

2
[u(t)]2z(t)− αz(t)

+ 〈F (t), ux(t)− wx(t)〉 −
∫ t

0

〈Ḟ (s), ux(s)− wx(s)〉ds

−
∫ t

0

〈ux(s), ẇx(s)〉ds,

and plugging the formulae found above in this expression we obtain

E(t) =1

2

g(t)2z(t)

1 + 2z(t)
− αz(t)− (G(0, 1)−G(0,−1))(w(0, 1)− w(0,−1))

2

−
∫ t

0

g(s)ġ(s)

1 + 2z(s)
z(s).

We will now employ a standard formula providing the expression of the dis-
tributional derivative of the composition of a smooth function with a function
with bounded variation (see, e.g., [78], or [4]). If z : [0, T ] → R is a BV function
and f : R2 → R is smooth, such formula applied to the function t → f(t, z(t))
reads

Dtf(·, z(·)) =
f1(·, z(·))L1 + f2(·, z̄(·))DtzxCz+

∑

s∈R+

[f(s, z(s+))− f(s, z(s−))]δs, (1.5.44)

where fi is the derivative of f with respect to the i-th variable, L1 is the Lebesgue
measure on R, z̄ is the continuous representative of z on the set Cz, the set where
z is continuous, z(s+) (resp. z(s−)) is the limit from the right (resp. left) of z
at s ∈ R, and δs is the Dirac delta at s ∈ R. We use this formula to compute
the distributional derivative of E . Let us recall that the function z itself is
continuous at every t except at the jump times. Therefore we find

DtE(t) =(
1

2

g(t)2

(1 + 2z(t))2
− α)(ż + żc)

+
∑

s∈[0,T ]

(1

2

g(s+)z(s+)

(1 + 2z(s+))
− 1

2

g(s−)z(s−)

(1 + 2z(s−))
− αz(s+) + αz(s−)

)

δs,

(1.5.45)

where ż and żc are the absolutely continuous part of DtzxCz with respect to
L1 and the Cantor part respectively. We can write the jumps of (1.5.45) in the
following equivalent way

−
∑

s∈[0,T ]

(

∫ z(t−)

z(t+)

1

2

g(s)2

(1 + 2r)2
− αdr

)

δs. (1.5.46)
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From the energy inequality we know that the energy is a nonincreasing function,
so that its total derivative (1.5.45) must be a nonpositive measure on [0, T ].
Since the absolutely continuous, the Cantor and the jump part of this measure
are mutually singular, they must all be nonpositive. This applied to the jumps
implies that the integrals appearing in the sum (1.5.46) are all nonnegative. On
the other hand we have

∫ z(t−)

z(t+)

1

2

g(s)2

(1 + 2r)2
− αdr ≤

∫ z(t−)

z(t+)

1

2

g(s)2

(1 + 2z(t+))2
− αds ≤ 0,

where the first inequality follows from the fact that r → 1
2

g(s)2

(1+2r)2 − α is nonin-

creasing, and the second inequality follows until t ∈ [0, t1[. Moreover, the first

inequality is strict if g(s) 6= 0, since r → 1
2

g(s)2

(1+2r)2 − α is strictly decreasing

in this case, while if g(s) = 0 the second inequality is strict since α > 0. In
particular we find out that no jump can occur in the interval [0, t1[.

We claim that, if there is a jump of z, than such jump is unique and takes
place at t = t1. Moreover z(t) = 0 for t > t1. Without loss of generality suppose

t1 < T . Since z is left-continuous, the function 1
2

g(t)2

(1+2z(t))2 −α is left-continuous,

so that by definition of t1 it holds 1
2

g(t1)
2

(1+2z(t1))2
− α ≤ 0, and there is a sequence

tk ց t1 such that f(tk) > 0 for all k. Again, since f is left-continuous we
obtain that for all δ > 0 the set of all t such that f(t) > 0 has positive Lebesgue
measure on [t1, t1+ δ]. This, thanks to (1.5.28), implies that z(t) = 0 for t > t1,
getting the claim.

Let us now consider the Cantor and absolutely continuous part of (1.5.45).
We see that ż and żc might concentrate only on the set A := {t ∈ [0, t1] :
1
2

g(t)2

(1+2z(t))2 − α = 0} = {t ∈ [0, t1] : z(t) =
g(t)−

√
2α

2
√
2α

}. This is the set where the

continuous function g(t) coincides with f(t) :=
√
2α(1 + 2z(t)). We claim that

the distributional derivatives of the BV functions g and f coincide on A. It is
a particular case of a more general fact provided by [18, Theorem A.1]. As a
consequence we get

ġ = 2
√
2α(ż + żc),

which implies that żc = 0 since the right-hand side is absolutely continuous
with respect to the Lebesgue measure. Moreover we find out that ż = 1

2
√
2α
ġ.

We can summarize our discussion with the following results, which holds in
the 1-dimensional case:

Theorem 1.5.14 (1-dimensional case). Let (u, z) be the limit of dynamic pro-
cesses given by Theorem 1.5.4. Then there is a representative of z that is left-
continuous. Let t0, t1 be as in (1.5.43). Then there is a representative of u such
that u(t) is the solution of (1.5.39) for all t ∈ [0, t1]. For these representatives,
still denoted by (u, z), it holds that z is constant on the interval [0, t0] and it is
such that z(t) ≡ 0 for t > t1. Moreover z can jump only at t = t1, ż

c ≡ 0 on
[0, T ], and ż is concentrated on the set

A := {t ∈ [t0, t1] : z(t) =
g(t)−

√
2α

2
√
2α

}, (1.5.47)
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where it also holds ż = 1
2
√
2α
ġ, with g(t) := G(t, 1)−G(t,−1)+w(t, 1)−w(t,−1).

In formula

ż =
1

2
√
2α
ġχA.

In terms of the data of the problem we can state the following:

Theorem 1.5.15. Let (u, z) be the limit of dynamic processes given by Theorem
1.5.4 with initial condition z(0) = z0 > 0 and suppose z is left-continuous. Let

t̃0 := inf
t∈[0,T ]

{g(t) ≥ (1 + 2z0)
√
2α}, t̃1 := inf

t∈[0,T ]
{g(t) > (1 + 2z0)

√
2α},

then it holds z(t) = z0 if t ≤ t̃0, z(t) = 0 if t > t̃1, ż = 1
2
√
2α
ġχA, and z can

jump only at t = t1.

Corollary 1.5.16. If g(t) is strictly increasing and is such that g(0) < (1 +
2z0)

√
2α, then there is only one solution t̄ > 0 of (1.5.47) and z(t) = z0 for

t ≤ t̄, while z(t) = 0 for t > t̄.

Proof. In such a case t0 = t1 = t̄. Note that hypothesis g(0) < (1 + 2z0)
√
2α

prevents that t̄ = 0.

The last statement proves that the function (u, z) given by an external load
and boundary condition as in the example of [64, Section 4] coincides with
the couple of such example. We emphasize that Theorem 1.5.14 refers to a
couple (u, z) which evolves without constrains on the jump. However, if the
jump remains positive, as in the example of [64, Section 4], the evolution itself
satisfies the constraint of mode I.

We conclude the section with the following remark, that show that the con-
ditions we have obtained by the analysis of the limit (u, z) is not sufficient to
conclude whether jumps occur or not.

Remark 1.5.17. Suppose that the function g ∈ C∞(R) be such that g(0) = 0,
g(1) = 3

√
2α, g(2) =

√
2α, and g is strictly monotone in the intervals [0, 1] and

[1, 2]. Let then z = 1 on [0, 1], z(t) = g(t)−
√
2α

2
√
2α

for t ∈ [1, 2], and z(t) = 0 for

t > 2. Then let u(t) be the solution of (1.5.39), i.e. the function in (1.5.40).
For such (u, z) we see that (1.5.21) holds by definition while (1.5.45) shows
that (1.5.22) holds true with µb = µz = 0. This is an example of an evolution
satisfying the conditions of the limit of dynamic processes with initial condition
z0 = 1, and which does not show any jump, actually being smooth in time.
However it is still not clear if there exists some dynamic process whose limit is
such function. In particular it is not clear if the measures µb and µz must be
strictly positive, as in the case of Corollary 1.5.16, or may vanish.



Chapter 2

A geometric approach to

dislocations in single

crystals

Preamble

Dislocations are material defects that arise as small closed curves, called loops,
or also long path going through the body and connecting two points of its
boundary. Their presence is responsible of many nonconservative and dissipative
effects, first of all the plastic behavior of the material. Such phenomena are
concentrated on the dislocation lines, whereas, at the mesoscopic scale, the
body is perfectly elastic outside them. Let us consider a single dislocation loop
L in a continuum medium Ω. The set L is a one-dimensional singularity set
for the extensive fields such as stress and strain. If Ω is assumed as a single
crystal (as opposed to a polycrystal with internal boundaries) then the family
of dislocations are free to move in the bulk and through part of the boundary,
and hence are likely to form geometrically complex structures, called clusters.
This phenomenon is enhanced if the crystal is considered at high temperature
or subjected to high temperature gradients, since the constrained motion of
dislocations on predefined glide planes only holds for moderate temperature
ranges. In Section 2.2 we model dislocations by mean of integer multiplicity
1-currents. In particular, the assumption that all the dislocation curves are
closed or begin and terminate at ∂Ω implies that these currents are closed.
With any point of the dislocation line it is associated a vector, called Burgers
vector, that is linked to the type of discontinuity of the strain in a neighborhood
of the dislocation. For this reason it is convenient to introduce the concept of
integral 1-currents with coefficients in R3. The Burgers vector associated with
a dislocation loop being constant along the dislocation, the integral currents are
assumed closed in the set occupied by the crystal.

As already introduced, an intrisic difficulty of mesoscopic dislocations is that
there is no unambiguous definiton of the displacement field (whatever the refer-
ence configuration) in the whole body. In the linear elastic model this amounts
to observe that the displacement field as defined by line integration of appro-
priate combinations of the strain and strain curl is path-dependent, rendering

91
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the displacement field multiple valued and hence uneasy to properly handle
in a mathematical model. The Burgers vector measures the mismatch of the
displacement when we compute an integration along a closed path around a
dislocation, so this turns out to be a multiple of the width of the atom layers
(see Section 2.1.1). Hence the Burgers vectors must belong to a discrete lattice,
that is assumed to be 2πZ3. This has the important consequence that every
closed path integration of the displacement gradient F gives rise to a mismatch
that belongs to the lattice 2πZ3 (specifically, the result of the path integration
is the sum of the Burgers vectors of all the dislocation the path winds around).
This allows us to univocally define a deformation u which takes values in the
three dimensional torus T3 := R3/2πZ3. The rigorous theory of torus-valued
Sobolev maps which describe the deformations in the presence of dislocations is
developed in Section 2.1.3 and Section 2.3.

The minimum problem. After the dislocation lines have been properly
defined, we face the main subject of the chapter, which is the following minimum
problem. We consider an energy W which depends on the strain and on the
density of the dislocations, and we want to minimize it among a suitable class
of strains and dislocations F ×D. The minimum problem reads

min
(F,L)∈F×D

W(F,L), (2.0.1)

where the strain F and the dislocation L are constrained by the relation

−Curl F = ΛL, (2.0.2)

with ΛL the density induced by the dislocation L. As usual in variational
problems where elastic bodies are considered, we assume that the energy can be
written as W = We +Wdefect, where We is the bulk energy and depends only
on the strain We(F ) =

∫

Ω
We(F )dx. The defect part of the energy Wdefect,

called core energy, is a function of the density of the dislocation.
We assume that this energy depends only on the Curl of the strain, and

then is concentrated on the dislocation line L. Indeed continuum models with
linear constitutive elastic laws cannot be used since the energy turns out to be
unbounded at the line. Some continuum approaches therefore consider that a
tube around the dislocation is removed (the core) in order for linear elasticity to
hold. We disagree with this approach from a mathematical standpoint, although
it might be justified from a physical point of view. In fact it seems to unnatural
to allow classical treatment and modeling. Moreover, the physics of the core
is atomistic, whereas in the bulk, continuum models are perfectly suited. The
interrelation between these models at various scales of matter description is very
delicate, since it requires careful matched asymptotic analysis at the core inter-
face. Let us mention the results in terms of core modeling by quasicontinnum
models (let us here quote the pioneer work by Tadmor et al [74]). We then
prefer to consider that distributional quantities are concentrated in the line and
develop appropriate tools and functional spaces for their study. This is the core
of the present research.

If a linear elastic constitutive law is chosen, classical examples show that the
stress and the strain are not square integrable (see [35] and [82]), and hence
that the strain energy is unbounded near L. This shows that, although linear
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elasticity with a quadratic energy is perfectly valid away from the line (from
the core), it is not valid on the line. This suggests to consider finite elasticity
near the line with a less-than-quadratic strain energy, possibly matched with a
linear law at some distance from the singularities, since it is also known that
linear elasticity and the small strain assumption are perfectly valid to describe
the single crystal away from the dislocations (see [52]). We then consider a
bulk energy which has a p-growth with 1 ≤ p < 2, so we have also to consider
deformations F ∈ Lp, 1 ≤ p < 2. Moreover, with a view to a global model,
cavitation solutions cannot be ruled out, since they are at the origin of the
nucleation of dislocations from the growth of micro-voids in the bulk (see [60]).
Here, classical examples show that deformations allowing for radial cavitation
are such that cofF ∈ Lq with 1 ≤ q < 3/2 (see [33]). Thus, one cannot restrict
to the interval 3/2 ≤ p < 2 where some existence results in finite elasticity exists
(see [57]), and must allow F, cofF ∈ Lp in the whole range 1 ≤ p < 2. Moreover,
nucleation resulting from the collapse of a void will provoke locally high pressure
gradient and hence the behavior of the Jacobian J = detF must be controlled.
Therefore, classical pointwise conditions on J will be considered: these are
the nonnegativeness (to ensure orientation preserving deformation and non-
interpenetration of matter) or the fact that J → 0+ is precluded by finite energy
states. Finally, to avoid any spurious, i.e., concentrated and dissipative effects
away from the dislocation set, we will assume not only that detF, cofF ∈ Lp

but also that their distributional counterpart have no s-dimensional (0 ≤ s < 3)
singular parts in Ω\L , that is, DetF, CofF ∈ Lp locally away from L (see [53]).
As a consequence, the strain energy We will depend on F, cofF and detF , and
be assumed polyconvex, with a growth bounded from below, writing for instance
as

We(F ) ≥ C(|F |p + | cofF |p + | detF |p)− β

for some C, β > 0. The defect part of the energy controls pathological behaviors
of dislocation clusters, so it satisfies a growth condition of the type

Wdefect(Λ) ≥ C‖Λ‖M(Ω).

This variational framework was inspired by the pioneering paper by S. Muller
and M. Palombaro [57], where a single and fixed dislocation loop was consid-
ered, and hence minimization was achieved only with respect to the deformation
tensor F . We propose three existence results for the solutions of problem (2.0.1)
where minimization is made also with respect to the dislocation lines. Moreover
we will impose boundary conditions in terms of dislocation density and of the
strain too.

To achieve the proof of existence, we will apply the direct method of calculus
of variations. This needs suitable properties of closure of the class of admissible
strains and dislocations. As for the latter, we define and carefully analyze two
classes of dislocations, at the mesoscopic and at the continuum scales. The de-
sired closure property is then provided by the compactness of integral 1-currents
and of compact connected 1-sets. As for the strains, a more delicate analysis
must be done. We define a suitable class of admissible displacements whose gra-
dients will coincide with the strains F away from the dislocation lines, and then
we introduce the concept of graphs of these maps, seen as rectifiable currents.
The assumption that these displacements are locally Cartesian maps allows us
to employ the well-known closure and compactness theorems for them (see [31]).
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Then, the two existence results are given in Theorems 2.6.6 and Theorem 2.6.8,
respectively for the class of mesoscopic and continuum dislocations.

In order to obtain an existence result for a more general class of dislocations
(i.e., not only mesoscopic neither continuum), much more work is needed. In
particular, we apply a stronger closure theorem for maps whose graphs is a recti-
fiable current. This result (Theorem 2.1.12) states that the class of torus-valued
Sobolev maps whose graphs are uniformly bounded integral currents is actually
a closed class. To apply it, in Section 2.7.1 we explicitly compute the boundaries
of displacements generating dislocations. We emphasize that many preliminary
results are needed, in particular we have to solve some systems involving elliptic
PDEs and to study the properties of particular harmonic maps which shows
a jump on a prescribed surface; these results are achieved in Section 2.4.1 and
Section 2.4.2. Hence we provide the third existence result for solutions to (2.0.1)
(Theorem 2.7.10). Here we must restrict to dislocations whose Burgers vectors
are all multiple of a fixed generating b ∈ 2πZ3, i.e., to dislocation densities of
the form Λ = b⊗L, with L an integral 1-current. Moreover we assume that W
is a second order energy, that is, it depends also on the gradient of F . In par-
ticular we assume that it has a growth bounded from below by the norm of its
divergence. At the same time, this result is more general since it also consider
competitors whose dislocations are locally dense or completely disconnected in
the bulk.

Some hypotheses on the energy considered in the first two existence results
are very important from a mathematical standpoint, although can be questioned
from a physical point of view. A discussion of the model is carried out in Section
2.7.3 and throughout the chapter. We get rid of these hypotheses in the third
existence result, where, however, we need to consider a second grade energy,
that is, the energy depends on the strain and on its gradient too. We emphasize
that even if some hypotheses remain questionable from a physical standpoint,
existence results for minimizers in a general setting where dislocations are free
in the bulk and edge and screw dislocations are considered at the same time are
quite new (to the knowledge of the authors), and many improvements can be
still be done in the future developments.

Variations of the energy at minima and the Peach-Köhler force. In
Section 2.8 we consider variations of the energy at the minima obtained by the
existence results mentioned above. The variation, by a formal chain rule, can
be written as

δLW(F,ΛL) = δFW(F,ΛL)δLF + δΛW(F,ΛL)δLΛL.

As we have seen, W is the sum of a deformation and a defect part, the first
one depending on F , the second on ΛL = − (Curl F )

T
. However both variables

are related to L in a specific manner. Moreover the constraint (2.0.2) must be
expressed in some simpler form, for instance providing a one-to-one correspon-
dence between strains and dislocations densities. This requires to invert the curl
operator, as obtained in Section 2.4.1. Moreover, we need a Helmholtz-type de-
composition of the strain since in general the maps associating to each density
the corresponding strain is not onto.

Finally, computing δLW amounts to consider that a certain (configurational)
force exerted on the dislocations is vanishing. Therefore, a moving dislocation
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will evolve with a velocity proportional to this force (this is a well known fact in
dislocation theories [1,35]), force that originates from the variation of the defor-
mation part of the energy. In the final Theorem 2.8.5 we show that at optimality,
there is a balance of forces, one of which being the Peach-Köhler force, while the
other is a line-tension term provided by variation of the defect part of the energy.

Future developments. The aforementioned analysis is done with view to
a future study of the evolution of dislocations. In particular the existence results
for minima of the energy is the start point for the analysis of the quasistatic
evolution. We emphasize that there are still open questions even about the
obtained existence results. For instance, the third existence result (Theorem
2.7.10) holds true only for deformations whose dislocation densities are associ-
ated to only one generating Burgers vector. The main challenging task is to
generalize this result to a general dislocation density. Moreover there are still
open questions about the nature of the distributional determinant and adjunct
of F , that, for physical reasons, it would be good to be Radon measures with a
singular part concentrated on the dislocation lines. A more detailed description
of these open problems is done in Section 2.7.3 and 2.8.6.

2.1 Notation and preliminaries

2.1.1 The displacement in the presence of dislocations

As explained in the introduction, in crystals with dislocations a displacement
cannot be defined by path integration of the strain F . This is due to the fact
that the integration depends on the chosen path. The path dependence is a
consequence of the nonvanishing of the elastic strain incompatibility inc E :=
Curl (Curl E)T with E = Sσ, σ the stress tensor, and S the compliance tensor.
Let us assume for a while that there are no dislocations and that the current
configuration Ω is simply connected. In finite elasticity, frame-indifference im-
plies that the strain energy will depend on C, the metric tensor in Ω. Then
it is known that C can be written as C = ∇φT∇φ for some reference config-
uration Ω′ and some smooth immersion φ : Ω′ → R3 such that φ(Ω′) = Ω if
and only if the Riemannian curvature tensor associated to C vanishes identi-
cally in Ω (see [16]). Let us emphasize that the Riemannian curvature is the
finite-elasticity counterpart of the aforementioned incompatibility tensor. By
eigendecomposition one has C = FTF for some F and hence C = ∇φT∇φ for
some φ as soon as Curl F = 0 in Ω. In this case the displacement field is defined
as u := Φ− Id and F = ∇Φ = I +∇u is called the deformation gradient asso-
ciated to Ω. Otherwise, Curl F and the Riemann curvature are nonvanishing,
which is a specific geometrical constraint for the deformation in the presence
of dislocations. The dislocations which generate curvature are called geometri-
cally necessary (see [54, 56]) and will be given a precise mathematical meaning
in Section 2.2, together with their companion geometrically unnecessary (called
“statistically stored” in the engineering literature) which solely contribute to
plastic strain in the absence of strain gradients.

The precise expression of Curl F in the presence of dislocations will now
be described with some detail, since the concepts of displacement, deformation
and reference configuration become uncomfortable in the presence of disloca-
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tions. First, we emphasize that no perfect, that is, dislocation-free reference
configuration can be considered. Second, the fundamental issue is that even if
the reference configuration is needed to consider finite elasticity, the dislocation
line is better defined in the current configuration. It is worth describing what
happens in the presence of a dislocation loop in finite elasticity (the following
discussion is illustrated in Fig. 2.1). Consider the current configuration Ω(t) at
time t (a bounded simply connected open set) with a single dislocation loop L
and any dividing smooth surface SL containing L. The set Ω(t)\L is not simply
connected, but the upper and lower partition of Ω(t), Ω+(t) and Ω−(t) divided
by SL, are simply connected and in each it holds inc E = 0. Thus there exists
a linear-elasticity displacement field uSL = u±SL

such that E = ∇uSL in Ω±(t).
For any smooth one-to-one ϕ, the map φ := ϕ ◦ ( Id − uSL) defines a reference
configuration. It turns out that in the presence of a dislocation the map φ is
multivalued, i.e., there is a mismatch in the reference configuration due to pres-
ence of the dislocation. Indeed, let Ω± := φ(Ω±(t)) define the lower and upper
parts of the reference configuration while F = F± = ∇φ are the associated de-
formation gradients. Now take two points P and Q in SL, respectively outside
and inside L, and consider a curve α+ in Ω+(t) and α− in Ω−(t) both with start
point P and endpoint Q. We assume that the value φ(P ) is prescribed. We can
compute the value of φ by path integration of F starting from P . However inte-
grating F along α± we get two different values φ(Q)±, whose difference defines
the nonzero Burgers vector b attached to L, b :=

∫

α+ F
+dx −

∫

α− F
−dx. Thus

SL is mapped into two surfaces which match outside L (i.e., at P ), but do not
coincide inside (i.e., at Q). The region of SL inside L is denoted by S◦

L, and it
is observed by Stokes Theorem that b is independent of Q ∈ S◦

L.

L

L

Ω+(t)

Ω−(t)

P

P

Φ−1(P )

b

Ω− := Φ−1(Ω−(t))

L

L

SL

α+

Ω+ := Φ−1(Ω+(t))

Ω(t) Ω = Ω±
Φ

Q

α−

Figure 2.1: Current and reference configurations show a jump of the displace-
ment due to the presence of dislocations.
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Summarizing, this procedure ”à la Volterra” yields

b =

∫

α±

∇φdl(x) =
∫

α±

Fdl, (2.1.1)

otherwise said, φ shows a jump of amplitude b in S◦
L, while F = ∇φ in SL \S◦

L.
Hence, if ν represents the unit normal to SL, its distributional derivative can
be written as Dφ = F + b⊗ νH2

xS◦
L
and it holds −Curl F = Curl (b⊗ νH2

xS◦
L
).

Thus by Stokes theorem and written in terms of the dislocation density

Λ := τ ⊗ bH1
xL,

we find
−Curl F = ΛT , (2.1.2)

whereby (2.1.1) is equivalent to (2.1.2). The fact that Curl F is a measure
concentrated on L can therefore be understood as L preventing F to be globally
the gradient of a deformation and hence preventing the right Cauchy-Green
tensor C to write as C = ∇Tφ∇φ for some immersion φ. This is the main
difficulty when dealing with minimization problems involving deformations in
the presence of dislocations. In the present chapter we propose an original
approach consisting of defining the deformation in a suitable space in such a
way that we can deal with it as it was the standard gradient of a Sobolev map.

2.1.2 General tools

Distributions. In the following of the chapter for x ∈ Rn we will denote
it in euclidean coordinates by x = (x1, x2, . . . , xn). Let U ⊂ Rn be an open
set. The space of real distributions on U is denoted by D(U). Let the symbol
R stand for either R = Rn×n or R = Rn. Often we will consider R-valued
distributions whose space is denoted by D(U,R). The symbol 〈·, ·〉 denotes
the duality product between distributions and C∞

c -functions. If X is a Banach
space with dual X ′, we denote by 〈·, ·〉X the duality product between X ′ and X .
Often we will omit the symbol X when it is clear from the context. In general,
if U is a n-dimensional manifold and f , g are square integrable functions on U ,
the symbol 〈·, ·〉 is used to note the classical inner product in L2(U), i.e. the
integration with respect to the n-dimensional Hausdorff measure,

〈f, g〉 :=
∫

U

fgdHn.

Accordingly, if it is not clear from the context, we will write 〈·, ·〉U to stress
that the integration takes place on U . We will sometimes use the same notation
〈·, ·〉U to mean the duality pairing in the sense of distributions on U , or in a
Banach space of functions or measures defined on U .

Solenoidal measures. Let U ⊂ R3 be an open set. In the following the
symbol R stands for either R = R3×3 or R = R3, while R′ stands for R3 or R,
respectively. The space of solenoidal Radon measures in U is defined as

Mdiv(U,R) := {µ ∈ Mb(U,R) s.t. 〈µ,Dϕ〉 = 0 ∀ϕ in C1
0 (U,R′)}, (2.1.3)

with D denoting the distributional derivative, and where the duality product
yields a real-valued tensor whose components read (〈µij , Djϕk〉)ik. Recall that
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ϕ ∈ C1
0 (U,R′) if ϕ and Dϕ are continuous and if for every ǫ > 0 there exists a

compact K ⊂ U such that ‖ϕ(x)‖∞ and ‖Dϕ(x)‖∞ are smaller than ǫ for any
x ∈ U \K. Observe that Mdiv(U,R) is a closed subset of Mb(U,R) an hence is
a Banach space, endowed with the norm of total variation |µ|(U) = sup{〈µ, ϕ〉 :
ϕ ∈ C0(U,R), ‖ϕ‖∞ ≤ 1} (see [4] for details on vector- and tensor-valued Radon
measures).

Functions with bounded variation. Let Ω ⊂ Rn be an open set. The
symbol BV (Ω) denotes the space of real functions on Ω with bounded variations,
i.e., the space of summable functions whose distributional gradient is a Radon
measure in Mb(Ω,Rn). If u ∈ BV (Ω), then we write Du = Dau +Dsu, with
Dau denoting the part of the gradient of u that is absolutely continuous with
respect to the Lebesgue measure, and with Dsu being the singular part. It is
well know that the singular part can be decomposed as Dsu = Dcu+Dju, the
Cantor and the jump part, respectively. The space SBV (Ω), called space of
special functions with bounded variation, is the subspace of BV (Ω) consisting
of those functions whose Cantor part of the gradient is null. If u ∈ BV (Ω) then
Dju can be written as Dju = [u]ν · H2

xJu, where Ju is a (n− 1)-rectifiable set
with unit normal ν pointing from the side − to the side +, and [u] := u+ − u−

is the jump of u on Ju, i.e., the difference between the traces u± of u.

Curl and matrices. Let A be a R3×3-valued field. The curl of the tensor
A is defined componentwise as (Curl A)ij = ǫjklDkAil where D is the symbol
for the distributional derivative. In particular one has

〈Curl A,ψ〉 = −〈Ail, ǫjklDkψij〉 = 〈Ail, ǫlkjDkψij〉 = 〈A, Curl ψ〉, (2.1.4)

for every ψ ∈ D(Ω,R3×3). Note that with this convention one has Div Curl A =
0 in the sense of distributions, since componentwise the divergence is classically
defined as (Div A)i = DjAij . If N is a vector, we use the convention that
(N × A)ij = −(A × N)ij = −ǫjklAikNl. In general, if ψ has not compact
support and Ω has smooth boundary with outer normal N , formula (2.1.4)
becomes

〈Curl A,ψ〉 = 〈A, Curl ψ〉+
∫

∂Ω

(N ×A) · ψdH2. (2.1.5)

Let u ∈ W 1,p(Ω;R3), and suppose uiDuj ∈ L1(Ω,R3) for all i 6= j, we define
the distributional cofactor of Du, the distribution CofDu writing component-
wise

(CofDu)ij := Dj+1(ui+1Du(i+2)(j+2))−Dj+2(ui+1Du(i+2)(j+1))

with indices i, j ∈ {1, 2, 3} (taken mod 3 when summed and with the deriva-
tives intended in the sense of distributions). Moreover, AdjDu is the dis-
tributional adjunct of Du, that is the transpose matrix of the distributional
cofactor CofDu. In general it is not true that the pointwise and distribu-
tional adjuncts coincide. Suppose u1(adjDu)

1 ∈ L1(Ω,R3), with (adjDu)1 :=
(adj(Du)11, adj(Du)21, adj(Du)31) being the first column of adjDu. The distri-
butional determinant of Du is the distribution DetDu given taking the distri-
butional divergence of u1(adjDu)

1, i.e.,

〈DetDu,ϕ〉 :=
∫

Ω

u1(adjDu)
1Dϕdx, ∀ϕ ∈ C∞

c (Ω,R3).
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As for the adjunct, in general DetDu and detDu differ.

An ordered (increasing) subset α of {1, 2, . . . , n} is said to be a multi-index.
We denote by |α| the cardinality of α, and we denote by ᾱ the complementary
set of α, i.e., the multi-index given by the ordered set {1, 2, . . . , n} \ α.

If A is a n×nmatrix with real entries and α and β are multi-indices such that
|α| + |β| = n, Mβ

ᾱ (A) denotes the determinant of the submatrix of A obtained
by erasing the i-th columns and the j-th rows, for all i ∈ α and j ∈ β̄. Moreover,
the symbol M(A) denotes the n-vector in ΛnR2n given by

M(A) :=
∑

|α|+|β|=n
σ(α, ᾱ)Mβ

ᾱ (A)eα ∧ εβ ,

where {ei, εi}i≤n is the Euclidean basis ofR2n and σ(α, ᾱ) denotes the sign of the
ordered set {α, ᾱ} seen as a permutation of the set {1, 2, . . . , n}. Accordingly,
it holds

|M(A)| := (1 +
∑

|α|+|β|=n
|β|>0

|Mβ
ᾱ (A)|2)1/2.

For a matrix A ∈ R3×3, the symbols adj A and detA denote the adjunct,
i.e., the transpose of the matrix of the cofactors of A, and the determinant of
A, respectively. Explicitly,

M i
j(A) = Aij , M ī

j
(A) = ( cofA)ij M

{1,2,3}
{1,2,3} (A) = detA. (2.1.6)

Moreover,

|M(A)| =
(

1 +
∑

i,j

A2
ij +

∑

i,j

cof(A)2ij + det(A)2
)1/2

. (2.1.7)

It is convenient also to introduce the following notation

M(A) := (A, adj A, detA). (2.1.8)

Compact sets. Let C be a compact set in Rn. We define K(C) as the
family of compact and nonempty subsets of C. We define the Gromov-Hausdorff
distance dH(·, ·) in K(C) by

dH(A,B) := max{sup
a∈A

d(a,B), sup
b∈B

d(A, b)},

for all A,B ∈ K(C). If A is a set in Rn, we denote by Aǫ the set of points at
distance less than ǫ from A, i.e.,

Aǫ := {x ∈ Rn : d(x,A) < ǫ}.

It is known that the Gromov-Hausdorff distance satisfies

dH(A,B) = inf{ǫ > 0 : A ⊂ Bǫ and B ⊂ Aǫ},

for all A,B ∈ K(C), and hence the latter can be taken as an equivalent defini-
tion. The following theorem is a standard result, whose proof can be found, for
instance, in [5, 14].
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Theorem 2.1.1. (Blaschke) Let C ⊂ Rn be a compact set. Then the space
K(C) endowed with the Gromov-Hausdorff distance dH is sequentially compact.

In particular, if Kn is a sequence in K(C) converging to K, then K is a
compact set. Moreover, it holds (for the proof see, e.g., [5, 14]):

Theorem 2.1.2. (Golab) Let {Kn} be a sequence of connected sets in K(C)
converging to K, such that H1(Kn) < λ < ∞. Then K is connected, has finite
1-Hausdorff measure, and

H1(K) ≤ lim inf
n→∞

H1(Kn). (2.1.9)

2.1.3 Currents

Some definitions are given here. For more detail our main references are [26,31,
42].

Let k, n be integers with 0 ≤ k ≤ n. We denote by ΛkRn and ΛkRn the
vector spaces of k-covectors and k-vectors respectively. The duality product
between covectors and vectors is denoted by 〈·, ·〉. A k-vector ξ is said to be
simple if it can be written as a single wedge product of k vectors in Rn, i.e.,
ξ = v1 ∧ v2 ∧ · · · ∧ vk.

Let Ω ⊂ Rn be an open set, then Dk(Ω) denotes the topological vector space
of compactly supported smooth k-forms on Ω, that is the topological vector
space of compactly supported and smooth maps on Ω with values in ΛkRn. The
dual space of Dk(Ω), denoted by Dk(Ω), is called the space of k-currents on
Ω. Since Dk(Ω) is defined as a dual space, it is endowed with a natural weak
topology. More precisely, the currents Th ∈ Dk(Ω) are said to weakly converge
to T ∈ Dk(Ω) if and only if

Tk(ω) → T (ω)

for every ω ∈ Dk(Ω). For all T ∈ Dk(Ω) the mass of T is the number M(T ) ∈
[0,+∞] defined as

M(T ) := sup
ω∈Dk(Ω), |ω|≤1

T (ω).

If V ⊂ Ω is an open set, we can consider the mass of T in V , i.e.,

|T |V := sup
ω∈DM(Ω),|ω|≤1,

sptω⊂V

T (ω). (2.1.10)

If M(T ) < +∞ then T turns out to be a Borel measure in Mb(Ω,ΛkRn), and
its mass coincides with M(T ). Moreover the mass is lower semicontinuous with
respect to the weak topology in Dk(Ω). Indeed if lim suph→∞M(Th) < +∞
and Th ⇀ T then we also find that T is a Borel measure and Th ⇀ T weakly*
in Mb(Ω,Λ

kRn), so that the lower-semicontinuity of the mass follows from the
lower-semicontinuity of the mass in Mb(Ω,Λ

kRn).
The boundary of a current T ∈ Dk(Ω) is the current ∂T ∈ Dk−1(Ω) defined

by
∂T (ω) := T (dω) for ω ∈ DM−1(Ω),

where dω is the external derivative of ω.
We also define the quantity

N(T ) :=M(T ) +M(∂T ),
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for every T ∈ Dk(Ω). We remark that this number, which measures both the
mass of a current and of its boundary, is not a norm.

If S is a k-dimensional oriented submanifold in Rn and ~S : S → Λk(Rn) is
a k-vector giving the orientation, the symbol [S℄ ∈ Dk(Rn) denotes the current
obtained by integration on S, i.e.,

[S℄(ω) =

∫

S

〈ω, ~S〉dHk for ω ∈ Dk(Ω), (2.1.11)

where Hk is the k-dimensional Hausdorff measure.
Let U ⊂ Rn and V ⊂ Rm be open sets and F : U → V be a smooth map.

Then the push-forward of a current T ∈ Dk(U) through F is defined as

F♯T (ω) := T (ζF ♯ω) for ω ∈ Dk(V ),

where F ♯ω is the standard pull-back of ω and ζ is any C∞ function that is equal
to 1 on sptT ∩ sptF ♯ω. It turns out that F♯T ∈ Dk(V ) does not depend on ζ
and satisfies

∂F♯T = F♯∂T . (2.1.12)

Rectifiable and integral currents. Let 0 ≤ k ≤ n. A set S ⊂ Rn is
said to be Hk-rectifiable if it is contained in the union of a negligible set and
a countable family of C1-submanifolds of dimension k. We also say that a Hk-
rectifiable set is a k-set if it has finite Hk-measure. It is well known that at
Hk-a.e. point x of a Hk-rectifiable set S, there exists an approximate tangent
space defined as the k-dimensional plane TxS in Rn such that

lim
λ→0

∫

ηx,λ(S)

ϕ(y)dHk(y) =

∫

TxS

ϕ(y)dHk(y),

for all ϕ ∈ C0
c (R

n), where ηx,λ : Rn → Rn is the map defined by ηx,λ(y) =
λ−1(y − x) with x, y ∈ Rn and λ > 0. Moreover, if τ : S → Λk(Rn) and
θ : S → R are Hk-integrable functions with τ(x) ∈ TxS a simple unit k-vector
for Hk-a.e. x ∈ S, then we can define the current T as

T (ω) =

∫

S

〈ω(x), τ(x)〉θ(x)dHk (x) for ω ∈ Dk(Ω). (2.1.13)

Every current for which there exists S, τ , and θ as before is said to be rectifiable
current. If also its boundary ∂T is rectifiable, then we adopt the following
notation

T ≡ {S, τ, θ}. (2.1.14)

The current T ∈ Dk(Ω) is rectifiable with integer multiplicity if it is rectifi-
able, it has rectifiable boundary, and the function θ in (2.1.13) is integer-valued.
A integer multiplicity current T such that N(T ) < ∞ is said to be integral
current.

The following compactness theorem for integral currents holds:

Theorem 2.1.3 (Compactness for i.m. currents). Let {Ti} ⊂ Dk(Ω) be a
sequence of integer multiplicity currents such that

NU (T ) < C for all i and U ⊂⊂ Ω,

with C > 0. Then there exist an integer multiplicity current T ∈ Dk(Ω) and
a subsequence, still denoted by {Ti}i, such that Ti ⇀ T weakly in the sense of
currents on Ω as i→ ∞.
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An integer multiplicity current T ∈ Dk(Rn) is said to be indecomposable if
there exists no integral current R such that R 6= 0 6= T −R and

N(T ) = N(R) +N(T −R).

The following theorem provides the decomposition of every integral current
and the structure of integer-multiplicity indecomposable 1-current (see [26, Sec-
tion 4.2.25]).

Theorem 2.1.4. For every integer-multiplicity current T there exists a se-
quence of indecomposable integral currents Ti such that

T =
∑

i

Ti and N(T ) =
∑

i

N(Ti).

Suppose T is an indecomposable integer multiplicity 1-current on Rn. Then
there exists a Lipschitz function f : [0,M(T )] → Rn with Lip(f) = 1 such that

fx[0,M(T )) is injective and T = f♯[0,M(T )℄.

Moreover ∂T = 0 if and only if f(0) = f(M(T )).

Graphs and Cartesian maps. For a measurable set A ⊂ Rn its upper
density θ∗(A, x) at x ∈ Rn is defined by

θ∗(A, x) := lim sup
r→0

|B(x, r) ∩ A|
|B(x, r)| .

Similarly one defines its lower density θ∗(A, x) at x ∈ Rn as

θ∗(A, x) := lim inf
r→0

|B(x, r) ∩A|
|B(x, r)| .

Whenever the upper and lower densities of a set A at x coincides we define the
density of A at x by their common value θ(A, x) := θ∗(A, x) = θ∗(A, x).

Let A ⊂ Rn be a measurable set and suppose u : A → Rm is a measurable
function. Let x ∈ A be a point of positive density in A. Then we say that
l ∈ Rm is the approximate limit of u as y tends to x in A if for all ǫ > 0 the set
Aǫ := {y ∈ A : |u(y)− l| > ǫ} has density 0 at x. In such a case we write

l := aplim
y→x
y∈A

u(y).

We say that the function u : A→ Rm is approximatively continuous at x ∈ A if
u(x) = aplimy→x

y∈A
u(y). Among the properties of the approximate limit, we point

out that, whenever it exists, it is unique (for more details see [31]). It turns
out that if u : A→ Rm is measurable, then it is approximatively continuous al-
most everywhere in A with respect to the Lebesgue measure. Moreover, we say
that the function u is approximatively differentiable at x if there exists a matrix

L ∈ Rm×n such that for all ǫ > 0 the set Aǫ := {y ∈ A : |u(y)−u(x)−L(y−x)|y−x| | > ǫ}
has density 0 at x. If u is approximatively differentiable at x we call L the
approximate differential of u at x. It turns out that if u ∈ W 1,1(A,Rm), then
it is approximatively differentiable almost everywhere in A and its approximate
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differential coincides almost everywhere with Du, its distributional gradient.

Let Ω ⊂ Rn be an open set and consider the space Ω × Rn. Denoting
x = (x1, x2, . . . , xn) for x ∈ Ω and y = (y1, y2, . . . , yn) for y ∈ Rn, every n-form
ω ∈ Dn(Ω× Rn) can be decomposed as

ω(x, y) =
∑

|α|+|β|=n
ωαβ(x, y))dx

α ∧ dyβ . (2.1.15)

with ωαβ ∈ C∞
c (Ω×Rn), and where the sum is computed over all multi-indices

α and β such that |α|+ |β| = n.

For 1 ≤ p < +∞ we define

Ap(Ω) := {u ∈ Lp(Ω,Rn) : u is approx. diff. a.e. on Ω, and

Mβ
ᾱ (Du) ∈ Lp(Ω) for all |α|+ |β| = n},

where Du is the approximate differential of u. We set

‖u‖Ap := ‖u‖p + ‖M(Du)‖p,
which is not a norm on Ap(Ω,Rn). In other words, a function u ∈ Ap(Ω,Rn)
if and only if u ∈ Lp(Ω,Rn), Du ∈ Lp(Ω,Rn×n), adj Du ∈ Lp(Ω,Rn×n), and
detDu ∈ Lp(Ω).

A weak convergence is defined on Ap(Ω) when p > 1. We say that the
sequence uh ∈ Ap(Ω) converges to u ∈ Ap(Ω) weakly in Ap(Ω) if uh ⇀ u weakly

in Lp(Ω) andMβ
ᾱ (Duh)⇀Mβ

ᾱ (Du) weakly in Lp(Ω) for all multi-indices α and
β with |α|+ |β| = n.

Given u ∈ A1(Ω,Rn), we define its graph Gu ⊂ Ω× Rn as

Gu := {(x, u(x)) : x ∈ Ω}.
Note that this set is defined up to a Ln-negligible set. Let us consider the map
(Id × u) : Ω → Ω × Rn defined by (Id × u)(x) := (x, u(x)). If u ∈ A1(Ω;Rn)
and ω ∈ Dn(Ω×Rn), we can extend the definition of pull-back also to the map
Id× u, i.e.,

(Id× u)♯ω =
∑

|α|+|β|=n
σ(α, ᾱ)ωαβ(u, u(x))M

β
ᾱ (Du(x))dx1 ∧ dx2 ∧ · · · ∧ dxn.

This allows us to extend the definition of push-forward of a current T also
throughout the map Id × u, provided u ∈ A1(Ω;Rn). Let us consider the
current [Ω℄, the canonical current given by integration on Ω. We define the
current carried by the graph of u as follows

Gu := (Id× u)♯[Ω℄. (2.1.16)

Explicitly we have

Gu(ω) =
∫

Ω

σ(α, ᾱ)ωαβ(x, u(x))M
β
ᾱ (Du(x))dx, (2.1.17)

for all ω ∈ Dn(Ω× Rn).
The following Theorem (proven in [31]) says that Gu is an integer multiplicity

current whenever u ∈ A1(Ω;Rn).
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Theorem 2.1.5. If u ∈ A1(Ω,Rn) then Gu is an integer multiplicity current
with multiplicity 1 and support given by the rectifiable set Gu whose orientation
is given by the n-form

~Gu(x, u(x)) :=
M(Du(x))

|M(Du(x))| ,

which turns out to be almost everywhere orthogonal to the approximate tangent
plane to Gu.

In symbols,

Gu(ω) =
∫

Ω

〈ω, M(Du(x))

|M(Du(x))| 〉dH
n
xGu . (2.1.18)

Lemma 2.1.6. Let p > 1. Let uǫ, u ∈ Ap(Ω) be such that uǫ ⇀ u weakly in
Ap(Ω), then Guǫ ⇀ Gu as currents.

Proof. This is a straightforward consequence of formula (2.1.17).

For 1 ≤ p < +∞ the class of p-Cartesian maps is the subset of Ap(Ω,R3)
defined as follows

Cartp(Ω,R3) := {u ∈ Ap(Ω,R
3) : ∂Gu = 0}. (2.1.19)

If u ∈ W 1,p(Ω,R3) with p ≥ 3, then it is easy to see that u ∈ Cart1(Ω,R3).
See [31, Section 3.2.2] for details.

The following closure theorem for Cartesian maps holds (see [31, Section
3.3.3]):

Theorem 2.1.7. Let p > 1. Let uk ∈ Cartp(Ω,Rn) a sequence such that

uk ⇀ u weakly in Lp(Ω,Rn),

Mβ
ᾱ (Duk)⇀ vβᾱ weakly in Lp(Ω),

for all α, β with |α|+ |β| = n, then u ∈ Cartp(Ω,Rn) and vβᾱ =Mβ
ᾱ (Du).

The crucial point for our purposes is that for Cartesian maps in dimension
3 it is always true that DetDu = detDu and AdjDu = adjDu. In particular
DetDu ∈ Lp(Ω) and AdjDu ∈ Lp(Ω,Rn×n).

For maps that are not Cartesian the following closure Theorem holds true:

Theorem 2.1.8. Let p > 1. Let uk be a sequence in Ap(Ω,Rn) such that
uk → u strongly in Lp(Ω,R3) and suppose that there exist functions vαβ ∈ Lp(Ω)

such that Mβ
ᾱ (Duk)⇀ vβα for all multi-indices α and β with |α|+ |β| = n. If

M(∂Guk
) < C < +∞ (2.1.20)

for all k > 0, then u ∈ Ap(Ω,R3) and vβα =Mβ
ᾱ (Du).

This is proved in Theorem 2 of [31, Section 3.3.2].

Graphs of maps with values in the torus. We introduce the torus
T ∼= R/ ∼, where∼ denotes the equivalent relation given by a ∼ b iff a−b ∈ 2πZ.
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Now we will consider graphs of maps u : Ω → Tn. These turn out to be n-
rectifiable currents in Ω × Tn. Note that the space of n-forms in Ω × Tn, i.e.
Dn(Ω × T3), are exactly the space of n-forms in Ω × Rn that have coefficients
which are smooth and 2π-periodic (with all their derivatives) in the last three
variables (actually, they do not have compact support). As a consequence, if T
is a n-current in Dn(Ω × Rn) that has compact support in Ω̄ × Rn, then it is
well-defined the current T (T ) ∈ Dn(Ω× Tn) defined as

T (T ) := T xDn(Ω×T3). (2.1.21)

Moreover, since in general smooth functions in Ω × Rn are not periodic in the
last three variables, it turns out that M(T (T )) ≤M(T ).

Let u ∈ Ap(Ω,Rn), then we define T (u) : Ω → Rn by mean of the standard
projection πT : R → T, i.e. T (u) := πT (u). It is easily seen that, T being locally
isomorphic to R, T (u) is almost everywhere approximatively differentiable with
the same approximate derivatives of u. As a consequence GT (u) is a n-rectifiable
current in Ω×Tn. It is also easy to see that in such a case GT (u) = T (Gu). This
fundamental identity follows from the fact that the approximate differential of
u and T (u) coincides almost everywhere and from (2.1.17), where we use that
if ω is 2π-periodic in the second variable, then ω(x, u(x)) = ω(x, T (u(x))).

We introduce the space Ap(Ω,Tn) as follows:

Definition 2.1.9.

Ap(Ω,T
n) := {u ∈ Lp(Ω,Tn) : u is approx. diff. a.e. on Ω, and

Mβ
ᾱ (Du) ∈ Lp(Ω) for all |α|+ |β| = n} (2.1.22)

In such a way we see that for all u ∈ Ap(Ω,Tn) the graph Gu is well-defined
as n-rectifiable current. A consequence of the fact that the mass of a current
does not increase when we compose with T is that, if there exists ū ∈ Ap(Ω,Rn)
such that T (ū) = u and Gū is an integral current, then Gu is an integral current.
Note that it might happen that such ū does exist with ∂Gū unbounded, while
M(∂Gu) <∞.

Remark 2.1.10. The fact that u ∈ Ap(Ω,Tn) does not imply, in general, that
there exists ū ∈ Ap(Ω,Rn) such that T (ū) = u. However, in Section 2.3, we
provide a condition under which such correspondence holds true. In particular
Theorem 2.3.9, together with Remark 2.3.10, have the consequence that if u ∈
W1,p(Ω,T3) satisfies Curl Du ∈ Mb(Ω,R3), then there exists ū ∈ SBV p(Ω,R3)
with T (ū) = u.

Lemma (2.1.6) readily applies to the case of maps with value in Tn.

Lemma 2.1.11. Let p > 1. Let uǫ, u ∈ Ap(Ω,Tn) be such that uǫ ⇀ u weakly
in Ap(Ω,Tn), then Guǫ ⇀ Gu as currents.

Proof. This is again a consequence of formula (2.1.17) and the fact that currents
in Dn(Ω,Rn) belong also to Dn(Ω,Tn).

Theorem 2.1.8, being a consequence of the compactness theorem for integral
currents, straightforwardly applies also to the case of maps with values in Tn.
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Theorem 2.1.12. Let p > 1. Let uk be a sequence in Ap(Ω,Tn) such that

uk → u strongly in Lp(Ω,Tn) and suppose that there exist functions vβᾱ ∈ Lp(Ω)

such that Mβ
ᾱ (Duk)⇀ vβα for all multi-indices α and β with |α|+ |β| = n. If

M(∂Guk
) < C < +∞ (2.1.23)

for all k > 0, then u ∈ Ap(Ω,Tn) and v
β
ᾱ =Mβ

ᾱ (Du).

2.2 Dislocations as currents

A dislocation in an elasto-plastic body arises as a closed arc, or a path con-
necting two points of the boundary, to which a Burgers vector b ∈ R3 and a
measure concentrated on the dislocation line (the dislocation density) are asso-
ciated. Since dislocation densities fulfill linear additivity when dislocation lines
overlap, and since to each dislocation 2 preferential directions are associated,
which is also linked to its density, we will describe dislocations by the tool of
integer-multiplicity 1-currents with coefficients in a group, that in the crystal-
lographic case is assumed isomorphic to Z3. The multiplicity θ represents the
Burgers vector with its multiplicity, and the fact that it is constant on any
dislocation and that the dislocations are closed correspond to the requirement
that such currents are boundaryless (i.e., that the density is divergence free).
Moreover, integer-multiplicity 1-currents, thanks to Theorem 2.2.22, are essen-
tially Lipschitz curves, and hence a description of dislocations without using the
notion of currents is also possible. However the notion of currents, as we will
see, simplifies some descriptions and provides more direct proofs of some of the
following statements.

We point out that a similar description of dislocations by use of currents has
been given in [17], where no variational problems are considered, but a relax-
ation result on the core energy, that we will treat in the next paragraphs (see
Section 2.6).

Let Ω be a bounded and connected open set in R3, with smooth boundary.
Let I ⊂ N be a family of indices.

Definition 2.2.1. A dislocation is a couple LI := (Li, bi)i∈I , where Li are
closed integer-multiplicity 1-currents in Ω, and bi are vectors of R3. We define
BI = {bi}i∈I the set of Burgers vectors of LI . Each dislocation LI can be
represented by means of the quadruple {Li, τi, θi, bi}i∈I .

In many applications, the Burgers vector is constrained by crystallographic
properties to belong to a lattice. For simplicity this lattice will be assumed
isomorphic to Z3. Let the lattice basis {b̄1, b̄2, b̄3} be fixed, and define the set
of admissible Burgers vectors as

B := {b ∈ R3 : ∃β ∈ Z3 such that b =
3

∑

k=1

βib̄i}. (2.2.1)

Accordingly, if BI ⊂ B, then LI is called crystallographic dislocation. Without
loss of generality we will assume that b̄i = ei, that is B := Z3. With this
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definition we can identify each dislocation with a current with coefficients in the
group Z3. Specifically, given a dislocation LI , for all i ∈ I we define the current

L̂i := {Li, τi, θibi}, (2.2.2)

which has multiplicity in Z3. In other words if ω is a 1-form with vector-valued
coefficients, i.e. ωj = ωkjdxk, j = 1, 2, 3 (with Einstein summation convention
on repeated indices), then, for every fixed i,

L̂i(ω) := Li(ωbi),

where ωbi = ωkj(bi)jdxk. Accordingly, the current associated to the dislocation
is defined by

L̂I :=
∑

i∈I
L̂i. (2.2.3)

In the sequel the space of 1-forms with vector-valued smooth and compactly
supported coefficients will be denoted by D1(Ω,R3).

The density of a dislocation is a key measure associated to the dislocation
current.

Definition 2.2.2. The density associated to LI is the linear functional ΛL
defined by

〈ΛL, w〉 :=
∑

i∈I⊂N

Li((wbi)∗), (2.2.4)

for every w ∈ C∞(Ω̄,R3×3), where in the right-hand side ω := (wb)∗ is the
covector writing componentwise (wb)∗ := wkjbjdxk.

If
∑

i∈I
M(Li)|bi| < ∞ then ΛL is well defined as a Radon measure, and we

write ΛL ∈ Mb(Ω̄,R3×3).

Definition 2.2.3 (Equivalence between dislocations). Two dislocations LI and
L′
I are said geometrically equivalent if

ΛL = ΛL′ . (2.2.5)

Definition 2.2.4 (Geometrically necessary dislocation set). The geometric nec-
essary dislocation set L⋆ is the support of ΛL. In particular there are τ⋆ and
I⋆, such that {L⋆, τ⋆, 1,BI⋆} is said to be the minimal dislocation equivalent to
LI .

Under suitable assumptions L⋆ turns out to be a H1-rectifiable compact set.
In the sequel we discuss some sufficient assumptions in order that L⋆ has this
regularity.

We will need some specific characterization of dislocations which are physi-
cally admissible. This is why we need to introduce finer classes of dislocations
in the sequel.

Regular dislocations. We introduce the following definition.
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Definition 2.2.5 (b-dislocation). Let b ∈ B. A b-dislocation Lb is a dislocation
LI such that (i) bi = b for all i ∈ BI , (ii) I is finite with cardinality kb, (iii)
there exist kb Lipschitz functions ϕbi : [0, Ti] → Ω̄ with Lip(ϕbi ) ≤ 1 such that

Li = ϕbi♯[[0, Ti]℄. (2.2.6)

Moreover, for all i ≤ kb we have either ϕbi(0) = ϕbi (Ti) or ϕbi (0), ϕ
b
i(Ti) ∈ ∂Ω.

We set
Lb =

∑

i∈I
Li. (2.2.7)

The current L̂b defined by
L̂b(ω) := Lb(ωb), (2.2.8)

for all 1-form with vector-valued coefficients ω ∈ D1(Ω,R3), is called b-dislocation
current associated to Lb.

In particular, with this definition, we require that a b-dislocation is always
closed in Ω.

From Theorem 2.1.4, one can always decompose Lb as follows

Lb =
∑

i∈Ib

Lbi , (2.2.9)

with Lbi indecomposable 1-current such that
∑

i∈Ib

N(Lbi ) = N(Lb). The compo-

nents Lbi are called current loops. Thanks to the Lipschitzianity of the functions

ϕbj one has

kb
∑

j=1

lbj :=

kb
∑

j=1

∫ Tj

0

‖ϕ̇bj‖dt <∞, meaning that the total length of the

supporting set of the current Lb (counted with overlapping) is finite (here lbj is

the length of the current given by ϕbj).
We remark that even if the word loop usually refers to a closed path, we

use the same word when we refer to a no-closed path. However the closeness
property of the current implies that in such a case one has that the boundary
of the path belongs to ∂Ω.

By definition of rectifiable current, if Lb is a b-dislocation then there is a
1-set called dislocation set that we denote by Lb, such that

Lb(ω) =
∫

Lb

〈ω(x), τb(x)〉θb(x)dH1(x) for ω ∈ D1(Ω). (2.2.10)

We can choose

Lb :=

kb
⋃

j=1

ϕbj([0, Tj]), (2.2.11)

for the rectifiable set supporting the current Lb, and we will also write Lb =
{Lb, τb, θb}. With such a choice Lb is a compact set. Note that with this choice
for the dislocation set, in general Lb does not coincide with the geometrically
necessary dislocation set L⋆, since somewhere on Lb it may happen that θb = 0.
Indeed, with this notation, θb may also take the value 0 in a set of H1 positive
measure. If Lbi are the indecomposable components of Lb in (2.2.9), we write
Lbi = {Lbi , τb, θb}, in such a way that it holds Lb = (∪i∈IbLbi) ∪ Ξb, where Ξb is
defined as the set {x ∈ Lb : θb(x) = 0}.

As for general dislocations, to any b-dislocation we associate a density.
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b2b1
b1 + b2
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Figure 2.2: Typical indecomposable dislocation loops and the resulting dislo-
cation currents: in (a), a single b-dislocation loops is equivalently viewed as
two indecomposable b-loops with opposite directions and connected by a ge-
ometrically unnecessary arc Ξ; the inverse property is observed in (b) where
two identical b-loops give rise to a single connected b-dislocation loops and a
geometrically unnecessary arc Ξ where Λ = 0; in contrast, (c) describes two
b-loops with opposite direction which provide a simple cluster showing subarcs
with Burgers vectors b and 2b; the general case is shown in (d) where the cluster
is due to the union of two loops with distinct Burgers vectors obeying to Frank
rule.
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Figure 2.3: For certain combinations of Burgers vectors, the three separated
loops of (a) might intersect and form the cluster element of (b) where the Frank
law at the intersection points is satisfied.
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Figure 2.4: Different kinds of cluster components: in (a) the sum of b-current
dislocations Lb1 + Lb2 + Lb3 is depicted, whereas (b) shows a single b-current
constituted of three elementary b-loops. In (c) a b-dislocation cluster writing as
Lb = ϕb♯[[0, T ]℄ is shown: it can be viewed as a countable chain of indecompos-
able b-loops interconnected with geometrically unnecessary arcs.
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Definition 2.2.6. The density of a b-dislocation Lb is the measure ΛLb ∈
Mb(Ω̄,R3×3) defined by

〈ΛLb , w〉 := Lb((wb)∗), (2.2.12)

for every w ∈ C∞
c (Ω,R3×3), where in the right-hand side ω := (wb)∗ is the

covector writing componentwise (wb)∗ := wkjbjdxk.

Note that, by (2.2.8), if we identify smooth compactly supported tensor-
valued fields with smooth 1-forms with vector-valued coefficients, the density
and the current associated to a dislocation becomes the same object.

Since kb is finite ΛLb is always a Radon measure. In the sequel we will use
the following shortcut notation from (2.2.10) and (2.2.12):

ΛLb = Lb ⊗ b = τb ⊗ bθb H1
xLb. (2.2.13)

Definition 2.2.7 (Regular dislocation). A regular dislocation is a sequence of
b-dislocation LB := {Lb}b∈B whose total density (or associated current) has
finite mass. According to the previous definitions, the dislocation current, still
denoted by L̂, and the dislocation density ΛL, are given by

L̂ :=
∑

b∈B
L̂b, ΛL :=

∑

b∈B
ΛLb . (2.2.14)

The dislocation set L is defined as

L :=
⋃

b∈B
Lb, (2.2.15)

so that we can write L̂ = {L, τ, θ} with

τ ∈ TanL, θ =
∑

b∈B
sg(τb)θbb, (2.2.16)

where sg(τb) being 1 or −1, chosen in such the way that τ = sg(τb)τb (note
that θ ∈ Z3, while θb ∈ Z).

Note that, in general, the multiplicity θ of the dislocation current L may
be also zero in some non-negligible set. Moreover, the dislocation current L =
{L, τ, θ} is said to be connected if L is a connected set. By (2.2.7), every
dislocation current can also be written as

L̂(ω) =
∑

b∈B
L̂b(ω) =

∑

b∈B

∑

1≤j≤kb

ϕbj♯[[0, Tj]℄(ωb), (2.2.17)

for all ω ∈ D1(Ω,R3), and, enumerating the family of generating functions {ϕbj},
we construct a set of indices J = J (L) such that

∑

b∈B

∑

1≤j≤kb

ϕbj♯[[0, Tj]℄ =
∑

j∈J
ϕj♯[[0, Tj]℄. (2.2.18)

Moreover, setting Si := ϕi([0, Ti]), from (2.2.11) and (2.2.15) we also have

L =
⋃

j∈J
Sj. (2.2.19)
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Canonical regular dislocations. Among all geometrically equivalent dis-
locations there exists one representation which is sharp in the sense that it is
expressed in terms of the independent elementary Burgers vectors. Let LB be
a regular dislocation. Since a b-dislocation Lb with b = (β1, β2, β3) has inte-
ger multiplicity, it can be written by means of projections. Recalling definition
(2.2.1) and notation (2.1.14), we introduce

Lb,i := {Lb, τb, βiθb}, (2.2.20)

with the corresponding density ΛLb,i := Lb,i ⊗ ei = Lb ⊗ βiei. Hence to any
regular dislocation LB we associate univocally three currents {L1,L2,L3}, with

Li :=
∑

b∈B
Lb,i, (2.2.21)

so that Li = {L, τ, θi}, θi defined by

θi :=
∑

b∈B
sg(τb)βiθ

b, with b = (β1, β2, β3),

and sg(τb) being such that τ = sg(τb)τb. We then define the canonical disloca-
tion current associated to LB:

L̂ = L̂1 + L̂2 + L̂3, (2.2.22)

where L̂i is the i-th component of L̂ defined as

L̂i(ω) := Li(ωei) = Li(ωi), (2.2.23)

for all ω ∈ D1(Ω,R3), and fixed i = 1, 2, 3. In other words L̂i = {L, τ, θiei}.
A useful property of the decomposition (2.2.22) is that the three measures

{ΛLi}3i=1 operate on different (pointwise) orthogonal subspaces of C∞
c (R3,R3×3).

Lemma 2.2.8. The following assertions hold true:

(a) The currents Li (i = 1, 2, 3) are integer-multiplicity currents in Ω. As a
consequence L̂i are integral currents with coefficients in Z3.

(b) The mass of the current and the total variation of the associated measure
are related by

|Li|Ω = |L̂i|Ω = ‖ΛLi‖M(Ω) ≤ ‖ΛL‖M(Ω), (2.2.24)

for i = 1, 2, 3.

(c) The geometrically necessary dislocation set reads L⋆ :=

3
⋃

i=1

spt(Li) ⊂ L̄

and coincides with the support of the density ΛL.

Proof. Assertion (a) follows by Theorem 2.1.3 since
∑

b∈B
N(Lb,i) <∞ by defini-

tion of regular dislocation.
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To prove (b), observe first that for fixed b it holds

3
∑

i=1

ΛLb,i =

3
∑

i=1

Lb,i ⊗ ei =

3
∑

i=1

τb ⊗ βiei θ
bH1

xLb = ΛLb .

Thus it also holds

ΛL =
∑

b∈B
ΛLb =

3
∑

i=1

ΛLi = ΛL̂, (2.2.25)

and explicitly,

ΛL̂ =

3
∑

i=1

τ ⊗ eiθi H1
xL =

3
∑

i=1

Li ⊗ ei, (2.2.26)

(recall that τ and θi are functions of x ∈ L). Note that

‖ΛL‖M = ‖ΛL̂‖M ≥ ‖ΛLi‖M for i = 1, 2, 3, (2.2.27)

and since ΛLi = Li ⊗ ei, it holds ‖ΛLi‖M(Ω) = |L̂i|Ω = |Li|Ω so that yields
(2.2.24).

To prove (c), observe first that Li = {L, τ, θi} and by definition of Li and
ΛLi it easily follows that sptLi = sptΛLi . So we only need to prove that
sptΛL = ∪3

i=1sptΛLi . But this is a direct consequence of the fact that ΛLi acts
on orthogonal subspaces of C∞

c (R3,R3×3).

Definition 2.2.9 (Unnecessary dislocations). The set of unnecessary disloca-
tions Ξ is defined as L̄ \ L⋆.

Let us remark that L defined in (2.2.19) depends on the generating loops of
Definition 2.2.5.

2.2.1 Classes of admissible dislocations

Two classes of dislocations will now be introduced, the first being useful if one
wishes to follow (for instance, with time) each line as it deforms, intersect with
others etc., whereas the second will be more appropriate if the model relevant
quantity is the dislocation density, and not the single lines. In the latter case
dislocations are determined up to the equivalence relation (2.2.5) and the clus-
ters might exhibit locally dense subsets of unnecessary dislocations.

The class of dislocations at the mesoscopic scale. At the mesoscopic
scale, it is considered that every dislocation LB has been generated by a finite
number of b-dislocation currents Lb.

Assumption 2.2.10 (Finite generation).

kL :=
∑

b∈B
kb <∞, (2.2.28)

with kb defined in Definition 2.2.5.
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Let us recall that a finite number of generating b-dislocation currents does
not imply that the dislocation density ΛL is associated to a finite number of
distinct Burgers vectors, since the multiplicity on each arc of L is not limited
and since countably intersections of arcs may take place (in other words, the
resulting Burgers vector might be very large, provided it is attached to an arc
which is small enough). Moreover, the cluster of Fig. 2.4(c) made of countably
many loops whose lengths are summable and interconnected by unnecessary
segments, is a mesoscopic dislocation since it can be generated by a single b-
loop.

From the definitions above and Assumption 2.2.10 the following lemma is
readily proved.

Lemma 2.2.11. The following properties hold for dislocations at the mesoscopic
scale:

(a) The density of a dislocation ΛL is a bounded Radon measure since

‖ΛL‖M(Ω̄) ≤
∑

b∈BL

i=1,...,kb

|b|lbi <∞. (2.2.29)

with BL := {b ∈ Z3 : kb 6= 0} (Recall lbi is the length of the dislocation loop
ϕbi ).

(b) The dislocation current L̂ is an integral current with coefficients in Z3

satisfying

‖ΛL‖ =M(L̂) ≤
∑

b∈BL

i=1,...,kb

|b|lbi <∞, (2.2.30)

with BL := {b ∈ Z3 : kb 6= 0}. In particular θ and θi, for i = 1, 2, 3 are all
summable functions with respect to H1

xL.

(c) The dislocation set L of the current L (defined in (2.2.15)) is a closed set
with finite H1-measure. In particular L⋆ ⊆ L and L = L⋆ ∪ Ξ.

Proof. To prove (a), observe that L = {Lb}b∈BL and hence ‖ΛL‖ ≤
∑

b∈BL

‖Lb ⊗

b‖ ≤
∑

b∈BL

i=1,...,kb

‖Lbi⊗b‖ =
∑

b∈BL

i=1,...,kb

|b|lbi , which is finite since the sum is finite by the

mesoscopicity Assumption 2.2.10. Statement (b) follows as a direct consequence
of the definition of b-dislocation current and from (a) and property (b) of Lemma
2.2.8. Property (c) is a straightforward consequences of the fact that H1(L) ≤
∑

b∈B

i=1,...,kb

lbi =
∑

b∈B

i=1,...,kb

∫ Ti

0

‖ϕ̇bi‖dt < ∞ by the mesoscopicity Assumption 2.2.10.

From the preceding results, we are ready to define the class of admissible
dislocations at the mesoscale.

Definition 2.2.12. [Admissible mesoscopic dislocation]

MD := {L = {Lb}b∈B : Lb takes the form (2.2.7)

and satisfies Assumption 2.2.10.}. (2.2.31)
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Dislocations at the continuum scale. A set in Rn is said to be a con-
tinuum if it is the finite union of connected and compact 1-sets with finite H1

measure. Let us recall that the geometric necessary dislocation set L⋆ is the
support of ΛL. The space of admissible dislocations at the continuum scale is
introduced as follows:

Definition 2.2.13. [Admissible continuum dislocation]

CD := {LI , I ⊂ N : there exists a continuum K such that L⋆ ⊂ K}. (2.2.32)

When the context is clear, we will write L = LI and the set of continua K for
which L⋆ ⊂ K will be denoted by CL = CLI

.

In particular every L such that the support L⋆ of ΛL consists of finitely many
connected 1-sets is an admissible dislocation at the continuum scale. Remark
that contrarily to mesoscopic dislocations (cf. Lemma 2.2.11 (b)), the density
of a continuum dislocation must not be finite (this might for an unconstrained
family of Burgers vectors).

In the applications, the notion of continuum dislocations is usefull to study
the cases in which Assumption 2.2.10 is not satisfied. However, if one is not
interested in the particular dislocation current associated to a given dislocation
density, mesoscopic dislocations become a superfluous notion. In fact, crystallo-
graphic mesoscopic dislocations turn out to be equivalent to continuum disloca-
tions, in the sense that, for any continuum dislocation L, there is a mesoscopic
dislocation L′ such that L ≡ L′. The proof of this fact is based on the following
theorem

Theorem 2.2.14. Let L be a closed integer-multiplicity current with finite mass
and whose support L⋆ is contained in a connected and compact set K with finite
H1-measure. Then there exists a Lipschitz function α : S1 → K such that
L = α♯[S

1
℄.

To prove Theorem 2.2.14 we need some preliminary Lemmas:

Lemma 2.2.15. Let K be a compact connected set in Rn such that H1(K) <∞.
Then there exists a Lipschitz map ψ : S1 → K that is onto and is homotopic to
the constant map.

Proof. In the following we consider S1 as a subset of the complex plane C. Let
P ∈ K and let us consider the set

S := {φ : S1 → K satisfying the following three properties} (2.2.33)

(i) φ(1) = P .

(ii) φ is homotopic to the constant map φ ≡ P .

(iii) Letting C = φ(S1) and LC = H1(C), the curve φ is Lipschitz with con-
stant LC

π .

It is easily seen that, since K is a rectifiable set, S is non-empty. Given a
φ ∈ S we want to enlarge its range in order to get an onto map. To this aim
we define the following order relation in S: we say that φ < φ′ if and only if
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φ(S1) = C ⊆ C′ = φ′(S1). Let {φj}j∈J⊂R be a chain in S (assumed ordered by
the corresponding ordering of the indices in R), and set Lj := H1(φj(S

1)). Then
the sequence {Lj}j∈J is non-decreasing and bounded by H1(K), so that, since
the maps {φj} are uniformly continuous in j, there is an increasing sequence
jk → sup J and a map φ such that φjk → φ uniformly on S1. We claim that φ
is an upper bound for {φj}j∈J . Indeed, denoting Cj = φj(S

1), the increasing
sequence {Cj} converges to a compact set C ⊆ K with respect to the Gromov-
Hausdorff distance. Since jk → sup J we see that for each k ∈ J we have
Ck ⊆ C, so that we only have to prove that φ belongs to the family S. Setting
L := H1(C), we have L ≤ H1(K), and since Lj ≤ L the uniform convergence
and the uniform bound Lip(φj) ≤ L

π implies that Lip(φ) ≤ L
π . So (i) and (iii) are

readily fulfilled. Also (ii) is easy to see: let Φj be the homotopy map between
Φj(·, 1) = φj and the constant Φj(·, 0) ≡ P , and up to a rescaling, we suppose
that for all x ∈ S1 the map Φj(x, ·) is Lipschitz with Lip(Φj(x, ·)) ≤ L, so
that it readily turns out that Φj are uniformly continuous in j, and uniformly
converge to a map Φ; now it is straightforward that Φ is a homotopy between
φ and P , and the claim is proved.

We now are in the hypotheses of the Zorn’s Lemma, so that we get a maximal
element ψ for the class S. It remains to show that ψ is onto. Suppose it is not
the case. We set Cψ := ψ(S1) and suppose X ∈ K \ Cψ . Since Cψ is closed
and K is connected, there is a Lipschitz continuous arc α : [0, 1] → K such that
α(0) ∈ Cψ, α(1) = X , and α(y) ∈ K \ Cψ for y > 0. Let x ∈ ψ−1(α(0)), and
split S1 = [1, x] ∪ [x, 1]. Consider the restriction of ψ to this two intervals, ψ1

and ψ2. Then it is readily seen that the arc ψ1 ⋆α⋆α−1 ⋆ψ2, if suitably rescaled
as a function on S1, is a map in S that is strictly greater than ψ, contradicting
the maximality of ψ. Hence the thesis follows.

Lemma 2.2.16. Let K be a compact 1-set and ψ : S1 → K be a Lipschitz
continuous map homotopic to a constant map. Then ψ♯[S

1
℄ = 0.

Proof. Suppose for simplicity K ⊂ R2. Since K is compact, Kc is an open
set, with only one unbounded connected component A. If X ∈ B := Kc \ A,
there exists an open ball centered in X that does not intersect K, so that it
follows that any connected component of B has positive Lebesgue measure. As
a consequence there are at most countably many connected components in B.
Let Xi be a point in the i-th connected component of B. The homotopic group
of Lipschitz closed arcs in K coincides with the free group on the generators
{Xi}i∈N.

Now, if the current carried by ψ is nonzero, the decomposition theorem
implies that there exists T = α♯[S

1
℄ an undecomposable component of the 1-

current ψ♯[S
1
℄. If X = ψ(a) = ψ(b), then, since ψ is homotopic to the constant,

we can replace ψ with ψ̂, setting ψ̂x[a, b] ≡ X and ψ̂x[a, b]c = ψ, getting a map
that is still homotopic to the constant. Moreover the homotopy class of a loop
in K does not change under homotopy in the space K, so that the operation
above does not change the homotopy class of the current. In this way we find
out that α must belong to the same homotopy class of ψ. On the other hand,
since α is an injective loop, its homotopy class is

∏

Xj∈∆Xj , with ∆ being
the bounded connected set with boundary α. Thus the homotopy class of ψ
is nonzero, contradicting the hypothesis that ψ was homotopic to a constant
map.
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Now we can prove Theorem (2.2.14).

Proof of Theorem 2.2.14. By the decomposition Theorem there are loops βj
such that L =

∑

j βj♯[S
1
℄. Consider a function ψ like in Lemma 2.2.15, so that

there are points xj ∈ S1 such that ψ(xj) = βj(1). Suppose for simplicity x1 = 1
and xj are clockwise ordered on S1. Setting ψj := ψx[xj , xj+1], then the chain

α := β1 ⋆ ψ1 ⋆ β2 ⋆ ψ2 ⋆ . . . βj ⋆ ψj . . . ,

suitably rescaled, will match the required conditions, since ψ, being homotopic
to the constant, is such that ψ♯[S

1
℄ = 0 from Lemma 2.2.16.

The precise equivalence theorem is stated as follows.

Theorem 2.2.17. Let LI be a continuum dislocation such that BI ⊂ Z3 and
ΛLI

is finite. Then LI is a mesoscopic dislocation.

Proof. Considering the canonical dislocation current L̂ equivalent to LI (cf. Eq.
(2.2.22)), the thesis follows from Eq. (2.2.24) and Theorem 2.2.14. Indeed the
latter provides three Lipschitz functions αi (i = 1, 2, 3) such that αi♯[S

1
℄ = Li

so it follows ΛL =
∑

i αi♯[S
1
℄⊗ ei.

In particular Theorem 2.2.17 tells us that continuum and mesoscopic dis-
location are equivalent if the energy W of the system does not depend on the
particular dislocation current, but only on its dislocation density. We remark
that the thesis does not hold true if we do not make the assumption that the
set of Burgers vectors B is crystallographic (i.e., isomorphic to Z3).

Boundary conditions for dislocations. Let U be a bounded open set
such that U ∩ ∂Ω = ∂DΩ.

Definition 2.2.18 (Boundary conditions). A boundary condition is a triple
(N,P , αD) satisfying:

(i) N ≥ 0 is a natural number.

(ii) P is a triple (Pi, Qi,BP )0≤i≤N with {Pi} and {Qi} sequences of points
in ∂DΩ, and BP = {bPi}0<i≤N a sequence of vectors belonging to B. We

associate to P the 0-current with coefficients in Z3 as T̂P :=
∑

0<i≤N
δPibPi−

δQibPi, with δP the Dirac mass at P .

(iii) αD := α+α′ is the sum of two mesoscopic dislocations in U . We suppose α
is a closed current with support in ∂DΩ consisting ofM <∞ loops αi and
Burgers vector biα, while α

′ consists of the union of N dislocation loops αi
with support in Ū \Ω, such that for all i, αi has boundary ∂αi = δQi −δPi

and associated Burgers vector bPi ∈ BD.

From (iii) we can define ΛαD =
∑

0≤i≤M
αbiα ⊗ biα+

∑

0≤i≤N
αbα̂i ⊗ bPi to be the

density of the dislocation current α. According to the definitions of dislocation
currents given above we denote by α̂D, α̂, and α̂′ the corresponding currents
with coefficient in Z3.
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Definition 2.2.19. We say that the boundary condition (NP ,P , αD) is ad-
missible if the following condition is satisfied: there exists a regular dislocation
L such that ∂L̂ = T̂P . We say that a dislocation L satisfies the admissible
boundary condition (N,P , αD) if it satisfies the previous property.

As a consequence of the previous definition, it turns out that α̂D+L̂ is closed
in Ū ∪ Ω̄.

Some remarks. So far, dislocations are mathematically represented by
currents but it is crucial to keep in mind their physical origin and formation.
A dislocation loop in the bulk results from nucleation, that is, the collapse of
a void (i.e., a cavitation formed by aggregation of vacancies) which has become
unstable. Another source of dislocations is the flux of vacancies or interstitials
at the crystal boundary. In each case, the basic dislocation is a loop which
is associated to a single Burgers vector that depends on the crystal structure.
Submitted to thermal and mechanical forces, to diffusion, anihilation, recombi-
nation and any kind of mutual interactions, these loops might in turn deform
and move inside the crystal and through its boundary, but also form clusters
which themselves will either evolve or behave as fixed obstacle to the motion of
other loops, provoking material hardening.

These considerations are at the basis of the notion of regular dislocation in-
troduced above. According to the dislocation physics, the basic object will be
the loops associated to a given Burgers vector b, i.e., the functions ϕbj intro-
duced in Definition 2.2.5. These simple generator loops will then be smoothly
deformed and summed (in the sense of currents) in order to form dislocation
clusters. Moreover, it should be emphasized that the limited number of Burg-
ers vectors of the generating loops might increase significantly as clusters are
considered since Frank law applies at dislocation junctions [35]. For this reason,
our restriction to finite families of regular loops associated to a finite number
of distinct Burgers vectors (Assumption 2.2.10) does not preclude the forma-
tion of complex structures. As a consequence, a dislocation of this kind might
be formed by countably regular loops connected by arcs which are effectless
in terms of the intrinsic geometry of the crystal, and therefore referred to as
geometrically unnecessary Ξ (Definition 2.2.9). Moreover, though being 1-sets,
the clusters might exhibit complex geometries at the countable intersections or
at the sets of accumulation points of their generating loops. It should neverthe-
less be clarified that since overlapping of dislocations is not acceptable from a
physical viewpoint, it should be equivalently understood as a non-overlapping
curve associated to a scalar multiple of the Burgers vector.

Let us now describe a dislocation cluster which is not a mesoscopic disloca-
tion. Consider the cluster of Fig. 2.4(c) but instead of assuming that each loop
possesses the same Burgers vector b, suppose that the family BI * Z3 of Burgers
vectors is non-crystallographic, that means that if BI = {bi}i∈N then the ratios
bi/bj is never rational for every i 6= j. Thus, it clearly appears that this cluster
cannot be made of regular dislocations without violating Assumption 2.2.10.
Instead, it turns out that the broader notion of continuum dislocation holds for
this kind of pathological cluster, as long as the sum of the length of the loops
is finite. We emphasize that from a strictly mesoscopic standpoint allowing the
Burgers vectors to take countably many values (BI * Z3 non-crystallographic)
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is not physical, all the more for bounded crystals. However it can become im-
portant to permit this limit case, for instance if one considers homogenization,
or from a statistical viewpoint, ensemble averaging of dislocations.

If L is a regular mesoscopic dislocation, the fact that L ∈ CD does not
imply that H1(L) < ∞, even if ΛL is finite. Indeed continuum dislocations in
CD might be quite wild, since they can consist of countable fully disconnected
loops and may admit geometrically unnecessary arcs which are locally dense,
i.e., H1(Ξ̄) = ∞. Moreover, since disconnected pieces of a dislocation can be
connected by adding geometrically unnecessary arcs Ξ (cf. Fig 2.4), it might
also happen that H1(Ξ) = ∞.

The introduction of continuum dislocations might be convenient for some
other reasons. First, considering time-evolution of dislocations, this latter class,
as opposed to the former, allows us to consider an evolution of the unneces-
sary part Ξ(t) such that H1 (Ξ(t)) → ∞ (or H1

(

Ξ̄(t)
)

→ ∞) as t converges to
some limit time. Time-evolution of some subset of K to a pathological Ξ is also
possible within this setting, and it might be taken into account since unneces-
sary dislocations play an effective role in dynamics (as obstacle to motion, i.e.
hardening), whereas they do not contribute to the dislocation density. Second,
continuum dislocations conceptually suits better engineer models of dislocations
in which necessary and unnecessary dislocations are treated by distinct, though
coupled, equations.

2.3 Maps in T3 with bounded curl

In this section we prove a characterization of the maps in Lp(Ω,R3×3) whose
Curl is the density of a regular dislocation (This is the space BCp,Λ(Ω,R3×3)
introduced in (2.5.15) below). We prove that to each such map F corresponds a
function u in the Sobolev spaceW 1,p(Ω,T3) (or, equivalently, inW 1,p(Ω, (S1)3),
where S1 is the set of points in R2 with norm equal to 1) such that ∇u = F .
Moreover, if α represents an inverse of the projection π : R → S1, then we prove
that to each map u in W 1,p(Ω,T3) such that the gradient of α ◦ u is a map in
Lp(Ω,R3×3) with curl a Radon measure, then such Radon measure must be the
density of some dislocation. We will state our result for vector-valued fields
(BCp(Ω,R3)) instead of R3×3-valued tensors, which will correspond to maps in
W 1,p(Ω,T). In order to achieve the proof of this correspondence we need some
preliminary tools of measure theory.

Preliminary facts. Let u ∈W 1,1(Ω,Rm), then we define the set of regular
points of u as the set Ru of all x ∈ Ω such that x is a Lebesgue point for both
u and Du, and the value u(x) concides with its Lebesgue value. Of course, the
complementary set of Ru is negligible in Ω.

Theorem 2.3.1. Let u ∈ W 1,1(Ω,Rm). Then there exist a countable family
of closed sets Fk ⊂ Ω and Lipschitz functions uk : Ω → Rm such that u ≡ uk
on Fk, Ru ⊂ ∪kFk, and for all k we have Du(x) = Duk(x) for a.e. x ∈ Fk.
Moreover uk → u strongly in W 1,1(Ω,Rm).

This statement is proved in [31, Theorem 4 of Section 3.1.3] with the help
of [31, Proposition 1 of Section 3.1.1].
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Also the following Theorem is needed. We refer to [31, Theorem 2 of Section
2.2.7].

Theorem 2.3.2 (Boundary Rectifiability Theorem). Let S be a m-integer mul-
tiplicity current such that ∂S has finite mass. Then ∂S is a (m − 1)-integer
multiplicity current.

Definition 2.3.3. For every 1-form ω ∈ D1(R3) we identify ω = ωidxi with
the vector field w = (w1, w2, w3) ∈ C∞(R3,R3) by setting wi := ωi. Moreover
we identify every 2-form ω = ωidxī ∈ D2(R3) with another vector field wi =
(−1)i+1ωi. With this convention we can see the external derivative dω of a
1-form ω as the curl of the corresponding vector w, i.e., widxi = ωi and dω =
(Curl w)idxī.

As a consequence of this identification, if L is a 1-current with finite mass,
then it is a measure in Mb(Ω,R3). The same holds true for 2-dimensional
currents S. In particular the boundary of a current corresponds to the curl of
the correspondent measure since

∂S(ω) = S(dω) = 〈S, Curl w〉 = 〈Curl S, w〉. (2.3.1)

The following Theorem is a classical result, whose proof is given in [51].

Theorem 2.3.4. Let Ω be a bounded and simply connected open set. Let µ ∈
Mb(Ω,R3) be a Radon measure such that Curl µ = 0 as a distribution. Then
there exists a function with bounded variation u ∈ BV (Ω) such that Du = µ.

Moreover we need the following Theorem which provides a chain rule to
compute the derivative of the composition of a smooth function with a function
with bounded variation (see [4] or [78]).

Theorem 2.3.5. Let u ∈ BV (Ω) with Ω ⊂ Rn a bounded open set, and let
f ∈ C1(Ω). Then the distributional derivative of f ◦ u is given by

D(f ◦ u) = Df(u)DauLn +Df(ũ)Dcu+ (f(u+)− f(u−))νJuH2
xJu , (2.3.2)

where ũ is the Lebesgue representant of u, i.e., ũ(x) is the Lebesgue value of u
at x.

Let Ψ be a Lipschitz map between two Riemannian manifolds Mm and Nn

of dimension m and n respectively. The differential DΨ(x) of Ψ at a point
x ∈Mm is a linear map between the tangent space TxM and TΨ(x)N . We can
then define the Jacobian JΨ(x) of Ψ at x as

JΨ(x) :=
√

DΨ(x)DΨ(x)T .

The classical Coarea Formula for Lipschitz maps is given by the following.

Theorem 2.3.6. Let Mm and Nn two Riemannian manifolds of dimension m
and n respectively, with m > n. Let Ψ : Mm → Nn be a Lipschitz map. Then
for all functions g ∈ L1(Mm,R) it holds

∫

Mm

g(x)|JΨ(x)|dHm(x) =

∫

Nn

(

∫

Ψ−1(y)

g(x)dHm−n(x)
)

dHn(y). (2.3.3)



2.3. MAPS IN T3
WITH BOUNDED CURL 121

The space of Sobolev functions in the torus. We denote byW 1,1(Ω, S1)
the space of all u ∈ W 1,1(Ω,R2) such that |u(x)| = 1 for a.e. x ∈ Ω. Obviously
W 1,1(Ω, S1) is a closed subspace of W 1,1(Ω,R2).

For all β ∈ [0, 2π) we denote by rβ : R2 → R2 the anticlockwise rotation of
an angle β, i.e.,

rβ =

(

cosβ − sinβ
sinβ cosβ

)

.

We define the function α : R2 → [0, 2π) as

α(x) :=



















arctan(−x1

x2
) + π

2 if x2 > 0,

0 if x1 ≥ 0, x2 = 0,

π if x1 < 0, x2 = 0,

arctan(−x1

x2
) + 3π

2 if x2 < 0.

(2.3.4)

We see that α is smooth outside the set {x1 ≥ 0, x2 = 0}, and it has a jump of
width 2π on this set. For convenience we also introduce, for all real number β ∈
[0, 2π), the function αβ : R2 → [0, 2π) defined by αβ := r−β ◦ α. In particular,
composing with r−β , we have moved the jump of α to the set {α(x) = β}.

Let ϕ ∈ C∞(Ω,R2). For all real numbers β ∈ [0, 2π) we define the αβ -lifting
of ϕ as αβ ◦ ϕ : Ω → [0, 2π). Computing the differential of αβ ◦ ϕ at a point x
such that ϕ(x) is not on the jump set of αβ we get

D(αβ ◦ ϕ)(x) = rβ
(−u2(x)D1ϕ(x)

|u(x)|2 ,
u1(x)D2ϕ(x)

|u(x)|2
)T

. (2.3.5)

The aforementioned assumption on u ∈ W 1,1(Ω, S1) that the gradient of
α ◦u is a map in Lp(Ω,R3) with Curl a Radon measure is rigorously expressed
in the following form (see also Remark 2.3.10 below):

Assumption 2.3.7. There exists a Radon measure µ ∈ Mb(Ω,R3) such that

〈−u2Du1 + u1Du2, Curl ϕ〉 =
∫

Ω

ϕdµ, (2.3.6)

for every ϕ ∈ C∞
c (Ω,R3).

Main result. The following Theorem states that each strain F in the
presence of dislocations can be written as the gradient of a Sobolev torus-valued
map.

Theorem 2.3.8. Let Ω be a bounded and simply connected open set. Let L ∈
D1(Ω) be a closed 1-integer multiplicity current and suppose F ∈ L1(Ω,R3)
is such that Curl F = L (with the identification (2.3.1)). Then there exists
u ∈W 1,1(Ω, S1) such that −u2Du1 + u1Du2 = F on Ω.

Proof. Since L is a closed 1-integer multiplicity current, there exists a 2-integer
multiplicity current S with finite mass and such that −∂S = L. Let us now
define the distribution µ ∈ D′(Ω,R3) as follows

µ(ϕ) := S(ϕ) + 〈F, ϕ〉,
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for all ϕ ∈ C∞
c (Ω,R3), where we have identified the map ϕ with the 2-form

∑3
i=1(−1)iϕidxī as in Definition 2.3.3. The distribution µ is easily seen to be a

Radon measure with finite mass. We compute the rotation of µ, that is

〈Curl µ, ϕ〉 = S(Curl ϕ) + 〈F, Curl ϕ〉 = ∂S(ϕ) + L(ϕ) = 0,

for all ϕ ∈ C∞
c (Ω,R3), by definition of S. Then Theorem 2.3.4 implies that

then exists v ∈ SBV (Ω) such that Dv = µ = S + F . Since S is an integer
multiplicity current, there exist a 2-rectifiable set S with unit normal ν and an
integer-valued function θ ∈ L1(S,H2) such that S = (S, ν, θ). In particular we
see that the jump of v is given by the measure θν · H2

xS , while the absolutely
continuous part of the gradient Dv is F . We then set

u(x) = (u1(x), u2(x)) := (cos(2πv(x)), sin(2πv(x))).

The map t → 2πt is of class C1 on R, so formula (2.3.2) applies and we obtain
Dju1 = (cos(2πv+(x)) − cos(2πv−(x)))νH2

xS= 0, since v+ − v− = θ ∈ Z, and
we conclude that u1 has not jump part, and then it belongs to W 1,1(Ω). The
same being true for u2, we get u ∈ W 1,1(Ω, S1). Moreover Du1 = − sin(2πv)F
and Du2 = cos(2πv)F so that −u2Du1 + u1Du2 = F and we have concluded.

The main result of this section states that also the opposite of Theorem 2.3.8
holds true.

Theorem 2.3.9. Let u ∈ W 1,1(Ω, S1) and assume that u satisfies hypothesis
2.3.7. Then there exists a closed integral 1-current L such that Curl (−u2Du1+
u1Du2) = 2πL.
Remark 2.3.10. Note that S1 is obviously isometric to T. The isometry is
the function α : S1 → T given by (2.3.4). This isometry is smooth and has
differential (−x2, x1)T . So that, if u ∈W 1,1(Ω, S1) and û := α(u) ∈W 1,1(Ω,T)
is the corresponding map with values in the torus, then the quantity −u2Du1+
u1Du2 is exactly the gradient of û. In particular, in terms of maps with values
in the torus, the previous Theorem states that if u ∈W 1,1(Ω,T) is not constant
and Curl ∇û is a Radon measure, then Curl ∇û is represented by a closed
integral 1-current.

Without lose of generality we suppose the set {x ∈ Ω : u2(x) = 0} is negli-
gible (otherwise it suffices to choose another basis of R2). Let {Fk}k>0 be the
closed sets provided by Theorem 2.3.1. By this Theorem we know that u is
Lipschitz on Fk and we can extend uxFk

to a Lipschitz map uk : Ω → R2 (with
the same Lipschitz constant). Moreover uk → u strongly in W 1,1(Ω,R2).

We prefer to divide the proof of Theorem 2.3.9 in several steps. We provide
some lemmas and propositions, the first one being the following.

Lemma 2.3.11. There is a positive real number r < 1 such that the level
set {|uk| = r} has finite 2-dimensional Hausdorff measure for all k > 0, and
H2({|uk| = r}) → 0 as k → ∞.

Proof. Since the maps |uk| are Lipschitz, the coarea formula applies and gives

∫

Ω∩{uk 6=0}
| u

k(x)

|uk(x)|Du
k(x)|dx =

∫ +∞

0

H2({|uk| = t})
)

dt. (2.3.7)
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The Dominated Convergence Theorem implies that uk

|uk|Du
k → u

|u|Du = D|u| =
0 as k → ∞, so that we obtain that the functions t → H2({|uk| = t}) are
converging to zero strongly in L1(R). In particular they converge to zero almost
everywhere, and then there exists 0 < r < 1 such that H2({|uk| = r}) → 0.

It is convenient to introduce the following notation. We set

Nk := {|uk| < r}

and, up to choosing another r in the previous lemma, we can assume that
{|uk| = r} = ∂Nk ∪Mk with Mk a H2-negligible set for all k > 0. We also set

Ωk := Ω \ {|uk| ≤ r}, (2.3.8)

so that Ωk → Ω. Consider the closed sets Sk0 := {uk2 = 0}. We now prove the
following Lemma where we deal with the function α introduced in (2.3.4).

Lemma 2.3.12. There is a real number t ∈ (0, 2π) such that the level set
{α ◦ uk = t} ∩Ωk has finite 2-dimensional Hausdorff measure for all k > 0 and

H2({α ◦ uk = t} ∩ Ωk) → H2({α ◦ u = t} ∩ (∪kFk)) < +∞. (2.3.9)

Proof. The maps α ◦ uk are locally Lipschitz on Uk := Ωk \ Sk0 , therefore the
Coarea formula applies and gives

∫

Uk

|D(α ◦ uk)(x)|g(x)dx =

∫ 2π

0

(

∫

{α◦uk=t}
g(y)dH2(y)

)

dt, (2.3.10)

for all functions g ∈ L1(Ω). Setting first g = χFk
and then g = χF c

k
we find

∫

Ωk∩Fk

|D(α ◦ uk)(x)|dx =

∫ 2π

0

H2({α ◦ uk = t} ∩ Ωk ∩ Fk)dt

=

∫ 2π

0

H2({α ◦ uk = t} ∩ Fk)dt, (2.3.11)

since Fk ⊂ Ωk, and

∫

Ωk\Fk

|D(α ◦ uk)(x)|dx =

∫ 2π

0

H2({α ◦ uk = t} ∩ Ωk \ Fk)dt. (2.3.12)

Now, since |uk| ≥ r > 0 in Ωk by (2.3.8), it holds D(α ◦ uk) = −uk
2Du

k
1+u

k
1Du

k
2

|uk|2 ,

so we see that |D(α ◦ uk)|χUk
≤ | − uk2Du

k
1 + uk1Du

k
2 |r−2χΩk

→ | − u2Du1 +
u1Du2|r−2 strongly in L1(Ω), so that the left-hand side of (2.3.12) is converging
to 0 since Ωk \ Fk ⊂ Ω \ Fk ↓ Ω \ ∪kFk, that is negligible. This proves that
the function t 7→ H2({α ◦ uk = t} ∩ Ωk \ Fk) is converging to 0 strongly in
L1((0, 2π)), and in particular tends to 0 for a.e. t. Let us denote by Σ1 the
subset of (0, 2π) where pointwise convergence holds.

The left-hand side of (2.3.11) is uniformly bounded by a constant. Moreover
the functions t 7→ H2({α◦uk = t}∩Fk) are increasing and pointwise converging
to t 7→ H2({α ◦ u = t} ∩ ∪kFk) thanks to the fact that Fk are increasing and
that {α ◦ uk = t} ∩ Fk = {α ◦ u = t} ∩ Fk by definition of uk. So the Monotone
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Convergence Theorem implies that the maps t 7→ H2({α◦uk = t}∩Ωk∩Fk) are
converging to t 7→ H2({α◦uk = t}∩(∪kΩk)∩(∪kFk)) = H2({α◦uk = t}∩(∪kFk))
strongly in L1((0, 2π)). Again there is a subset Σ2 of (0, 2π) of full measure
where pointwise convergence holds.

Writing

{α ◦ uk = t} ∩ Ωk = ({α ◦ uk = t} ∩ Fk)
⋃

({α ◦ uk = t} ∩ Ωk ∩ F ck ), (2.3.13)

we deduce from the observations made so far that if t ∈ Σ1 ∩ Σ2 is such that
H2({α ◦ u = t} ∩ (∪kFk)) < +∞, then

H2({α ◦ uk = t} ∩ Fk) ↑ H2({α ◦ u = t} ∩ (∪kFk)), (2.3.14)

and
H2({α ◦ uk = t} ∩Ωk ∩ F ck ) → 0. (2.3.15)

In particular (2.3.13) implies that (2.3.9) holds and the proof is complete.

Let us define Sk := Ωk ∩ {α ◦ uk = t}. Let γ := π− t ∈ (0, 2π), and consider
the maps αγ ◦ uk, so that by the definition of αγ the maps αγ ◦ uk have a jump
of high 2π on the set Sk. Hence the maps (αγ ◦ uk)χΩk

belong to SBV (Ω),
being Sobolev on the set Ωk \ Sk.

Proposition 2.3.13. The map αγ ◦ u belongs to SBV (Ω) and (αγ ◦ uk)χΩk

converges to αγ ◦ u strongly in SBV (Ω). Moreover it holds

S(ϕ) :=
∫

S

ν · ϕdH2 =
1

2π
〈−u2Du1 + u1Du2, ϕ〉Ω +

1

2π
〈αγ ◦ u, Div ϕ〉Ω,

(2.3.16)

for all ϕ ∈ C∞
c (Ω,R3), where S := {α ◦ u = t} ∩ (∪kFk).

Proof. The Divergence Theorem on the open set Ωk \ Sk provides

∫

Sk

[αγ ◦ uk]ϕ · νdH2 +

∫

∂Nk

αγ ◦ ukϕ · νdH2 =〈−u
k
2Du

k
1 + uk1Du

k
2

|uk|2 , ϕ〉Ωk

+ 〈αγ ◦ uk, Div ϕ〉Ωk
,
(2.3.17)

for all ϕ ∈ C∞
c (Ω,R3), where [αγ ◦ uk] = (αγ ◦ uk)+ − (αγ ◦ uk)− is the jump

of αγ ◦ uk on the two faces of Sk, and ν is the normal to Sk pointing from the
face with trace (αγ ◦ uk)+ to the face with trace (αγ ◦ uk)−, and let ν denote
also the normal to ∂Nk pointing inside Nk. It is seen that the two traces on
Sk are the two constants 0 and 2π, so assume (αγ ◦ uk)± = π ± π and hence
[αγ ◦ uk] = 2π. In particular

∫

Sk

[αγ ◦ uk]ϕ · νdH2 = 2π

∫

Sk

ϕ · νdH2.

Now we define the distributions Sk and N k by

Sk(ϕ) :=
∫

Sk

ϕ · νdH2 and N k(ϕ) :=

∫

∂Nk

αγ ◦ ukϕ · νdH2,
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for all ϕ ∈ C∞
c (Ω,R3). Let us first note that Sk and N k are Radon measures,

more precisely Sk = ν ·H2
xSk

and N k = (α◦uk)ν ·H2
x∂Nk

. Thanks to the fact
that αγ ◦ uk is bounded, Lemma 2.3.11 shows that

N k ⇀ 0 weakly* in Mb(Ω,R
3), (2.3.18)

while Lemma 2.3.12 implies that there exists S ∈ Mb(Ω,R3) such that

Sk ⇀ S weakly* in Mb(Ω,R
3), (2.3.19)

as k → ∞. Moreover we claim that S = ν ·H2
x{α◦u=t}∩(∪kFk) and that the limit

in the previous formula holds with respect to the strong topology of Mb(Ω,R3).
To see this we set S ′ = ν · H2

x{α◦u=t}∩(∪kFk) and using (2.3.9) we write

|S ′ − Sk| ≤ |ν · H2
x{α◦u=t}∩(F\Fk)|+ |ν · H2

x{α◦uk=t}∩Ωk∩F c
k )
|,

where we have set F := ∪hFh, and both the terms in the right-hand side vanishes
as k → ∞. The first one vanishes since we can write H2({α◦u = t}∩(F \Fk)) =
H2({α ◦ u = t} ∩ F − H2({α ◦ uk = t} ∩ Fk) and use (2.3.14), the latter term
vanishes thanks to (2.3.15). This proves that S = S ′ = ν · H2

x{α◦u=t}∩F .

By definition of Ωk we know that |uk| > r on Ωk so that
−uk

2Du
k
1+u

k
1Du

k
2

|uk|2 χΩk

converges to −u2Du1+u1Du2

|u|2 = −u2Du1+u1Du2 while αγ ◦uk converges to αγ ◦u
strongly in L1(Ω). We can then pass to the limit as k → ∞ in (2.3.17) and using
(2.3.18) and (2.3.19) we obtain

2π

∫

Ω

ϕdS = 〈−u2Du1 + u1Du2, ϕ〉Ω + 〈αγ ◦ u, Div ϕ〉Ω, (2.3.20)

for all ϕ ∈ C∞
c (Ω,R3). Thanks to the fact that S = ν · H2

x{α◦u=t}∩(∪kFk) the
previous formula is equivalent to (2.3.16).

Formula (2.3.17) also shows that the absolutely continuous part of the gra-

dient of (αγ ◦ uk)χΩk
is

−uk
2Du

k
1+u

k
1Du

k
2

|uk|2 χΩk
, and that the jump part is the mea-

sure πSk + Nk. Now formula (2.3.16) shows that the distributional derivative
of αγ ◦ u is given by the measure S − u2Du1 + u1Du2. But we have proved so
far that D(αγ ◦ uk)χΩk

converges to S − u2Du1 + u1Du2 strongly as measure,
so (αγ ◦ uk)χΩk

converges to αγ ◦ u strongly in SBV (Ω).

Lemma 2.3.14. The measure S = ν · H2
x{α◦u=t}∩(∪kFk) is a 2-dimensional

integral current, i.e., ∂S is a 1-integer multiplicity current.

Proof. The fact that S is a rectifiable current is straightforward and it has finite
mass (formula (2.3.9)). Moreover, from (2.3.16), we can write

∂S(ϕ) =
∫

S

ν · Curl ϕdH2 =
1

2π
〈−u2Du1 + u1Du2, Curl ϕ〉Ω, (2.3.21)

where we have identify the 1-form ϕidxi with the vector field ϕ. So from (2.3.6)
it follows that ∂S ∈ Mb(Ω,R3), and in particular it has finite mass. Now
Theorem 2.3.2 implies that ∂S is an integer multiplicity current, and the thesis
follows.

The proof of Theorem 2.3.9 is now complete thanks to formula (2.3.21) that
shows that Curl (D(α ◦ u)) = Curl (−u2Du1 + u1Du2) = 2π∂S, with ∂S an
integral 1-current.
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2.4 Functional properties of the strain in the

presence of dislocations

2.4.1 Lp-fields with bounded measure curl

Let 1 ≤ p < ∞ and let Ω ⊂ R3 be an arbitrary open set. We introduce the
vector space of tensor-valued fields

BCp(Ω,R3×3) := {F ∈ Lp(Ω,R3×3) s.t. Curl F ∈ Mdiv(Ω,R
3×3)}, (2.4.1)

which, as endowed with norm

‖F‖BCp := ‖F‖p + |Curl F |(Ω), (2.4.2)

turns out to be a Banach space. Here the curl of F ∈ BCp(Ω,R3×3) is intended
in the sense of distributions.

Remark 2.4.1. The “antinormal” tensor F ×N = (FτA)⊗ τB− (FτB)⊗ τA is
distinct from the tangent projection F − FN ⊗N = (FτA)⊗ τA + (FτB)⊗ τB

with (τA, τB) the 2 tangent vectors of ∂Ω.

Helmholtz decomposition for tensor fields. The following Lemma is a
direct tensor extension of the theorems of existence and uniqueness of Neumann
problem as shown in [72] (see also [30, Lemma III.1.2 and Theorem III.1.2]).

Lemma 2.4.2. Let G ∈ Lp(Ω,R3×3) with 1 < p < ∞ and let Ω ⊂ R3 be a
bounded and simply connected open set with boundary of class C1. Then there
exists a unique solution (up to a constant) u ∈W 1,p(Ω,R3) of

{

−∆u = Div G in Ω
∂Nu = −GN on ∂Ω.

(2.4.3)

Moreover the solution satisfies ‖Du‖p ≤ C‖G‖p.

Let us remark that equation (2.4.3) is a formal strong form meaning that
the following weak form is solved (see [80]):

−〈∇u,∇ϕ〉 = 〈G,∇ϕ〉 ∀ϕ ∈ W 1,p′(Ω,R3×3). (2.4.4)

Indeed GN is not well defined on ∂Ω. This issue will be addressed by Lemma
2.4.3.

Let us define

Lpdiv(Ω,R
3×3) := {F ∈ Lp(Ω,R3×3) s.t. Div F = 0}

= adhLp{F ∈ C∞(Ω̄,R3×3) s.t. divF = 0}, (2.4.5)

Lpcurl(Ω,R
3×3) := {F ∈ Lp(Ω,R3×3) s.t. Curl F = 0}

= adhLp{F ∈ C∞(Ω̄,R3×3) s.t. curlF = 0}. (2.4.6)

Let 1 < p < ∞. Let V ∈ Lp(Ω,R3) with Div V ∈ Lp(Ω,R), then there ex-

ists V N ∈ W−1/p,p(∂Ω) :=
(

W 1/p,p′(∂Ω)
)′
. Moreover, if V ∈ Lp(Ω,R3) with

Curl V ∈ Lp(Ω,R3), there exists V × N ∈ W−1/p,p(∂Ω,R3). These proper-
ties straightforwardly apply to tensor-valued maps, where V N (componentwise,
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VijNj) and V × N (componentwise, ǫjlpVilNp) mean, with an abuse of nota-
tion, the bounded normal and antinormal traces of V in W−1/p,p(∂Ω,R3) and
W−1/p,p(∂Ω, R3×3), respectively. In particular, these traces are well defined for
tensors belonging to the spaces Lpdiv(Ω,R

3×3) and Lpcurl(Ω,R
3×3) (see [41] and

references therein). Specifically, the following Lemma holds.

Lemma 2.4.3. Let Ω ⊂ R3 be a bounded open set with boundary of class C1

and let F ∈ Lp(Ω,R3×3) be such that Div F ∈ Lp(Ω,R3). Then there exists

FN ∈ W−1/p,p(∂Ω,R3) :=
(

W 1/p,p′(∂Ω,R3)
)′

such that

〈FN, γ(ϕ)〉 := 〈Div F, ϕ〉+ 〈F,Dϕ〉 (2.4.7)

for all ϕ ∈ W 1,p′(Ω,R3), with γ(ϕ) ∈W 1/p,p′(∂Ω,R3) the boundary trace of ϕ.

Proof. Let us define the linear functional on W 1/p,p′(∂Ω) by

〈FN, γ〉 := 〈Div F, ϕ〉+ 〈F,Dϕ〉,

where ϕ ∈ W 1,p′(Ω,R3) has trace γ on ∂Ω. First observe that FN does not
depend on the particular ϕ chosen as extension of γ(ϕ). If ϕ1, ϕ2 are two such
extensions, then their difference has zero trace and

0 = 〈Div F, ϕ1 − ϕ2〉+ 〈F,D(ϕ1 − ϕ2)〉,

by definition of the distributional divergence. Thus we chose a lifting operator
L∂Ω : W 1/p,p′(∂Ω,R3) → W 1,p′(Ω,R3) so that by its linearity and continuity
(cf. [23]), it holds

|〈FN, γ〉| ≤ C (‖F‖p + ‖Div F‖Lp) ‖L∂Ω(γ)‖W 1,p′ (Ω)

≤ C (‖F‖p + ‖Div F‖Lp) ‖γ‖W 1/p,p′(∂Ω),

achieving the proof.

A similar proof provides the following:

Lemma 2.4.4. Let Ω ⊂ R3 be a bounded open set with boundary of class C1

and let F ∈ Lp(Ω,R3×3) be such that Curl F ∈ Lp(Ω,R3×3). Then there exists

F ×N ∈W−1/p,p(∂Ω,R3) :=
(

W 1/p,p′(∂Ω,R3)
)′

such that

〈F ×N, γ(ϕ)〉 := 〈Curl F, ϕ〉 − 〈F, Curl ϕ〉 (2.4.8)

for all ϕ ∈ W 1,p′(Ω,R3), with γ(ϕ) ∈W 1/p,p′(∂Ω,R3) the boundary trace of ϕ.

Let us introduce the spaces

Vp(Ω) :=
{

V ∈ Lpdiv(Ω,R
3×3) : Curl V ∈ Lp(Ω,R3×3), V ×N = 0 on ∂Ω

}

,
(2.4.9)

Ṽp(Ω) :=
{

V ∈ Lpdiv(Ω,R
3×3) : Curl V ∈ Lp(Ω,R3×3), V N = 0 on ∂Ω

}

.
(2.4.10)

Lemma 2.4.5. Let Ω ⊂ R3 be a bounded open set with boundary of class C1

and V ∈ Vp(Ω). Then (Curl V )N = 0 in the sense of Lemma 2.4.3.
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Proof. Take any ϕ ∈ W 1,p′(Ω,R3). By part integration (equations (2.4.7) and
(2.4.8)), it holds

〈(Curl V )N,ϕ〉∂Ω = 〈Curl V,Dϕ〉 = 〈V ×N,Dϕ〉∂Ω = 0.

Since ϕ is arbitrary, the proof is achieved.

The following estimate can be found in [41].

Lemma 2.4.6 (Kozono-Yanagisawa). Let Ω ⊂ R3 be a bounded open set with
boundary of class C1 and assume F ∈ Vp(Ω) or F ∈ Ṽp(Ω). Then F ∈
W 1,p(Ω,R3×3) and it holds

‖∇F‖p ≤ C (‖Curl F‖p + ‖F‖p) . (2.4.11)

This shows that Vp(Ω) and Ṽp(Ω) are closed subspaces in W 1,p(Ω,R3×3).
In simply connected and bounded domains the following better estimate can be
obtained (see [79]). Note that this is a classical result for smooth functions with
compact support.

Lemma 2.4.7 (von Wahl). Let Ω be a simply connected and bounded domain
and let F ∈ Vp(Ω) or F ∈ Ṽp(Ω). Then it holds

‖∇F‖p ≤ C‖Curl F‖p. (2.4.12)

As a direct consequence the following result holds.

Lemma 2.4.8. Let F ∈ Vp(Ω) or F ∈ Ṽp(Ω). Then Curl F = 0 ⇐⇒ F = 0.

We remark that, when F ∈ Ṽp(Ω), Lemma 2.4.8 amounts to proving the
uniqueness property of Lemma 2.4.2. Moreover, in [41], a more general state-
ment is established without the simply connectedness assumption. In general,
for Ω a smooth and bounded subset of R3, Curl F = Div F = 0, coupled with
the boundary condition V × N = 0 or V N = 0, has a non-trivial solution.
In particular Kozono and Yanagisawa [80] show that the solutions belong to a
subspace of C∞(Ω̄,R3×3) with positive finite dimension, depending on the Betti
number of Ω.

The following result is well known in the Hilbertian case L2 but is not classi-
cal for the general Banach space Lp. It is basically proven with help of Lemma
2.4.2 (for a complete proof see [41, 80], cf. also [30, 55]).

Theorem 2.4.9 (Helmholtz-Weyl-Hodge-Yanagisawa). Let 1 < p < ∞ and
let Ω be a bounded, simply connected and smooth open set in R3. For every
F ∈ Lp(Ω,R3×3), then the two following statements hold true:

(i) There exist u0 ∈ W 1,p
0 (Ω,R3) and V ∈ Ṽp(Ω), such that

F = Du0 + Curl V.
(

Lp(Ω,R3×3) = ∇W 1,p
0 (Ω,R3)⊕ Curl Ṽp(Ω)

)

(2.4.13)

(ii) There exist u ∈ W 1,p(Ω,R3) with ∂Nu = FN on ∂Ω, and V0 ∈ Vp(Ω),
such that

F = Du + Curl V0.
(

Lp(Ω,R3×3) = ∇W 1,p(Ω,R3)⊕ Curl Vp(Ω)
)

(2.4.14)
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Moreover the decompositions are unique, in the sense that u0, V , V0 are uniquely
determined, while u is unique up to a constant, and it holds ‖Du0‖p, ‖Du‖p ≤
C‖F‖p, respectively.

By Lemma 2.4.5, the potential u of (2.4.14) is found by solving (2.4.3) with
G = −F , this also gives a meaning to the condition ∂Nu = FN .

Remark 2.4.10. When F is smooth with compact support, decompositions
such as (2.4.13) and (2.4.14) are classically given by Stokes theorem and explicit
formulae involving the divergence and the curl of F (see [79], [9]). Notice that
no boundary data for F is here given.

Remark 2.4.11. Let F ∈ C1(Ω,R3×3). In the particular case Curl F = 0 the
Helmholtz decomposition is trivial if Ω is a simply connected domain. Indeed it
is well-known that in such a case there exists u ∈ C2(Ω,R3) satisfying F = Du.
This result extends for F ∈ Lp with 1 < p < +∞ as shown in [30]. See [41] for
a complete treatment of Helmholtz decomposition in Lp, relying on the pioneer
paper [29]. Moreover, if Div F = 0 then, by Theorem 2.4.9, F = Curl V with
V ∈ Ṽp(Ω). We remark that for smooth functions F , this result holds for any
simply connected domain with Lipschitz boundary.

Remark 2.4.12. Smoothness of the boundary is a strong requirement which is
needed for the following reason: (2.4.13) and (2.4.14) require in principle to solve
a Poisson equation ∆u = Div F with the right-hand side in some distributional
(viz., Sobolev-Besov) space for which smoothness of the boundary is needed. It
is known [25] that for a Lipschitz boundary the solution holds for restricted p
(namely 3/2 − ǫ ≤ p ≤ 3 + ǫ) for some ǫ = ǫ(Ω) > 0. Note that for p = 2 a
Lipschitz boundary would be sufficient.

Invertibility of the curl. A key equation behind the results of this work
is the following system:







−Curl F = µT in Ω
Div F = 0 in Ω
FN = 0 on ∂Ω,

, (2.4.15)

with µT a Radon measure in Mdiv(Ω,R3×3). Existence and uniqueness of a
solution is given by the following Theorem 2.4.13, for which Lemma 2.4.2 (or
Lemma 2.4.8) will be required. Let us introduce the following linear subspace
of BCp(Ω,R3×3):

BCpdiv(Ω,R3×3) :={F ∈ BCp(Ω,R3×3) : Div F = 0

and FN = 0 on ∂Ω}. (2.4.16)

In the last definition the divergence is intended in the sense of distributions.
The following results generalize to the case of measures the result in [11].

Theorem 2.4.13 (Biot-Savart). Let Ω ⊂ R3 be a bounded and simply connected
open set with boundary of class C1. Let µ be a tensor-valued Radon measure
such that µT ∈ Mdiv(Ω,R3×3), and let it be extended by zero outside Ω. Then
there exists a unique F in BC1

div(Ω,R
3×3) solution to (2.4.15). Moreover F

belongs to BCpdiv(Ω,R3×3) for all p with 1 ≤ p < 3/2 and for all such p there
exists a constant C > 0 satisfying

‖F‖p ≤ C|µ|(Ω). (2.4.17)
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Proof. Step 1. Let Φ be the fundamental solution of the Laplacian in R3 (i.e.,
∆Φ = δ0) and let ϕ ∈ C∞

c (R3,R). It holds
∫

R3

ϕ(x)dµij(x) = 〈µij , ϕ〉 = 〈µxij , 〈∆Φ(x − ·), ϕ(·)〉〉

= 〈µxij , 〈DΦ(x− ·), Dϕ(·)〉〉, (2.4.18)

Here the subscript x means that the field on which it is appended is a function
of x.

Let ϕ̄(x) := DΦ ⋆ ϕ(x) =
∫

R3 DΦ(x − ξ)ϕ(ξ)dξ = −
∫

R3 DΦ(ξ − x)ϕ(ξ)dξ =
−
∫

R3 DΦ(y)ϕ(x + y)dy ∈ C1
0(R

3,R3), where we have used the odd and asymp-
totically decreasing properties of DΦ. By solenoidal property of µT, one has
〈µij , Diϕ̄k〉 = 0, and recalling that ǫiqmǫmkl = δikδql− δilδqk while DΦ(ξ−x) =
−DΦ(x− ξ), we rewrite (2.4.18) as

〈µij , ϕ〉 = −〈µkj , ǫiqmǫmklDqϕ̄l〉 = 〈µxkj , ǫiqmǫmkl〈DlΦ(·), Dqϕ(·+ x)〉〉

= ǫiqmǫmkl

∫

R3

dµkj(x)

∫

R3

DlΦ(y)Dqϕ(x+ y)dy

= ǫiqmǫmkl

∫

R3

DlΦ(ξ − x)dµkj(x)

∫

R3

Dqϕ(ξ)dξ,

which by definition of the convolution between distributions (cf. [71, Théorème
1,VI,2;5]) reads 〈ǫmklDlΦ ⋆ µkj , ǫiqmDqϕ〉 = 〈ǫiqmDq (ǫmlkDlΦ ⋆ µkj) , ϕ〉, im-
plying that

µij = ǫiqmDq (ǫmlkDlΦ ⋆ µkj) , (2.4.19)

as a distribution.
Therefore the solution G writes componentwise as

Gjm(x) := −ǫmlk (DlΦ ⋆ µkj) (x) =

∫

R3

ǫmlkDlΦ(ξ − x)dµkj(ξ), (2.4.20)

and satisfies, by (2.4.19),

−Curl G = µT in Ω. (2.4.21)

Step 2. First observe that DΦ ∈ Lp(R3,R3×3) with 1 ≤ p < 3/2, since
DΦ(x) = O(|x|−2), and hence, posing R := |x − y|, while R̄ is the radius of a
ball centered in 0 and containing Ω̄,

‖DΦ‖pp ≤
∫ R̄

0

R−2pR2dR, (2.4.22)

where the last factor in the right-hand side is bounded as long as 1 ≤ p < 3/2.
The boundedness in Lp (hence the continuity) now follows from Minkowski’s
inequality since for some C > 0, it holds (see also [71, VI.I;4]),

‖G‖p ≤ C|µ|(Ω).
Now, taking ψ ∈W 1,p′(R3,R3)), we have

〈Gjm, Dmψj〉 = 〈ǫmlk〈Dy
l Φ(ξ − x), µkj(ξ)〉, Dmψj(x)〉

= −
∫

R3

ǫmlk〈DlΦ(ξ − x), Dmψj(x)〉dµkj (ξ)

=

∫

R3

ǫmlk〈DmDlΦ(ξ − x), ψj(x)〉dµkj(ξ) = 0,
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where the last equality follows from the smoothness of Φ. In other words
Div G = 0.

Step 3. Let us now prove that FN = 0. By Lemma 2.4.3 (with Ω in place
of Ω), since Div G = 0 the normal trace of G, denoted as GN , exists as an
element of W−1/p,p(∂Ω,R3) and satisfies

〈GN,ϕ〉∂Ω := 〈G,∇ϕ〉+ 〈Div G,ϕ〉 = 〈G,∇ϕ〉 ∀ϕ ∈W 1,p′(R3,R3).(2.4.23)

If φ ∈ W 1,p(Ω) we have that F := G+Dφ also satisfies −Curl F = µT. Thus,
Lemma 2.4.2 (with Ω in place of Ω) provides a solution φ such that Div F = 0
in Ω, FN = 0 on ∂Ω, and such that (2.4.17) holds.

Step 4. We now prove the uniqueness of solution. Assume that there
exist two solutions and denote by H ∈ Lp their difference, one has Curl H =
Div H = 0 in Ω while HN = 0 on ∂Ω. From Remark 2.4.11 there exists
u ∈ W 1,p(Ω,R3) such that H = ∇u. Taking the divergence one gets ∆u = 0 in
Ω. Moreover from HN = 0 we also have ∂Nu = 0 on ∂Ω. By Lemma 2.4.2 this
implies that there is a constant c with u ≡ c in Ω, whereby H = 0, achieving
the proof of uniqueness. The proof is complete.

By uniqueness, there exists a linear one-to-one and onto correspondence
between ν ∈ Mdiv(Ω,R3×3) and F ∈ BCpdiv(Ω,R3×3). Thus the map

Curl −1 : Mdiv(Ω,R
3×3) → BCpdiv(Ω,R3×3), ν 7→ F = −Curl −1(ν),(2.4.24)

is well defined and linear. Therefore, we may write

BCpdiv(Ω,R3×3) := Curl −1
(

Mdiv(Ω,R
3×3)

)

. (2.4.25)

Moreover, for any F ∈ BCpdiv(Ω,R3×3) we recover by Eq. (2.4.17) the Lp-
counterpart of Maxwell relation in L2 [55], that is,

‖F‖p ≤ C|Curl F |(Ω). (2.4.26)

Remark 2.4.14. In case Ω is not simply connected the uniqueness of solution
of problem (2.4.15) does not hold. In such a case, Lemma 2.4.8 would also not
hold, since the problem might exhibit non-trivial solutions, as shown in [80].

2.4.2 Harmonic maps with prescribed jump on a surface

Lemma 2.4.15. Let C be a smooth closed curve in R3 and let S be a smooth
bounded surface with boundary C and unit normal N . Let b ∈ R. The solution
of











∆u = 0 in R3 \ S
[u] := u+ − u− = b on S

[∂Nu] := ∂Nu
+ − ∂Nu

− = 0 on S

(2.4.27)

is given by (up to a harmonic map on R3)

u(x) = −b
∫

S

∂NΓ(x′ − x)dS(x′), (2.4.28)

for x ∈ R3 \ S, where Γ is the solution in R3 of ∆Γ = δ0.
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Proof. Let SV be a thin ellipsoid enclosing S and V the set containing S whose
boundary is SV with outer unit normal N . Let u be an arbitrary smooth real
function. We have the identities in V

∫

V

∂k(∂lu(x
′)Γ(x′ − x))dx′ =

∫

SV

∂lu(x
′)Γ(x′ − x)Nk(x

′)dS(x′)

and
∫

V

∂l(u(x
′)∂kΓ(x

′ − x))dx′ =

∫

SV

u(x′)∂kΓ(x
′ − x)Nl(x

′)dS(x′).

Thus by subtraction it holds
∫

V

∂k∂lu(x
′)Γ(x′ − x))dx′ −

∫

V

u(x′)∂k∂lΓ(x
′ − x))dx′ =

∫

SV

(∂lu(x
′))

−
Γ(x′ − x)Nk(x

′)dS(x′)−
∫

SV

u−i (x
′)∂kΓ(x

′ − x)Nl(x
′)dS(x′).

Moreover, the same identities in R3 \ V̄ yield
∫

R3\V̄
∂k∂lu(x

′)Γ(x′ − x))dx′ −
∫

R3\V̄
u(x′)∂k∂lΓ(x

′ − x))dx′ =

−
∫

SV

(∂lu(x
′))

+
Γ(x′ − x)Nk(x

′)dS(x′) +

∫

SV

u+i (x
′)∂kΓ(x

′ − x)Nl(x
′)dS(x′).

and hence, by summing,
∫

R3\SV

∂k∂lu(x
′)Γ(x′ − x))dx′ −

∫

R3\SV

u(x′)∂k∂lΓ(x
′ − x))dx′ =

−
∫

SV

[∂lu(x
′)]Γ(x′ − x)Nk(x

′)dS(x′) +

∫

SV

[u(x′)]∂kΓ(x
′ − x)Nl(x

′)dS(x′).

Contracting with δkl yields
∫

R3\SV

∆u(x′)Γ(x′ − x))dx′ −
∫

R3\SV

u(x′)∆Γ(x′ − x))dx′ =

−
∫

SV

[∂Nu(x
′)]Γ(x′ − x)dS(x′) +

∫

SV

[u(x′)]∂NΓ(x′ − x)dS(x′),

(2.4.29)

that is, for x ∈ R3 \ SV ,
∫

R3\SV

∆u(x′)Γ(x′ − x))dx′ − u(x) =

−
∫

SV

[∂Nu(x
′)]Γ(x′ − x)dS(x′) +

∫

SV

[u(x′)]∂NΓ(x′ − x)dS(x′).

(2.4.30)

Since u is arbitrary, let us set

u = −b
∫

S

∂NΓ(y − ·)dS(y),



2.4. THE STRAIN IN THE PRESENCE OF DISLOCATIONS 133

so that u is seen to be harmonic in R3 \S, ∆u(x) = 0 for x ∈ R3 \S, and hence,
by (2.4.30)

u(x) =

∫

SV

[∂Nu(x
′)]Γ(x′ − x)dS(x′)−

∫

SV

[u(x′)]∂NΓ(x′ − x)dS(x′),

for all x ∈ R3 \ SV . Consider now any smooth tensor function with compact
support ϕ in place of the tensor Γ. By (2.4.29), it holds

∫

R3\SV

u(x′)∆ϕ(x′)dx′ =

∫

R3

u(x′)∆ϕ(x′)dx′

=

∫

SV

[∂Nu(x
′)]ϕ(x′)dS(x′)−

∫

SV

[u(x′)]∂Nϕ(x
′)dS(x′). (2.4.31)

Let S+
V and S−

V be the upper and lower faces of SV with respect to S. Define
the distribution γ[b] concentrated on S+

V as

〈γ[b], ϕ〉 := −b
∫

S+

V

∂Nϕ(y)dH2(y).

By definition, u(x) = −b
∫

S+

V
∂NΓ(x − y)dH2(y) = −〈γ[b],Γ(x − ·)〉. Observe

that
∆u = −γ[b]

holds in the distribution sense, since for any smooth test function with compact
support ϕ, by definition of the convolution between distributions [71], it holds

〈u,∆ϕ〉 = 〈∆u, ϕ〉 = −〈〈γ[b],Γ(x− ·)〉,∆ϕ(x)〉 = −〈γ[b], 〈∆Γ(x− ·), ϕ(x)〉〉
= −〈γ[b], ϕ〉. (2.4.32)

Subtracting (2.4.32) from (2.4.31) yields

0 =

∫

SV

[∂Nu(x
′)]ϕ(x′)dS(x′)−

∫

S+

V

([u(x′)]− b) ∂Nϕ(x
′)dS(x′),

thereby proving that











∆u = 0 in R3 \ S+
V

u+ − u− = b on S+
V

∂Nu
+ − ∂Nu

− = 0 on S+
V

.

Now, letting S+
V = S (while the lower face S−

V can be arbitrarily located below
S) entails that

u(x) = −b
∫

S

∂NΓ(x′ − x)dS(x′)

satisfies (2.4.27), achieving the proof.

By (2.4.28), it holds

∂iu(x) = −b
∫

S

(

Ni
|x− x′|3 − 3

N · (x− x′)(xi − x′i)

|x− x′|5
)

dS′. (2.4.33)
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Lemma 2.4.16. Let Ω ⊂ R3 be a bounded open set. Let C be a closed Lipschitz
curve in Ω and let b ∈ 2πZ3. Then for any Lipschitz surface S with boundary
C, if u ∈ BV p(Ω,R3) has components ui satisfying (2.4.27) with b = bi, then
Div ∇u = 0 and −Curl ∇u = b ⊗ L as distributions, with ∇u the part of the
gradient of u that is absolutely continuous with respect to the Lebesgue measure.

Proof. Let u be a solution to (2.4.27). Then ∇u ∈ Lp(Ω,R3×3). It has been
shown that u is smooth outside S where it has a jump of amplitude b. In
particular u belongs to SBV (Ω,R3) and its distributional derivative is given by

〈Du,ϕ〉 := −〈u, Div ϕ〉 = S(ϕ) + 〈∇u, ϕ〉, (2.4.34)

for all ϕ ∈ D(Ω,R3×3), where S is the distribution S(ϕ) = −
∫

S NjbiϕijdH2.
Let us prove that −Curl ∇u = L⊗b. To this aim let us take ψ ∈ D(Ω,R3×3)

and write

− 〈Curl ∇u, ψ〉 := −〈∇u, Curl ψ〉 = −〈Du, Curl ψ〉+ S(Curl ψ)

=

∫

C

τjbiψijdH1 = b⊗ L(ψ),

where the second equality follows from (2.4.34) with ϕ = Curl ψ, and the third
one by Stokes theorem.

We now prove that Div ∇u = 0. Again, we take ψ ∈ D(Ω,R3) and write

− 〈Div ∇u, ψ〉 := 〈∇u,∇ψ〉 = 〈Du,∇ψ〉 − S(∇ψ), (2.4.35)

and using the explicit formula (2.4.28) for u we obtain

〈Du,∇ψ〉 = bk〈Di

∫

S

∂′NΓ′
k(x

′ − ·)dS(x′), Diψ〉 =

−
∫

S

bk〈∆Γ′
k(x

′ − ·), DjψNj〉dS(x′) = −bk
∫

S

∂′Nψk(x
′)dS(x′) = S(∇ψ),

where Γ′(x′)(x) := Γ(x − x′) for x ∈ R3. So that plugging the last identity in
(2.4.35) we obtain Div ∇u = 0.

In order to prove that Div ∇u = 0, we might also argue as follows. Let
Ŝ ⊃ S such that Ŝ separates Ω in two parts Ω− and Ω+. Then for every test
function ϕ ∈ C∞

c (Ω,R3) it holds

∫

Ω

∇u∇ϕdx =

∫

Ω+

∇u∇ϕdx+

∫

Ω−

∇u∇ϕdx =

−
∫

Ω+

Div ∇uϕdx−
∫

Ω−

Div ∇uϕdx+

∫

Ŝ+

∂Nu
+∇ϕdx−

∫

Ŝ−

∂Nu
−ϕdx = 0.

Remark 2.4.17. The statement of Lemma 2.4.16 readily applies to the case of
C being a finite union of Lipschitz curves.

Lemma 2.4.18. Let C and S be as in Lemma 2.4.15 and u be the explicit
solution of (2.4.27) given by (2.4.28). Then it holds

|∂iu(x)| ≤ 8π
|b|

d(x,C)
. (2.4.36)
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Proof. Let us first prove that the value of the derivative ∂iu(x) does not depend
on the surface S appearing in (2.4.27). Let indeed S′ be another smooth surface
that does not contain the point x and has C as boundary. For simplicity let
us suppose it is disjoint from S. Let u′ be the solution of (2.4.27) with S′

replacing S and let A be the open set enclosed by S and S′. By formula
(2.4.28), (u − u′)(x) = c + b

∫

∂A ∂
′
NΓ(x′ − x)dS(x′) = c + bχA(x), the first

equality being a consequence of the Divergence theorem. In particular we see
that u − u′ is constant in a neighborhood of x, so that ∂iu(x) = ∂iu

′(x). By
approximation, we can also extends this to the case of Lipschitz surface S′, and
then to every rectifiable current S′ with ∂S′ = C and whose support is outside
a neighborhood of x. Let Bd(x) be a ball with radius d = d(x,C) and center
x. Let πd : R3 → ∂Bd(x) be the orthogonal projection onto the sphere ∂Bd(x)
and let Cd be the image of C throughout πd. Let us consider the Lipschitz
homotopy Φ : [0, 1]× [0, l] → Ω such that Φ(0, [0, l]) = C, Φ(1, [0, l]) = Cd, and
Φ(·, t) is affine for all t ∈ [0, l]. Then E := Φ♯[[0, 1]× [0, l]℄ is a rectifiable current
with boundary C ∪ Cd. Let D be the spherical cap on ∂Bd(x) bounded by Cd
with minimal area1. The rectifiable current S′ := E + D has boundary C, so
we can consider the map u′ solution of (2.4.27) with S replaced by S′. Now
∫

E ∂
′
NΓ(x′ − x)dS(x′) = 0 since Γ is radial with respect to x and N is always

orthogonal to x′ − x by construction of E, so that by (2.4.28),

u(x) = −b
∫

D

∂NΓ(x′ − x)dS(x′),

that explicitly gives

|∂iu(x)| = |b
∫

D

(

Ni
|x− x′|3 − 3

N · (x− x′)(xi − x′i)

|x− x′|5
)

dH2(x′)|

≤ 4|b|
d(x,C)3

∫

D

dH2(x′) ≤ 8π|b|
d(x,C)

,

since H2(D) ≤ 2πd(x,C)2, and the thesis follows.

Remark 2.4.19. Actually, if Cd is not simple, D is not well-defined. In general
it is a rectifiable current that can be constructed as follows. Let P /∈ Cd be a
point on ∂Bd(x). We construct an homotopy ΨP : [0, 1]× [0, 2π] → ∂Bd(x) that
satisfies ΨP (0, ·) ≡ P and ΨP (1, [0, 2π]) = Cd, and we can consider the current
ΨP♯ [[0, 1]× [0, 2π]℄. Then we can set D := ΨP♯ [[0, 1]× [0, 2π]℄, where P is chosen

in such a way that ΨP♯ [[0, 1]× [0, 2π]℄ has minimal mass.

Remark 2.4.20. In Lemma 2.4.18 we also proved that the integral in (2.4.28)
does not depend on the particular surface S, but only on its boundary C.

Corollary 2.4.21. Let C be the union of N > 0 Lipschitz closed curves Ck, let
S be the union of the corresponding surfaces Sk with boundary Ck respectively,
and let u be the solution to (2.4.27) in (2.4.28). Then (2.4.36) holds true.

Proof. Actually the same proof of Lemma 2.4.18 applies, since we can always
consider N − 1 smooth curves connecting all the Ck, so that it is not restrictive
to assume that N = 1.

1See following Remark.



136 CHAPTER 2. DISLOCATIONS

Lemma 2.4.22. Let b ∈ 2πZ. Then the solution u of (2.4.27) belongs to
C∞(Ω \ C,T) and it is harmonic in Ω \ C.
Proof. As we have proved in Corollary 2.4.18 if we choose a surface S′ with
boundary C disjoint from S, and denote by u′ the corresponding solution of
(2.4.27), then u − u′ = bχA, with A the open set with boundary S ∪ S′. Since
b ∈ Z we see that u = u′ as maps into T. Moreover if x /∈ S then u is smooth
at x, so in particular, up to change the surface S, we obtain that it belongs to
C∞(Ω \ C,T) and u is harmonic at x for all x /∈ C.

Lemma 2.4.23. Let S as above and let u be the solution of the elliptic problem






∆u = 0 on R3 \ S
u+ − u− = 1 on S
∂+Nu− ∂−Nu = 0 on S.

. (2.4.37)

Then, if U is a tubular neighborhood of C, for all (ρ, θ, z) ∈ U with θ 6= 0
there exists the limit limǫ→0+ u(ǫρ, θ, z) = θ

2π + c, where c is a fixed arbitrary
constant. Moreover | limǫ→0+ ∂zu(ǫρ, θ, z)| < c < +∞ for some constant c > 0
that depends only on the curve C.

Proof. With no loss of generality we can suppose that the curve C that repre-
sents the boundary of S passes through the origin of an euclidean coordinate
system and that it is tangent to the z-axis in such a point. Moreover we choose
the coordinates x1 and x2 in such a way that x1 = ρ cos θ and x2 = ρ sin θ, so
that it follows that the point (ǫρ, θ, z) coincides with (ǫx1, ǫx2, z). For simplicity
we take z = 0 and denote x = (x1, x2, 0), while S is orthogonal to the x2-axis
in 0. From Lemma 2.4.15 we have the explicit formula

u(ǫρ, θ, 0) = u(ǫx1, ǫx2, 0) = −
∫

S

∂NΓ(x′ − ǫx, y′ − ǫy, z′)dS(x′, y′, z′),

with the change of variables (ǫx′′1 , ǫx
′′
2 , ǫz

′′) = (x′1, x
′
2, z

′) we obtain

u(ǫx1, ǫx2, 0) = −
∫

1
ǫS

∂NΓ(x′′1 − x1, x
′′
2 − x2, z

′′)dS(x′′1 , x
′′
2 , z

′′),

where we have used the explicit expression of Γ, with ∂N being the partial
derivative in the new variable. Letting ǫ go to zero we obtain

lim
ǫ→0+

u(ǫρ, θ, z) = −
∫

Π0

∂NΓ(x′′ − x)dS(x′′),

where Π0 is the half-plane {z = x2 = 0, x1 > 0} and we have used the shorter
notation x′′ = (x′′1 , x

′′
2 , z

′′). Thanks to Lemma 2.4.15, we see that the right-
hand side coincides with u(x1, x2, 0), where u is the solution of (2.4.37) with
S = Π0. But it is well known that such solutions are given by, in cylindrical
coordinates, u(ρ, θ, z) = θ

2π + c for an arbitrary constant c. In particular we

have limǫ→0+ u(ǫρ, θ, z) =
θ
2π + c.

To prove the last statement we use the explicit expression (2.4.33), which
reads, after the change of variables x′ = ǫx′′,

∂zu(ǫx1, ǫx2, 0) = −1

ǫ

∫

1
ǫ S

(

Nz
|x− x′′|3 − 3

N · (x − x′′)(z − z′′)

|x− x′′|5
)

dS′′. (2.4.38)
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We fix R > 0 and consider the ball Bǫ with center (ǫx1, ǫx2, 0) and radius R.
We then write the last integral as

− 1

ǫ

∫

1
ǫS∩Bǫ

(

Nz
|x− x′′|3 − 3

N · (x− x′′)(z − z′′)

|x− x′′|5
)

dS′′

− 1

ǫ

∫

1
ǫS∩Bc

ǫ

(

Nz
|x− x′′|3 − 3

N · (x− x′′)(z − z′′)

|x− x′′|5
)

dS′′,

and thanks to Remark 2.4.20, up to choose R small enough, we can assume that
the surface S is everywhere orthogonal to the vector (ǫx− x′) in Bǫ, that is, to
(x − x′′) in 1

ǫBǫ, so that the integral above becomes

−1

ǫ

∫

1
ǫ S∩Bǫ

Nz
|x− x′′|3 −

(

Nz
|x− x′′|3 − 3

N · (x − x′′)(z − z′′)

|x− x′′|5
)

dS′′. (2.4.39)

Let us now estimate the second term in (2.4.39). In Bcǫ it holds |ǫx − x′| > R,
that is, |x− x′′| > ǫ−1R, so it is easy to see that this term can be estimate by

H2(S)

R3
≤ γ

|C|2
R3

, (2.4.40)

where |C| is the length of C and γ > 0 is the constant of the isoperimetric
inequality.

It remains to estimate the first term. Let us consider the plane Π passing
through 0 and tangent to the versor z̄ and x− 0. Let Π+ be the half-plane
in Π bounded by the axis ẑ and not containing the point x. Thanks to the
smoothness of C, we can assume that there exists a smooth one-to-one map
Φ : Π+ ∩ Bǫ → S ∩ Bǫ, so that also N ◦ Φ : Π+ ∋ x̂′ 7→ N(x′) is smooth, and
then in Bǫ ∩ Π+ we can use the Taylor expansion of N ◦ Φ at 0. Going back
to the variable x′ = ǫx′′ (and x̂′ := ǫx̂′′), we find that the first term in (2.4.39)
reads

−
∫

S∩Bǫ

Nz(x
′)

|ǫx− x′|3 dS
′′ = −

∫

S∩Bǫ

∇2Nz(0)x̂
′ · x̂′

|ǫx− x′|3 +
rN (|x̂′|2)
|ǫx− x′|3 dS

′.

The Taylor expansion of Φ at 0 provides x′ = x̂′ + ∇2Φ(0)x̂′ · x̂′ + rΦ(x̂
′)

and if R is small enough we can assume that |∇2Φ(0)x̂′ · x̂′ + rΦ(x̂
′)| < 1

2 |x̂′|.
Note that, since C is smooth, we can find such a R > 0 satisfying the last
inequality globally, i.e., R is independent of the point x. In particular we find
|ǫx− x′| > |ǫx− x̂′| − |∇2Φ(0)x̂′ · x̂′ + rΦ(x̂

′)| > |x̂′| − 1
2 |x̂′| = 1

2 |x̂′| for all ǫ > 0,
so that the integral is bounded by

∫

Π+∩Bǫ

|∇2Nz(0)x̂
′ · x̂′|

|x̂′|3 +
rN (|x̂′|2)
|x̂′|3 dS′,

and taking into account that R > 0 can be small as we want, we assume that
|rN (x̂′)| < |∇2Nz(0)x̂

′ · x̂′|, whereby the last integral can be estimated by

C0

∫

Π+∩Bǫ

1

|x̂′|dS(x̂
′),
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where the constant C0 is independent of R and x, and whose limit as ǫ → 0
reads by the monotone convergence theorem

C0

∫

Π+∩B(0,R)

1

|x̂′|dS(x̂
′),

which is uniformly bounded. Now, since the value of R is independent of the
point x but only depends on the geometry of the curve C, we achieved the
proof.

Remark 2.4.24. Let us point out that Lemma 2.4.23 still holds true if we do
not assume that C is connected. Indeed if C is the union of a finite family of
smooth closed curves, the surface S will be the union of a finite family of smooth
surfaces and the arguments used in the proof of Lemma 2.4.23 still work.
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2.5 Minimizers of a continuum dislocation en-

ergy

In this Section we focus on the main object of discussion of the Chapter, that
is the minimum problem

min
(F,L)∈A

W(F,ΛL), (2.5.1)

where the energyW satisfies some appropriate convexity and coerciveness condi-
tions, while A is the space of admissible couples of deformations and dislocation
currents.

We will provide three existence results with some important differences on
the hypotheses on the energy and on the class of admissible dislocations. In
particular, we first solve problem (2.5.1) in a narrow class of couples (F,ΛL),
where L is a dislocation generated by a finite number of Lipschitz curves (meso-
scopic dislocation). As a second step we solve the problem among a class of
deformations whose curl is the density of a continuum dislocation. In contrast
with the first existence result, here the energy depends on the total length of
the dislocation set L which is assumed connected.

Let us describe a pathological case which we do not treat in this first analysis.
Consider a countable family of loops Li∈I of lengths li∈I , with

∑

i∈I H1(li) is
finite. If the set L := ∪Li∈I turns out to be somewhere dense in Ω, then
mesoscopicity assumption will be violated since for some points outside L there
is no ball centered at them with empty intersection with L. Moreover every
connected set C that contains the dislocation set L turns out to have unbounded
H1 measure. In order to solve problem (2.5.1) in a class of competitors where
also this case is taken into account, a more detailed analysis of the deformations
graphs is needed. This is accomplished in Section 2.7.1. This leads to the third,
more general, existence result provided in the following Section.

2.5.1 Preliminaries

It is convenient, with no loss of generality, to assume that Ω is bounded and
simply connected, with smooth boundary. Recall that U be a bounded open set
such that U ∩ ∂Ω = ∂DΩ. Moreover we assume:

Assumption 2.5.1. Let Ω̂ be a bounded and simply connected open set with
smooth boundary such that (Ū ∪ Ω̄) ⊂ Ω̂.

In order to simplify the notation, let us also assume that the atomic spacing
of the material is a multiple of 2π, that is, we are supposing that the crystallo-
graphic assumption holds with the lattice 2πZ.

We will restrict our attention to the class of continuum dislocations (c.d.),
defined by Definition 2.2.13. We have seen, thanks to Theorem 2.2.17, that
L is a continuum dislocation if, for i = 1, 2, 3, there exists a 1-Lipschitz map
λi : [0,M i] → Ω̂ such that Li = λi♯[0,M

i
℄. Moreover, since all such currents are

boundaryless by definition, we can rescale the functions λi and suppose they
are defined on S1. In such a case, the density of a continuum dislocation in Ω̄
can be written as the sum of the three measures

ΛL =

3
∑

i=1

Λi =

3
∑

i=1

λi♯[S
1
℄

xΩ̄ ⊗ ei, (2.5.2)
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that we can equivalently write as Λi = (λ̇i ⊗ ei)λ
i
♯H1, where λi♯H1 is the push-

forward of the 1-dimensional Hausdorff measure on S1 through λi.

We then introduce the class of dislocation density measures in Ω̂ as

MΛ(Ω̂,R
3×3) := { ν ∈ M(Ω̂,R3×3) : ∃ L c.d. with density

−(ΛL)T = ν}. (2.5.3)

Setting ϕλij(s) := ϕij(λ
j(s)) = δjkϕij(λ

k(s)) for every ϕ ∈ Cc(Ω̂,R3×3)

(where no sum is meant in the second term), the density µλ := −(ΛL̂)
T which

is associated to λ reads

−〈µλ, ϕ〉 =
3

∑

k=1

∫

S1

ϕ(λk(s)) · (ek ⊗ λ̇k(s))dH1(s)

=

∫

S1

ϕλij(s)
(

λ̇i
)

j
(s)ds =

∫

L

ϕijτjθidH1, (2.5.4)

with L = ∪3
i=1λ

i(S1) be the dislocation set. In (2.5.4), we have introduced

θi(P ) :=♯{s ∈ (λi)−1(P ) :
λ̇i

|λi| (s) = τ(P )}

− ♯{s ∈ (λi)−1(P ) :
λ̇i

|λi| (s) = −τ(P )},

for every P ∈ L, which stands for the multiplicity of the dislocation with Burgers
vector ei. Here τjθidH1 = (λ̇i)jds. The correspondence between the arcs λ and
the Burgers vectors of the dislocation will appear clearer in Remark 2.5.2 below.

If L is a continuum dislocation, then there exists a set CL ⊂ Ω̂ containing the
support of the density ΛL which is a continuum, i.e., a finite union of connected
compact sets with finite 1-dimensional Hausdorff measure. Note that such a set
is not unique, and that we can always take, for example, CL = ∪3

i=1λ
i(S1) = L.

Remark 2.5.2. When we deal with a dislocation L generated by only one loop
with Burgers vector b = (β1, β2, β3) = βiei, βi ∈ 2πZ (b 6= 0) (i.e., ei is the
lattice spacing), then we have a Lipschitz function γb ∈W 1,1(S1,R3) such that
L = γb♯ [S

1
℄

xΩ̄ and −µT
γb = ΛL = L ⊗ b, that is the measure such that

−〈µγb , ϕ〉 =
∫

S1

ϕ(γb(s)) · (b ⊗ γ̇b(s))ds =

∫

S1

ϕij(γ
b(s))biγ̇

b
j (s)ds

=

∫

L

ϕijτjbiθdH1, (2.5.5)

where θ(P ) represents the multiplicity of the dislocation and is defined for every
P ∈ L as

θ(P ) :=♯{s ∈ (γb)−1(P ) :
γ̇b

|γb| (s) = τ(P )}

− ♯{s ∈ (γb)−1(P ) :
γ̇b

|γb| (s) = −τ(P )}. (2.5.6)
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For every µ ∈ MΛ(Ω̂,R3×3) it is easy to check that Div µ = 0 in Ω̂, since Li
are closed integral currents. In fact for all ψ ∈ C∞

c (Ω̂,R3) one has −〈Dψ, µ〉=
〈Dψ,∑3

k=1ek ⊗ λ̇k(λk♯H1)〉=∑3
i=1

∫

S1 Djψi(λ
i)λ̇ijds =

∫

S1 Dtψk(λ
k)dt = 0. We

then get MΛ(Ω̂,R3×3) ⊂ Mdiv(Ω̂,R3×3).
We can now identify the space MΛ(Ω̂,R3×3) withW 1,1(S1, Ω̂3), through the

map T :W 1,1(S1, Ω̂3) → MΛ(Ω̂,R3×3) given by

T (λ) = µλ defined in (2.5.4). (2.5.7)

The map T is by definition onto, while for every λ ∈W 1,1(S1, Ω̂3) it holds

‖T (λ)‖M ≤ ‖λ̇‖L1, (2.5.8)

implying the continuity of T . However T is not an injective map. We now define
an equivalence relation∼ inW 1,1(S1, Ω̂3) by writing λ ∼ λ′ if and only if T (λ) =
T (λ′). Then we set Ẇ 1,1(S1, Ω̂3) := W 1,1(S1, Ω̂3)/∼ = W 1,1(S1, Ω̂3)/ker(T ),
and so we may define the inverse of T as T−1 : MΛ(Ω̂,R3×3) → Ẇ 1,1(S1, Ω̂3)).
If we define a new norm ‖ · ‖∼ on Ẇ 1,1(S1, Ω̂3), given by ‖λ‖∼ = infλ′∼λ ‖λ̇′‖L1

then by virtue of the open mapping theorem, T−1 is also linear and bounded,
whereas with the norm of W 1,1(S1, Ω̂3) an inverse of T is in general not contin-
uous. For every µ ∈ MΛ(Ω̂,R3×3) we set

m(µ) := infλ′∼λ‖λ̇′‖L1 = ‖λ‖∼, (2.5.9)

As a consequence,

T
(

Ẇ 1,1(S1, Ω̂3)
)

= MΛ(Ω̂,R
3×3), (2.5.10)

T−1
(

MΛ(Ω̂,R
3×3)

)

= Ẇ 1,1(S1, Ω̂3). (2.5.11)

where the infimum is taken over all λ ∈ T−1(µ). Introduce also

BCp,Λ(Ω̂,R3×3) := {F ∈ BCp(Ω̂,R3×3) : Curl F ∈ MΛ(Ω̂,R
3×3)}, (2.5.12)

and its proper subspace

BCp,Λdiv (Ω̂,R
3×3) := {F ∈ BCpdiv(Ω̂,R3×3) : Curl F ∈ MΛ(Ω̂,R

3×3)} (2.5.13)

in such a way that by Theorem 2.4.13 and (2.5.11), it holds

BCp,Λdiv (Ω̂,R
3×3) := Curl −1

(

MΛ(Ω̂,R
3×3)

)

= Curl −1
(

T
(

Ẇ 1,1(S1, Ω̂3)
))

.

(2.5.14)

Moreover we introduce

BCp,Λ(Ω,R3×3) := {F ∈ BCp(Ω,R3×3) : ∃F̄ ∈ BCp,Λ(Ω̂,R3×3) : F = F̄xΩ}.
(2.5.15)

2.5.2 The class of admissible deformations

Let us fix an admissible boundary condition (N,P , αD). In the sequel, whenever
we consider an admissible dislocation L, it is always supposed that such L
satisfies the boundary condition (N,P , αD), and hence it will be convenient to
still denote the dislocation L′ := L+α by L. In other words, when referring to
an admissible dislocation current, it is intended that it has been already summed
with α̂. We also fix a map F̄ ∈ Lp(Ω̂,R3×3) such that −Curl F̄ = (Λα)

T on U .



142 CHAPTER 2. DISLOCATIONS

Definition 2.5.3.

F := {(F,L) ∈ Lp(Ω,R3×3)×MD : F satisfies (i)-(iii) below} (2.5.16)

(i) The dislocation current L̂ = {L, τ, θ} satisfies the boundary condition and
the function F̂ := χΩ̂\ΩF̄ + χΩF ∈ Lp(Ω̂,R3×3) is such that −Curl F̂ =

(ΛL)
T
in Ω̂.

(ii) We require that for every point x ∈ Ω\L there is a ball B ⊂ Ω\L centered
at x such that there exists a function φ ∈ Cartp(B;R3) with F = Dφ in
B.

(iii) detF > 0 almost everywhere in Ω.

Let us recall that if F = Du is the gradient of a Cartesian map, then
it is readily satisfied that the distributional determinant Det(F ) and adjoint
Adj(F ) of F are elements of L1(U,R3×3) and coincide with det(Du) and adj(Du)
respectively. It is also straightforward that smooth functions u ∈ C1(U,R3) are
Cartesian.

We denote by

ADp(Ω̂) := {F ∈ BCp,Λ(Ω̂,R3×3) : F satisfies (ii) above}, (2.5.17)

ADp,Λ(Ω) := {F ∈ BCp(Ω,R3×3) : ∃F̂ ∈ ADp(Ω̂) : F = F̂xΩ}. (2.5.18)

Thanks to the equivalence between mesoscopic dislocation and continuum dis-
location we see that the class F concides with the set of functions in ADp,Λ(Ω)
satisfying also (iii).

Remark 2.5.4. As a consequence of the crystallographic assumption, that is,
the hypothesis that the Burgers vectors belong to the lattice 2πZ3, it turns out
that ADp(Ω) is not a linear subspace of BCp(Ω,R3×3). Indeed it is easy to see
that if F ∈ ADp(Ω) has density −(Curl F )T, then ηF , with η an irrational real
number, has density −(ηCurl F )T which has not Burgers vectors in 2πZ3.

We also introduce the proper subset of ADp(Ω̂)

ADp
div(Ω̂) := {F ∈ BCp,Λdiv (Ω̂,R

3×3) : F satisfies (ii) above}. (2.5.19)

The following regularity result holds:

Theorem 2.5.5. Let µ ∈ MΛ(Ω̂,R3×3), then the solution F := Curl −1(µ) of
(2.7.19) in Ω̂ satisfies (ii) above. In other words

ADp
div(Ω̂) ≡ BCp,Λdiv (Ω̂,R

3×3).

Proof. By hypothesis there is a λ ∈ W 1,1(S1, Ω̂3) such that µT = −∑3
i=1 λ̇

i ⊗
eiλi♯H1. Let Cµ = ∪3

i=1λ
i(S1), that is a closed set of finite length. Let us fix

a ball B with B̄ ⊂ (Ω̂ \ Cµ). We first see that the function x 7→ G(x) defined
in (2.4.20) turns out to be C∞(B), thanks to the fact that for fixed x, the map
y 7→ ∇φ(x − y) and all its derivatives are uniformly continuous on Cµ. Now
F = G+Dψ where ψ is the solution of (2.4.3) with Div G = 0. Since Cµ does

not intersect ∂Ω̂ we see that GN is smooth on ∂Ω̂, so that ψ is smooth in Ω̂
and we find out that F is smooth on any ball B ⊂ Ω̂ \Cµ. In particular, in any
such ball, since F is curl-free, it is the gradient of a smooth map, and thus the
gradient of a Cartesian map.
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We will now show that there exists at least one element in F with an admis-
sible L coincinding with α in ∂ΩD. In the following theorem, we will use the
general fact:

−Curl F = b ⊗ τ H1
xL if and only if

∫

CL

F eθdH1 = b. (2.5.20)

for all Lipschitz-continuous closed path CL in Ω enclosing once L and with unit
tangent vector eθ. To check identity (2.5.20), simply observe that, if SL is a
Lipschitz and closed surface in Ω with boundary L and normal ν, Ω\SL is simply
connected and hence there exists a function φ ∈W 1,p(Ω\SL) such that F = ∇φ
in Ω \ SL. By (2.5.20), φ has a constant jump on §L (i.e., [[φ]]SL = b). Thus
the distributional derivative of φ writes as Dφ = ∇φ+ b⊗ νH2

xSL
. Multiplying

by a test function ψ one has by (2.1.4) that 〈Curl (b ⊗ νH2
xSL

), ψ〉 = 〈b ⊗
νH2

xSL
, Curl ψ〉. Componentwise, by Stokes theorem, it reads as

∫

SL

nibjǫikl∂kψjldH2 = bj

∫

L

τpψjpdH1,

and hence 〈Curl (b⊗ νH2
xSL

), ψ〉 = 〈(b⊗ τH1
xL), ψ〉.

Theorem 2.5.6. The set F is non-empty for 1 ≤ p < 2.

Proof. We first construct an admissible function for a simple geometry. Consider
the circle L := {(x, y, z) ∈ R3 : |x|2 + |y|2 = R2, z = 0} as a dislocation loop
with Burgers vector b = β1e1 + β2e2 + β3e3 = βRhR + βlhl + βzhz, with the
local basis on L, {hR, hl, hz} = Q(l){e1, e2, e3} where Q(l) is the matrix of
rotation around e3 = hz and with angle l (see Fig. 2.5(a)). Let Vδ be a tubular
neighborhood of L with radius δ > 0, and let (r, θ, l) ∈ [0, 2δ]× [0, 2π]× [0, 2πR]
be a system of cylindrical coordinates in Vδ chosen in the following way: the
origin of θ is chosen in such a way that all points (x, y, z) ∈ Vδ with z = 0 and
|x|2 + |y|2 < R2 satisfy θ = a + π/4 for some constant a > 0 which fix the
orientation of the solid angle of amplitude π/2 constructed on L (cf. the black
triangle on the box below right of Fig. 2.5(a) denoted as S or V in the sequel),
while the coordinate r is the distance from the set L, and l, as before, R times
the angle around z axis. In Vδ we denote by g := (g

r
, g
θ
, g
l
), with g

l
= hl, the

local cylindrical basis defined on the normal sections ∂Vδ, corresponding to such
coordinates. We then consider the function F inside Vδ whose components in
the basis {hR, hl, hz} read

F (r, θ, l) = ζ(θ)





− sin θ
r βR + cos θ

r βR 0
− sin θ

r βl + cos θ
r βl 0

− sin θ
r βz + cos θ

r βz 0



 , (2.5.21)

where (r, θ, l) are the coordinates associated to the basis system g, and ζ is a
smooth function on [0, 2π) which is non-negative in (a, a+π/2), zero outside, and
has integral equal to 1. It is readily checked that curl F = 0 in Vδ \γ. It is known
that there exists a solution to equation F = ∇φδ in the simply connected domain
S := {(r, θ, l) : a < θ < a+ π/2, 0 < r < δ} with 0 ≤ l ≤ 2π, and in order to fix
the arbitrary constant, set φδ = 0 on S∩{θ = a} and φδ = b on S̄∩{θ = a+π/2}.
Let V be the solid of revolution around the z-axis generated by S. Considering
the axis-symmetry we then extend φδ over the whole V and note that U is
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constant on the sets Cθ̄ := {(δ, θ̄, l) : 0 ≤ l ≤ 2πR} for every a < θ̄ < a+ π/2.
Let Dθ̄ be the disk with boundary Cθ̄ where for every x ∈ Dθ̄, φδ(x) is defined
as φδ(x) = φδ(y) with y ∈ Cθ̄; define also D :=

⋃

θ∈(a,a+π/2)Dθ. We set φδ = 0

in Ω \ V \D and observe that it is smooth everywhere except at the interface
I between V and D and on J := D̄a+π/2 ∪ (V ∩ {θ = a+ π/2}) where it has a
constant jump of magnitude b (cf. Fig. 2.5(b) above). Therefore we introduce
φ̃δ, a C

∞-regularization of φδ in a set D ∩ V , with V a neighborhood of I, in
such a way that ‖∇φ̃δ‖L∞(D∩V) ≤ 2‖∇φδ‖L∞(D∩V) and define F := ∇φ̃δ, the
absolutely continuous part of the distributional gradientDφ̃δ (i.e., the pointwise
gradient of φ̃δ), while in the jump set J , the jump part of Dφ̃δ reads b⊗ν H2

xJ .
Moreover, (2.5.20) and (2.5.21) together entail that −Curl F = b⊗ τ H1 on L.
As a consequence, we have constructed a function F which is smooth outside L
and vanishes outside T := V ∪D, while from expression (2.5.21), F ∈ Lp(Ω) for
p ∈ [1, 2), since

‖F‖pLp(Ω) ≤ C|b|(Rδ2−p + δ1−pR2), (2.5.22)

for some positive constant C independent of R and δ. Moreover, by adding to F
an appropriate multiple of the identity it is readily seen that det(F +cI) > 0 for
some c > 0, while det(F + cI), adj(F + cI) also belong to Lp(Ω) for p ∈ [1, 2).

Finally, fix a ball B ⊆ Ω \ L: in such a ball the function F is smooth and
has null rotation and hence there exists a φ ∈ C∞(B) such that Dφ = F . In
particular we can take φ = φ̃δ when the ball does not intersect the jump set
J , otherwise, if it does, we sum to φ̃δ the constant b at all points of B which
are below J , thereby nullifying the discontinuity due to the jump. Thus φ is
smooth, and hence, is a cartesian map.

L
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g
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Figure 2.5: Picture of the tube construction for the proof (a); the case of finitely
many boundary dislocation segments (b)

Let us now reproduce this argument for a finite number of circles with pos-
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sible mutual intersection in ∂Ω, and show that the constant c > 0 can be chosen
in such a way that the determinant of the resulting deformation still remains
non-negative. Let us consider a finite number of loops Lk with 1 ≤ k ≤ K
with the associated Tk := Vk ∪Dk constructed as described above, and observe
that (by possibly adapting the amplitude of the solid angle Sk, i.e., replacing
π/2 by π/N) the Tk’s only intersect at points in Lk for some k’s, while keeping
the Vk’s with empty mutual intersection (cf. Fig 2.5(b) below left). Let Fk be
defined as (2.5.21) with βk in place of β and ak = âk(l) in place of a such that
fk(θ, l) := βkl (l) cos θ − βkR(l) sin θ = βk2 cos (θ +

l
R ) − βk1 sin (θ +

l
R ) ≥ 0 (for

instance, if β1, β2 > 0 then ak := 3π
2 − l

R ). Defining F :=
K
∑

k=1

Fk + cI, (2.5.22)

entails that F, detF, adjF belong to Lp and also that

detF =
c2

r
fk(θ, l)ζ(θ) + c3 ≥ 0 in Vk, (2.5.23)

while in Dk, one has detF > 0 provided c > 3maxk{‖Fk‖L∞(Dk)} (cf. box
below right in Fig. 2.5a).

Since the arguments presented above for a finite family of circular loops
remain valid for a finite family of Lipschitz deformation of such loops, with
appropriate Lipschitz deformations of the Tks. In particular, it holds for the
boundary current α and for any finite family of curves joining Pi’s to the Qi’s
without self-intersections and prolonged by a geometrically unnecessary arc in
∂Ω (an admissible F can be constructed as above in Ω̂ ⊃ Ω and then restricted
to Ω with its curl restricted to Ω̄). Thus the proof is achieved.

2.6 Existence of minimizers

We propose two models in which the energy does not depend on the partic-
ular currents generating the dislocations but only on the density. However,
we remark that in general, energies depending on the loops per se may also
be considered (this was considered beyond the scope of this paper). In the
first existence result the model variables are the deformation and the family of
mesoscopic dislocations. In the second existence result, the model variable is
the sole deformation, while the dislocations are sought at the continuum scale
and hence are only found in an equivalence class.

2.6.1 Existence result in F ×MD

Here we study the existence of solutions to the problem

inf
(F,L)∈F×MD
−Curl F=ΛT

L

W(F,ΛL), (2.6.1)
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where the energy W : F ×MD → R̄ is such that there are positive constants
C and β for which

W(F,L) :=
∫

Ω

We(F )dx +Wdefect(ΛL) ≥

C
(

‖M(F )‖Lp +
∑

j≤kL
bj‖ϕ̇j‖L1 + kL

)

− β. (2.6.2)

Let us recall that kL is defined in (2.2.28), {ϕj}j≤kL are the generating loops
defined in 2.2.7, and M(F ) is the vector defined in (2.1.8). Here, We is an
integrable function and Wdefect a functional defined on Radon measures. For
the elastic part of the energy we introduce also the following notation

We(F ) :=

∫

Ω

We(F )dx.

It is also assumed that

(W1) We(F ) ≥ h( detF ), for a continuous real function h such that h(t) → ∞
as t→ 0,

(W2) We is polyconvex, i.e., there exists a convex function g : R3×3 × R3×3 ×
R+ → R̄ s.t. We(F ) = g(M(F )), ∀F ∈ F ,

(W3) Wdefect := W1
defect+W2

defect, withW1
defect(ΛL) ≥ κ1|ΛL| andW 2

defect(ΛL) =
κ2(

∑

1≤j≤kL b
j‖ϕ̇j‖L1 +kL), for some constitutive material parameters κ1

and κ2.

(W4) W1
defect is weakly* lower semicontinuous, that is lim inf

k⇀∞
W1

defect(Λ
k) ≥

W1
defect(Λ) as Λ

k ⇀ Λ weakly* in Mb(Ω̄,R3×3).

Note that assumption (W2) implies that alsoWe is weakly lower semicontinuous,
i.e., lim inf

k→∞
We(F

k) ≥ We(F ) as M(F k) → M(F ) weakly in Lp(Ω,R3×3) ×
Lp(Ω,R3×3)× Lp(Ω).

Remark 2.6.1. A simple example for the functional W1
defect to satisfy condition

(W4) is just
W1

defect(Λ) := c|Λ|(Ω).
In [17] it is consider the following form for the functional W1

defect satisfying
(W4):

W1
defect(Λ) =

∫

L

ψ(θb, τ)dH1, (2.6.3)

with the function ψ satisfying some properties of smoothness and convexity, and
where b, θ, and τ represent the Burgers vector, its multiplicity, and the tangent
vector to the dislocation loop L, respectively. We will deal with this functional
in Section 2.8 below (see formula (2.8.4)).

Remark 2.6.2. The term involving ‖ϕ̇j‖L1 in the energy bound is mandatory
for mesoscopic dislocations, since it controls the length of the lines. In fact,
minimizing sequences of Lipschitz maps (describing minimizing sequences of
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lines) might become locally dense, a phenomenon which should be prohibited
to get existence. Moreover, recalling (2.2.29), this term implies a bound on the
densities. From a physical viewpoint this term is questionable since dense arcs
of the dislocation cluster might be nonnecessary, and hence admissible from
an energetical standpoint. This drawback is addressed in the second existence
result for continuum dislocations in Section 2.6.2. See also the discussion about
the model in Section 2.7.3.

Before stating the existence of minimizers of the problem (2.6.1) some tech-
nical results should be stated and proven.

Lemma 2.6.3. Let (Fk,Lk) be a minimizing sequence for the problem (2.6.1),
and suppose detFk ⇀ D weakly in Lp(Ω). Then D > 0 a.e. in Ω.

Proof. Let A := {D = 0} and suppose A has positive Lebesgue measure.
We have detFk ⇀ 0 weakly in Lp(A), which since detFk ≥ 0 on A implies
that lim inf detFk = 0 almost everywhere in A. Indeed, if B := {x ∈ A :
lim inf detFk(x) > 0} has positive measure, then lim inf

∫

A detFk > 0 since
χA ∈ Lq(A), a contradiction.

Hence from condition (W1) we must haveW(Fk,ΛLk
) ≥

∫

AWe(Fk,ΛLk
)dx ≥

∫

A
h( detFk)dx. By Fatou’s Lemma and the fact that (Fk,Lk) is a minimiz-

ing sequence, the contradiction follows, so A must be negligible, achieving the
proof.

Lemma 2.6.4. Let γn be a sequence of 1-currents inside Ω̄ such that γn =
ϕn♯[[0,M ]℄ for Lipschitz functions ϕn with Lip(ϕn) ≤ 1 for all n. Then, there
is 1-current γ such that, up to subsequence, γn ⇀ γ, and γ = ϕ♯[[0,M ]℄ for a
Lipschitz function ϕ with Lip(ϕ) ≤ 1.

Proof. The functions ϕn are equibounded and equicontinuous on [0,M ], and by
the Ascoli-Arzelà Theorem there is a map ϕ : [0,M ] → R3 with Lip(ϕ) ≤ 1
such that, up to subsequence, ϕn → ϕ uniformly. So it easily follows that
γn ⇀ γ := ϕ♯[[0,M ]℄.

Lemma 2.6.5. Let L̂n = {Sn, τn, θn} be a sequence of equibounded dislocation
currents of the form (2.2.22) all satisfying the same boundary condition. Then
there is a dislocation current L̂ such that L̂n weakly converges to L̂ in the sense of
currents and that Λn := ΛLn, the sequence of densities of Ln, weakly* converges
to Λ ∈ M(Ω̄,R3×3). Moreover L̂ satisfies the boundary condition, it has density
equal to Λ = ΛL, and for all i = 1, 2, 3, Lni ⇀ Li, Λni ⇀ Λi, and Λi = Li ⊗ ei
(with the notation (2.2.13)).

Proof. As in (2.2.22) we write L̂n = L̂1
n + L̂2

n + L̂3
n, and Λn = Λ1

n + Λ2
n + Λ3

n,
with Λin = Ln⊗ei. By the assumption we have that also Lin are boundaryless in
Ω and, thanks to (2.2.24), we have that N(Lin) are uniformly bounded, so that,
by Theorem 2.1.3, we deduce the existence of three closed integer multiplicity
currents {Li}3i=1 such that Lin ⇀ Li. Since

L̂n(ω) =
3

∑

i=1

Lin(ωi) →
3

∑

i=1

Li(ωi), (2.6.4)

for all ω ∈ D1(Ω,R3), we get L̂n ⇀ L̂ :=
∑3

i=1 L̂i. The fact that L̂ satisfies the

boundary condition follows from the fact that ∂L̂n ⇀ ∂L̂. Identifying D1(Ω,R3)
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with C∞
c (Ω,R3×3) it is straightforward that Λn ⇀ Λ = Λ1 + Λ2 + Λ3 weakly*

in M(Ω̄,R3×3), with Λin ⇀ Λi weakly* in M(Ω̄,R3×3), and that Λi = Li ⊗ ei
for all i = 1, 2, 3, achieving the proof.

Now we are ready to solve Problem (2.6.1).

Theorem 2.6.6 (Existence in F×MD). Under assumptions (W1)−(W4) and
assuming that there exists an admissible (F,L) ∈ F×MD such that W(F,ΛL) <
∞, there is at least a (F,L) solution of the minimum problem (2.6.1).

Proof. Let (Fn,Ln) be a minimizing sequence in F . Then ‖Fn‖Lp , ‖adjFn‖Lp ,
‖ detFn‖Lp are uniformly bounded, so that there exist F, A ∈ Lp(Ω,R3×3),
D ∈ Lp(Ω) such that

Fn ⇀ F weakly in Lp(Ω,R3×3), (2.6.5a)

adj Fn ⇀ A weakly in Lp(Ω,R3×3), (2.6.5b)

detFn ⇀ D weakly in Lp(Ω). (2.6.5c)

Since we consider extensions F̂n of F on Ω̂, it is straightforward that we can
suppose the same boundedness for F̂n on Ω̂ as for Fn on Ω, so that F̂ , Â, and
D̂ are such that (2.6.5a)-(2.6.5c) hold for F̂n, F̂ , Â, and D̂. Moreover, since Fn
satisfy the same boundary condition, it is obvious that F̂n = F̂ = F̄ on Ω̂ \ Ω,
so F̂ satisfies the boundary condition.

By the uniform bound on
∑

j≤kL b
j‖ϕ̇j‖L1 in (2.6.2) and by (2.2.29), it holds

a uniform bound on ΛTn := −Curl F̂n, and there is a measure Λ ∈ M(Ω̄,R3×3)
such that

Λn ⇀ Λ weakly* in M(Ω̄,R3×3). (2.6.5d)

The result will follow by the direct method of the calculus of variations and
classical semicontinuity results for convex functionals, since conditions (W1)−
(W4) hold, provided the found minimizer is admissible.

Since the energies at (Fn,Ln) are uniformly bounded by kL in (2.6.2), we
can suppose that the dislocation currents L̂n are generated by the same number
k of 1-Lipschitz functions {ϕjn}kj=1, i.e.,

L̂n(ω) =
k

∑

j=1

ϕjn♯[[0,M ]℄(ωbj) and Λn =

k
∑

j=1

ϕjn♯[[0,M ]℄⊗ ei. (2.6.6)

for all ω ∈ D1(Ω̂,R3). So by Lemma 2.6.4 we can suppose that for every j we
have

ϕjn♯[[0,M ]℄ ⇀ ϕj♯[[0,M ]℄,

for some 1-Lipschitz functions {ϕj}kj=1. If we set L̂(ω) :=
∑

j ϕ
j
♯[[0,M ]℄(ωbj) for

all ω ∈ D1(Ω̂,R3), by Lemma 2.6.5 we have L̂n ⇀ L̂, Λn ⇀
∑

j ϕ
j
♯[[0,M ]℄⊗ bj

weakly* in M(Ω̂,R3×3), so from (2.6.5d) we get

Λ =
∑

j

ϕj♯[[0,M ]℄⊗ bj . (2.6.7)

Now, for a test function w ∈ C∞
c (Ω̂,R3×3), it holds

〈Curl F̂n, w〉 = 〈F̂n, Curl w〉 → 〈F̂ , Curl w〉 = 〈Curl F̂ , w〉. (2.6.8)
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Since the first term in the left-hand side of (2.6.8) also tends to 〈−ΛT , w〉, we
finally get

−Curl F̂ =
∑

j

bj ⊗ ϕj♯[[0,M ]℄. (2.6.9)

Let us set Ln := ∪kj=1ϕ
j
n([0,M ]) and L := ∪kj=1ϕ

j([0,M ]). We now want to
show that for every point x ∈ Ω \ L there is a ball B ⊂ Ω \ L centered at x
and a map u ∈ Cartp(B,Rn) such that Du = F in B. Let x be such a point,
since ϕjn → ϕj uniformly, it follows that Ln tends to L in the Gromov-Hausdorff
topology, so that we have B ∩Ln = ∅ for n sufficiently large. In such a ball, by
hypotheses, there are maps un ∈ Cartp(B,Rn) satisfying Dun = Fn, and, up to
summing suitable constants to un, we can also suppose un have all zero average
in B. So that the Poincaré’s inequality provides u such that un ⇀ u weakly in
W 1,p. Now Theorem 2.1.7 implies that A = adjF and D = detF , so the thesis
follows from (2.6.5a)-(2.6.5c) and Lemma 2.6.3.

We remark that with the formulation (2.6.2) the potential W (F,ΛL) de-
pends explicitly on the dislocation current.

An example. Let Ω ⊂ R3 be the open set defined, in cylindrical coordi-
nates, by

Ω := {0 < ρ < R, z ∈ (−h, h)}.
Let Ω̂ be a ǫ-neighborhood of Ω and set U := Ω̂ \ Ω.

With this example we would like to show that provided a boundary condition
for the dislocation density, the dislocation of the minimizers will not be in U
but will stay inside Ω.

Then we consider the map F̄ : Ω̂ → R3×3 defined as

F̄ (ρ, θ, z) = ζ(θ)





1 0 0
0 1 0

− sin θ
ρ β cos θ

ρ β 1



 , (2.6.10)

for some suitable smooth functions ζ, so that it turns out that

−Curl F̄ = b⊗ ezH1
xẑ∩U ,

that is F̄ shows a screw dislocation on the z-axis ẑ with Burgers vector b =
(0, 0, β). We want to minimize the energy (2.6.2) satisfying (W1)-(W4)

W(F,ΛL) :=

∫

Ω

We(F )dx +Wdefect(ΛL),

among all the deformations F belonging to the class (2.5.16) with F̄ as boundary
condition. Let us suppose that the defect part of the energy takes the form

Wdefect(ΛL) = γ

∫ 1

0

‖ϕ̇(s)‖ds+
∑

1≤i<kL
γ

∫

S1

‖ϕ̇i(s)‖ds+ µ|ΛL(Ω)|, (2.6.11)

where the mesoscopic dislocation L is the image of kL closed loops ϕi with
Burgers vector bi and of ϕ which is a dislocation with endpoints P := (0, 0, h)
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and Q := (0, 0,−h) and Burgers vector b. Then let us consider an admissi-
ble deformation which shows only one dislocation path ϕ0 coinciding with the
segment PQ. In this case kL = 1 and the energy is

W(F 0) =

∫

Ω

We(F
0)dx+ γ

∫ 1

0

‖ϕ̇0(s)‖ds+ µ|ΛL0(Ω)| =

=

∫

Ω

We(F
0)dx+ 2hγ + 2hµβ. (2.6.12)

Let us now take another admissible deformation F 1 which has the disloca-
tion path ϕ1 connecting P and Q which has an intermediate point at ϕ(t) =
(xt, yt, zt) ∈ Ω with Rt := (x2t + y2t )

1/2 > 0. In this case we have

Wdefect(L1) ≥ γ

∫ 1

0

‖ϕ̇1(s)‖ds+ µ|ΛL1(Ω)|

≥ 2γ(R2
t + h2)1/2 + 2hµβ, (2.6.13)

so that, if 2γ(R2
t + h2)1/2 >

∫

Ω
We(F

0)dx + 2hγ it turns out that W(F 0) <
W(F 1). This may happen if

R > Rt > R̄ :=
1

2γ

(

(

∫

Ω

We(F
0)dx+ 2hγ)2 − h2

)1/2

so that in this case we see that the minimizer of the energy must have the
dislocation path connecting P and Q inside the cylinder {x2 + y2 < R̄, z ∈
(−h, h)} ( Ω. In the contrary, if R < R̄ then the dislocation of the minimizer
could lie outside Ω. In particular we see that with our choice of boundary
datum dislocations tends to remain inside the body Ω and not to escape from
the boundary.

2.6.2 Second existence result

We now prove an existence result with W a function of F only, and where the
dislocations associated to the optimal F are geometrically equivalent to a 1-set.
This means that the dislocation itself can be locally dense and of infinite length.
As for the first result, we fix a boundary condition α and a map F̄ ∈ Lp(Ω̂,R3×3)
such that −Curl F̄ = (Λα)

T on U . We redefine the set of admissible functions:

F ′ := {F ∈ Lp(Ω,R3×3) : F satisfies (i)-(iii) below} (2.6.14)

(i) There exists a continuum dislocation L := LI ∈ CD satisfying the bound-
ary condition such that F̂ := F̄χΩ̂\Ω + FχΩ ∈ Lp(Ω̂,R3×3) satisfies

−Curl F̂ = (ΛL)
T
in Ω̂.

(ii) There is a continuum C such that L⋆ ⊂ C and such that for every x ∈ Ω\C
there is a ball B ⊂ Ω \ C centered at x and a function φ ∈ Cartp(B;R3)
satisfying F = Dφ in B.

(iii) detF > 0 almost everywhere in Ω.

We consider a slightly different set of assumptions on W : F ′ → R̄:
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(W5) there is a positive constant C such that

W(F ) ≥ C
(

‖|M(F )|‖Lp + ‖Curl F̂‖M(Ω̄) +G(L)
)

− β,

with

G(L) := inf
K∈CL

(

H1(K) + κ#K
)

, (2.6.15)

where #K represents the number of connected components of the embed-
ding continuum K. Note that by Golab theorem G is also lower semi-
continuous.

(W6) there exists a convex and weakly lower semicontinuous function g and a
weakly lower semicontinuous functional Wdefect such that

W(F ) = We(F ) +Wdefect(−(Curl F̂ )T).

It is also assumed that We(F ) =
∫

Ω g(M(DF ))dx with g as in (W2) above
and g(M(DF )) ≥ h( detF ), for some continuous real function h such that
h(t) → ∞ as t→ 0.

As mentioned for the first minimum problem, again we can assumeWdefect =
W1

defect +W2
defect, with, for instance, W2

defect = κG for some κ > 0, whereas a
typical example for W1

defect is the form

W1
defect(Λ) =

∫

L

ψ(θb, τ)dH1. (2.6.16)

Under suitable hypotheses on the function ψ, this is proved to be lower semi-
continuous in the sense of (W6) (see [17] and formula (2.8.4) below). As for the
function g, hypothesis (W2) fulfills the requirements.

Remark 2.6.7. Again, the term W1
defect involving the function G is slightly

unnatural from a physical point of view. However it has a crucial role and is
mathematically necessary. The physical interpretation of G(L) is the following.
To create a new loop at some finite distance d from the current dislocation L,
it is worth to nucleate (i.e., add a connected component) rather than deforming
the existent dislocation, as soon as d > κ. However it should be recognized that
(2.6.15) is at this stage a mathematical assumption whose physical meaning
remains to be elucidated. It basically means that the continuum dislocation lies
in a compact 1-set which keeps as minimal the balance between the number of
its connected subsets (of the continuum, not of the dislocation cluster) and its
length.

In the third existence result we get rid of this mathematical tool, but we
need a more delicate analysis of the strain.

Since F ′ is not empty, we now solve the minimum problem with these new
assumptions.

Theorem 2.6.8 (Existence in F ′). Under assumption (W5) and (W6) and
assuming that there exists an admissible F ∈ F ′ such that W :=

∫

ΩW (F ) <∞,
there exists a minimizer of problem inf

F ′
W.
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Proof. Let Fn be a minimizing sequence in F ′. We denote the dislocation cur-
rents associated to Fn by L̂n, and their densities by Λn = ΛLn . Without loss
of generality, if we deal as in the proof of Theorem 2.6.6, we can assume Fn
and L̂n be defined on the whole Ω̂. By (W5), Fn converges weakly to F in Lp

and Λn converges weakly-* to a Radon measure Λ. Thanks to (2.2.24) {L̂n} is
equibounded, so that one has by Theorem 2.1.3 the existence of an integer multi-
plicity current L̂ such that L̂n → L̂, while by Lemma 2.6.5, Λ = ΛL̂ = −Curl F̂
in the distribution sense. Moreover, by admissibility, one can associate to every
L̂n a continuum Kn ⊂ Ω̂ such that G(L̂n) =

(

H1(Kn) + k(Kn)
)

. By (W5),
Blaschke and Golab theorems, there is convergence in the Gromov-Hausdorff
sense to a continuum K. Now we see that the support L⋆ of L̂ is a subset of
K. Indeed, for all forms ω ∈ D1(Ω̂,R3) whose support is contained in Ω̂ \ K,
it holds limn→∞ L̂n(ω) = 0, thanks to the fact that L̂n has support in Kn
which converges to K in the Gromov-Hausdorff topology. So we find out that
L̂ = (L̂, τ, θ) is admissible since L⋆ := supp Λ ⊂ K. Taking now any ball in
Ω \ K, we conclude as in the proof of Theorem 2.6.6.

2.7 Third existence result

2.7.1 Boundary of graphs of harmonic maps

We introduce the following notation. For all b ∈ R3 we define the 1-current
~b ∈ D1(T3) as

~b(ω) :=

∫ 2π

0

〈ω(b1θ
2π

,
b2θ

2π
,
b3θ

2π
), b〉dθ, (2.7.1)

for any 1-form ω ∈ D1(T3). It is easy to see that M(~b) = 2|b|. The fact that we

are on the torus, i.e., ω is 2π-periodic on R3, implies that ~b is a closed current
whenever b ∈ 2πZ.

Let C be a closed loop of class C1. There is a cylindrical neighborhood U
with cylindrical coordinates (ρ, θ, z) ∈ [0, R]× [0, 2π]× [0, h]/∼, where ∼ means
that the coordinate θ = 0 (and z = 0) is identified with θ = 2π (resp. z = h).
The neighborhood U is also parametrized by the coordinates (x, y, z) setting
x = ρ cos θ and y = ρ sin θ. Let S be a smooth surface with boundary C and
such that S ∩ U coincides with the set {θ = 0}.

In the sequel we will use the notation Φ := Id× u : Ω → Ω× T3.

Proposition 2.7.1. Let S be a smooth surface in Ω whose boundary C is
a smooth and closed curve in Ω. Let b = (b1, b2, b3) ∈ 2πZ3 and let u =
(u1, u2, u3) : Ω → R3 be the map with ui given by (2.4.28) with b = bi. Then Gu
is an integral current in D3(Ω× T3) and its boundary is given by

∂Gu(ω) = L ∧~b(ω), (2.7.2)

for all ω ∈ D2(Ω× T3).

Before proving Proposition 2.7.1 we state the following preliminary fact:

Lemma 2.7.2. Let u be as in Theorem 2.7.1. Then u ∈ Ap(Ω,T3) for all p < 2.
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Proof. Lemma (2.4.22) shows that u is well-defined in T3. In order to prove that

it belongs to Ap(Ω,T3) we need to show that all its minors Mβ
ᾱ (Du) belong to

Lp(Ω). Thanks to Lemma (2.4.18) it is easy to see that every 1 × 1-minor
belongs to Lp(Ω). Moreover from Lemma 2.4.15 we have that u1, u2, and u3
differ from a constant, so that the rows of the matrix Du are linearly dependent.
In particular all the minors greater than 1×1 vanish, and the thesis follows.

Proof of Proposition 2.7.1. Let uǫ be the restriction of the map u to Ωǫ :=
Ω\D̄ǫ, uǫ := uxΩǫ , whereDǫ := {(ρ, θ, z) ∈ [0, R]×[0, 2π]×[0, h]/ ∼= V : ρ < ǫ}.
The graph Guǫ is the restriction of the graph Gu to the open set Ωǫ × T3.
Formula (2.1.17) and the Dominated Convergence Theorem readily implies that
Guǫ ⇀ Gu as current. As a consequence we find

∂Guǫ ⇀ ∂Gu.

In order to compute explicitly the boundary of Gu we write ∂Guǫ(ω) = Guǫ(dω),
for ω ∈ D2(Ω × R3). Lemma 2.4.22 implies that u is smooth outside a neigh-
borhood of C, so that we can apply Stokes theorem and find

∂Guǫ(ω) =

∫

∂Dǫ

〈ω ◦ Φ, ∂Φ
∂τ

∧ ∂Φ

∂x3
〉dx,

where (τ, x3) is an orthogonal coordinate system in the tangent space to ∂Dǫ.
The gradient of Φ reads

D(Φ) =

















1 0 0
0 1 0
0 0 1
∂u1

∂x1

∂u1

∂x2

∂u1

∂x3
∂u2

∂x1

∂u2

∂x2

∂u2

∂x3
∂u3

∂x1

∂u1

∂x3

∂u3

∂x3

















. (2.7.3)

Let ∂Dǫ
∼= [0, 2π]× [0, h]/ ∼ for all (θ, z) ∈ ∂Dǫ. In the coordinate system

(ρ, τ, x3, y1, y2, y3) it holds

D(Φx∂Dǫ) = (
∂Φ

∂τ
,
∂Φ

∂x3
) =

















0 0
1 0
0 1
∂u1

∂τ
∂u1

∂x3
∂u2

∂τ
∂u2

∂x3
∂u3

∂τ
∂u3

∂x3

















. (2.7.4)

If ω = ωijdzi ∧ dzj , with 1 ≤ i < j ≤ 6, where we have defined z1 = ρ,
z2 = τ , z3 = x3, and zk+3 = yk for k = 1, 2, 3, we can write

∫

∂Dǫ

〈ω ◦ Φ, ∂Φ
∂τ

∧ ∂Φ

∂x3
〉dx =

∫

∂Dǫ

σ(i, ī)ωij(x, u(x))M̃
j
i (D(Φx∂Dǫ(x)))dx,

(2.7.5)
with M̃ j

i (D(Φx∂Dǫ(x))) being the minor of D(Φx∂Dǫ) given by the i-th and j-
th rows. From (2.7.4) we see that the (2 × 2)-minors of D(Φx∂Dǫ) which are
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nonzero are the only ones involving either the second or third row. So (2.7.5)
reads

∫

∂Dǫ

ω23(x, u(x)) −
6

∑

k=4

(ω2k(x, u(x))
∂uk−3

∂x3
(x) + ω3k(x, u(x))

∂uk−3

∂τ
(x))dx =

∫

∂Dǫ

ω23(x, u(x))dx −
6

∑

k=4

∫ 2π

0

∫ l

0

ǫ(ω̃2k(ǫ, θ, x3, u(ǫ, θ, x3))
∂uk−3

∂x3
(ǫ, θ, x3)dx3dθ

−
6

∑

k=4

∫ l

0

∫ 2π

0

ǫω̃3k(ǫ, θ, x3, u(ǫ, θ, x3))
∂uk−3

∂τ
(ǫ, θ, x3))dθdx3, (2.7.6)

where ω̃ := ω detΨ, with Ψ : [0, ǫ] × [0, 2π] × [0, l] → Dǫ is the map of change
of variables. Note that by the assumption of smoothness of C, we have that Ψ
is smooth and detΨ = 1 on C. Now the first term vanishes as ǫ → 0 since ω
is bounded and H2(∂Dǫ) → 0. Integrating by parts the second term and using
Lemma (2.4.23) we obtain

6
∑

k=4

∫ 2π

0

ǫ

∫ l

0

∂ω̃2k

∂x3
(ǫ, θ, x3, u(ǫ, θ, x3))uk−3(ǫ, θ, x3)dx3dθ =

6
∑

k=4

∫ 2π

0

ǫ

∫ l

0

∂ω̃2k

∂x3
(ǫ, θ, x3, u(ǫ, θ, x3))(

θbk−3

2π
+ o(1))dx3dθ (2.7.7)

+

6
∑

k=4

∫ 2π

0

ǫ

∫ l

0

3
∑

h=1

∂ω̃2k

∂x3+h
(ǫ, θ, x3, u(ǫ, θ, x3))

∂uh
∂x3

(ǫ, θ, x3)(
θbk−3

2π
+ o(1))dx3dθ,

where o(1) → 0 as ǫ → 0, so that its absolute value can be estimated by
‖∂ω̃2k

∂x3
‖∞o(1), and thus also this term vanishes. As for the third term of (2.7.5),

we first set

R(ǫ) := −
6

∑

k=4

∫ 2π

0

∫ l

0

ǫ∆ω̃3k(ǫ, θ, x3, u(ǫ, θ, x3))
∂uk−3

∂τ
(ǫ, θ, x3))dx3dθ,

with ∆ω̃3k(ǫ, θ, x3, u(ǫ, θ, x3)) := ω̃3k(ǫ, θ, x3, u(ǫ, θ, x3))−ω̃3k(0, θ, x3, u(ǫ, θ, x3)).
Since ∂

∂τ = 1
ǫ
∂
∂θ , we obtain

−
6

∑

k=4

∫ l

0

∫ 2π

0

ω̃3k(0, θ, x3, u
+(0, θ, x3))

∂uk−3

∂θ
(ǫ, θ, x3))dθdx3 +R(ǫ) =

−
6

∑

k=4

∫ l

0

ω̃3k(0, θ, x3,
b1θ

2π
,
b2θ

2π
,
b3θ

2π
)uk−3(ǫ, θ, x3)

∣

∣

∣

θ=2π

0
dx3

+

6
∑

k=4

∫ l

0

∫ 2π

0

d

dθ
ω̃3k(0, θ, x3,

b1θ

2π
,
b2θ

2π
,
b3θ

2π
)uk−3(ǫ, θ, x3))dθdx3 +R(ǫ).

(2.7.8)
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Using Lemma 2.4.18, we estimate

|R(ǫ)| ≤
6

∑

k=4

∫ 2π

0

∫ l

0

ǫ‖∆ω̃3k(x, u(x))‖L∞(∂Dǫ∩{θ=θ̃})|
∂uk−3

∂τ
(ǫ, θ̃, x3)|dx3dθ̃

≤ 16π2(b1 + b2 + b3)l

∫ 2π

0

‖∆ω̃3k(x, u(x))‖L∞(∂Dǫ∩{θ=θ̃})dθ̃ → 0,

as ǫ → 0, being ω̃3k(ǫ, θ, x3, u(ǫ, θ, x3)) uniformly continuous at ǫ = 0, again
thanks to Lemma 2.4.23 and the fact that C is compact. So that letting ǫ → 0
in (2.7.8), using Lemma 2.4.23 and integrating by parts again, (2.7.8) becomes

6
∑

k=4

∫ l

0

∫ 2π

0

ω3k(0, 0, x3,
b1θ

2π
,
b2θ

2π
,
b3θ

2π
)bk−3dθdx3

=

∫ l

0

∫ 2π

0

〈ω(0, 0, x3,
b1θ

2π
,
b2θ

2π
,
b3θ

2π
), τ ∧ b〉dθdx3

= L ∧~b(ω ◦ Φ), (2.7.9)

and the proof is completed.

Corollary 2.7.3. Let S be a Lipschitz surface in Ω whose boundary C is a Lips-
chitz and closed curve in Ω. Let b = (b1, b2, b3) ∈ 2πZ3 and let u = (u1, u2, u3) :
Ω → R3 be a map with ui satisfying formula (2.4.28) with b = bi. Then Gu is
an integral current in D3(Ω× T3) and (2.7.2) holds.

Proof. We proceed by approximation. Let {Ck}k>0 be a sequence of smooth
closed curves approximating C (uniformly and in the sense of 1-currents) and let
{Sk}k>0 be smooth surfaces with boundary {Ck}k>0 and converging (uniformly
and in the sense of currents) to S. Let uk be maps as in theorem 2.7.1 with
C replaced by Ck and S replaced by Sk. Thanks to the uniform convergence
of Sk to S and using formula (2.4.28) we see that uk converges pointwise to u,
and then strongly in Lp(Ω,T3). Since Ck are converging uniformly to C whose
length is finite, the lengths of Ck are uniformly bounded so (2.4.36) gives a
uniform bound in Lp(Ω), for some 1 < p < 2, for the 1× 1 minors of Duk, while

the greater minors are all null. Therefore there are maps vβᾱ ∈ Lp(Ω) such that,

up to a subsequence, Mβ
ᾱ (Duk) ⇀ vβᾱ weakly in Lp(Ω). Finally, the lengths of

Ck being uniformly bounded, Theorem 2.7.1 provides an uniform bound on the
masses of ∂Guk

. Now Theorem 2.1.12 applies and implies that u ∈ Ap(Ω,T3),
p > 1. In particular we have that uk ⇀ u weakly in Ap(Ω,T3), thus Lemma
2.1.6 implies that ∂Guk

⇀ ∂Gu as currents, and the fact that for uk the explicit
form (2.7.2) holds true implies that it holds also at the limit, concluding the
proof.

Theorem 2.7.4. Let S be the union of N > 0 Lipschitz surfaces Sk in Ω whose
boundary is C, the union of the corresponding boundaries Ck, that are closed
curves in Ω. Let b = (b1, b2, b3) ∈ 2πZ3 and let u = (u1, u2, u3) : Ω → R3 be a
map with ui satisfying (2.4.28) with b = bi. Then Gu is an integral current in
D3(Ω× T3) and (2.7.2) holds.

Proof. Let us first suppose that Sk and Ck are smooth and that the curves Ck
are mutually disjoint. Then we will obtain the general result by approximation
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by mean of Theorem 2.1.12, arguing as in the proof of Corollary 2.7.3. Since N
is finite, we see that C is compact and there is a tubular neighborhood around
C. We can then argue as in the proof of Lemma 2.7.1, obtaining a formula
similar to (2.7.8). Now the same estimates hold thanks to Lemma 2.4.23 and
Remark 2.4.24. The thesis follows.

Lemma 2.7.5. Let S, C, b and u as in Theorem 2.7.4, and let v ∈ C1(Ω̄,R3).
Then Gu+v is an integral current in D3(Ω× T3) and it holds

M(∂Gu+v) ≤ (1 + 64
√
3π2‖Dv‖L∞(Ω))|L ⊗ b|(Ω). (2.7.10)

Proof. As in Proposition 2.7.1, we first prove the result for a smooth loop C and
then we obtain the general case arguing as in Theorem 2.7.4. Let us check that
u+v ∈ Ap(Ω,T3). To this aim let us prove that adj(Du+Dv) and det(Du+Dv)
are summable functions. Since the rows of Du are linearly dependent and
recalling the identity detA = ǫijkA1iA2jA3k = ǫijkAi1Aj2Ak3, it follows that

det(Du+Dv) = det





Dv1
Dv2
Dv3



+ det





Du1
Dv2
Dv3



+ det





Dv1
Du2
Dv3



+ det





Dv1
Dv2
Du3



 .

Since Dvi ∈ C0(Ω̄,R3), in particular it is bounded, so that all the determi-
nants belong to Lp(Ω,R3) thanks to (2.4.36). A similar arguments applies for
adj(Du+Dv).

To compute the boundary of Gu+v we proceed as in the proof of Proposition
2.7.1, obtaining (2.7.5). This formula, setting w := u+ v, takes the form

∫

∂Dǫ

ω23(x,w(x)) −
3

∑

k=1

(ω2k(x,w(x))
∂uk
∂x3

(x) + ω3k(x,w(x))
∂uk
∂τ

(x))dx

−
∫

∂Dǫ

3
∑

k=1

(ω2k(x,w(x))
∂vk
∂x3

(x) + ω3k(x,w(x))
∂vk
∂τ

(x))dx+

+
∑

4≤i,j≤6

∫

∂Dǫ

ωij(x,w(x))M̃
j
i (D(Id× v)x∂Dǫ(x))dx

+
∑

4≤i,j≤6

∫

∂Dǫ

ωij(x,w(x))(
∂ui
∂x3

∂vj
∂τ

− ∂ui
∂τ

∂vj
∂x3

+
∂uj
∂x3

∂vi
∂τ

− ∂uj
∂τ

∂vi
∂x3

)dx.

(2.7.11)

The first row, as seen, tends to (2.7.9), the second and the third ones vanish as
ǫ → 0 since they tend to ∂Gv(ω) and since v is smooth ∂Gv = 0. The last row
can be estimated, by virtue of (2.4.36), by

(8π)2l(|b1|+ |b2|+ |b3|)‖Dv‖L∞(Ω)

≤ 64
√
3π2l|b|‖Dv‖L∞(Ω) = 64

√
3π2|L ⊗ b|(Ω)‖Dv‖L∞(Ω). (2.7.12)

This together with (2.7.9) gives (2.7.10), taking into account that |L∧~b| = |L⊗b|.
The proof is complete.
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2.7.2 The minimum problem

For the rest of this section we assume that U is a neighborhood of the whole
∂Ω (i.e., ∂DΩ = ∂Ω), so that Ω ⋐ Ω̂ := U ∪Ω. Moreover Ω̂ is simply connected
and has smooth boundary. As usual we fix a boundary condition in U , so
that in particular, for all admissible dislocations L, it is controlled the distance
d(L, ∂Ω̂), with L := suppL. We deal with an energy W with the form

W(F ) := We(F, Div F ) +Wdefect(Curl F ), (2.7.13)

where we assume the following properties on We and Wdefect:

(i) The following coerciveness condition holds: there exists positive constants
α0, α1, β0, and β1 such that

We(F, Div F ) ≥ β1(‖F‖pLp + ‖adjF‖pLp + ‖ detF‖pLp + ‖Div F‖qLq)− β0,

Wdefect(Λ) ≥ α1|Λ|(Ω)− α0.

(ii) Wdefect is a function on Mb(Ω,R3×3) which is lower semicontinuous with
respect to the weak* convergence.

(iii) We is a function of M(F ) (i.e., of F , adj F , and detF ) and Div F , it
is lower semicontinuous in M(F ) with respect to the weak convergence
in Lp, and is lower semicontinuous in Div F with respect to the weak
convergence in Lq.

For instance, in order that (iii) be satisfied, we can choose We(F, Div F ) =
∫

Ω
g(M(F ), Div F )dx, with g a convex function that has p-growth in M(F )

and q-growth in Div F .

Remark 2.7.6. The form (2.7.13) of the energy shows that a particular form
of gradient elasticity is chosen, namely with the rotational part of the strain
derivatives incorporated in the defect contribution of the energy, whereas the
divergence part is related its elastic part. In general we can attribute the present
model to the general second grade models, where the energy is a function of the
strain and of its gradient, i.e., W = W(F,∇F ).

Remark 2.7.7. Hypotheses (ii) is weaker than the corresponding hypotheses
on Wdefect given in the previous minimum problems. Indeed, here we can get
rid of the term W2

defect, and we can consider functionals of the form

Wdefect(µ) = W1
defect(µ) =

∫

L

ψ(θb, τ)dH1,

again with suitable assumptions on ψ.

As for the previous minimum problems, we fix a boundary condition α for
the dislocation and a map F̂ ∈ Lp(Ω̂,R3×3) with −Curl F̂ = Λα on Ω̂, and the
additional property that Div F̂ ∈ Lq(Ω̂,R3). Let q > 1 and let b ∈ 2πZ3 a fixed
Burgers vector, then we define the class of admissible functions as

Fp,q
b := {F ∈ Lp(Ω̂,R3×3) : −Div F ∈ Lq(Ω̂,R3), −Curl F = b⊗ L

for some closed integral 1-current L, and F = F̂ on Ω̂ \ Ω}. (2.7.14)
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Let 1 < p < 2, let F ∈ BCp(Ω̂,R3×3) be such that −Curl F = b ⊗ L, with
b ∈ 2πZ3 and L a 1-integer multiplicity current which is closed in Ω̂ and its
support is compact in Ω̂. The Helmholtz decomposition in Lp(Ω̂,R3) provides
v ∈ W 1,p(Ω̂,R3) with ∂Nv = FN on ∂Ω̂ and G ∈ Vp(Ω̂) such that

F = Dv + Curl G. (2.7.15)

If we set V := Curl G, then of course Div V = 0, while since −Curl F = b⊗L,
we also have −Curl V = b ⊗ L. Moreover V N = 0 on ∂Ω̂. Thanks to the
decomposition theorem for 1-integer multiplicity currents (Theorem 2.1.4) we
find a sequence of Lipschitz maps

fk : S1 → Ω̂ such that L =
∑

k>0

fk♯[S
1
℄. (2.7.16)

Let us denote by Ck the closed Lipschitz curves fk(S
1).

Theorem 2.7.8. Let L be a closed integral current with compact support in Ω̂,
and let V ∈ Lp(Ω̂,R3×3) be such that −Curl V = b⊗L in Ω̂. Then there exists
a map ũ ∈ Ap(Ω̂,T3) such that ∇ũ = V almost everywhere in Ω̂, and

M(∂Gũ) ≤ C|L ⊗ b|(Ω̂)(1 + |L ⊗ b|(Ω̂)), (2.7.17)

with C > 0 a constant depending only on Ω̂ and on d(L, ∂Ω̂) > 0, L := suppL.
Moreover ũ = u− v with v ∈ C1(

¯̂
Ω,T3), u ∈ Ap(Ω̂,T3), and

∂Gu(ω) = L ∧~b(ω), (2.7.18)

for all ω ∈ D3(Ω̂× T3).

Proof. To prove the Theorem we will use the fact that the following system







−Curl U = µ in Ω̂

Div U = 0 in Ω̂

UN = 0 on ∂Ω̂,

, (2.7.19)

has a unique solution that also satisfies ‖U‖Lp ≤ C|µ|(Ω̂), with C = C(Ω̂). This
is proved in [58].

Another key fact is the following: if Ω̂ is a bounded open set with smooth
boundary, g ∈ C0(∂Ω̂,R3) with

∫

∂Ω̂
gNdS = 0, and v ∈ C1(Ω̂,R3) is the zero-

mean value solution to
{

∆v = 0 in Ω̂

∂Nv = g on ∂Ω̂,
, (2.7.20)

then it holds ‖v‖C1 ≤ C‖g‖C0 , with C = C(Ω̂).
We use the decomposition (2.7.16) for L and we first suppose that the maps

fk are smooth. The general case will follow from this by using an approximation
argument and proceeding as in the proof of Theorem 2.7.4. If Ck is a smooth
closed curve, we can choose a smooth surface Sk with boundary Ck. Then we
set S := ∪kSk and C := ∪kCk, we want to find u as a solution of (2.4.27)
with these S and C. Let us also set Ŝn := ∪nk=0Sk and Ĉn := ∪nk=0Ck. For
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i = 1, 2, 3, let uni be the solution of (2.4.27) with Ŝn, Ĉn, and bi. Lemma 2.4.16
and Remark 2.4.17 show that the distributional divergence of ∇un is zero, while
the curl is given by −b⊗∑n

k=0 fk♯[S
1
℄. Up to subtracting a constant to un, we

also suppose it has zero mean value.
By hypotheses it holds infk d(Ck, ∂Ω̂) > 0, and then un are of class C∞ on

∂Ω̂, and their Ch norms are uniformly bounded with respect to n for all h > 0
(taking into account that the set C = ∪kCk has finite length, and then S = ∪kSk
has finite H2 measure). Let vn be the solution to (2.7.20) with g := ∂Nu

n.
From the estimates of this solution we find ‖vn‖C1 ≤ C1‖∂Nun‖C0 < C2, for
some constant C2 independent of n. Setting ũn := un − vn, we see that ∇ũn
solves system (2.7.19) with µ = µn := b ⊗∑n

k=0 fk♯[S
1
℄, so that we also have

‖∇ũn‖p ≤ |µn|(Ω̂) < C3, with C3 independent of n. In particular we get
‖un‖W 1,p ≤ ‖vn‖W 1,p + ‖ũn‖W 1,p ≤ C, for a constant C > 0 independent of n.
Therefore un ⇀ u weakly in W 1,p(Ω̂,R3), for some u ∈ W 1,p(Ω̂,R3). Similarly
ũn ⇀ ũ and vn ⇀ v weakly in W 1,p(Ω̂,R3), with u = ũ + v. Since the rows of
∇un are equal up to a multiplicative factor, we also get that all the minors of
un are uniformly bounded in Lp. Then, by Theorem 2.1.12, un weakly converge
in Ap(Ω̂,T3) to u. Moreover Theorem 2.7.4 implies that for all n > 0 equation
(2.7.2) holds for un, with L replaced by

∑n
k=0 fk♯[S

1
℄. Lemma 2.1.6 implies

that Gu is an integral current and its boundary satisfies

∂Gu(ω) =
∞
∑

k=1

fk♯[S
1
℄ ∧~b(ω), (2.7.21)

for all ω ∈ D3(Ω̂ × T3). To conclude the proof it suffices to observe that the
maps ũn are smooth in a neighborhood of ∂Ω̂ with ∂N ũ

n vanishing, and hence
∂N ũ also vanishes, in such a way that ∇ũ satisfies (2.7.19) with µ := b⊗L. By
the smoothness properties of vn, it is also true that v satisfies (2.7.20) with a
bounded and smooth g = ∂Nu, so it is smooth in Ω̂ and Lemma 2.7.5 applies
(2.7.10). Since we can compute g by using formula (2.4.33) and d(L, ∂Ω̂) > 0,
we find a constant C4 > 0 such that ‖g‖C1 ≤ C4|b⊗L|(Ω̂), so that the inequality
‖v‖C1 ≤ C‖g‖C0 together with (2.7.10) gives (2.7.17).

Remark 2.7.9. By definition of the uk, we have observed that for all k the
three components uki , i = 1, 2, 3, differ in a multiplication factor. In particular
we have seen that their gradients ∇uki (i.e., the rows of the matrix ∇u) are
linearly dependent differing in a multiplication factor. As a consequence the
same is true for the gradients ∇ũi. Thus, the three components of the harmonic
function v have as boundary data ∂N ũi three linearly dependent vector fields.
This implies, by the uniqueness of solution of elliptic equations, that also∇vi are
linearly dependent. So that we find that the final matrix V = ∇u = ∇ũ −∇v
has linearly dependent rows and its pointwise adjunct and determinant are
constantly zero.

The existence of a minimizer of W in Fp,q
b is provided by the following:

Theorem 2.7.10. Let p > 1 and q > 3. If W satisfies (i), (ii), and (iii), then
there exists a minimizer F ∈ Fp,q

b of W.

Proof. We will apply the direct method. Let {Fk}k>0 be a minimizing se-
quence. From the coerciveness (i) we see that there exists F ∈ Lp(Ω̂,R3×3),
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A ∈ Lp(Ω̂,R3×3), and D ∈ Lp(Ω̂) such that

Fk ⇀ F weakly in Lp(Ω̂,R3×3), (2.7.22a)

adjFk ⇀ A weakly in Lp(Ω̂,R3×3), (2.7.22b)

detFk ⇀ D weakly in Lp(Ω̂), (2.7.22c)

Div Fk ⇀ R weakly in Lq(Ω̂,R3). (2.7.22d)

Moreover we find a measure Λ ∈ Mb(Ω̂,R3×3) with

Λk ⇀ Λ weakly* in Mb(Ω̂,R
3×3), (2.7.23)

where we have set Λk = ΛLk
= −Curl Fk. As [59, Lemma 7.5] shows, there

exists a regular dislocation current L such that (Lk)i ⇀ Li in D1(Ω̂) and Λ =

ΛL =
∑3

i=1 Li ⊗ ei. In order to prove the Theorem we have to show that
Div F = R, −Curl F = ΛL, A = adjF , and D = detF .

The Helmholtz decomposition gives

Fk = Dwk + Curl Gk, (2.7.24)

with wk ∈ W 1,p(Ω̂,R3) which satisfies −∆wk = −Div Fk with ∂Nwk = FkN =
F̃N on ∂Ω̂, and Gk ∈ Ṽp(Ω̂). Since Div Fk ∈ Lq(Ω̂,R3), with q > 3, by
the regularity theory of elliptic problems and the Sobolev embedding Theorem,
we find that wk ∈ C1(Ω̂,R3×3) and that the L∞ norm of their gradients are
bounded by a constant,

‖Dwk‖∞ < C. (2.7.25)

Moreover we have, up to a subsequence, that

wk ⇀ w weakly in W 1,q(Ω̂,R3), (2.7.26)

for some w ∈W 1,q(Ω̂,R3).
Let us set Vk := Curl Gk. Now −Curl Vk = ΛLk

, and Theorem 2.7.8

provides functions uk ∈ Ap(Ω̂,T3) and vk ∈ C1(Ω̂,T3) such that ∇uk −∇vk =
Vk satisfying

∂Guk
(ω) = Lk ∧~b(ω), (2.7.27)

for all ω ∈ D3(Ω̂× T3), and

‖Dvk‖∞ ≤ C|b⊗ Lk|(Ω̂). (2.7.28)

Thanks to (2.7.22a), (2.7.26), and (2.7.28), we can assume that there exist
u ∈ W 1,p(Ω̂,T3) and v ∈W 1,p(Ω̂,R3×3) such that uk → u and vk → v strongly
in Lp(Ω̂,R3),

∇uk ⇀ ∇u weakly in Lp(Ω̂,R3×3). (2.7.29)

and

∇vk ⇀ ∇v weakly in Lp(Ω̂,R3×3). (2.7.30)

Thanks to estimates (2.7.25) and (2.7.28), Lemma 2.7.5 applies providing

M(∂Gw+uk−vk) ≤ C(1 + |ΛLk
|(Ω̂))|ΛLk

|(Ω̂) < C. (2.7.31)
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This allows us to apply Theorem 2.1.12, obtaining

adj(Dψk)⇀ adj(Dψ) weakly in Lp(Ω̂,R3×3), (2.7.32)

det(Dψk)⇀ det(Dψ) weakly in Lp(Ω̂), (2.7.33)

with ψk := wk + uk − vk and ψ := w + u − v. As a consequence of (2.7.22a),
convergences (2.7.32) and (2.7.33) read adjFk ⇀ adjF weakly in Lp(Ω̂,R3×3)
and detFk ⇀ detF weakly in Lp(Ω̂). Therefore A = adjF by (2.7.22b), and

detF = D from (2.7.22c). Moreover, for every test function ϕ ∈ C∞
c (̂̂Ω,R3) we

have

〈F,∇ϕ〉 = 〈∇w,∇ϕ〉 = lim
k→∞

〈∇wk,∇ϕ〉 = lim
k→∞

〈Div Fk,∇ϕ〉,

and from (2.7.22d) it follows R = Div F . Finally we write

〈Curl Fk, ϕ〉 = 〈Fk, Curl ϕ〉 → 〈F, Curl ϕ〉 = 〈Curl F, ϕ〉,

for all ϕ ∈ D(Ω̂,R3×3), and by (2.7.23) we conclude −Curl F = ΛTL achieving
the proof.

2.7.3 Some remarks on the variational approach and open

questions

In the last section we proposed three existence results for minima of the energy
of a single crystal containing dislocations. In the first and second theorems we
consider an energy depending on the strain F and its curl. Actually, the defect
part of the energy, which coincides with the high order part of the energy,
do not depend only on the total density of the dislocations, but also on their
representation by mean of currents. Even if the current used to parametrize the
dislocation has not a direct effect on the physics of the body, it can be related
on the history of nucleation and annihilation of dislocations. To be precise, let
us consider two single, simple, and disjoint loops in a body. In this case, the
defect part of energy taken into account in Theorems 2.6.6 and 2.6.8 might be
exactly a multiple of the total mass of the density. At the same time, if we
consider a slow evolution of this system with the two dislocation loops (having
equal Burgers vectors with opposite sign) overlapping until they coincide, then
the density becomes null, and so the energy of the system, while, representing
the dislocations still by two Lipschitz curves, the energy still counts 2 times
the length of the single loop. This is an advantage if we are looking for an
energy conservation law during the (quasistatic) evolution. In other words, the
unnecessary dislocation obtained by the overlapping of two identical loops takes
its part in the energy balance of the evolution, since otherwise, for instance,
after their overlapping we might see a mysterious lost of energy.

As for the term considered in (2.6.15), it reflects the fundamental issue that
nucleation of dislocations has a discrete and strictly positive cost. Indeed, the
configuration of two single loops with identical Burgers vectors can be obtained
either by two nucleations and dilations of dislocations, or by a single nucleation
followed by the division of the single loop. It is quite natural to think that, if
the given loops are far enough, it is energetically cheaper to proceed with the
former evolution, while, if they are very close, it is too expensive to have a new
nucleation.
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On the contrary, we get rid of the representation of the dislocations in the
third existence result. This fits quite better in order to study the absolute
minima of the energy. As we already focused out, this result is stated for
dislocations whose Burgers vectors belong to a 1-dimensional lattice, whereas
its generalization is still an open problem. Moreover, in Theorem 2.7.10, we
make the assumption that the energy is of the second order type, that is, it
depends on F and on its first derivative. Since the norm of the gradient can be
controlled by the norms of the divergence and the curl, it is natural to assume
that this energy depends directly on these objects.

Moreover we emphasize that in the first two results we assume also a strong
requirement on the regularity of the admissible deformations outside the dis-
location lines. However we recover this regularity in the third result by the
assumption on the integrability of the divergence, which, being quite natural,
justifies the previous assumption. We remind that Cartesian maps are consid-
ered to represent the deformation F , so that its adjunct and determinant are
only locally defined away from a continuum, that is CofF = cofF ∈ Lploc(Ω\K)
and DetF = detF ∈ Lploc(Ω\K). The fact that the adjunct and the determinant
might be concentrated distributions on K means that the continuum represents
a singular set where spurious effects might take place, such as cavitation, and
hence nucleation of elementary dislocation loops. This makes sense from a phys-
ical standpoint, since dislocations at the mesoscale are by essence the location
of field singularities.

It is yet an open question to elucidate the structure of the distributional
determinant, which one would like for physical reasons to be a Radon measure
(i.e., an extensive field) on K. To our knowledge few results exist about this
issue, without the too restrictive assumptions of field boundedness, high space
dimension, and with the current range of p between 1 and 2.

The described mathematical framework will be considered for future work in
order to describe evolution problems involving the dissipation due to dislocation
motion. Here a preliminary step before the complete dynamics will be the qua-
sistatic problem. The role of higher-order strains acting as constrain reactions
to the geometrical condition −Curl F = ΛT is studied in the next section.

Two other extensions of this work are the analysis of the distributional deter-
minant at the continuum K, in particular to address the open question whether
it is a measure, and homogenization of a countable family to the continuum
to the macroscale where Γ-convergence tools may be considered (see, eg., [22]).
About the latter problem let us mention that our setting at the continuum scale,
allowing for countable many dislocations, was thought with a view to homoge-
nization, since limit passage from finite to countable families must unavoidably
be faced.
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2.8 Configurational forces at minimizing dislo-

cation clusters

Certain forces apply on the dislocation clusters, solutions to the minimization
problems considered in the previous Section. They are due to the combined
effect of the deformation and defect part of the energy. The line having no
mass, these forces must be understood as being of configurational nature. All
results of previous sections will allow us to prove Theorem 2.8.5, which consists
of a balance of forces at minimality. The keypoint to obtain this balance law is to
perform variations around the minima of Problem (2.6.1) in the largest possible
functional spaces. As far as the deformation part of the energy is concerned,
this amounts to proving the existence of an appropriate Lagrange multiplier to
account for the constraint

−Curl F = ΛL.

This will be achieved thanks to Theorem 2.8.4. In principle, variations can be
made with respect to (i) F , (ii) the dislocation density Λ, and (iii) the dislocation
set L. In the first case one recovers the equilibrium equations, where the Piola-
Kirchhoff stress is written as the curl of the constraint reaction. The second case
is more delicate since the space of variations is not a linear space (due to the so-
called crystallographic assumption), thus creating a series of difficulties which
we do not address further. Most interesting is the variation with respect to the
line, that is, with respect to infinitesimal Lipschitz variations at the optimal
dislocation cluster L⋆. The difficulty here is that both F and Λ depend on L.
In the case of Λ, the dependence is explicit since L is in some sense the support
of Λ = ΛL (see (2.5.2)). In the case of F , the dependence is implicit since it
holds

F = ∇u+ F ◦, (2.8.1)

where F implicitly depends on L through F ◦ solution of Curl F ◦ = − (ΛL)
T
.

Therefore, since the energy consists of one term in F and another in Λ, variation
of the energy w.r.t. to L will require an appropriate version of the chain rule.
This computation is the main objective of this Section, which to be carried out
carefully requires a series of preliminary steps.

2.8.1 Review of the existence of minimizers

We will compute the variation at minima of problem (2.5.1). We write in a
slightly different setting the already stated existence results, and then we will
employ some variational tecnique to the solutions.

Let us define

F ′′ := {F ∈ ADp(Ω) : F̃ := FχΩ + F̂χV ∈ ADp(Ω̂),−Curl F̃ =
(

ΛL̂
)T

on Ω̂

for some closed and connected dislocation current L̂ in Ω̂}. (2.8.2)

We remark that, asking for the connection of the dislocation current L̂,
amounts to requiring that the dislocation set L is connected, that physically
corresponds to the presence of a unique dislocation cluster. Connection is equiv-
alent to the fact that we always suppose that, for an admissible F , there exists
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λ ∈ W 1,1(S1, Ω̂3) such that −Curl F = (Λ)T = T (λ). In general, this does not
imply that a unique Burgers vector b is assigned to L.

The coerciveness conditions on the energy W are summarized as follows. We
assume that there are positive constants C and β for which

Ŵ(F ) = W(F,ΛL) := We(F ) +Wdefect(ΛL) ≥ C
(

‖M(F )‖Lp +m(ΛL)
)

− β,
(2.8.3)

with F ∈ F ′′ and M(F ) = (F, adjF, detF ). Moreover we consider the following
assumption

(H) We assume that

Wdefect(ΛL) := W1
defect(ΛL) +W2

defect(ΛL),

the second term being bounded from below by m(ΛL), defined in (2.5.9).
MoreoverWdefect is lower semicontinuous with respect to the weak* topol-
ogy in Mb(Ω̂,R3×3).

In [17] (where no variational problem is solved) an expression for Wdefect is
suggested as

W1
defect(µ) =

∫

L

ψ(θb, τ)dH1, (2.8.4)

whenever µ = b ⊗ γ♯[S
1
℄ = b ⊗ θτH1

xL is the dislocation density of a cluster
generated by the loop γ ∈ W 1,1(S1,R3) and Burgers vector b = βiei, βi ∈
2πZ (b 6= 0), while it takes the value +∞ if µ is not of this type. Here ψ :
2πZ3×R3 → R is a nonnegative function satisfying ψ(0, ·) = 0 and ψ(b, t) ≥ c|b|
for a constant c > 0. Note that the first entry of ψ is given by the Burgers
vector of the dislocation, that in general does not coincide with b everywhere,
but is a multiple of it since also the multiplicity of the current must be taken
into account. We remark that within our formalism the multiplicity, defined in
(2.5.6), depends on the image of the curve γ.

Remark 2.8.1. In general such aWdefect is not lower semicontinuous. However,
the main result of [17] stated that its relaxation also writes in integral form

Wdefect(µ) =

∫

L

ψ̄(θb, τ)dH1, (2.8.5)

for a function ψ̄ satisfying some properties (see for details [17]).

According to Remark 2.8.1, we introduce the following alternative assump-
tions to (H):

(W4’) Wdefect(ΛL) := W1
defect(ΛL)+W2

defect(ΛL), the second term being bounded
from below by m(ΛL), defined in (2.5.9), and the first being of the form
(2.8.4) (if it is already semicontinuous) or (2.8.5) (else).

(W5’) g and W2
defect are weakly lower semicontinuous.

The proofs of Theorems 2.6.6 and 2.6.8 actually provide the following:
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Theorem 2.8.2. Let Ŵ be a potential satisfying assumptions (2.8.3) and either
(W1), (W2), (W4), and (W5), or (W1), (W2), (W4’), and (W5’). Then there
exists a minimizer of Ŵ in F ′′.

Remark 2.8.3. As opposed to Theorem 2.6.8, in Hypothesis (2.8.3) we do
not consider the term of the energy which accounts for the number of connected
components of the dislocation set. This hypothesis is replaced by the restriction
on the set of admissible deformations F ′′ to show only one dislocation cluster as
singularity set. Moreover since projections have been considered in (2.5.2) and
(2.5.4), a bound on m(ΛL) in (2.8.3) is, contrarily to Theorem 2.6.8 and thanks
to (2.5.8), sufficient to prove existence.

2.8.2 Existence of a constraint reaction

In the next sections we will deal with a linear and continuous map,

Φ : BCp(Ω̂,R3×3) → R, (2.8.6)

such that |Φ(F )| ≤ C‖F‖p for some C > 0, and satisfying

Lpcurl(Ω̂,R
3×3) ⊂ kerΦ. (2.8.7)

An important result for maps of this kind is the following.

Theorem 2.8.4. Let 1 < p < 3/2 and let Φ be a linear and continuous map
on Lp(Ω̂,R3×3) satisfying Φ(Du) = 0 for every u ∈ W 1,p(Ω̂,R3). Then there
exist two linear and continuous maps L, L̃ : Mdiv(Ω̂,R3×3) → R belonging to

C(Ω̂,R3×3) ∩W 1,p′(Ω̂,R3×3), with 3 < p′ < ∞, 1/p+ 1/p′ = 1, such that, for
every F ∈ Lp(Ω̂,R3×3),

Φ(F ) = 〈Curl L, F 〉 = 〈Curl L̃, F 〉, (2.8.8)

and satisfying Div L = Div L̃ = 0 in Ω̂, N × L = 0 and L̃N = 0 on ∂Ω̂.
Moreover it holds

Φ(F ) = 〈L, Curl F 〉 = 〈L̃, Curl F 〉+ 〈N × L̃, F 〉∂Ω̂. (2.8.9)

Proof. Since Φ is linear and continuous it holds

Φ(F ) = 〈T, F 〉, (2.8.10)

for some T ∈ Lp
′

(Ω̂,R3×3). Now, for every ϕ ∈ C∞(
¯̂
Ω,R3) we have 〈T, Dϕ〉 =

Φ(Dϕ) = 0, proving that (i) Div T = 0 in Ω̂ and, by integration by parts,
that (ii) TN = 0 on ∂Ω̂. By Theorem 2.4.9 (Eq. (2.4.13) or (2.4.14)), there

exist a unique L ∈ Lp
′

div(Ω̂,R
3×3) satisfying N × L = 0 on ∂Ω̂ and a unique

L̃ ∈ Lp
′

div(Ω̂,R
3×3), with L̃N = 0 on ∂Ω̂, such that

Curl L+Du = Curl L̃+Du0 = T. (2.8.11)

Since Div T = 0 in Ω̂, one has u0 ≡ 0, and from Curl LN = TN = 0 on ∂Ω̂,
we get Du ≡ 0. By Maxwell-Friedrich-type inequality (i.e., the generalization
of (2.4.11), see [80]), i.e.,

‖∇L‖p′ ≤ C (‖Curl L‖p′ + ‖Div L‖p′ + ‖L‖p′) , (2.8.12)
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the fact that L ∈ Lp
′

(Ω̂,R3×3) with Curl L ∈ Lp
′

(Ω̂,R3×3) and Div L = 0,
implies that L ∈ W 1,p′(Ω̂,R3×3), which, since 3 < p′ ≤ ∞, entails by Sobolev
embedding that

L ∈ C(Ω̂,R3×3). (2.8.13)

The same is true for L̃. Integrating by parts the identities (2.8.8) we get, since
N × L = 0 on ∂Ω̂,

Φ(F ) = 〈Curl L, F 〉 = 〈L, Curl F 〉,

and similarly

Φ(F ) = 〈Curl L̃, F 〉 = 〈L̃, Curl F 〉+ 〈N × L̃, F 〉∂Ω̂,

achieving the proof by (2.8.11).

In the applications, Φ will be the defect part of the energy. In the sequel
we will restrict to those variations whose deformation curl is concentrated in a
closed curve, and, specifically, is associated to some dislocation density measure.

2.8.3 Internal variations at minimality

The energy functional We introduced in (2.8.3) can be extended to Lp(Ω̂,R3×3)
by setting

We(F ) :=

∫

Ω̂

We(F )χΩdx,

for all F ∈ Lp(Ω̂,R3×3). Let us fix F ⋆ ∈ ADp(Ω̂) and (Λ⋆)T = −Curl F ⋆ on Ω̂.
Variations F of the deformation F ⋆ still satisfying the constraint −Curl (F ⋆ +
F ) = (Λ⋆)T must belong to ADp

curl(Ω̂) := {F ∈ ADp(Ω̂) s.t. Curl F = 0}.
Moreover, such variations at the minimum points of the energy W must provide
a vanishing variation ofW . Within our formalism, it is assumed thatW depends
on the density Λ via theW 1,1(S1, Ω̂3)-field λ := (λ1, λ2, λ3) as defined in (2.5.7),
viz.,

W(F,Λ) = W◦(F, λ), (2.8.14)

with λ ∈ T−1(−ΛT).
Specifically, by Theorem 2.4.13, Eq. (2.5.11) and Theorem 2.5.5, it holds

ADp
div(Ω̂)= Curl −1

(

T
(

Ẇ 1,1(S1, Ω̂3)
))

,

while for any admissible deformation F ∈ ADp(Ω̂) it holds by Helmholtz de-
composition (Theorem 2.4.9) that F = Du+ F ◦ with F ◦ ∈ ADp

div(Ω̂), so that

Ŵ(F ) = W(F,Λ) = We(Du+ F ◦) +W◦
defect(Curl F

◦) :=W ◦◦(u, λ), (2.8.15)

the latter being well defined, since F ◦ is associated to a unique curve λ by
(2.8.15). Here W◦

defect is defined by W◦
defect(A) := Wdefect

(

−AT
)

.

We make the assumption that the energy density We : L
p(Ω) → R of (2.6.2)

is Fréchet differentiable in Lp(Ω) with the Fréchet derivative of F 7→ W (F,Λ⋆)
denoted by WF ∈ Lp

′

(Ω). As a consequence, for every F ∈ Lp(Ω), it holds
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(A1) δW⋆(F ) := d
dǫW(F ⋆ + ǫF,Λ⋆)|ǫ=0 =

∫

Ω

W ⋆
F · Fdx = δWe(F

⋆)[F ],

whereW ⋆
F :=WF (F

⋆,Λ⋆). Since F ⋆ is a minimum point, for every F ∈ Lpcurl(Ω̂),
it holds

δW⋆(F ) = 0. (2.8.16)

From (A1), (2.8.16) and Theorem 2.8.4 it results that there exists L⋆ such that

P :=W ⋆
F = Curl L⋆, (2.8.17)

and hence

{

−Div P = 0 in Ω̂

PN = 0 on ∂Ω̂
, (2.8.18)

in such a way that W ⋆
F is identified with the first Piola-Kirchhoff stress.

Recalling (2.4.9) and observing that (A1) means that δWe(F
⋆) = W ⋆

F ∈
Lp

′

(Ω,R3×3), we make the additional assumption that

(A2) W ⋆
F ∈ Ṽp′(Ω),

and in particular that Curl W ⋆
F (extended by zero in Ω̂ \Ω) belongs to Lp′(Ω̂).

2.8.4 Shape variation at minimizers

Let L be a single smooth enough dislocation loop with tangent vector τ , normal
vector ν, curvature κ, and total Burgers vector B. We introduce

F⋆ := (W ⋆
F × τ)

T
BδL,

G⋆ := κ (ψ(b, τ)−∇ψ(b, τ) · τ +∇∇ψ(b, τ) · ν ⊗ ν) νδL,

the so-called deformation-induced Peach-Köhler force and line tension, respec-
tively, where ψ is the energy density as introduced in (2.8.4).

At minumum points, the following theorem holds. Note that restricting to
a single generating loop with Burgers vector b is chosen for the simplicity of the
exposition, and the reader interested by generality, can find the complete force
formulae in the proof developments.

Theorem 2.8.5. Assume that Wdefect satisfies (W4’) and (W5’) with ψ, ψ̄ :
2πZ3 × R3 → R+, of class C2. Under Assumptions (A1),(A2), let F ⋆ be a
minimum point of Ŵ(F ), and assume that the optimal cluster L⋆ associated to
F ⋆ was generated by a single loop with Burgers vector b, associated to a density
ΛL⋆ = b⊗γ⋆♯ [S1

℄ with γ⋆ ∈W 2,∞(S1). Then, the associated Peach-Köhler force
F⋆ is balanced by a defect-induced force G⋆ in L⋆, i.e.,

F⋆ + G⋆ = 0.

If the line is straight then F⋆ = 0. Moreover at F ⋆ it holds Div W ⋆
F = 0 in Ω

and W ⋆
FN = 0 on ∂Ω.

Note: We recall that L⋆ is the dislocation set of the current L⋆ with Curl F ⋆ =
− (ΛL⋆)T.
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Remark 2.8.6. In the proof we will consider the core energy Wdefect as given
only by W1

defect, in contrast with the hypotheses (W3) and (W6) in Section 2.6.
However, since we are computing variations which are continuous with respect
to the line, the presence of such terms do not change the computation. In
particular it is not restrictive to set W2

defect = 0 and the statement of Theorem
2.8.5 still holds true for energies as in Theorems 2.6.6 and 2.6.8. See also Remark
2.8.8.

Proof. We define the linear map

S :W 1,1(S1, Ω̂3) → BCp,Λdiv (Ω̂,R
3×3) : S := Curl −1 ◦ T,

where Curl −1 is the solution of (2.4.15). By Theorem 2.8.2 there exists F ⋆ ∈
BCp,Λ(Ω̂,R3×3) a minimizer of the energy (2.8.15) with Curl F ⋆ = T (λ⋆), where
F ⋆ = Du⋆ + S(λ⋆) by (2.4.14). We then define, for all λ ∈ W 1,∞(S1, Ω̂3),

W◦(λ) := W◦
e (λ) +W◦◦

defect(λ), (2.8.19)

where W◦
e (λ) := We(Du

⋆ + S(λ)) and W◦◦
defect(λ) := W◦

defect(T (λ)). In particu-

lar, W◦(λ⋆) = W(F ⋆). We now want to perform variations in W 1,∞(S1, Ω̂3) of
W◦(λ⋆). For λ ∈ W 1,∞(S1, Ω̂3) we have

δW◦(λ⋆)[λ] = δW◦
e (λ

⋆)[λ] + δW◦◦
defect(λ

⋆)[λ]. (2.8.20)

Here δW◦
e (λ

⋆)[λ] = 〈W ⋆
F , DS(λ

⋆)[λ]〉 and DS(λ⋆) is the Fréchet derivative of S
in λ⋆. Let us recall the notation ϕλij(s) := ϕij(λ

j(s)) = δjkϕij(λ
k(s)) (with no

sum in the second term), valid for every ϕ ∈ C1(Ω,R3×3). Then,

DS(λ⋆)[λ] = lim
ǫ→0

(

Curl −1(T (λ⋆ + ǫλ))− Curl −1(T (λ⋆))
)

/ǫ =

Curl −1 (DT (λ⋆)[λ]) ,

while, from (2.5.4) and (2.5.7), we entail by a Taylor expansion of ϕ that

〈DT (λ⋆)[λ], ϕ〉 =
∫

S1

ϕλ
⋆

ij (s)λ̇
i
j(s) +Dkϕ

λ⋆

ij (s)(λ̇
⋆)ij(s)λ

i
k(s)ds, (2.8.21)

for all ϕ ∈ C1(Ω,R3×3).

Recall that Curl Curl A = DDiv A−∆A, and hence







Curl Curl L⋆ = −∆L⋆ = Curl W ⋆
F in Ω̂

Div L⋆ = 0 on ∂Ω̂

L⋆ ×N = 0 on ∂Ω̂

, (2.8.22)

which is an elliptic system in the sense of Agmon-Douglis and Nirenberg (see [2]),
and has a unique solution (see [41, Theorem 10.5]). Remark that the right-hand
side of (2.8.22) being in Lp

′

(Ω̂,R3×3), the solution L⋆ is by elliptic regularity
results in W 2,p′(Ω̂,R3×3), and by Sobolev’s embedding Theorem, since p′ > 3,
in C1(Ω̂,R3×3). Therefore, it holds

δW◦
e (λ

⋆)[λ] = 〈W ⋆
F , Curl

−1 (DT (λ⋆)[λ])〉, (2.8.23)
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which, since W ⋆
F = Curl L⋆ by (2.8.17), is equal to

δW◦
e (λ

⋆)[λ] = 〈DT (λ⋆)[λ],L⋆〉

=

∫

S1

(L⋆)λ
⋆

ij (s)λ̇
i
j(s) +Dk(L

⋆)λ
⋆

ij (s)(λ̇
⋆)ij(s)λ

i
k(s)ds,

where we have used (2.8.21). Integrating by parts the last expression we get

δW◦
e (λ

⋆)[λ] =
∫

S1

Dk(L
⋆
ij)

λ⋆

(s)(λ̇⋆)ik(s)λ
i
j(s)−Dk(L

⋆
ij)

λ⋆

(s)(λ̇⋆)ij(s)λ
i
k(s)ds =

∫

S1

(

Dk(L
⋆
ij)

λ⋆

(s)−Dj(L
⋆
ik)

λ⋆

(s)
)

(λ̇⋆)ik(s)λ
i
j(s)ds. (2.8.24)

Let us now particularize (2.8.24) to the case where the density Λ⋆ is gener-
ated by one single loop γ⋆ ∈ W 1,∞(S1, Ω̂) with Burgers vector b = βiei, βi ∈
2πZ (b 6= 0) (cf. Remark 2.5.2). For variations of the form γ⋆ + ǫγ with
γ ∈ W 1,∞(S1, Ω̂), (2.8.24) becomes

δW◦
e (λ

⋆)[λ] =

∫

S1

(

Dk(L
⋆
ij)

γ⋆

(s)−Dj(L
⋆
ik)

γ⋆

(s)
)

(γ̇⋆)k(s)biγj(s)ds. (2.8.25)

For a dislocation density of the form µ = b ⊗ γ♯[S
1
℄, (2.8.4) writes as

W◦
defect(µ) =

∫

S1

ψ(b,
γ̇

|γ̇| (s))|γ̇(s)|ds. (2.8.26)

We can now compute the first variation of the energy (2.8.26) at the point
γ⋆ ∈ W 1,1(S1, Ω̂). Setting Ŵdefect := W◦

defect ◦ T , it holds

δŴdefect(γ
⋆)[γ] =

=

∫

S1

Dkψ(b,
γ̇⋆

|γ̇⋆| (s))
( γ̇k|γ̇⋆|2 − γ̇⋆k γ̇

⋆
j γ̇j

|γ̇⋆|2 (s)
)

+ ψ(b,
γ̇⋆

|γ̇⋆| (s))
( γ̇⋆j γ̇j

|γ̇⋆| (s)
)

ds,

where Dkψ is the derivative of ψ with respect to the k-th component of its

second variable. Denoting τ = γ̇⋆

|γ̇⋆| and τ̇ = γ̈⋆

|γ̇⋆| − ττj
γ̈⋆
j

|γ̇⋆| , we integrate by parts

to obtain

δŴdefect(γ
⋆)[γ] =

∫

S1

−DjDkψ(b, τ)(τ̇kγj − τ̇kτjτpγp)−
(

ψ(b, τ)− τkDkψ(b, τ)
)

τ̇jγjds =

−
∫

S1

(

ψ(b, τ)τ̇j −Dkψ(b, τ)τk τ̇j +DjDkψ(b, τ)τ̇k −DpDkψ(b, τ)τ̇kτpτj

)

γjds,

where we dropped the variable s. Plugging the last expression in (2.8.20) and
using (2.8.25), we obtain

δW(γ⋆)[γ] =

∫

S1

(

Dk(L
⋆
ij)

γ⋆

γ̇⋆kbi −Dj(L
⋆
ik)

γ⋆

γ̇⋆kbi − ψ(b, τ)τ̇j +Dkψ(b, τ)τk τ̇j

−DjDkψ(b, τ)τ̇k +DpDkψ(b, τ)τ̇kτpτj

)

γj(s)ds. (2.8.27)
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From the condition

δW◦(γ⋆)[γ] = 0 for all γ ∈W 1,∞(S1,R3), (2.8.28)

due to the minimality of γ⋆, we then get from (2.8.27),

∫

S1

(

Dk(L
⋆
ij)

γ⋆

γ̇⋆kbi −Dj(L
⋆
ik)

γ⋆

γ̇⋆kbi − ψ(b, τ)τ̇j +Dkψ(b, τ)τk τ̇j

−DjDkψ(b, τ)τ̇k +DpDkψ(b, τ)τ̇kτpτj

)

γj(s)ds = 0, (2.8.29)

for all γ ∈ W 1,∞(S1,R3), which implies, by arbitraryness of γ ∈ W 1,∞(S1, Ω̂),
that

Dk(L
⋆
ij)

γ⋆

(s)γ̇⋆k(s)bi −Dj(L
⋆
ik)

γ⋆

(s)γ̇⋆k(s)bi − ψ(b, τ)τ̇j +Dkψ(b, τ)τk τ̇j

−DjDkψ(b, τ)τ̇k +DpDkψ(b, τ)τ̇kτpτj = 0 for all s ∈ S1. (2.8.30)

Equivalently, recalling that τ̇i = κνi and DjDkψ(b, τ)τ̇k = τjτpDpDkψ(b, τ)τ̇k+
νjνpDpDkψ(b, τ)τ̇k, it holds for every s ∈ S1 that

G⋆j (s) := ψ(b, τ)τ̇j −Dkψ(b, τ)τk τ̇j +DjDkψ(b, τ)τ̇k −DpDkψ(b, τ)τ̇kτpτj

= ψ(b, τ)τ̇j −Dkψ(b, τ)τk τ̇j +DpDkψ(b, τ)τ̇kνpνj

= κ (ψ(b, τ)−Dkψ(b, τ)τk +DpDkψ(b, τ)νpνk) νj

= ǫpjk(Curl L)
γ⋆

ip (s)biγ̇
⋆
k(s).

Recalling (2.5.5), the last formula becomes

F⋆
j (P ) + G⋆j (P ) = 0, (2.8.31)

at every point P ∈ L, with

F⋆
j (P ) := ǫjpk(Curl L

⋆)ip(P )θP biτk(P ),

G⋆j (P ) := κ (ψ(θP b, τ)−Dkψ(θP b, τ)τk +DpDkψ(θP b, τ)νpνk) νj ,

where θP = θ(P ) is defined by (2.5.6) and stands for the multiplicity of the
dislocation (accounting for the loops of the cluster whose Burgers vector is a
multiple of b). The result follows by writing

F⋆ := (W ⋆
F × τ)TB = (Curl L⋆ × τ)TB, (2.8.32)

where B := θP b is the total Burgers vector (i.e., associated to a nonnecessary
unit multiplicity).

Remark 2.8.7. Actually, (2.8.31) holds at H1-a.e. P ∈ L, and not at all P .
This is due to the fact that it might happen that a point P ∈ L is the overlapping
of parts of γ which, although having the same tangent vector τ , do not have the
same curvature κ nor the same ortogonal vector ν.
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2.8.5 A modeling example

Let us analyze equation (2.8.31) in an explicit situation. In [17] it is considered
a potential Wdefect of the form (2.8.4) with

ψ(b, τ) := |b|2 + η〈b, τ〉2, (2.8.33)

where η > 0 is a constant.
In the particular case where b = βe1, β ≥ 1, it is shown that ψ and ψ̄

share the same expression up to the multiplicative factor β. In particular, they
have the same regularity, i.e., are both smooth. In such a case, the above
computations entail that

G⋆j (P ) =
(

|b|2 − η〈b, τ〉2 + 2η〈b, ν〉2
)

κνj ,

so that at minimum of the energy, it holds

θ2P

(

(1− η)〈b, τ〉2 + (1 + 2η)〈b, ν〉2
)

κνj = ǫjpk(Curl L
⋆)ip(P )θP biτk(P ).

Note that the line curvature at equilibrium is given by

κ =
(

(1 − η)〈b, τ〉2 + (1 + 2η)〈b, ν〉2
)−1

ǫjpkνj(Curl L
⋆)ip(P )θ

−1
P biτk(P )

=
(

(1 − η)〈b, τ〉2 + (1 + 2η)〈b, ν〉2
)−1

(Curl L⋆)iz(P )biθ
−1
P ,

the latter equation holding for a plane loop.

Remark 2.8.8. Let us note that energy (2.8.33) alone does not satisfy the
hypothesis (W4’) necessary to have existence of minimizers among the class
ADp(Ω). In particular in such a case W2

defect = 0, that is, such energy does
not take account of the number of connected components of the dislocation.
In order to recover an existence theorem in the class ADp(Ω) we can still add
a term W2

defect as in (W4’), justifying its presence by the fact that such term
takes account of the number of nucleations needed to form the clusters, which
are known to be energetically expensive. Note however that the term with
|b|2 in (2.8.33) permits a control of the length of the curve γ; without such
control, it might happen that the dislocation would form countable many small
disconnected branches which turn out to be dense in some part of the crystal,
even if their total mass remains small [59]. Let us emphasize that such term does
not change the expression of the Peach-Köhler force, since it is not dislocation
depending, rather it depends only on the history of the crystal evolution.

2.8.6 Concluding remarks

On the way to mathematically understand time evolution of dislocations, The-
orem 2.8.5 introduces two forces balancing each other at optimality, the first
deriving from the elastic part of the energy and named after Peach and Köhler
(and well-known in dislocation models [35]), and the second deriving by shape
variation of the defect part of the energy. Here crucial use has been made of
the decomposition F = ∇u+ F ◦ where F ◦ and Curl F ◦ depend of the line.

It turns out that the sum of these two forces naturally provides an expression
of the velocity of the dislocation (for instance, a linear law is acceptable under
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certain working assumptions, see [1]). Of course, a nonvanishing velocity, i.e., a
nonzero force, means that the solution does not coincide with energy minimiza-
tion, as well-known for evolution problems. A proper task in the future is to
determine the dissipative effects, the balance equations, and analyze in detail
the evolutionary scheme.
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