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Electronic beehive monitoring (EBM) helps extract critical information on colony behavior and 
phenologywithout invasive beehive inspections and transportation costs. Audio beehive monitoring is an important 
component of EBM that continues to attract considerable research and development effort, because it has the potential 
to automate the identification of various stressors for honeybee colonies and the monitoring of hive health. In this 
investigation, several convolutional neural networks are developed to classify audio samples captured from 
microphones deployed above Langstroth beehives' landing pads. We show that convolutional neural networks 
(ConvNets) can successfully classify raw audio methods and perform on par with standard machine learning (ML) 
methods traditionally used in audio classification. To ensure the replicability of our findings reported in this article, we 
have made public our source code and our data set of 9,110 manually labeled audio samples obtained from live 
honeybee colonies. The links to our source code and data will be available in the journal version of this article. 

On our data set, ConvNets performed on par with the four standard ML methods traditionally used in audio 
classification: logistic regression, KNN, random forests, and support vector machines. All ConvNets and standard ML 
methods achieved a validation accuracy above 99%. The main trade-off between the ConvNets and the standard ML 
methods is between manual feature engineering and training time. On an Intel Core i7-4770@3.40GHz processor with 
15.5 GiB of RAM and running 64-bit Ubuntu 14.04 LTS it took a total of 59.69 hours to train four ConvNets and only 
5 minutes to train the four standard ML models. On the other hand, we spent 80 man hours to complete the feature 
engineering for the four standard ML methods. 

The executed experiments indicate that it is possible to build ConvNets that classify raw audio sampleson par 
with ConvNets that classify the Fourier spectrograms of the same samples. Specifically, on our data set, a ConvNet 
trained to classify raw audio samples achieved a validation accuracy of 99.93%, which was slightly higher than the 
validation accuracy of 99.13% achieved by a ConvNet trained to classify Fourier spectrograms. 

Our trained raw audio ConvNet model was persisted on the sdcard of a raspberry pi 3 model B v1.2. The 
raspberry pi was powered with a fully charged Anker Astro E7 26800mAh portable battery. Two hundred 30-second 
raw audio samples from the audio data set were placed in a local folder on the raspberry pi. A Python script was written 
to run every 15 minutes to load the persisted trained ConvNet into memory, load an audio sample from the local folder, 
split it into non-overlapping 2-second segments, and then classify each 2-second audio segment with the loaded 
ConvNet. The fully charged battery supported this audio classification for 40 hours during which 162 30-second 
samples were processed. Thus, it took the system, on average, 13.66 seconds to process one 30-second audio sample. 
The script was then modified to process four 30-second audio files once every 60 minutes. The objective was to 
estimate whether a batch approach to in situ audio classification would result in better power efficiency, because the 
persisted ConvNet would be loaded into memory only once per every 4 30-second audio samples. With the batch 
approach, the fully charged Anker battery supported audio classification for 43 hours during which 172 30-second audio 
samples were processed. Thus, it took the system 37.68 seconds, on average, to classify a batch of 4 30-second audio 
samples. 

Our investigation suggests that ConvNets can be put to productive use in electronic beehive monitoring not only 
because they perform on par with standard ML methods and require no feature engineering but also because they can 
operate in situ on low voltage computational devices such as the raspberry pi computer. 
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В данной работе мы хотим создать систему автоматического управления игрушечным гоночным автомо-
билем. Подобного рода задачи всегда были сложными и требовали специализированных подходов к их реше-
нию. Это обусловлено несколькими основными моментами. Во-первых, сложностью самих объектов управле-
ния. Во-вторых, существованием большого количества неопределенностей и нелинейных характеристик, кото-
рые трудно точно описать и учесть. В-третьих, требования к задачам управления часто являются многоуровне-


