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Abstract: We propose an approximate analytical approach to a (1 + 1) dimensional two-component
system consisting of a nonlocal generalization of the well-known Fisher–Kolmogorov–Petrovskii–
Piskunov (KPP) population equation and a diffusion equation for the density of the active
substance solution surrounding the population. Both equations of the system have terms that
describe the interaction effects between the population and the active substance. The first order
perturbation theory is applied to the system assuming that the interaction parameter is small.
The Wentzel–Kramers–Brillouin (WKB)–Maslov semiclassical approximation is applied to the
generalized nonlocal Fisher–KPP equation with the diffusion parameter assumed to be small,
which corresponds to population dynamics under certain conditions. In the framework of the
approach proposed, we consider symmetry operators which can be used to construct families of
special approximate solutions to the system of model equations, and the procedure for constructing
the solutions is illustrated by an example. The approximate solutions are discussed in the context of
the released activity effect variously debated in the literature.

Keywords: nonlocal Fisher–KPP model; reaction-diffusion; semiclassical approximation; perturbation
method; symmetries; released activity

1. Introduction

Investigations of non-local models of reaction–diffusion (RD) systems with long-range interactions
are a developing trend in modern nonlinear physics and mathematics ranging from condensed matter
physics to physics of living systems.

RD systems are in the focus of researchers due to the spatial and temporal patterns that can
be formed in such systems in the process of their evolution under certain conditions. The pattern
formation in RD systems is considered as an example of self-organisation in nonlinear systems and,
in particular, in biological systems [1].

A relatively simple example of RD systems is the dynamics of microbiological populations
(bacteria, viruses, or cells). Many models of such RD systems are built on the basis of the well-known
classical Fisher–Kolmogorov–Petrovskii–Piskounov (Fisher–KPP) equation describing space–time
evolution of the population density [2,3]. In the classical Fisher–KPP model, the population dynamics
of a single species with a local interaction between individuals is considered.
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In some cases, the dynamics of non-local RD systems is modeled by integro-differential equations
(IDEs) with partial derivatives and variable coefficients. Non-local generalizations of the classical
Fisher–KPP equation were used in the study of cell population dynamics, in particular, in cancer
modeling (see, e.g., [4–8] and references therein).

In view of the mathematical complexity of such equations, there is great interest in developing
analytical methods for obtaining solutions for RD systems, especially, with long-range interactions.

The set of known analytical methods and approaches for RD models with both local and especially
with non-local interactions is extremely limited and applies as a rule only to very simplified cases.
An example of an exact analytical approach is the Lie group analysis of partial differential equations
(PDEs) [9–12] that allowed the authors to find invariance groups and their corresponding particular
solutions to PDEs.

Extending the scope of the Lie-group methods to integro-differential equations by invoking
various means of bringing IDEs to PDEs (see, e.g., [13–17]) made it possible to apply the group
and symmetry analysis to non-local RD models with long-range interactions, including non-local
generalizations of the Fisher–KPP equation [18].

Approximate methods and approaches are also promising for the development of analytical
methods to study complex and especially non-local RD models. We will focus on the Wentzel–Kramers–
Brillouin (WKB)–Maslov method of semiclassical asymptotics [19–21], which has been effectively
applied to the non-local generalization of the Fisher–KPP equation (see [6,7,18,22,23] and references
therein):

−ut(x, t) + Duxx(x, t) + a(x, t)u(x, t)−κu(x, t)
∞∫
−∞

b(x, y)u(y, t)dy = 0. (1)

For simplicity we restrict ourself to the (1 + 1)-dimensional case. In (1), x and t are the space and
the time variable, respectively; the real function u(x, t) denotes population density; a(x, t) and b(x, y, t)
are given as infinitely smooth functions increasing, as |x| , |y| → ∞, no faster than the polynomial;
κ (> 0) is a real nonlinearity parameter; D is the diffusion coefficient; ut = ∂u/∂t, ux = ∂u/∂x,

uxx = ∂2u/∂x2. The term −κu(x, t)
∞∫
−∞

b(x, y)u(y, t)dy describes the non-local competition losses in

the population and is characterized by the influence function b(x, y); the function u(x, t), together with
all its derivatives, is assumed to decrease, faster than any negative power of |x|, as |x| tends to infinity.

Approximate semiclassical solutions were constructed for the one-dimensional [22,23] and
multidimensional [6,7] non-local Fisher–KPP equations. In studies of the dynamics of biological
populations, it is important to investigate how external factors can influence population growth.

In [24] a model was proposed in which the population growth occurs in a solution of an active
substance surrounding the population and interacting with it. The dynamics of the active substance
density is described by the diffusion equation supplemented by a corresponding term to describe the
interaction between the substance and population densities. A similar term is included in the non-local
Fisher–KPP equation. The system of model equations was solved numerically.

The proposed model may have interesting applications in a theory of population dynamics
when the self-consistent external control factors of the active substance of different nature impact
the dynamics. One of the important applications of the model is to analyze the effects of external
factors on cell populations in the context of cancer research [4,5]. The model can also contribute to
studying the characteristics of the effect of low and ultra-low concentrations of an active substance
on cell population dynamics due to the phenomenon of released activity discussed in the literature
(e.g., [25–27]).

In this study we offer an approximate analytical approach to the model proposed in [24].
A two-parameter approximation is developed for the system of model equations. The approach
uses the perturbation method with a small parameter to describe the interaction between population
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density and active substance density and the WKB–Maslov method of semiclassical asymptotics
assuming a weak diffusion for solving the non-local Fisher–KPP type equation with an interaction
term [23]. Note that the assumption of weak diffusion corresponds to population dynamics under
certain real conditions (see, e.g., [1]).

In the framework of the formalism of semiclassical asymptotics, we discuss the applicability of the
method for constructing symmetry operators developed in [28,29] to the system of model equations
under consideration to extend a set of approximate analytical solutions.

To summarize, we would like to note that the approximate analytical approach offered here for
RD population dynamical systems with long-range interactions can have wider applications in solving
various problems of nonlinear physics ranging from quantum matter wave models to cosmology (see,
e.g., [30,31] and references therein).

The paper is arranged as follows. In Section 2, basic definitions and the model equations
describing the time evolution of the population density and the active substance density are introduced.
Expressions are derived for the leading terms and the first-order corrections of the perturbation power
series in a small interaction parameter for the Cauchy problem. In Section 3, the WKB–Maslov
semiclassical approximation method with the diffusion parameter assumed to be small is applied
to the generalized nonlocal Fisher–KPP equation describing the leading-order term in the perturbed
solution for the Cauchy problem. The symmetry operators of the semiclassically reduced nonlocal
Fisher–KPP equation are considered in Section 4. The calculations of the first-order perturbation
solution are illustrated by an example discussed in Section 5. Finally, concluding remarks are given in
Section 6.

2. Model Equations and Perturbation Theory

Consider the two-component one-dimensional non-local RD-type model describing the dynamics
of a population of density u(x, t) interacting with an active substance of density v(x, t) surrounding
the population.

The population dynamics are governed by the non-local generalized equation of the Fisher–KPP
type (1) with an interaction term, and the active substance dynamics are described by the diffusion
equation with an interaction term.

To write the system of model equations, we introduce the nonlinear operator F̂(D) of the
Fisher–KPP Equation (1) as

F̂(D)u(x, t) = M̂(D)u(x, t) + a(x, t)u(x, t)−κu(x, t)
∞∫
−∞

b(x, y)u(y, t)dy. (2)

Here M̂(D), given by

M̂(D) = −∂t + D∂xx, (3)

is the operator of the well-known linear diffusion equation with the diffusion coefficient D; ∂t = ∂/∂t
and ∂xx = ∂2/∂x2.

In terms of operators (2) and (3), the system of model equations describing the time evolution
of the population density u(x, t) and active substance density v(x, t) can be written in dimensionless
form as [24]

F̂(D1)u(x, t)− λ f (u, v)(x, t) = 0, (4)

M̂(D2)v(x, t)− λg(u, v)(x, t) = 0. (5)

Here, D1 and D2 are the diffusion coefficients for the population and the active substance,
respectively; f (u, v)(x, t) and g(u, v)(x, t) are considered as binary operators that model the interaction
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of the fields u(x, t) and v(x, t) in Equations (4) and (5). The minus sign of λ f in (4) implies that the
action of v on u suppresses the growth of the population, and the term −λg in (5) indicates that the
consumption of v by the population u lowers the density v. The specific form of f and g may vary
depending on the specific problem. For example, the interaction terms

f (u, v)(x, t) = µu(x, t)
t∫

0

u(x, τ)v(x, τ)dτ, (6)

g(u, v)(x, t) = νu(x, t)v(x, t) (7)

were used in [24] in modelling the dynamics of a cellular population whose growth is suppressed by
an active substance in terms of the system (4) and (5). Here µ and ν are dimensional factors.

A simpler model with an interaction similar to (6) was explored in [32]. The form of the interaction
term f (u, v)(x, t) in (6) can be considered as an accumulated action of v on u over the time interval
[0, t], and expression (7) implies that the population (u) consumes the substance (v) directly at contact.
For convenience, the interaction parameter λ is introduced explicitly in Equations (4) and (5).

The form of IDEs (4), (5) indicates that the real way to find analytical solutions for this system may
be in the use of a suitable approximation. In this regard, let us assume that the interaction parameter λ

is small and apply the regular perturbation theory to the Cauchy problem for the system (4), (5) with
initial data

u(x, 0) = ϕ(x), v(x, 0) = ψ(x). (8)

An approximate solution to the Cauchy problem (8) is sought as a formal perturbation power
series in λ:

u(x, t) =
∞

∑
k=0

λku(k)(x, t), v(x, t) =
∞

∑
k=0

λkv(k)(x, t). (9)

The first few terms of the expansions (9) represent the perturbation solution of the system (4)
and (5) or an approximation. The functions u(0)(x, t) and v(0)(x, t) are the leading order terms of the
perturbation series. In the first-order perturbation theory, the expansions (9) contain the first two terms
with k = 0, 1. We limit our consideration to the first approximation.

Substituting the expansions (9) in the system (4) and (5), collecting terms in order of powers of λ,
and equating them to zero, we obtain the following sets of equations for obtaining an approximate
solution in the first-order perturbation theory:

F̂(D1)u(0)(x, t) = 0, (10)

M̂(D2)v(0)(x, t) = 0, (11)

and

− u(1)
t (x, t) + D1u(1)

xx (x, t) + a(x, t)u(1)(x, t)−κu(1)(x, t)
∞∫
−∞

b(x, y)u(0)(y, t)dy

−κu(0)(x, t)
∞∫
−∞

b(x, y)u(1)(y, t)dy− f (u(0), v(0))(x, t) = 0, (12)

M̂(D2)v(1)(x, t)− g(u(0), v(0))(x, t) = 0. (13)

Equations (10) and (11) describe the leading-order terms, and Equations (12) and (13) describe
the first-order terms of the approximate solution (9) of the Cauchy problem (4), (5), and (9).
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Applying the initial conditions (8) to the perturbation series (9), we obtain

u(0)(x, 0) = ϕ(x), (14)

v(0)(x, 0) = ψ(x) (15)

for the system (10), (11), and for the system (12), (13) we have

u(1)(x, 0) = 0, (16)

v(1)(x, 0) = 0. (17)

The solution of the Cauchy problems for the homogeneous diffusion Equation (11) subject to
the non-zero initial condition (15) and the non-homogeneous Equation (13) subject to the zero initial
condition (17) is standard and causes no problems.

It is nontrivial to find a solution of the Cauchy problem for the non-local nonlinear homogeneous
unperturbed Fisher–KPP Equation (10) with the non-zero initial condition (14) and for the linear
non-local inhomogeneous Equation (12) for the first-order correction with the zero initial condition (16).

In the next section, we will apply the WKB–Maslov method of semiclassical asymptotics
developed in [22,23] under the assumption of weak diffusion in the population dynamics to solving
the both Cauchy problems.

3. Semiclassical Approximation for the Cauchy Problem

3.1. Semiclassical Solution of the Non-Local Fisher–KPP Equation

A semiclassical solution to the Cauchy problem for the non-local Fisher–KPP Equation (10) was
constructed in [22,23] in the class of trajectory concentrated functions PD1

t defined by their common
element:

PD1
t =

{
Φ : Φ(x, t, D1) = ϕ

(
∆x√
D1

, t, D1

)
exp

[
1

D1
S(t, D1)

]}
, (18)

where the following designations are used: ∆x = x− X(t, D1), the real function ϕ (η, t, D1) belongs to
the Schwarz space S in a variable η ∈ R1, smoothly depends on t, and regularly depends on

√
D1 as

D1 → 0. To specify initial functions, we introduce a class PD1
0 defined by the relation

PD1
0 = PD1

t |t=0. (19)

Below we briefly consider how to construct the leading term of the semiclassical asymptotic
solution to the Cauchy problem (10) and (14) following [23].

The real functions S(t, D1) and X(t, D1) characterize the class PD1
t and are to be determined

when asymptotic solutions are constructed. These functions are regular in the parameter
√

D1 in a
neighborhood of D1 = 0 (each of them can be expressed as a power series in

√
D1).

All functions of the class PD1
t singularly depend on the asymptotic parameter D1 and are

concentrated, as D1 → 0, in a neighborhood of a point moving in the coordinate space along a
curve given by the Equation x = X(t, D1). In accordance with this property, we call PD1

t the class of
trajectory concentrated functions (TCF) (see [23]).

For the functions of the class PD1
t , the following asymptotic estimates hold [23,33,34]:

p̂k∆xl = Ô(D(k+l)/2
1 ), T̂(X(t, D1), t) = Ô(D1), (20)

where
p̂ = D1∂x, T̂(X(t, D1), t) = D1∂t + Ẋ(t, D1)D1∂x − Ṡ(t, D1), (21)

and Ô(Dµ
1 ) is an operator F̂ such that ‖F̂φ‖

‖φ‖ = O(Dµ
1 ), φ ∈ PD1

t .
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The norm ‖u‖ is understood in the sense of the space L2.
From (20) it follows that

p̂ = Ô(
√

D1), ∆x = Ô(
√

D1). (22)

We seek an asymptotic solution to the Cauchy problem (10) and (14) in the class of functions PD1
t

as D1 → 0. The initial function ϕ(x) is taken from the class PD1
0 of the form (19).

Whenever not confusing, we will occasionally omit the explicit dependence of functions on the
parameter D1 for brevity.

For the Fisher–KPP Equation (10), we use the formal power series in ∆x for the functions a(x, t)
and b(x, y) entering into the operator L̂ of the form (2). In view of that the estimates (20)–(22) are
correct in the class of functions PD1

t , we have

a(x, t) = a0(t) + ∆xa1(t) + Ô(D1), (23)

b(x, y) = b0(t) + ∆xb1,0(t) + ∆yb0,1(t) + Ô(D1). (24)

Here, a0(t) = a0(t, D1) = a(X(t, D1), t), a1(t) = a1(t, D1) = ∂a(x, t)/∂x|x=X(t,D1)
, b0(t) =

b0(t, D1) = b(X(t, D1), X(t, D1)), b1,0(t) = b1,0(t, D1) = ∂b(x, y)/∂x|x=y=X(t,D1)
, b0,1(t) =

b0,1(t, D1) = ∂b(x, y)/∂y|x=y=X(t,D1)
, ∆y = y− X(t, D1).

Let σ(0)(t) = σ(0)(t, D1), x(0)(t) = x(0)(t, D1), α(k)(t) = α(k)(t, D1) be the moments of a solution
u(0)(x, t) of the Fisher–KPP Equation (10) with L̂ of the form (2) that are defined as

σ(0)(t) =
∞∫
−∞

u(0)(x, t)dx, (25)

x(0)(t) =
1

σ(0)(t)

∞∫
−∞

xu(0)(x, t)dx, (26)

α(k)(t) =
1

σ(0)(t)

∞∫
−∞

∆xku(0)(x, t)dx. (27)

In the class of functions PD1
t , we choose

X(t, D1) = x(0)(t, D1). (28)

Then the Fischer–KPP Equation (10), (2), with the coefficients determined by the expansions (23)
and (24), can be written as follows:

− D1u(0)
t (x, t) + D2

1u(0)
xx (x, t) + D1a0(t)u(0)(x, t) + D1ax(t)∆xu(0)(x, t)−

− D1κσ(0)(t)
[
b0(t) + ∆xbx(t)σ(0)(t)

]
u(0)(x, t) = O(D2

1). (29)

Here we have used expressions (25)–(28) and estimates (20)–(22). This equation can be called the
semiclassically reduced unperturbed Fisher–KPP Equation (10), (2) with the corresponding accuracy.

Integrating Equation (29) with respect to the space variable x over the infinite interval (−∞, ∞),
and taking into account estimates (20)–(22), we can get the following generalized Verhulst evolution
equation for the zero moment σ(0)(t) accurate to O(

√
D1):

− σ̇(0)(t) + a0(t)σ(0)(t)−κb0(t)
(
σ(0)(t)

)2
= 0, (30)
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where σ̇(0)(t) = dσ(0)(t)/dt. Multiplying (29) by x and integrating over (−∞, ∞), we obtain the
following equation for x(0)(t) accurate to O(

√
D1):

ẋ(0)(t) = 0, (31)

and, similarly, for α(2)(t), accurate to O
(

D3/2
1
)
, we get

α̇(2)(t) = 2D1. (32)

We call Equations (30)–(32) the Einstein–Ehrenfest system for (29), following [23,29].
Applying initial condition (14) to Equations (25)–(27) yields

σ(0)(0) =
∞∫
−∞

ϕ(x)dx, (33)

x(0)(0) = X(0, D1) =
1

σ(0)(0)

∞∫
−∞

xϕ(x)dx, (34)

α(2)(0) =
1

σ(0)(0)

∞∫
−∞

(x− X(0, D1))
2 ϕ(x)dx. (35)

In particular, for a(x, t) = a = const and b(x, y) = b(x − y) we have that, in Equation (30),
a0(t) = a and b0(t) = b(0) = b = const. Then Equation (30) with initial condition (33) is integrated in
explicit form as

σ(0)(t) = a
[

e−at
(

a
σ(0)(0)

−κb
)
+κb

]−1
. (36)

Next we will find the leading term in the asymptotic expansion of the Cauchy problem solution
for the semiclassically reduced Fisher–KPP Equation (29) with initial condition (14) in the class PD1

t .
According to [23], we seek a semiclassical solution to Equation (29) as

u(0)(x, t) = u(0,0)(x, t) +
√

D1u(0,1)(x, t) + O(D1), (37)

where u(0,0)(x, t) is the leading term of the semiclassical asymptotics, and u(0,1)(x, t) is a first-order
correction term in the class PD1

t . Note, that from the initial condition (14), we have

u(0,0)(x, 0) = ϕ(x). (38)

Let us substitute expansion (37) and the moment σ(0)(t) determined by Equations (30) and (33)
into Equation (29) and take into account estimates (20)–(22) and the fact that both u(0,0)(x, t) and
u(0,1)(x, t) have the form of (18). Collecting the lower order terms in

√
D1, we get the following

equation for u(0,0)(x, t):

L̂u(x, t) = −u(0,0)
t (x, t) + D1u(0,0)

xx (x, t) +
(
a0(t)−κb0(t)σ(0)(t)

)
u(0,0)(x, t) = 0. (39)

Note that this equation yields Ṡ(t, D1) = 0 for S(t, D1) in (18) and u(0,0)(x, t) ∈ PD1
t .

We can call (39) the semiclassically reduced nonlocal Fisher–KPP Equation (10) for the leading
term u(0,0)(x, t) of semiclassical asymptotics (37).

Following [23], we present the solution of the Cauchy problem (38) and (39) in terms of the
evolution operator of Equation (39) for the initial function ϕ(x) belonging to the class PD1

0 defined
by (19).
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To write the evolution operator for Equation (39), consider first the linear diffusion equation with
the operator (3) for a function u(x, t)

M̂(D)u(x, t) = −ut(x, t) + Duxx(x, t) = 0. (40)

The Green function for this equation, which can be taken from a textbook on mathematical physics
(e.g., [35]), reads

G(x, y, t, τ; D) =
1√

4πD(t− τ)
exp

(
− (x− y)2

4D(t− τ)

)
, (41)

where G(x, y, t, t; D) = δ(x − y), δ(x) is the Dirac delta-function. Then the solution of the Cauchy
problem for Equation (40) with the initial function u(x, 0) = φ(x) is

u(x, t) = Û(t, 0; D)φ(x) =
∞∫
−∞

G(x, y, t, 0; D)φ(y)dy. (42)

Here Û(t, 0; D) is the evolution operator for Equation (40).
Unlike the linear diffusion Equation (40), the function w(t)[ϕ] in (39),

w(t)[ϕ] = a0(t)−κb0(t)σ(0)(t), (43)

is a functional that depends on the initial function ϕ(x) through the coefficients a0(t), b0(t), and σ(0)(t)
of Equation (39). Therefore, Equation (39) is nonlinear.

However, we can write the solution of the Cauchy problem for Equation (39) with u(0,0)(x, 0) =
ϕ(x) in terms of a nonlinear evolution operator Û1(t, τ; D1, ϕ) similar to (42) as follows:

u(0,0)(x, t) = Û1(t, 0; D1, ϕ)ϕ(x) = exp
( t∫

0

w(s)[ϕ]ds
)

Û(t, 0; D1)ϕ(x), (44)

where Û(t, 0; D1) is given by (42) with an obvious replacement of D by D1.
In conclusion of this subsection, we note that the solution of the Cauchy problem for the linear

diffusion Equation (11), (3) with initial condition (15), according to (42) and (41), reads

v(0)(x, t) = Û(t, 0; D2)ψ(x) =
∞∫
−∞

G(x, y, t, 0; D2)ψ(y)dy. (45)

Here the Green function G(x, y, 0; D2) is given by expression of (41), where D = D2.

3.2. The First-Order Correction to the Perturbation Solution of the Non-Local Fisher–KPP Equation

The first-order correction u(1)(x, t) to the perturbation solution (9) of the generalized non-local
Fisher–KPP Equation (4) is determined by solving the Cauchy problem for the inhomogeneous
non-local linear Equation (12) with zero initial condition (16). We construct here the solution u(1)(x, t)
in the semiclassical approximation in the same class PD1

t of trajectory concentrated functions (18), as in
Section 3.1. The functional parameters X(t, D1) and S(t, D1) of the class PD1

t are assumed to be found
when constructing the leading term u(0,0)(x, t) in (44), and for them we have Ẋ(t, D1) = Ṡ(t, D1) = 0.

By analogy with (37), the function u(1)(x, t) can be taken as

u(1)(x, t) = u(1,0)(x, t) +
√

D1u(1,1)(x, t) + O(D1), (46)
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where u(1,0)(x, t) is the leading-order term, and u(1,1)(x, t) is the first-order correction in the
semiclassical asymptotic solution u(1)(x, t) of the problem (12) and (16) in the class PD1

t . From the
initial condition (16), we have

u(1,0)(x, 0) = 0. (47)

Substituting (46) and expansions (23) and (24) into Equation (12) and doing in the same way as
we did to obtain Equation (39) for the function u(0,0)(x, t), we arrive at the following equation for the
function u(1,0)(x, t):

− u(1,0)
t (x, t) + D1u(1,0)

xx (x, t) + w(t)[ϕ]u(1,0)(x, t)−

−κb0(t)σ(1)(t)u(0,0)(x, t)− f (u(0,0), v(0))(x, t) = 0. (48)

Here we use the following notations: a0(t) and b0(t) are defined in (23), (24); in view of (37) for
σ(0)(t) given in (25), we have σ(0)(t) =

∫ ∞
−∞ u(0,0)(x, t)dx; w(t)[ϕ] has the form of (43), and σ(1)(t) is

defined as

σ(1)(t) =
∫ ∞

−∞
u(1,0)(x, t)dx. (49)

The function f (u(0,0), v(0))(x, t) in Equation (48) can be considered known, as u(0,0)(x, t) and
v(0)(x, t) are found in (44) and (45).

Integrating Equation (48) with respect to x over (−∞, ∞), we arrive at the following equation for
the zero moment σ(1)(t):

− σ̇(1)(t) + w̄(t)[ϕ]σ(1)(t)− z(t) = 0, (50)

where the following notation is used:

w̄(t)[ϕ] = a0(t)− 2κb0(t)σ(0)(t), (51)

z(t)[ϕ] =
∞∫
−∞

f (u(0,0), v(0))(x, t)dx. (52)

From (47) and (49) we get σ(1)(0) = 0. Integration of the linear ODE (50) with this initial
condition yields

σ(1)(t) = −
t∫

0

exp

 t∫
τ

w̄(s)[ϕ]ds

 z(τ)[ϕ]dτ. (53)

In view of (43) and

h(x, t)[ϕ] = κb0(t)σ(1)(t)u(0,0)(x, t) + f (u(0,0), v(0))(x, t), (54)

we can rewrite Equation (48) as

− u(1,0)
t (x, t) + D1u(1,0)

xx (x, t) + w(t)[ϕ]u(1,0)(x, t)− h(x, t)[ϕ] = 0. (55)

Note that the functions w(t)[ϕ] and h(x, t)[ϕ] in Equation (55) do not depend on u(1,0)
t (x, t) and are

considered to be known. Therefore, the solution of the Cauchy problem for (55) with initial condition



Symmetry 2019, 11, 366 10 of 19

(47) can be written in the standard way in terms of the Green function (41) and the Duhamel integral
(see, e.g., [35]):

u(1,0)(x, t) = −
t∫

0

exp
( t∫

τ

w(s)[ϕ]ds
)

Û(t, τ; D1)h(x, τ)[ϕ]dτ. (56)

Here, we have

Û(t, τ; D1)h(x, t)[ϕ] =
∞∫
−∞

G(x, y, t, τ; D1)h(y, τ)[ϕ]dy, (57)

and G(x, y, t, τ; D1) has the form of (41) with D replaced by D1.
Finally, similar to (55)–(57), the first-order correction v(1)(x, t) defined by (13) and (17) can be

found as

v(1)(x, t) = −
t∫

0
Û(t, τ; D2)g(u(0,0), v(0))(x, τ)dτ

= −
t∫

0
dτ

∞∫
−∞

G(x, y, t, τ; D2)g(u(0,0), v(0))(y, τ)dy,
(58)

where, similar to (56), G(x, y, t, τ; D2) is given by (41) with D replaced by D2.

4. Symmetry Operators

Although the approximate solutions to the model Equations (4) and (5) were constructed above
in terms of evolution operators, the symmetry properties of these equations are also of interest, for
instance as an additional way of finding solutions to the equations, more direct in some cases. On the
other hand, symmetries are fundamental properties of the laws governing the system states and
evolution and, therefore, deserve attention.

As the semiclassically reduced Equation (39) is the key in constructing approximate solutions to
the system (4) and (5) under consideration, we will focus on the symmetries of (39).

For any equation, the concept of the symmetry operator is important. By definition, the symmetry
operator maps every solution of the equation to a solution.

Group analysis of differential equations [9–12] and some generalizations [13–18] study Lie groups
of symmetry operators. The infinitesimal generators of the Lie groups (symmetries of an equation) can
be effectively found in many cases, which motivates wide use of symmetries.

The sets of symmetry operators that do not form a Lie group is much harder to find. However,
for some special types of equations, this is possible. For example, families of symmetry operators
are constructed for the nonlocal generalization of the Gross–Pitaevskii equation in [28], and for
the multidimensional nonlocal Fisher–KPP equation in [29] in the framework of the semiclassical
approximation method.

Here, we briefly describe the construction of a family of symmetry operators and a set of
corresponding solutions for the semiclassically reduced Equation (39) according to [29].

Let us find the general solution of the Einstein–Ehrenfest dynamical system (30) and (31) for the
first moments σ(0)(t) and x(0)(t) without imposing the initial conditions (33) and (34). Denote the
general solution by

σ(0)(t) = y(t, ~C), x(0) = C2. (59)

Here ~C = (C1, C2) are the arbitrary constants of integration.
Application of initial conditions (33) and (34) to the general solution (59) makes ~C a functional

dependent on the initial function ϕ(x), ~C = ~C[ϕ].



Symmetry 2019, 11, 366 11 of 19

For the solution u(0,0)(x, t) of the reduced Equation (39) with (38), u(0,0)(x, 0) = ϕ(x),
the following property holds [23,29]:

~C[ϕ] = ~C[u(0,0)](t), (60)

where u(0,0)(x, t) is the solution of the reduced Equation (39) with the initial condition (38),
u(0,0)(x, 0) = ϕ(x). That is, ~C[u(0,0)](t) is an integral of Equation (39).

Denote by w(t, ~C) a function of the form (43) whose coefficients a0(t), b0(t) and σ(0)(t) are
obtained from (23), (24) with the use of (59),

w(t, ~C) = a0(t, ~C)−κb0(t, ~C)y(t, ~C), (61)

and Equation (30) for the general solution y(t, ~C) reads

− ẏ(t, ~C) + w(t, ~C)y(t, ~C) = 0. (62)

Substituting w(t, ~C) instead of w(t)[ϕ] defined by (43) into the reduced Equation (39), we obtain
a linear equation for a function ũ(x, t):

L̂(t, ~C)ũ(x, t) = (−∂t + D1∂xx + w(t, ~C))ũ(x, t) = 0. (63)

Denote a solution of Equation (63) by ũ(x, t; ~C).
We call (63) the associated linear equation (ALE) for the semiclassically reduced Equation (39)

according to [23,29]. Note that the role of the ALE is played here by the classical diffusion equation
with the additional term w(t, ~C).

The relationship between the solutions of the Cauchy problem for Equation (39) with initial
function (38) and for Equation (63) with the same initial condition, ũ(x, 0; ~C) = ϕ(x), is given by the
statement [23,29]:

u(0,0)(x, t) = ũ(x, t; ~C[ϕ]), ũ(x, 0; ~C[ϕ]) = ϕ(x). (64)

We now proceed to construct the symmetry operators for Equation (39).
Let u(0,0)(x, t) be the solution of (39) with u(0,0)(x, 0) = ϕ(x). If Â(t) is a symmetry operator for

Equation (39), then

u(0,0)
A (x, t) = Â(t)u(0,0)(x, t) (65)

is the solution of Equation (39) with the initial condition

u(0,0)
A (x, 0) = âϕ(x) = ϕa(x), (66)

where â is the initial operator,

Â(x, 0) = â. (67)

In what follows we assume â to be a linear differential operator.
The solutions u(0,0)

A (x, t) and u(0,0)(x, t) (defined in (65)) of the reduced Equation (39) can be
presented in terms of the solutions ũ(x, t; ~C) of the associated linear Equation (63):

u(0,0)(x, t) = ũ(x, t; ~C[ϕ]), u(0,0)
A (x, t) = ũ(x, t; ~C[ϕa]), (68)

where ϕa is given by (66).
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Consider two sets of arbitrary constants ~C′, ~C and the corresponding operators L̂(t, ~C′) and L̂(t, ~C)
of the associated linear Equation (63).

In view of (64) and (68), we introduce a linear operator M̂(t, ~C′, ~C) intertwining the linear
operators L̂(t, ~C′) and L̂(t, ~C):

L̂(t, ~C′)M̂(t, ~C′, ~C) = R̂(t, ~C′, ~C)L̂(t, ~C), (69)

with the condition

M̂(t, ~C′, ~C)|t=0 = â. (70)

Here R̂(t, ~C′, ~C) is a Lagrangian multiplier operator.
Then the symmetry operator Â(t) in (65) can be defined by its action on the function u(0,0)(x, t) in

terms of the operators M̂(t, ~C′, ~C) as

Â(t)u(0,0)(x, t) = M̂(t, ~C[âϕ], ~C[u(0,0)])u(0,0)(x, t). (71)

Here ~C[âϕ] and ~C[u(0,0)] are the functionals described above, and (60) is taken into account.
The following expression sets a wide class of linear intertwining operators M̂(t, ~C′, ~C):

M̂(t, ~C′, ~C) = D̂(t, ~C′, ~C)B̂(t, ~C). (72)

Here, D̂(t, ~C′, ~C) is a linear intertwining operator defined by

L̂(t, ~C′)D̂(t, ~C′, ~C) = D̂(t, ~C′, ~C)L̂(t, ~C), D̂(0, ~C′, ~C) = I, (73)

where I is the identity operator. We call D̂(t, ~C′, ~C) the fundamental intertwining operator for L̂(t, ~C′)
and L̂(t, ~C). With the use of (59), (61)–(63) it is immediately verified that

D̂(t, ~C′, ~C) =
y(t, ~C′)y(0, ~C)
y(t, ~C)y(0, ~C′)

I (74)

satisfies (73).
By B̂(t, ~C) in (72) we denote the symmetry operator of ALE (63), satisfying the conditions

[L̂(t, ~C), B̂(t, ~C)] = 0, B̂(0, ~C) = â, (75)

where [L̂, B̂] = L̂B̂− B̂L̂ is the commutator of L̂ and B̂.
The Lie algebra of differential symmetry operators for the classical (1+1) diffusion equation is

well-known (see, e.g., [36]). In (75) we choose the symmetry operators that commute to zero with the
equation operator L̂(t, ~C). Then the following first-order linearly independent symmetry operators
commuting with L̂(t, ~C) can be easily obtained from (75):

ê1 = I, (76)

ê2 =
√

2D1∂x, (77)

ê3 = ∂t − w(t, ~C), (78)

ê4 =
√

2D1t∂x +
x√
2D1

, (79)

where Î is the identity operator.
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Operators (76)–(79) form the basis of the Lie algebra A4,1:

A4,1 = {ê1, ê2, ê3, ê4} (80)

with nonzero commutators

[ê2, ê4] = ê1, [ê3, ê4] = ê2. (81)

The four-dimensional nilpotent Lie algebra A4,1 arises in the classification of low-dimensional Lie
algebras (see, e.g., [37,38] for details).

Let ĥ(ê1, . . . , ê4) denote invariants of A4,1, or Casimir elements, also known as Casimir operators.
The Casimir operators are elements of the center of the universal enveloping algebra of the Lie algebra
A4,1 that can be written as [37]

ĥ1 = ê1, ĥ2 =
1
2

ê2
2 − ê1 ê3. (82)

In view of (76)–(79), Equation (82) yields

ĥ1 = Î, ĥ2 = L̂(t, ~C),

where L̂(t, ~C) is the operator of Equation (63).
Also note that the operators (80), where w(t, ~C) = 0 in (78), are the symmetry operators for the

linear diffusion Equation (11) with M̂(D2) defined by (3). These operators can be used to generate
solutions to the diffusion equation.

In the next section we consider an example of solutions of Equation (63) and the functions (45),
(56), (58) that give the approximate solution (9) of the model Equations (4) and (5).

5. Example

To construct the first-order approximate solution (9),

u(x, t) = u(0,0)(x, t) + λu(1,0)(x, t) + O(λ2), (83)

v(x, t) = v(0)(x, t) + λv(1)(x, t) + O(λ2), (84)

according to (44), (45) and (56), (58), we have to take the function ϕ(x) in (8) from the class PD1
0

(see (19)). An example is the Gaussian function

ϕ(x) = A exp
(
− (x− x0)

2

α

)
, (85)

where A is the value of the Gaussian peak, x0 is the position of the center of the peak, and (α/2)1/2 is
the standard deviation where α/2 is the second moment (35).

The initial function ψ(x) in (8) is also taken as

ψ(x) = B exp
(
− (x− x̄0)

2

β

)
, (86)

where B, x̄0, and β have the same meaning as A, x0, and α in (85).
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Applying (44) to ϕ(x) in (85) and (45) to ψ(x) in (85) and calculating the convolutions of the
Gaussian functions, we get

u(0,0)(x, t) = Ae

t∫
0

w(s)[ϕ]ds( α

4D1t + α

) 1
2

exp
(
− (x− x0)

2

4D1t + α

)
, (87)

and

v(0)(x, t) = B
(

β

4D2t + β

) 1
2

exp
(
− (x− x̄0)

2

4D2t + β

)
. (88)

The function w(s)[ϕ] in (43) is given by (30), (33), and (43). For instance, if we take a0(t) = a =

const, b0(t) = b = const, and A = (πα)−
1
2 in (85), then (34) yields σ(0)(0) = 1 and from (36) and (43)

we have

σ(0)(t) = aeat(a−κb(1− eat)
)−1,

w(t)[ϕ] = a
[

1−κbeat(a−κb(1− eat)
)−1
]

,

respectively. Integration of w(t)[ϕ] from 0 to t gives

t∫
0

w(s)[ϕ]ds = at− log
[
1− κb

a
(1− eat)

]
.

From Equations (54), (56), (57), (87), and (88) for f (u, v)(x, t) and g(u, v)(x, t) of the form (6) and
(7), respectively, we come to the following expression for u(1.0)(x, t):

u(1,0)(x, t) = −κA
(

α

4D1t + α

) 1
2

e

t∫
0

w(s)[ϕ]ds
exp

(
− (x− x0)

2

4D1t + α

) t∫
0

dτb0(τ)σ
(1)(τ)−

−µA2Bαβ
1
2 e

t∫
0

w(s)[ϕ]ds t∫
0

dτ

τ∫
0

dξe

ξ∫
0

w(s)[ϕ]ds
r(t, τ, ξ)−

1
2 exp

(
− p(x, t, τ, ξ)

r(t, τ, ξ)

)
, (89)

where we use the following designations: n(τ) = 4D1τ + α, k(ξ) = 4D2ξ + β,

r(t, τ, ξ) = 4D1(t− τ)
(
n(τ)n(ξ) + (n(τ) + n(ξ))k(ξ)

)
+ n(τ)n(ξ)k(ξ),

p(x, t, τ, ξ) = (x− x0)
2k(ξ)(n(τ) + n(ξ)) + (x− x̄0)

2n(τ)n(ξ) + (x0 − x̄0)
24D1(t− τ)(n(τ) + n(ξ)).

The function σ(1)(t) in (89) is given by Equations (52)–(53). Using the function z(t)[ϕ] in (52) for
u(0,0)(x, t), v(0)(x, t), and f (u(0,0), v(0))(x, t) of the form (87), (88), and (6), respectively, we have

z(t)[ϕ] = µA2Bα(πβ)
1
2 e

t∫
0

w(s)[ϕ]ds t∫
0

dτe

τ∫
0

w(s)[ϕ]ds(
k(τ)

(
n(t) + n(τ)

)
+ n(t)n(τ)

)− 1
2

×

× exp
{
− (x0 − x̄0)

2(n(t) + n(τ))
k(τ)(n(t) + n(τ)) + n(t)n(τ)

}
. (90)



Symmetry 2019, 11, 366 15 of 19

Then the function σ(1)(t) given by (53) becomes

σ(1)(t) = −µA2Bα(πβ)
1
2

t∫
0

dτe

t∫
τ

w̄(s)[ϕ]ds
e

τ∫
0

w(s)[ϕ]ds τ∫
0

dξe

ξ∫
0

w(s)[ϕ]ds
×

×
(

k(ξ)
(
n(τ) + n(ξ)

)
+ n(τ)n(ξ)

)− 1
2

exp
{
− (x0 − x̄0)

2(n(τ) + n(ξ))
k(ξ)(n(τ) + n(ξ)) + n(τ)n(ξ)

}
. (91)

From (58), (87), and (88) we get

v(1)(x, t) = −νAB(αβ)
1
2

t∫
0

dτe

τ∫
0

w(s)[κ]ds(
4D2(t− τ)(n(τ) + k(τ)) + n(τ)k(τ)

)− 1
2

×

× exp
{
− k(τ)(x− x0)

2 + n(τ)(x− x̄0)
2 + 4D2(t− τ)(x0 − x̄0)

2

4D2(t− τ)(n(τ) + k(τ)) + n(τ)k(τ)

}
. (92)

Expressions (89) and (92) are rather cumbersome. Simpler formulas can be obtained by setting
x̄0 = x0 and passing to the limit β → ∞. The limit means that the initial density (86) is distributed
homogeneously over the space, v(x, 0) = ψ(x)→ B. Then Equations (89) and (92) yield

u(1,0)(x, t) = −κA
(

α

4D1t + α

) 1
2

e

t∫
0

w(s)[ϕ]ds
exp

(
− (x− x0)

2

4D1t + α

) t∫
0

dτb0(τ)σ
(1)(τ)−

− µA2Bαe

t∫
0

w(s)[ϕ]ds t∫
0

dτ

τ∫
0

dξe

ξ∫
0

w(s)[ϕ]ds(
4D1(t− τ)(n(τ) + n(ξ)) + n(τ)n(ξ)

)− 1
2×

× exp
{
− (x− x0)

2(n(τ) + n(ξ))
4D1(t− τ)(n(τ) + n(ξ)) + n(τ)n(ξ)

}
, (93)

and

v(1)(x, t) = −νABα
1
2

t∫
0

dτe

τ∫
0

w(s)[κ]ds(
4D2(t− τ) + 4D1τ + α

)− 1
2×

× exp
(
− (x− x0)

2

4D2(t− τ) + 4D1τ + α

)
. (94)

Equations (90) and (91) take the form

z(t)[ϕ] = µA2Bαπ
1
2 e

t∫
0

w(s)[ϕ]ds t∫
0

dτe

τ∫
0

w(s)[ϕ]ds(
n(t) + n(τ)

)− 1
2

and

σ(1)(t) = −µA2Bαπ
1
2

t∫
0

dτe

t∫
τ

w̄(s)[ϕ]ds
e

τ∫
0

w(s)[ϕ]ds τ∫
0

dξe

ξ∫
0

w(s)[ϕ]ds(
n(τ) + n(ξ)

)− 1
2 .

For the pair interaction function

f (u, v)(x, t) = µu(x, t)v(x, t) (95)
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and g(u, v)(x, t) given by (7), similar to (89), we find

u(1,0)(x, t) = −κA
(

α

4D1t + α

) 1
2

e

t∫
0

w(s)[ϕ]ds
exp

(
− (x− x0)

2

4D1t + α

) t∫
0

dτb0(τ)σ
(1)(τ)−

− µAB(αβ)
1
2 e

t∫
0

w(s)[ϕ]ds t∫
0

dτ

(
4D1(t− τ)

(
n(τ) + k(τ)

)
+ n(τ)k(τ)

)− 1
2

×

× exp
{
− k(τ)(x− x0)

2 + n(τ)(x− x̄0)
2 + 4D1(t− τ)(x0 − x̄0)

2

4D1(t− τ)
(
n(τ) + k(τ)

)
+ n(τ)k(τ)

}
. (96)

For the functions z(t)[ϕ] and σ(1)(t) we have

z(t)[ϕ] = µAB(παβ)
1
2 e

t∫
0

w(s)[ϕ]ds(
n(t) + k(t)

)− 1
2 exp

(
− (x0 − x̄0)

2

n(t) + k(t)

)
and

σ(1)(t) = −µAB(παβ)
1
2

t∫
0

dτe

t∫
τ

w̄(s)[ϕ]ds
e

τ∫
0

w(s)[ϕ]ds(
n(τ) + k(τ)

)− 1
2 exp

(
− (x0 − x̄0)

2

n(τ) + k(τ)

)
,

respectively.
For x̄0 = x0 and β→ ∞, we obtain

u(1,0)(x, t) = −κA
(

α

4D1t + α

) 1
2

e

t∫
0

w(s)[ϕ]ds
exp

(
− (x− x0)

2

4D1t + α

) t∫
0

dτb0(τ)σ
(1)(τ)−

− µABα
1
2 te

t∫
0

w(s)[ϕ]ds
(4D1t + α)−

1
2 exp

(
− (x− x0)

2

4D1t + α

)
, (97)

z(t)[ϕ] = µAB(πα)
1
2 e

t∫
0

w(s)[ϕ]ds

and

σ(1)(t) = −µAB(πα)
1
2

t∫
0

dτe

t∫
τ

w̄(s)[ϕ]ds
e

τ∫
0

w(s)[ϕ]ds
.

The expressions for u(0,0)(x, t), u(1,0)(x, t), v(0)(x, t), and v(1)(x, t) obtained give us some insight
into the behavior of the approximate solution (83), (84).

Equation (87) shows that the leading-order term u(0,0)(x, t) of the approximate solution (83) is
similar to the initial Gaussian distribution (85) whose peak height and variance evolve with time.
The same is true for v(0)(x, t) in (88) and (86).

In the first-order correction u(1,0)(x, t) given by (89), the second summand, caused by the
interaction (6), is the time integral (a superposition) of Gaussians whose peak positions and peak
values vary with time. This results in a spatial blur of the initial Gaussian (85) in the evolution process
that can be meant as the initial stage of pattern formation. This process also affects the density v(1)(x, t)
of the form (92). A similar property holds for (96).
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Unlike (89), (96), and (92), expressions (93), (94) and (97) describe the evolution of a Gaussian
function with a fixed mean, a time-varying peak value, and a time-varying variance. This process
is not considered to be patterning. It may be presumed that the latter will manifest itself in higher
approximations.

Finally, it should be noted that the family of solutions (83), (84) in explicit form, if available, can
be substantially extended by using the symmetry operators described in Section 4. For example,
consider the set of symmetry operators

(
â(+)(t)

)n, where n = 0, 1, . . . , â(+)(t) = ê2 − ê4, ê2

and ê4 are given in (77)–(79). According to (71), we can generate a set of solutions u(0,0)
n (x, t) =

M̂(t, ~C[
(
â(+)(t)

)n
ϕ], ~C[u(0,0)])u(0,0)(x, t) starting from u(0,0)(x, t) of the form (87). Such solutions were

constructed in explicit form in [29]. Then, using the operators (56) and (58), we can construct the
approximate solutions (83), (84).

6. Conclusions

A two-parameter approximation is proposed for a (1+1)-dimensional two-component non-local
RD population model which describes a population interacting with an active substance.

The small parameters used are the population diffusion coefficient and the parameter of interaction
between the population and the substance.

First, we apply the first-order perturbation method to the model equations in the interaction
parameter and obtain that finding the leading term of the perturbation solution is reduced to solving
the non-local generalized Fisher–KPP equation.

Next, we construct an approximate solution to this equation using the WKB-Maslov method of
semiclassical asymptotics with the diffusion coefficient as the asymptotic parameter.

As the dynamics of the active substance is described by the diffusion equation, its solution does
not cause additional difficulties. To extend the applicability of the approach, we describe a family of
symmetry operators for the semiclassically reduced Fisher–KPP equation. Finally, we illustrate the
general formulas by an example taking the Gaussian functions as the initial conditions for the model
equations.

The model describing the combined evolution of a microbial population interacting with an
active substance discussed in this work is of obvious interest as it allows one to explore the dynamics
of a microbial population and, importantly, the growth of a cell population under the control of
external factors.

In particular, different points of view are expressed in the literature, regarding the hypothesis of
special properties of strongly diluted solutions of active materials and their influence on biological
objects (see, e.g., [25–27]). In this context, a conjecture can be made that such solutions of an active
substance possesses some special properties, for instance, fractal properties. In this case, a modification
of the model equations can be such that it will take fractal properties into account, for example, with
the help of the method of fractional analysis (see, e.g., [39]).
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