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One of the most important developments in natural language processing
(NLP) is word embedding representation. In this method, words are repre-
sented in a vector space by capturing the semantic and syntactic relationships
between them. Despite the Arabic language being the national language in 22
countries and being spoken by more than 400 million people, few resources
are available for it such as few corpora and datasets that are appropriate for
computational tasks. Nowadays, research is focusing mostly on English. In
this paper, we seek to build word embedding models for the Arabic language
with different dimensions in an attempt to improve the performance of Ara-
bic language processing in several machine learning algorithms and to build
high-level complex representations of the Arabic language that can be used
in NLP applications. We evaluate our model by experimenting with different
parameters and measuring their performance using text similarity tasks.

Introduction

Researchers proposed various techniques to represent huge unstructured
data, one of these methods that adopted by many researchers is representing
the text data in multidimensional space vector by capturing the semantic and
syntactic properties of the language to serve as necessary step in many natu-
ral language processing (NLP) applications[1]. Word embedding (represen-
tation) is the collective name for a set of language modeling and feature
learning techniques in NLP where words or phrases from the vocabulary are
mapped to vectors of real numbers. Conceptually it involves a mathemati-
cal embedding from a space with one dimension per word to a continu-
ous vector space with a much lower dimension [2]. This model represents a
mathematical model each component is a feature to that term that may be
have a semantic or syntactic meaning. The benefits of using vector represen-
tations have been explained in many different NLP tasks including but not
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limited to, information retrieval, clustering, text classification, sentiment
analysis, entity recognition, and part of speech tagging. These benefits were
accompanied by the provision of several word representation models in Eng-
lish, but we cannot say the same for the Arabic [3].

This work aims to provide the Arabic NLP powerful word embedding
models. The presented models were built carefully using multiple different
Arabic text resources to provide wide domain coverage. Specifically, the
models were built using web pages collected from World Wide Web, text
harvested from social platforms and text obtained from encyclopedia entries.
This paper describes the various steps followed for the creation of these
models.

Background
1. Word2vec

This model was proposed by Mikolov [4]. The intuitive idea behind
Word2Vec models is to train deep neural networks in order to predict
the context given a word, and vice versa. The model to predict the context
[, w( —2), w(t — 1), w(t + 1), w(t + 2), ...] given a word w(¢) is known as
the Skip-gram model, while the model to predict the word that goes in the
middle given the context is known as the Continuous Bag of Words (CBOW)
model. Figures 1 and 2 show the architecture of the both models[5].
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Fig. 1. Representation architecture of CBOW and skip-gram model
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In CBOW process there are three layers used. First layer corresponding to
the context, the second used to projection of each word from the input layer,
and the last layer is output layer. As shown in the following equation [6]:

1 V
—Z:logp(m1 |m ... m ), (1)
= = 2
where V represents the size of the vocabulary, ¢ is the window size.
Is opposite of CBOW, in skip-Gram the first layer representing the target

word and the output layer is corresponding to the context [6]:
t+c
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where V represents the size of the vocabulary, c is the window size

2. GloVe: Global Vectors

This model was proposed by Pennington [7]. This model is
an unsupervised learning algorithm for obtaining vector representations for
words. Training is performed on aggregated global word-word co-
occurrence statistics from a corpus, and the resulting representations show-
case interesting linear substructures of the word vector space. It is developed
as an open-source project at Stanford. The intuitive idea behind GloVe model
is to build a very big matrix, X, of co-occurrence words from a corpus. Each
cell of the matrix, Xj; represents how many times has the row word, w;, ap-
peared in some context, ¢;. By doing a simple normalization of the values for
each row of the matrix, we can obtain the probability distribution of every
context given a word [8].

Experiment setup
1. Proposed datasets

We use different Arabic datasets to construct this model; first we have
downloaded the latest Arabic dump of the Wikipedia to process it. This is an
XML file that contains all the information of the articles of the Arabic
language in Wikipedia also we use other datasets shown in Table 1. Then we
extract the all articles into a plain text file, then tokenization and remove
unnecessary text like non_Arabic characters and numbers and punctuation
because we focus on word embedding representation. After this processing,
the resulting text file around (3GB) is composed of a single line of
approximately 91 000 000 words.
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Table 1

Represent statistics of all used corpuses

Corpus # tokens
Wikipedia' 75000000
Alwatan2004> 7000000
KALIMAT a Multipurpose Arabic Corpus’ 18000000
Arabic in Business and Management Corpora® 45000
Essex Arabic Summaries Corpus (EASC)’ 56000

2. Experiments results and evaluation

We train the word2vec model using Gensim toolkit®, and Glove model
using Tensorflow toolkit’. For run experiments we use different window
sizes (3, 5, and 7) and different embedding dimensions (100, 200, 300) also
we choose 50 minimum frequency for each word, finally we train the model
for 20 epoch over the entire text.

Here we use cosine as a baseline and we test an adaptation of a rank-
based measure to the dense features of the word embeddings. Vector cosine
computes the correlation between the entire vector dimensions, independ-
ently of their relevance for a given word pair or for a semantic cluster, and
this could be a limitation for discerning different degrees of dissimilarity.
The alternative rank-based measure is based on the hypothesis that similarity
consists of sharing many relevant features, whereas dissimilarity can be de-
scribed as either the non-sharing of relevant features or the sharing of non-
relevant features [12, 14].

The similarity between any two words can be evaluated using cosine
similarity, Euclidean distance, Manhattan distance or any other similarity
measure functions. For example:

Sim(w;,w; ) = cos (¥ (w),V (w))), @

where w represent words and V' — their vector weighting representation.

! https://www .kaggle.com/abedkhooli/arabic-wiki-data-dump-2018
2 https://sourceforge.net/projects/arabiccorpus/files/

3 http://www.lancs.ac.uk/staff/elhaj/corpora.htm

* http://www.lancaster.ac.uk/staff/elhaj/corpora.htm

* http://www.lancaster.ac.uk/staff/elhaj/corpora.htm

¢ https://radimrehurek.com/gensim/about.html

7 https://www.tensorflow.org/
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We find the top 6 closest vector to the given word in vector space using
cosine similarity to see that the model have captured semantic or syntactic
relationships between Arabic words. For example:

Glove (query about Cities: 4:s82): (b, 0.57272, <u S5 0.52928, ¢l sale,
0.52312, Lol s, 0.51728, ol #3a, 0.50752, 2, 0.50736)

Word2vec (query about places: pzha): (pxkaall, 0.61416, 68, 0.58816, dils
0.575904, pclas, 0.554, 3238, 0.55048, su)\S, 0.52672)

For evaluation of the learned word embeddings, we use WordSim-353
[9], WordSim-353 contains 353 word pairs with relatedness scores assigned
by 13 to 16 human subjects, and their average used as the final score.

We trained our model with the given parameters and its results in
vocabulary over then 600 000 words. The evaluation of our model using
Arabic dataset developed by [9] based on the classic WordSim353 [10], as is
evaluated on by [11], different experiments results are shown the Table 2.

Table 2

Similarity scores on word similarity datasets for the two models

Glove Word2Vec
100 200 300 100 200 300
3 0.50856 0.53664 0.58016 0.4432 0.472 0.49392
5 0.47232 0.54496 0.49248 0.49224 0.50568 0.53216
7 0.47136 0.4884 0.5304 0.51568 0.55016 0.56304

Our best performance was achieved with Glove model of (58 %) and with
word2vec of (56 %) We also take a look at kinds of many words
relationships captured in the two models.

We compared created datasets on two popular word representation
models, based on Word2Vec tool and Glove tool. Results show that models
are able to good meaningful word representation. This research has shown
that free words order and the higher morphological complexity of Arabic
language influences the quality of resulting word embeddings.

This caused by many reasons:

1. Lack of context. (Difference in mapping between source and target
words (1 original word from the English dataset can be translated into two or
more Arabic words) in the evaluation dataset.

2. The problem of non-standard words: some words in Arabic may have
different meanings than those in the standard language.
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Conclusions

In this paper, we present two large-scale word embeddings for the Arabic
language from different corpuses. Moreover, neural networks have approved
that it is an efficient unsupervised method for word embedding from huge
amounts of text data. From these experiments, we can conclude that Arabic
word embeddings are indeed a powerful tool. During this experiment, we
have observed that if the representation space of the vectors is big enough,
word embedding model scan be built and a correlation of 60 % can be
achieved when calculating the similarity between two words. We think that
these two pre-trained models can improve the performance of Arabic NLP
tasks in different applications. In the future our plan is to refining this
method for Arabic as well as in deep learning method for text classification.
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