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Abstract

Superconductivity allows one to build unique devices, which can be used
for a variety of purposes: transporting electrical power, medical examina-
tion, scientific research, electronics, etc. Since 1986, superconductivity at
unexpectedly high temperature has been observed in two broad classes of
materials. However, their critical temperatures are still considerably lower
than room temperature, and these materials require cooling with cryogenic
liquids to be superconducting. This restricts superconductivity from being
widely used. Knowledge of a mechanism of superconductivity is essential
for designing new materials, which superconduct at a higher temperature.
However, the mechanism of high-temperature superconductivity remains
unknown. Knowledge of the details of the electronic structure of existing
superconducting materials can help to shed light on it.

In this thesis, we analyze the electronic structure of two materials: FeSe
and LiFeAs, which belong to iron-based superconductors, a relativly new
family of superconductors. To access the electronic structure, we use angle-
resolved photoemission spectroscopy. In our analysis, we focus on the fol-
lowing aspects of the electronic structure: structure of the superconducting
gap and influence of nematicity on the electronic structure.

We have revealed changes in the electronic structure of FeSe caused by ne-
maticity in all parts of the Brillouin zone. A scale of these changes is smaller
than it was believed earlier. Also, we have observed an anomalous shift of
the dispersions in opposite directions with temperature in this material. We
have observed anisotropic superconducting gap on all sheets of the Fermi
surfaces of both: FeSe and LiFeAs. We have shown that in LiFeAs, rotational
symmetry is broken in the superconducting state, which manifests not only
in the gap symmetry but also in the shapes of the Fermi surfaces sheets. This
result indicates a realization of a novel phenomenon of superconductivity-
induced nematicity.
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Introduction

Superconductors are materials which can conduct electricity without dissi-
pation (have zero resistivity) at temperatures below a certain critical temper-
ature. Superconductors can be used for a variety of purposes. Nowadays, the
prevalent application of superconductors is in strong electromagnets which
are used for medical examination (MRI technique) and widely in science.
Another application of superconductors is electronics, e.g., SQUID (super-
conducting quantum interference device) – a device which is extremely sen-
sitive to changes of magnetic field, which is thus the best type of a mag-
netometer. And, of course, superconductors can be used for transporting
electrical power without dissipation. However, there is one huge obstacle
on the way to widespread usage of superconducting devices: low critical
temperature. Superconductivity was observed for the first time in 1911 in
mercury, the critical temperature of which is 4 K. After that, superconduc-
tivity was observed in many other materials. However, until the eighties
of the last century, critical temperatures of all known at that time supercon-
ductors were below 30 K. To explain superconductivity in these materials,
which are commonly referred to as conventional superconductors, BCS the-
ory was developed in 19571. In this theory, two electrons, which usually tend
to repel each other, effectively attract each other by emitting and absorbing
a phonon, which results in forming of electron pairs. In other words, one
electron polarizes a crystal lattice, which consists of positively charged ions,
and another electron is attracted into this area, where the positive charge
was accumulated. Pairs of electrons are bosons and at low-temperature form
Bose-Einstein condensate which "flows" without dissipation.

In 1986, superconductivity at 35 K was observed by J.G. Bednorz and
K.A. Mueller on lanthanum barium copper oxide. This discovery started an
era of high-temperature superconductors. Since that time, superconductiv-
ity at temperatures up to 134 K2 was observed in a large number of cuprates

1This theory was developed by J. Bardeen, L. Cooper, and J.R. Schrieffer and named after
them. For this theory, they were awarded the Nobel Prize in Physics in 1972.

2This temperature still is a record of superconductivity at ambient pressure. Under higher
pressure, a critical temperature can be higher. However, the difference is not so large, and the
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(copper-oxide-based superconductors). This was a big step forward. Nev-
ertheless, we are still far away from our "Holy Grail": superconductivity at
room temperature. Another family of high-temperature superconductors,
which was discovered in 2008, is Fe-based superconductors. However, nei-
ther cuprates nor Fe-based superconductors obey BCS theory, and no another
universally accepted scenario for superconductivity in high-temperature su-
perconductors still has been developed. This means we do not know how
it works and as a consequence are not able to design entirely new supercon-
ducting compounds with high critical temperatures in order to make a dream
of room-temperature superconductivity come true. We have only some hints
which point the way of modifying existing materials for increasing critical
temperature and help to predict the presence/absence of superconductivity
in other members of the existing families.

Now, after discovery of Fe-based superconductors, we have more chances
to disentangle this complicated problem, since we can compare the two fam-
ilies. They are, on the one hand, similar (e.g., both of them are layered ma-
terials) and, on another hand, different (e.g., electronic structure of Fe-based
superconductors is way more complex).

In this work we investigate Fe-based superconductors using angle-resolved
photoemission spectroscopy. This experimental technique allows one to mea-
sure the electronic structure of material directly (both energy and momen-
tum of an electron are resolved). Electronic interactions, which are possi-
ble candidates for the role of a glue helping electrons to form pairs in high-
temperature superconductors, change an electronic structure of a material in
both normal and superconducting state. So, investigation of the electronic
structure with angle-resolved photoemission spectroscopy is important for
solving the mystery of high-temperature superconductivity.

This thesis

In this work angle-resolved photoemission spectroscopy studies of LiFeAs
and FeSe, which are high-temperature Fe-based superconductors, are pre-
sented. Here, we focus on the following aspects of the electronic structure
of these materials: structure of the superconducting gap and influence of ne-
maticity on the electronic structure.

necessity of applying pressure makes these materials even less appealing for employment in
real devices.
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In the first chapter, we present a background of our study. It includes
general information about superconductivity and other properties of iron
chalcogenides and iron pnictides as well as more detailed information about
properties of LiFeAs and FeSe obtained by various experimental techniques.

In the second chapter, we describe the experimental technique. This chap-
ter includes an introduction into the theory of photoemission, a description
of central units of a typical angle-resolved photoemission spectroscopy setup
(analyzer, light sources, manipulator, vacuum enclosure), a description of
sample preparation, and technical specifications of a setup with which the
majority of the results was obtained.

In the third chapter, we track a temperature evolution of the electronic
structure of FeSe from several Kelvins up to almost room temperature. Ob-
served changes can be divided into two groups: (i) rapid changes related
to a nematic transition3 at ∼90 K, and (ii) gradual shifts of the dispersions
with temperature. We observed an influence of nematicity on all dispersions
which cross the Fermi level and show that the scale of this influence was
strongly overestimated. Concerning gradual shifts, we show that they are
observed in both temperature ranges (bellow and above the nematic transi-
tion). These shifts are different for different dispersions.

In the fourth chapter, we analyze the structure of the superconducting
gap in FeSe on all its Fermi surfaces. We analyze data sets measured with
different photon energies which allow us to access parts of the Brillouin zone
with different kzs4. We present the first evidence for a presence of the su-
perconducting gap on electron pockets of the Fermi surfaces of FeSe from a
photoemission experiment. We show that the gap on all pockets of the Fermi
surfaces is anisotropic. At the end of the chapter, we compare our experi-
mental results with existing theories in order to identify the nature of the gap
anisotropy in this material.

In the fifth chapter, we analyze the electronic structure and the gap func-
tion of LiFeAs. We show that in this material at low temperatures rotational
symmetry is broken: both Fermi surface and gap function have two-fold
symmetry. The difference between dispersions which corresponds to two
orthogonal directions is present not only near the Fermi level but also at
higher binding energies. Measurements at higher temperatures show that
in the normal (non-superconducting) state this difference disappears. We ar-
gue that the observed result is a manifestation of a novel phenomenon of

3A definition of the nematic transition in iron-based superconductors and a description
of the effect can be found in subsection 1.1.5.

4Out of plane component of momentum.
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superconductivity-induced nematicity.
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Chapter 1

Iron-based superconductors

1.1 Introduction to iron-based superconductors

Superconductivity in iron pnictides was discovered in 2006 [1]. It was LaOFeP
with a critical temperature Tc ∼ 5K. In 2008 LaO1−xFxFeAs with Tc = 26K was
discovered [2]. This temperature is higher than 23K, which was a record tem-
perature before the discovery of Cu-based superconductors in 1986 [3]. This
fact allowed one to call LaO1−xFxFeAs a high-temperature superconductor
and attracted interest of many researchers to it and to similar compounds. In
the next few years, superconductivity with a critical temperature up to 55K
[4] was found in many iron-based superconductors (IBS) compounds. These
results, even more, stimulated the interest in this class of materials.

1.1.1 Crystallographic structure

Like cuprate superconductors, Fe-based superconductors have a layered struc-
ture. All of them have common iron-pnictogen or iron-chalcogen plane.
On this bases high-temperature Fe-based superconductors can also be di-
vided into 2 classes: if they contain pnictogen (P, As), they are called "iron
pnictides", if they contain chalcogen (S, Se, Te), they are called "iron chalco-
genides". On the another hand, IBS can be classified according to their crys-
tallographic structure type. They can be divided into 4 main families: "11"
(FeSe, FeTe and FeS), "111" (AFeAs where A is an alkali metal), "122" (XFe2As2

where X is an alkaline earth metal and AxFe2−ySe2 where A is an alkali metal)
and "1111" (XFe2As2 where X is an alkaline earth metal). Crystallographic
structures of these families are shown schematically in Fig 1.1. The lattice pa-
rameters can be determined by X-ray diffraction or neutron diffraction exper-
iments. Knowing the lattice parameters one can make predictions regarding
the properties of the material, sometimes even including superconducting
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properties. For instance, a correlation between the bond angle of the As-Fe-
As layer and the temperature of superconducting transition has been empiri-
cally established in iron pnictides: the highest Tc corresponds to the structure
in which iron atom and its four arsenic neighbors form an ideal tetrahedron
(the bond angle is 109.5 degrees) [5]. A similar correlation was also observed
in FeSe [6].

FIGURE 1.1: Crystallo-
graphic structures of the
iron-based supercon-
ductors, adapted from

[7]

1.1.2 Electronic structure

Early density functional theory calculations using local density approxima-
tion (LDA) for iron-based superconductor shown that the part of their elec-
tronic structure near the Fermi level are formed exclusively by 3d orbitals
of iron: dxy, dxz and dyz (as an example, see the results of the calculations
for LaFeAsO in Fig.1.2(a)). For a single iron atom (1-Fe) unit cell, there are
three hole-like dispersions in the center of the Brillouin zone (BZ) (Γ̃ point)
and two of them cross the Fermi level forming two circular Fermi surfaces.
Electron-like dispersions near the boundaries of the BZ (X̃ point and Ỹ point)
form elliptical pockets (see Fig.1.2(b)). Such 1-Fe Fermi surface is often used
in theoretical studies. However, real unit cell contains two atoms of iron be-
cause a half of the pnictogen (chalcogen) atoms is above the iron plane and
another half of them is below it (see Fig.1.1). Because of this, real BZ and,
as a consequence, Fermi surface are folded and become two times smaller.
In such a 2-Fe BZ the bands from parts near X̃ point and Ỹ point overlap
and form two elliptical Fermi surfaces in the corner of new BZ (M point)(see
Fig.1.2(c)). An orbital character of the dispersions and Fermi surfaces formed
by them is depicted with a color of arrows and contours on Fig.1.2. Here we
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have shown results for LaFeAsO, but for other IBS calculations show a very
similar electronic structure. The only quantitative difference with electronic
structure calculations is a position of dxy hole-like dispersion. It can cross the
Fermi level and form one more hole-like Fermi surface or be below it. How-
ever, it varies not only for different materials but also from study to study
e.i. in modern calculations [8] of LaFeAsO it is shown, that this band crosses
the Fermi level as well as in FeSe from "11" family, LiFeAs from "111" family
and BaFe2As2 from "122" family (see Fig.1.3). dxy hole-like dispersion forms
circular Fermi surface in the corner of 1-Fe BZ which moves to the center in
2-Fe BZ (shown with the dashed contour in Fig.1.2(b) and (c)). Further in this
thesis, I will refer to 2-Fe BZ. I will explicitly mention the difference when
mentioning both types of the BZ.

FIGURE 1.2: Electronic structure calculations for LaFeAsO (a) and
schematic Fermi surface of IBS for 1-Fe unit cell (b) and 2-Fe unit cell (c).
Here color of arrows on (a) and contours on (b) and (c) depict orbital char-

acter of the dispersions, dashed lines show borders of the BZ.
(a) adapted from [9]. (b) and (c) inspired by [10]

However, the electronic structure observed already in early ARPES data
showed a different picture. There are also three hole-like and two electron-
like dispersions near the Fermi level. Though, there are two essential dis-
tinctions between calculated electronic structure of IBSs and an experimental
one, which is observed in ARPES: a band renormalization and a shift of the
dispersions with respect to each other and the Fermi level. Strong renor-
malization was observed in different IBS [11, 12, 13, 14, 15, 16]. As it was
shown for NaFeAs in [11], dispersions in the bottom of the valence band,
between 2 and 5 eV binding energies almost match the calculated disper-
sions, which correspond to the 4p bands of arsenic. They are located at the
same binding energies and have the same bandwidth. Unlike these disper-
sions, the dispersions near Fermi level, which correspond to the 3d bands
of iron, are heavily renormalized. Moreover, this renormalization is orbital-
dependent and for some bands can be as big as 9 (dxy dispersion in FeSe
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FIGURE 1.3: Electronic structure of IBS upturned by the LDA calculations
using the linear muffin-tin orbital method. Blue and grey lines represent
results of calculations with and without spin-orbit coupling included re-
spectively. Horizontal parts of the red dashed lines depict an approximate
position of the experimental Fermi level position near the center and the

corner of the BZ obtained in ARPES.
Adapted from [8].

[13]). Analysis of ARPES spectra of NaFeAs presented in Ref.[11] shows that
observed renormalization cannot be explained just by phonons and/or spin-
fluctuations since the corresponding bosonic spectrum is not extending to
energies as height as 500 meV, which is needed for such a renormalization. It
is proposed, that the best candidate is Hund’s coupling J [17, 18, 19] instead.
Another intrinsic distinction from calculations is a band shift. In the exper-
imental electron structure, hole-like dispersions are shifted down to higher
binding energies, and electron-like dispersions are shifted up to lower bind-
ing energies. This effect is usually called "red-blue" shit1. As well as band
renormalization, red-blue shift is generic for all IBS [20, 21, 22, 12, 13, 8, 23].
Such band shift leads to the proximity of the Fermi level to the tops/bottoms
of the dispersions (see red dashed lines in Fig.1.3) and, as a consequence, to
the shrinking of the Fermi surface. Such proximity of the tops/bottoms of the
dispersions to the Fermi level is important for superconductivity (see section
1.1.6). There are several theoretical approaches which attempt to describe
the red-blue shift. It can be described in terms of electronic instability called

1Analogy to red/blue shit of photons. Which is a shift of their energy to lower/higher
energies and is caused by gravity or Doppler effect.
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Pomeranchuk effect [24, 25, 26, 27, 28]. Another approach which describes
the red-blue shifts is based on the renormalization of the bands by spin fluc-
tuations [29, 30]. As one can see from Fig.1.3, the red-blue shift results not
only in a reduction of the pockets size but also in vanishing of some pockets,
since the tops of the dispersions which form them move to another side of
Fermi level. Nevertheless, experimental Fermi surface of most of IBS has at
least one hole pocket in the center, and one electron pocket in the corner of
the BZ2.

1.1.3 Phase diagram

FIGURE 1.4: (a) Schematic phase diagram of BaFe2As2. For quantitative
phase diagram of BaFe2As2 on electron-doped side, see Ref.[34, 35] and
on hole-doped side, see Ref.[35]. (b) phase diagram of LaO1−xFxFeAs. (c)

phase diagram of FeTe1−xSex.
(a) adapted from [36]. (b) adapted from [37]. (c) adapted from [38]

Fig.1.4 shows examples of the phase diagrams for materials from 3 dif-
ferent families of IBS. As one can see, at high temperature all these materi-
als are paramagnetic metals with tetragonal symmetry of the lattice. Usu-
ally, the pristine parent compounds of IBS are not superconducting at any
temperatures. They become superconducting if elements which add elec-
trons or holes are substituted into the material. Such substitution is called
a hole(electron) doping. In some cases substitution with element, which
has the same valence, also can make material superconducting, as it is for
FeTe1−xSex (see Fig.1.4(c)). Another interesting thing which can be seen in

2It is the case for optimally-doped (level of doping at which Tc is maximal) superconduc-
tors, under-doped superconductors and parent compounds which are usually not super-
conducting. Nevertheless, in some rare cases of over-doped compounds which still remain
superconducting, electron pockets or hole pockets can be absent [12, 31, 32, 33]. Such super-
conductors are not considered in this thesis.
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Fig.1.4(c) is its right part, which corresponds to pristine FeSe and is inside
the superconducting dome. In other words, FeSe is stoichiometric supercon-
ductor which, as mentioned earlier, is not typical. Also, some materials can
become superconducting under pressure [39] or, if a material is already su-
perconductor, pressure in some cases can increase Tc. Another two phases
which usually present on a phase diagram are a magnetically ordered phase
and a nematic phase in which magnetic order is not developed yet, but rota-
tional summery is already broken. These phases usually can be observed in
pristine and slightly doped materials. In the next three subsections, we will
discuss these three phases (magnetic, nematic, and superconducting).

1.1.4 Magnetism

Phase diagrams in Fig.1.4 show that parent compounds of IBS usually be-
come magnetically ordered below a specific temperature. A typical spin
structure of IBS in the magnetically ordered phase is shown in Fig.1.5. It can
be described as stripe order, here spins are aligned antiferromagnetically in
one direction and ferromagnetically in the other. This magnetically ordered
phase usually called a spin-density wave (SDW). Such naming stresses that
the magnetism is of itinerant electrons rather than of localized electron spins
[40]. It is believed that nesting between electron pocket and hole pocket of
the Fermi surface with commensurate vector (π, π) that matches magnetic
ordering vector observed in parent compounds of IBS3 is the origin of mag-
netic ordering. This statement is supported by experimentally observed cor-
relation of presence of the SDW and nesting: In parent compounds from 122
family and NaFeAs were nesting is good SDW is observed and in doped
members of 122 family and LiFeAs where nesting is absent or poor SDW is
also absent (see Ref.[41] (and references in it), Ref.[42] and Ref.[43]).

1.1.5 Nematicity

The nematic transition in iron-based superconductors is a transition under
which the spatial directions x and y became non-equivalent which breaks
the rotational symmetry of the lattice which transforms from tetragonal to
orthorhombic. The time-reversal symmetry and translational symmetry are
preserved under this transition. This makes the order parameter for this tran-
sition similar to the order parameter in the nematic phase of liquid crystals.

3Except of ordering magnetic vector in FeTe which is (π, 0).
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FIGURE 1.5: A spin structure in the stripe
magnetically ordered phase. The ar-
rows representing magnetic moment di-

rections.
Adapted from [44]

Because of this similarity, the orthorhombic phase of the iron-based super-
conductor is called the nematic phase, and the transition between tetrago-
nal and orthorhombic phases is called the nematic transition. In some com-
pounds e.g. Co-doped BaFe2As2, the nematic transition and magnetic tran-
sition occur at different temperatures, when in some other compounds e.g.
K-doped BaFe2As2 they occur simultaneously[45]. With changing a doping
level, the temperature of the nematic transition (Tnem) behaves in the same
way as the temperature of the magnetic transition (Tmag) approaching the su-
perconducting dome. This shows that nematicity and superconductivity are
interconnected. Indeed the theoretical studies (see Ref.[46, 47]) show that ne-
matic fluctuations can mediate superconductivity. Therefore it is important
to understand the origin of this order as it may influence the superconduc-
tivity.

However, it is still unknown what does drive the nematic transition. One
can think this transition as a regular structural transition driven by phonons.
However, theoretical studies show that this transition more likely is driven
by electronic degrees of freedom [48, 49]. This theoretical result is supported
by experimental results, e.g. transport measurements on detwinned sam-
ples4 show that anisotropy of the d.c. resistivity anisotropy is considerably
larger than the lattice anisotropy [48, 49].

To describe the nematic phase, one should identify the appropriate or-
der parameter. Nematic order has three experimental manifestations, each
of them is associated with a different origin of this state [36]. (i) Structural
distortion: in-plane lattice parameters a and b become different [50]. Such

4It means that almost all domains are oriented in one direction. This can be reached by
applying strain to the sample.
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FIGURE 1.6: (a) schematic representation lattice deformation under
the structural transition in iron-based superconductors (only iron-
pnictogen/chalcogen plane is shown). Dashed line depict borders of 2-Fe
elementary cell. (b) Temperature evolution of the (1 1 10) Bragg peak split-
ting, in Co-doped BaFe2As2. (c) Temperature dependence of the nematic

response in BaFe2As2. (b) adapted from [34]. (b) adapted from [53]

an order typically points to a phonon-driven scenario of the structural tran-
sition. (ii) Orbital order: the occupations of the dxz and dyz orbitals become
different [51]. Such an order typically points to charge fluctuations. (iii) Spin
order: the static spin susceptibility becomes different along the qx and qy

directions in the reciprocal space at temperatures above Tmag at which con-
ventional SDW state is not developed yet [52]. Such an order typically points
to quadrupole magnetic fluctuations.

At this moment we face a dilemma: all three types of order are present in
the nematic phases, since the development of one of them necessarily induces
the other two [36], and it is not clear which order parameter is the primary
one and, as a consequence, a type of fluctuations responsible for the nematic
instability is also unknown.

Most of the experimental results show that the nematic transition is elec-
tronically driven: as it has been already mentioned, measurements of the re-
sistivity anisotropy on detwinned samples [48, 49, 54] show that this anisotropy
is significantly larger than the relative distortion of the lattice. This result
is inconsistent with the structural scenario. ARPES measurements detected
energy shift between dxz and dyz orbitals in the orthorhombic phases in de-
twinned samples as well as in non-detwinned samples [51, 55, 56, 57, 58,
42]. This result indicates the orbital order. Another evidence that the nematic
transition is electronically driven is a suppression of nematicity in the su-
perconducting phase. It manifests in decrease of lattice distortion observed
by X-ray diffraction measurements[34] (see Fig.1.6(b)) and in decrease of the
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splitting of 77Se NMR lines which is caused by nematicity [59]. These results
are in a good agreement with the electronic scenario since in this case, such
a suppression can be a result of the competition for the electronic states be-
tween two orders, both of which are electronically driven. Another strong
evidence for the electronic scenario has been observed in measurements of
the resistivity anisotropy Ref.[53]. In this study dependence of the relative
change of resistivity η = ∆ρ/ρ0 on strain ε = ∆L/L (the relative change of
length along the current direction) was measured at different temperatures.
It was shown that the nematic response ∂η/∂ε diverges near the temperature
of the nematic transition (see Fig.1.6(c)). This indicates that structural distor-
tion is not the primary order parameter. Otherwise, the relative change of
resistivity on strain dependence should be the same for all temperatures.

In order to disentangle two electronic scenarios: orbital one and mag-
netic one, the experimental results should be compared with the results for
microscopic models for these scenarios. Theoretical study for the magnetic
scenario[60] predicted three possible types of system behavior, which are re-
alized for different values of the nematic coupling. (i) In the case of strong ne-
matic coupling, nematic and magnetic transitions are first-order transitions
and occur simultaneously. (ii) In the case of intermediate nematic coupling,
the nematic transition is a second-order transition, and magnetic one occurs
together with a so-called meta-nematic transition at lower temperature. (iii)
In the case of weak nematic coupling, nematic and magnetic transitions are
second-order transitions and occur at different temperatures (Tmag < Tnem).
The microscopic calculations found that the nematic coupling decreases with
electron doping[36]. This is in a perfect agreement the experimental results:
all three predicted types of behavior could be found on the phase diagram of
BaFe2As2 which is based on the experimental results (see Fig.1.4). In pristine
BaFe2As2, the second-order nematic transition followed by a meta-nematic
transition and magnetic transition at a lower temperature was observed [50,
52, 61], which is a second type of behavior. In hole-doped BaFe2As2, nematic
transition and magnetic transition occur simultaneously [45], which is a first
type of behavior. In electron-doped BaFe2As2, nematic transition and mag-
netic transition are split (Tmag < Tnem), which is a third type of behavior.

The results of resistivity anisotropy measurements also favor spin-driven
nematic order scenarios. Orbital order and spin-driven nematic order in-
fluence on the resistivity in different ways in the nematic state. Orbital order
causes anisotropy in Drude weight, and spin-driven nematic order makes the
scattering rate anisotropic. The calculated magnetic scattering rate anisotropy
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is in agreement with experiment [62], whereas the calculated the Drude weight
anisotropy has the opposite sign to the one observed experimentally [63, 64].

Interestingly, electronic nematic phases have also been proposed in cuprate
superconductors and heavy-fermion materials. [65]

1.1.6 Superconductivity

As it was said before, IBS can exhibit superconductivity at temperatures up
to 55K in bulk samples [4] and even higher, up to 100K, in single-layer of FeSe
on strontium titanate substrate [66, 67]. Nature of superconductivity in this
class of material is unknown. BCS theory which successfully describes super-
conductivity in conventional superconductors does not succeed in describ-
ing of superconductivity in IBS. First-principles studies predict Tc in these
materials is ≈ 1 K in case of the conventional phonon-mediated scenario
of superconductivity which is considerably smaller than critical temperature
observed by experiments. Since phonons unable to explain such high Tc,
screened Coulomb interaction become a most likely source of the pairing. In
general, this interaction is a repulsion. However, the theoretical possibility
of superconductivity which originates from repulsive electron-electron inter-
actions was observed a long time ago [68, 69]. Indeed, at short distances,
the screened Coulomb interaction is repulsive, but at large distances it ex-
hibits complex behavior and can have attractive components5. In this case
excitations responsible for pairing are either spin fluctuations or charge fluc-
tuations. In the conventional case of interaction with slow ions of the lattice,
retardation in time can be realized. In contrast to ions, electrons are fast; thus
the electronic fluctuations exist on the same time scales as the motions of
the electrons which are expected to be paired. So, in this case, the electrons
avoid each other in space rather than time in order to escape the effects of
the repulsive Coulomb interaction. Coupling via such attractive components
of Coulomb interaction leads to a highly anisotropic gap function. It often
contains areas on the Fermi surface with a different sign [40]. In the cuprates,
this results in a d-wave symmetry of the gap with nodes (zero gap regions)
at ky = ±kx.

In IBS, which in contrast to cuprates are multiband systems, a gap with s-
wave symmetry can be potentially realized if the gap sign remains the same

5If the interaction between the two fermions can be expended in a set of components
which correspond to interactions in the subspaces with a given angular momentum of the
two interacting fermions, one can factorize the BCS gap equation and write it as a set of
equations for each pairing channel.[68] One attractive component is enough to induce su-
perconductivity in the system.



1.1. Introduction to iron-based superconductors 15

FIGURE 1.7: Schematical representations (for 1-Fe BZ) of various gap sym-
metries possible in IBS. Here different colours represent different sign of

the gap.
Adapted from [40].

on each sheet of the Fermi surface. However, the gap sign is expected to be
different on the different sheets of the Fermi surface [9] (see Fig.1.7(b)). Such
gap symmetry is called s+− or enhanced s-symmetry. The s+− gap could
occur it a system where repulsion between pockets is stronger than within
them. This is possible if interpocket interactions between electron and hole
pockets are enhanced due to spin fluctuations. This additional interaction
is essential since the usual screened Coulomb interaction is weaker between
pockets than within them.[40].

There is a popular opinion, that in lightly and optimally doped IBS the
gap has s+−-symmetry. The strongest evidence for s+−-symmetry of the gap
is the results of inelastic neutron scattering experiment [70] in which reso-
nance peak in the superconducting spin-excitation spectrum was observed.
This result indicates that a sign of the gap on hole and electron pockets are
different. Also, the presence of a region of coexistence of magnetic ordering
and superconductivity in the IBS evidence for s+− gap, because the first-
order transition between these two states is more likely for s++ gap. Never-
theless, various studies show that the physics of the pairing is more compli-
cated than it was thought as a result of the multiorbital/multiband nature of
fermionic excitations [71]. Both, the symmetry and the structure of the gap,
arise from a nontrivial interplay between intraband Coulomb interaction,
spin-fluctuation exchange, and the momentum structure of the interactions.
Because of this, besides s+−-symmetry, s++-symmetry and d-symmetry can
be realized in IBS.

s++-wave gap is another name for conventional s-wave gap, which does
not change a sign on different parts of the Fermi surface. Such gap symmetry
is peculiar to phonon scenario, but can be realized not only in this case. In the
framework of the electronic scenario, s++-wave gap can emerge if the inter-
pocket interaction is again dominated, but this interaction should be attrac-
tive rather than repulsive. It was shown, that in case of Fe-site substitution
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in iron-pnictides orbital fluctuations can give rise to a sign-preserving s++-
wave pairing [72, 73, 74]. Another gap symmetry which can be realized in
IBS is d-wave symmetry. The origin of d-wave pairing can be a repulsive in-
teraction between the two electron pockets. Assuming that this interaction is
stronger than other interactions, one obtains another case of plus-minus sym-
metry, when the sign of the gaps changes between the two electron pockets
[75, 76, 10]. Such symmetry when the superconducting gap changes sign un-
der a π/2 rotation in momentum space is d symmetry. d-wave symmetry is
most likely a symmetry of the gap in strongly electron-doped IBS for which
the interaction between electron and hole pocket is relatively small [71].

Here I should notice, that nodes are not inherent and unique feature of d-
wave gap. There are cases when the gap with s+− symmetry has nodes and
when the gap with d symmetry does not have nodes [40, 71]. In case of s+−

symmetry gap can switch its sign on electron pockets and, as a consequence,
form nodes on them (see Fig.1.7(c)). Nodes in d-wave gap are expected on a
hole pocket. So, if all hole pockets disappear (in case of strong electron dop-
ing) d-wave becomes nodeless (see Fig.1.7(e)). The latter case is particularly
interesting: since hole pocket is absent but superconductivity still present
[77], the normal scenario of superconductivity in IBS which involves both
types of pockets and spin fluctuations can be eliminated. This means that at
least in some cases an interaction between the two electron pockets (one at X̃
point and one at Ỹ point of 1-Fe BZ) is strong enough to cause superconduc-
tivity.

An empirical correlation between the electronic structure and critical tem-
perature which is generic for all families of IBS was observed: Tc is maximal

FIGURE 1.8: Schematic
band structure and phase
diagram. Here, blue
dashed lines represent
Fermi level position for
different optimally doped
compounds and arrows
point to parts of the phase
diagram to which they

correspond.
Adapted from [78]
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when the electronic structure is close to Lifshitz transition6 [12, 78]. The prox-
imity of Lifshitz transition also means that Van Hove singularity which in this
case is an edge of the band (top of a hole-like one or bottom of an electron-
like one) is close to the Fermi level. The electronic structure which is close
to Lifshitz transition was observed for the optimally hole-doped members
of 122 family (Ba1−xKxFe2As2, Ba1−xNaxFe2As2, and Ca1−xNaxFe2As2) [20,
80, 81, 82, 83], electron-doped member of 122 family (Ba(Fe1−xCox)2As2) [12,
84], member of 111 family (LiFeAs and NaFeAs which exhibit the highest Tc

without doping) [14, 15, 85, 86, 87]. Interestingly, Tc is increasing with the
number of band-edges near the Fermi level: (CaFeAs)10Pt3.58As8 has three
band-edges near the Fermi level and Tc = 35 K while critical temperature
of (CaFeAs)10Pt3.58As8 which has only one band-edges near the Fermi level
is 15 K. Optimally doped members of 1111 family (SmFe0.92Co0.08AsO and
NdFeAsO0.6F0.4) also have 2–3 band edges near the Fermi level [88, 44]. Per-
haps, such a correlation between Lifshitz transition and Tc can be explained
via shape resonance effects [89, 90, 91, 92, 93, 94].

1.2 LiFeAs - special iron-based superconductor

Lithium iron arsenide (LiFeAs) is one of the most intriguing superconduc-
tors. This compound was synthesized in 2008 by several groups simultane-
ously [95, 96]. Together with NaFeAs it represents the main members of "111"
family of IBS and has a typical crystallographic structure (see Fig.1.9(a)): it
is tetragonal, with the lattice parameters a = b ≈ 3.77Å and c ≈ 6.35Å,
obtained from X-ray diffraction experiments [97, 95, 98]. Because of the pres-
ence of lithium on the surface, the single crystals of LiFeAs are sensitive to
moisture in the air. Therefore, single crystals should be grown, stored, trans-
ported and measured in noble gas atmosphere or vacuum. LiFeAs is stoi-
chiometric compound, which means that it nominally does not have defects,
e.g. vacancies or substituted atoms, and elemental composition can be repre-
sented by integers. The material superconducts at temperatures below 18K
(see [95, 14]) without the chemical doping or applying pressure. This fact
makes LiFeAs very special, since most of IBS members become supercon-
ducting when other atoms provide additional charge carriers or isovalently
substituted or pressure is applied [39]. Interestingly, LiFeAs shows just the
opposite behavior: applying pressure suppresses superconductivity, as was

6Lifshitz transition – transition under which Fermi surface changes its topology.[79]
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demonstrated by the resistivity measurements [99, 100]. In addition, super-
conductivity in LiFeAs can also be suppressed by electron doping. Studies of
LiFe1−xCoxAs (Ref. [101, 102, 103]) show Tc decreasing with increasing the
Co concentration x with the superconductivity vanishing at x ≈ 0.17.

FIGURE 1.9: (a) crystallographic structure of LiFeAs. (b) calculated elec-
tronic structure of LiFeAs. Blue and grey curves show results of calcula-
tions with and without spin–orbit coupling respectively. (c) temperature
dependence of in-plane resistivity of LiFeAs. (a) adapted from [7]. (b)

adapted from [8]. (c) adapted from [104].

The first band structure calculations (see [105, 106]) yielded low-energy
electronic dispersion, shapes of the Fermi surfaces and densities of states
similar to those, found for the members of "1111" and "122" families. These
calculations also predicted that LiFeAs should have an antiferromagnetic
ground state, as in the case of "122" and "1111" systems, due to the SDW
instability. However, resistivity and susceptibility experiments did not show
any evidence for the magnetic transition [107, 95, 97, 104]: ρ(T) dependence
showed only a rapid drop at ∼18K, indicating a superconducting transition
Fig.1.9(c)). This is in contrast to undoped BaFe2As2, SrFe2As2 and LaOFeAs,
which undergo a SDW transitions at 140 K, 200 K and 135 K respectively
with a peculiar ρ(T) dependence near these characteristic temperatures [2,
108, 109, 110, 111]. Muon-spin rotation experiments also have not confirmed
the presence of SDW state [112]. The absence of SDW state is thus another
qualitative distinction of LiFeAs from most of IBS.

Fig.1.10(a) shows one of the first Fermi surface maps of this material mea-
sured with ARPES [14]. More recent ARPES studies show similar results [85,
113]. At least three pockets can be seen on this map: one small dumbbell-
like pocket in the center of the BZ, one big barrel-like pocket around it and
roundish pocket in the corner of the BZ. The last one is actually a superpo-
sition of 2 pockets which can be seen from the more detailed map measured
using photons with lower energy [8] 1.10(c). Panels of Fig.1.10(b) show spec-
tra measured along the momentum cuts passing through the pockets located
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in the center and in the corner of the BZ. Both directions are indicated on the
map with white lines. They show that there are two electron-like dispersions
in the corner of the BZ, which cross Fermi level and 3 hole-like dispersions
in the center. The outer hole-like dispersion always crosses the Fermi level
forming a big pocket. The inner one never (at all kz-s) crosses Fermi level, but
the middle one can either cross the Fermi level at certain kz-values and thus
forms a small hole-like Fermi surface or runs just be very close to it. This can
be seen from Fig.1.10(d) and (e) which were measured with different photon
energies (25 eV and 36.5 eV). These energies approximately correspond to
Γ and Z points in 3D BZ. This electronic structure mostly matches up with
the calculated one (see Fig.1.9(c)), provided the global renormalization by the
factor of 3 is applied with subsequent "red-blue" shifts (see section 1.1.2).

FIGURE 1.10: Electronic structure from ARPES. (a) Fermi surface map. (b)
spectra measured along the cuts passing through the electron and hole
pockets respectively. Directions in which the spectra were measured are
shown on the map (a) with lines. (c) High-precision Fermi surface map of
electron pockets. (d) and (e) spectra measured near Γ and Z points in 3D

BZ respectively. (a)-(b) adapted from [14]. (c)-(e) adapted from [8].

Such an agreement between the experimental electronic structure from
low-temperature ARPES measurements and the calculated one from LDA is
the evidence for the nonmagnetic ground state in LiFeAs. Specifically, the
Fermi surface does not show any signatures of commensurate or incommen-
surate ordering, such as replica, due to any kind of a reconstruction. Another
observation is that the Fermi surface does not appear to be nested, meaning
that none of the different pockets are of the same size or have parallel sec-
tions.
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Another ARPES study revealed that the electronic structure of LiFeAs
is renormalized by both electron-phonon and electron-electron interactions
[15]. Coupling to phonons is seen as kinks in the shape of dxy hole-like dis-
persion (see the yellow curve in Fig.1.11(a)). This dispersion exhibits already
three kinks at binding energies, which are in agreement with the energies of
three optical phonon modes: 15, 30, 44 meV, found in the calculations [114].
Also, fingerprints of phonons can be seen in the width of the momentum-
distribution curves (MDC): a derivative of its energy dependence appears to
be in agreement with the calculated phonon spectrum (see Fig.1.11(b)). The
strength of electron-phonon interaction estimated from these ARPES results
is considerably [15] higher than the calculated one [114]. This result sug-
gests an important role of phonons in the mechanism of pairing in this ma-
terial. If only electron-phonon interaction was responsible for the mentioned
above renormalization (by approximately factor 3), the energy dependence
of MDC width would be more step-like and would saturate at energy near
44 meV, but from Fig.1.11(c) the presence of another component is clearly
seen. This component is present at all energies including the range below
and above the phonon energy range and seems to be linearly dependent
on energy. This component was associated with an electron-electron scat-
tering. Also, the presence of electron-electron scattering in LiFeAs was con-
firmed by the transport measurements. Measurements of resistivity showed
quadratic dependence on temperature at low temperatures, up to 40K [104].
Such behavior indicates strong electron-electron scattering in this material.
This result not only qualitatively confirms the presence of electron-electron
scattering detected in ARPES, but also is in a quantitative agreement with
ARPES results. Kadowaki-Woods ratio7 directly calculated from the results
of the resistivity measurements [104] and specific heat measurements [116]
is 6 times higher than the value calculated from tight-binding parameters
obtained from ARPES results [14, 12]. It is still a quite good agreement.

The absence of the Fermi surface nesting is in line with the absence of the
SDW order since SDW order in other iron-based superconductors is usually
associated with the strong scattering between electron and hole pockets (see
Ref. [117]), naturally improved by nesting. Though static magnetic order
was never observed in LiFeAs, magnetic fluctuations were indeed observed.

Inelastic neutron-scattering was used for detecting the magnetic order
and magnetic excitations in copper-based and iron-based superconductors

7Kadowaki-Woods ratio is a ratio of the quadratic term in the temperature dependence
of the resistivity to the coefficient of the linear term in the temperature dependence of the
specific heat [115].
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FIGURE 1.11: Shape of the dispersions from ARPES. Evidence for the
renormalization on phonons and electron-electron interaction. Adapted

from [15].

and established itself as a powerful method for this purpose. For example, a
map of neutron-scattering intensity measured on Co-doped BaFe2As2 sam-
ple (see Fig.1.12(a)) presents a clear feature at Q = (0.5, 0.5, 0) which is asso-
ciated with a magnetic signal. Fig.1.12(b) shows a results of the same experi-
ment on LiFeAs. This map also displays a signal near Q = (0.5, 0.5, 0), but it
is weaker and clearly split into two components in the transverse direction to
Qinc = (0.5±δ, 0.5∓δ, 0). Such splitting has been observed in several studies
[118, 119, 120] and indicates incommensurability of the magnetic excitations.
Two interpretations were suggested to explain the origin of the magnetic sig-
nal: it can be either due to scattering between the electron pockets and inner
hole pocket [119] or between electron pockets and the outer hole pocket [121].
The study of Queshi et al. [120] shows even more interesting result: a care-
ful examination of the incommensurate signal reveals that it consists of four
components, instead of two. It can be seen from Fig.1.12(c), which shows a
distribution of intensity along transverse direction (shown with dashed line
on Fig.1.12(b)). The second pair of peaks appears as shoulders in the distribu-
tion. A fit of two pairs of Gaussian functions to this distribution gives values
of incommensurability of δ1 ≈ 0.07 and δ2 ≈ 0.15. Presence of two signals
can be interpreted as a presence of both earlier suggested ways of scattering:
(i) between the outer hole pocket and the inner electron pocket, (ii) between
the outer hole pocket and the outer electron pocket. The magnetic signal was
detected up to energy transfer of 60 meV and it remains incommensurate up
to at least 30 meV [120] (at higher energies it cannot be determined because
of not sufficient resolution). In the superconducting state at low energies in-
tensity of the signal is suppressed almost to the background level (see Fig.
2(a-b) in Ref. [118]), while for energies above a certain value it is enhanced
in the superconducting state. This can be seen from Fig.1.12(d), which shows



22 Chapter 1. Iron-based superconductors

energy dependence of the INS scattering intensity at Q1 = (0.5 - δ1, 0.5 + δ1,
0) and Q2 = (0.5 - δ2, 0.5 + δ2, 0) in the normal and the superconducting state.
Both pairs of curves display such behavior. For Q1 the intensity has a broad
minimum at ∼4.5 meV while for Q2 such minimum is at ∼7 meV. The differ-
ence of these values confirms the assumption of their independent origin and
indicates the presence of 2 different gaps in material, which was confirmed
by other methods (see below in this section).

FIGURE 1.12: (a) distribution of neutron-scattering intensity measured on
optimally Co doped BaFe2As2. (b) distribution of neutron-scattering in-
tensity measured on LiFeAs. (c) distribution of intensity along transverse
direction at 12.5 meV energy transfer. (d) energy dependence of the INS
scattering intensity at Q1 and Q2 in the normal and the superconducting

state. (a)-(b) adapted from [118]. (c)-(d) adapted from [120].

Early quasiparticle interference (QPI) study [122], which is based on tun-
neling spectroscopy and microscopy (STS/STM) measurements, is in contra-
diction to ARPES results. Similarly to ARPES, this study claims the presence
of 3 hole-like dispersions in the center of the BZ, but in contrast to ARPES re-
sults all dispersions including the most central one cross the Fermi level and
the middle dispersion forms a considerably larger Fermi surface. According
to the interpretation of the authors (which considers only intraband scatter-
ing) this result follows from the presence of 3 circular futures in QPI patterns
(Fourier transformed tunneling spectroscopic maps) (Fig.1.13(a) and (b)) and
their evolution with binding energy (Fig.1.13(c)). Here h1, h2 and h3 features
are associated with the scattering between all three hole-like pockets. Newer
QPI studies [123, 124] present similar experimental results (Fig.1.13(e)), but
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FIGURE 1.13: (a) and (b) QPI patterns for 2 different energies. (c) energy
dependence of 3 QPI figures from (a) and (b). (d) comparison of band-
structure from ARPES (broad dark contours) with QPI results (colored
circles, the same as (c)). (e) QPI pattern from another study. (f) guide to
the eye which shows the interpretation, of scattering vectors on (e). (g)
numerical simulation of a QPI pattern which considers both intraband
and interband scattering. In Ref. [123] one can also find patterns cases of
only intraband and only interband scattering. (a)-(c) adapted from [125].

(d)-(g) adapted from [123].

they suggest another interpretation for them. This interpretation resolves
ARPES-QPI paradox by including the intraband scattering. According to
this interpretation, h3 future is associated with the scattering within the outer
hole-like dispersion, h1 future is associated with scattering within the middle
hole-like dispersion, h2 future is associated with the scattering between these
two dispersions (Fig.1.13(d) and (f)). A comparison of experimental QPI pat-
tern (Fig.1.13(e)) with the corresponding numerical simulation (Fig.1.13(g))
was performed by Hess et al. [123]. There the tight-binding parameters have
been obtained from ARPES results on LiFeAs [14, 85]. The comparison shows
a good agreement between them. From this one can conclude, that QPI and
ARPES results are consistent when both intraband and interband scatterings
are considered.

Understanding of the mechanism of high-temperature superconductivity
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in IBS requires precise knowledge of the symmetry and structure of the or-
der parameter, i.e. the superconducting energy gap. Presence of more than
one superconducting gap in LiFeAs was detected by several experimental
techniques. As mentioned above, inelastic neutron-scattering experiments
reveal two components of the magnetic signal, which become suppressed
in slightly different ways in the superconducting state. This indicates the
presence of two energy gaps with magnitudes of ∼4.5 and ∼7 meV. In STS
experiment with the presence of more than one superconducting gap can
be already concluded from a single spectrum (energy dependence of differ-
ential conductance) (see Fig.1.14(a)). Two big peaks at |E| ≈ 6 meV corre-
spond to the bigger gap and two small peaks which appear as shoulders at
|E| ≈ 3 meV correspond to the smaller gap. Near E = 0 the signal is absent,
which indicates that LiFeAs is a fully gapped superconductor. By applying
quasiparticle interference analysis to STS/STM results one can shed light on
a gap distribution in the momentum space: identify to which Fermi surface
pocket which gap corresponds and whether the gaps on these pockets are
anisotropic. Such analysis of the STS/STM results was performed by Alan
et al. [122]. Gap anisotropy on big hole pocket associated with h3 QPI fea-
ture can be seen from QPI pattern (see Fig.1.14(b)) at energy of 2 meV above
the Fermi level. It displays intensity in Γ−M direction, but this intensity is
absent along Γ− X direction. This indicates that the gap in Γ−M direction
is larger than in the Γ − X direction. Further analysis leads to the conclu-
sion that the gap on this pocket changes in a range from 2 to 3 meV and
has C4 symmetry with a minimum corresponding to Γ − M direction (see
Fig.1.14(c)). Also, this study shows that gap on small hole-like Fermi surface
pocket associated with h1 QPI feature is larger (∼ 6±1.5 meV) than on the
big hole-like pocket.

ARPES is the only technique which is able to access the electronic struc-
ture directly, without any processing of raw data (such as, e.g. Fourier trans-
formation in QPI-method). Because of this, ARPES is the most relevant tech-
nique for measuring superconducting gap anisotropy. Detailed investiga-
tions of the superconducting gap size in LiFeAs with ARPES were performed
in at least two studies by Borisenko et al. [85] and Umezawa et al. [113]. Both
of them revealed that: (i) all pockets of the BZ are gapped, (ii) the biggest gap
is on the small hole pocket and the smallest gap is on the big hole pocket, (iii)
the gap on the same pockets is anisotropic. However, there were also some
differences in mentioned studies. Let’s have a more detailed look at the re-
sults. Presence of the gap anisotropy on the large hole-like pocket can be seen
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from Fig.1.14(e) which shows dispersions along A and B cuts (see Fig.1.14(d))
obtained by tracking energy distribution curves’ (EDC) maxima. It is clear
that the gap from cut B is larger than that from cut A. The result of extracting
a position of a maximum of EDC at kF as a function of direction is shown on
Fig.1.14(f) (55% of the pocket was analyzed). It implies that the gap on this
pocket has C4 symmetry with a maximum corresponding to Γ− X direction
and its magnitude varies around ∼3.4 meV with an amplitude of ∼0.4 meV
[85].

FIGURE 1.14: Superconducting gap. (a) STS spectrum averaged over
the sample. (b) QPI pattern at energy 2 meV. (c) superconducting gap
anisotropy on the outer (big) electron pocket from QPI. (d) Fermi sur-
face map from ARPES. Red arrows show the location of the cuts A and
B. (e) dispersions along A and B cuts obtained by tracking EDC’s max-
ima. (f) superconducting gap anisotropy on the outer electron pocket from
ARPES. (g) typical radial momentum cut through electron pockets. (h) the
results of tracking EDC’s maxima on 3 different cuts. (i) and (j) present the
overviews of the results from [85] and [113] respectively. A shape of the
contour in (i) represents the shape of the pockets and height - the gap mag-
nitude on it. In (j) the gap magnitude is shown as a function of the angle in
polar coordinate system. (a)-(c) adapted from [122]. (d)-(i) adapted from

[85]. (j) adapted from [113].

The other study [113] presents quantitatively the same result, but with a
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smaller average gap size of ∼2.6 meV. Gaps on electron pockets are different
and both are anisotropic. These can be seen from Fig.1.14(h) which shows
results of tracking EDC’s maxima on three different cuts (like the one shown
in fig.1.14(g)) through the electron pockets. Here the right peak corresponds
to the inner pocket and the left peak corresponds to the outer one. Further
analysis shows the gap on the outer electron pocket having C4- symmetry
with a maximum in Γ − M direction and varying around ∼3.6 meV with
an amplitude ∼0.5 meV as well as the gap on the inner pocket behaving
in the same way, but having a slightly larger value [85]. In contrast to this
result, the other study [113] did not detect any noticeable gap anisotropy on
the inner electron pocket. The gap anisotropy analysis of the inner hole-like
pocket was not performed because of its small size, but the average gap size
on it was estimated in both studies to be of the order of 5 – 6 meV [113, 85].
The overviews of the final results from Ref.[85] and Ref.[113] are shown in
Fig.1.14(i) and (j) respectively.

This section makes an impression that all details of the electronic struc-
ture of LiFeAs are known except kz variation of the superconducting gap.
However, our ARPES data measured in order to investigate the kz depen-
dence of the gap reveals unexpected results. The in-plane variation of the
gap was different from one detected in earlier studies. Moreover, it reveals
a peculiarity of the electronic structure which has not been observed before.
This motivated us for additional measurements and more detailed analysis
of the results.

1.3 FeSe - structurally simplest iron-based super-

conductor

FeSe was synthesized in 1979 [126], but superconductivity in it was discov-
ered only in 2008 [127]. As well as LiFeAs, FeSe is a stoichiometric supercon-
ductor: it becomes superconducting without doping at temperatures below
8.5K. A crystallographic structure of this material is shown on Fig.1.15(a). It
belongs to 11 family of IBS. FeSe was only one stoichiometric member of this
family for a long time until discovery of superconductivity in FeS at 5K in
2015[128]. This made FeSe the simplest IBS and attracted additional atten-
tion to it. In contrast to stoichiometric LiFeAs in which superconductivity
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becomes suppressed with doping and applying pressure, in FeSe, temper-
ature of the superconducting transition can be increased by doping or ap-
plying pressure. The resistivity measurements [129, 130, 131, 6] show that if
pressure is applied, critical temperature increases, reaching a maximum of
∼37 K at ∼8 GPa (see Fig.1.15(e) and (h)). By substitution Se with Te, the
critical temperature can be increased up to 13.5 K, which corresponds to a
doping level x ≈ 0.5 (see a phase diagram on Fig.1.15(f)). This was shown
in the resistivity measurements [132] (see Fig.1.15(c)) and susceptibility mea-
surements [37, 133]. A similar effect can be also caused by S-doping. As
it was shown with various techniques: resistivity measurements [132, 134]
(see Fig.1.15(d)), susceptibility measurements [125, 135] specific heat mea-
surements [125] critical temperature in FeSe1−xSx increases with increasing
of doping level and reach maximal value of∼10.5 K at doping level x ≈ 0.11.
Upon further doping, critical temperature starts to decrease and at doping
levels x = 0.4 – 0.5 zero-resistivity state has not been observed (see a phase
diagram on Fig.1.15(g)).

FIGURE 1.15: (a) Crystal structure of FeSe. (b) results of the transport
measurements on a detwinned sample. (a) and (d) results of the transport
measurements on samples doped with Te and S, respectively. (e) results
of the transport measurements on samples under pressure. (f), (g) and (h)
phase diagrams which represent influence of doping and applying pres-
sure. (a) adapted from [7] (b) adapted from [136] (c) and (d) [132] (f) [37]

(g) adapted from [135] (h) adapted from [129]

FeSe exhibits structural transition from tetragonal to orthorombic phase
at ∼ 87 K. As it was mentioned before, this transition is common for parent
compounds of IBS and is followed by magnetic transition. Unlike this com-
mon case, FeSe dose not exhibit transition to magnetically ordered phase.
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Also, FeSe is not similar to LiFeAs in which neither magnetic nor structural
transition was observed. Changes of crystal structure of FeSe with a tem-
perature were detected by plenty of X-ray diffraction and neutron diffraction
experiments [137, 138, 139, 140, 141]. Upper panel of Fig.1.16(b) shows X-ray
diffraction profile measured at 20K on Fe1.01Se sample. The splitting of some
peaks in this profile indicates an orthorhombicity of the sample. The splitting
of the peak can be better seen in Fig.1.16(c), which demonstrates a zoomed
in region of X-ray diffraction profile from another study. Such splitting is ab-
sent for the profile measured on Fe1.03Se sample which apparently does not
exhibit structural transition. Also, this figure demonstrates developing of
this splitting with temperature. Two main parameters which describe struc-
tural distortion leading to orthorhombicity are Fe-Fe distances (dFe1 and dFe2)
for two orthogonal directions (see Fig.1.16(a)). The temperature-dependence
of these parameters is shown in Fig.1.16(d). It is seen from this plot, that de-
formation is small D = 2(dFe1 − dFe2)/(dFe1 + dFe2) = 0.45% but it is compa-
rable with ones in other IBS. Despite very small changes in the crystal struc-
ture this transition is accompanied by noticeable changes in properties, e.g.
transport measurements on detwinned8 sample show noticeable anisotropy
in resistivity [136] (see Fig.1.15(b)).

Magnetic ordering is not observed in FeSe down to 5K. Mössbauer ef-
fect measurements do not display significant changes in a spectrum shape
with temperature in a range from 5 to 295 K. [140, 142, 129]. All Mössbauer
spectra (see Fig.1.17(a,b)) exhibit a single quadrupole paramagnetic doublet
without an additional splitting into a sextet which is expected for an ordered
magnetic phase. For comparison in Fig.1.17(c), we show Mössbauer spectra
of LaOFeAs which demonstrate such sextet in the ordered magnetic phase
[143].

Nuclear magnetic resonance measurements show that orbital-driven ne-
matic scenario is prefereble in FeSe. [59, 144]. Both studies show a tempera-
ture dependencies of spin–lattice relaxation rate (T1)

−1 which dose not dis-
play enhancement of magnetic fluctuations at temperature of structural tran-
sition (see Fig.1.17(d)). Considerable increase of (T1T)−1 which indictes en-
hancement of magnetic fluctuations occurs only at lower temperatures. This
indicates, that spin-driven nematic scenario is unlikely, because this orbital-
driven scenario was considered as the most feasible scenario in FeSe. In con-
trast to NMR measurements, inelastic neutron scattering measurements on a

8It means that almost all domains are oriented in one direction. This can be reached by
applying strain to the sample
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FIGURE 1.16: (b) X-ray powder diffraction profiles measured on Fe1.01Se
and Fe1.03Se. (c) temperature evolution of one of the diffraction peaks.
(d) temperature evolution of the lattice parameters extracted from X-ray
powder diffraction results. (b) and (d) adapted from [140]. (c) adapted

from [138].

single crystal found evidences for spin-driven scenario [145]. The commen-
surate scattering signal which are associated with magnetic excitations has
been detected. This persists becomes enhanced in the nematic phase on a
whole measured range of energies (see Fig.1.17(e)). The temperature depen-
dence of the scattering at 2.5 meV (Fig.1.17(f)) has onset at temperature of
structural transition an behaves similar to orthorhombic deformation. This
indicates that the nematic order is originated from spin fluctuations. The
contradiction between neutron scattering and NMR results can be explained
by the fact that the latter probes only momentum integrated spin fluctuations
at very low energies. However, NMR is not only the one technique, which
shows results dissonant with spin-driven scenario, the results of thermal-
expansion measurements also contradict it [146].

An investigation of influence of nematicity on the electronic structure of
the material can help to shed light on its origin. Fig.1.18(a) shows a calculated
band structure of FeSe which is simular to calculated electronic structures of
other IBSs. It has 3 hole-like dispersions γ formed by dxy, α formed by dxz,
and β formed by dyz orbitals of Fe which cross the Fermi level near Γ point
which is the center of the BZ. Two electron-like dispersions δ are formed by
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FIGURE 1.17: (a) and (b) Mössbauer spectra of FeSe at several temper-
atures. (c) Mössbauer spectra of LaFeAsO. (d) temperature dependence
(T1T)−1 for a different direction of the applied field. (e) Energy depen-
dence of the dynamic spin correlation function at Q=(1,0,0) measured
at different temperatures. (f) temperature dependence of spin correla-
tion function at energy 2.5 meV and the orthorhombic deformation. (a)
adapted from [140]. (b) adapted from [142]. (c) adapted from [143]. (d)

adapted from [144]. (e) and (f) adapted from [145]

dxy, and ε formed by dyz orbitals of Fe, which cross the Fermi level near M
point – the corner of the BZ.9. Such electronic structures corresponds to Fermi
surface with 3 big concentric pockets in the center of the BZ and two pock-
ets in its corner. ARPES measurements on FeSe were performed by several
groups [13, 55, 56, 57, 58, 147, 16, 148, 149]. Fig.1.18(b) shows the first ex-
perimental Fermi surface map of FeSe. It has a pocket (pockets) in the center
and pocket (pockets) in the corner of the BZ, as it is predicted by calculations.
However, they are considerably smaller which is a hallmark of the "red-blue"
shift. Newer studies [58, 148, 149] succeeded in resolving details of these
structures in the center and corner of the BZ Fig.1.18(c, d) respectively. The
structure in the center and corner of the BZ Fig.1.18(c) consists of two crossed
ellipses which are oriented orthogonal to each other. From Fig.1.18(e), which
shows the spectrum measured through the pocket center in a vertical direc-
tion, and Fig.1.18(f), which shows results of its fitting, it is seen, that only
dispersion formed by α crosses the Fermi level, other two dispersions being

9For a direction orthogonal to this one dispersions change there orbital character from dyz
to dxz and vice versa.
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bellow it. It is clear, that this dispersion is split to two dispersions, which cor-
respond to two ellipses. This can be the explained by presence of domains
with two different orientations in the sample in the orthorhombic phase. In
ARPES, a size of a probed area of the sample, which is determined by the
beam spot size, is bigger than typical domain size. As a result, one detects a
photoemission signal, which is a superposition of signals from different do-
mains. Another peculiarity of FeSe, which is seen in Fig.1.18(e,f), is a strong
renormalization of γ hole-like dispersion. It is renormalized by a factor of 5 –
9 [13, 16] which is larger than for other dispersions in FeSe as well as for this
dispersion in other IBS. As it is seen from Fig.1.18(d), the structure in the cor-
ner of the BZ also consists of two crossed pockets, which are formed by two
electron-like dispersions (see Fig.1.18(g, h)). There is no consensus on the in-
terpretation of this result. A popular interpretation is that these two pockets
are a superposition of single electron pockets from two different domains.
as well as it for the hole pockets. In this interpretation two electron-like dis-
persions, which are seen in Fig.1.18(g, h) are split by 50 meV. ε dispersions
originated from domains with different orientations and δ dispersions are
not observed. This interpretation is supported by the fact, that these two dis-
persions cannot be resolved in tetragonal phase [55, 56, 57, 58]. On another
hand, inability to resolve them can be caused by temperature blurring, since
the measurements should be carried at temperature higher than 90 K, which
correspond to tetragonal phase. This fact together with mystical disappear-
ance of δ dispersions and huge splitting of 50 meV which is bigger then a
scale of nematic splitting (10 meV) estimated in Ref.[8], makes this interpri-
tation inconsistent. So, more studies are needed.

There are plenty experimental studies of the superconducting gap in pris-
tine FeSe and its Te- and S-doped siblings using different techniques: STS
[150, 151, 152, 153, 154, 155, 156], ARPES [149, 157, 158], specific heat [159,
160, 125, 161, 150] and London penetration depth [153, 125]. Nevertheless,
there is no consensus on the size and symmetry of the gap in the full BZ. The
majority of STS experiments detect the presence of more than one supercon-
ducting gap in FeSe. Fig.1.19(a) shows STS spectrum (dI/dV) in which one
can see two pairs of coherence peaks. One pair at ±2.3 meV appears as real
peaks and another pair at ±1.5 meV appears as shoulders on the spectrum
(see arrows on Fig.1.19(a). This spectrum features almost V-shape gap with
a small (±0.15 meV) flat part near zero-voltage (Fermi level), which indi-
cates that superconducting gaps (either both or only one of them) are highly
anisotropic but without nodes. The smallest gap is ∼0.15 meV. There is also
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FIGURE 1.18: (a) electronic structure calculations for FeSe in the tetragonal
phase. Here green dashed line shows real Fermi level position obtained
from ARPES. (b), (c), (d) overview Fermi surface map and detailed Fermi
surface maps of the center and the corner of the BZ respectively obtained
by ARPES. (e) and (g) ARPES spectra measured through the center of the
hole pocket the center of the electron pocket respectively. (f) and (h) dis-
persion from MDC and EDC fitting spectra in (e) and (g) Here coloured

lines shows an interpretation of these results according to Ref.[58].
(a), (c), (e)-(h) adapted from [58]. (b) adapted from [13]. (d) adapted from

[148]

another pair of shoulders at ±3.5 meV. In some studies, it is associated with
a possible another superconducting gap [153], but most likely it is caused by
the electronic density of states redistribution associated with the boson mode
in strongly coupled superconductors [162, 152]. The next step is measuring
superconducting gap anisotropy, which can be done with ARPES or QPI. A
resent QPI study (Ref.[151]) claims anisotropic gap on both pockets. Gap on
the hole pocket in the center of the BZ has C2 symmetry with maximal mag-
nitude 2.3 meV on a short axis of the pocket (see Fig.1.19(b)). Gap on the
electron pocket in the corner of the BZ is smaller. It has C2 symmetry with
maximal magnitude 1.6 meV on a short axis of the pocket (see Fig.1.19(c)).

As mentioned before, ARPES remains the only method of direct determi-
nation of the gap as a function of momentum. Nevertheless, there is no con-
sensus even in ARPES results. For instance, one study (Ref.[158]) reported
an isotropic gap with the magnitude of 2.5 meV on the electron pocket in
FeSe0.45Te0.55, while another study reported smaller and considerably anisotropic
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gaps in the very similar sample FeSe0.4Te0.6
10 (Ref.[157]). As for the pristine

FeSe, there is only one ARPES study on a slightly S-doped FeSe. In this study,
anisotropic gap was detected on the hole pocket near Z point, while no gap
has been observed on the electron pockets. As one can see, this result is not in
agreement with STS results which indicate more than one gap. Presence of 2
gaps also follows from the specific heat and London penetration depth mea-
surements [125, 150, 161, 159]. Also, there are no studies, which are able to
shed light on a possible kz dependence of the gap Therefore, it is important to
determine the behavior of the gap function in all parts of three-dimensional
BZ precisely. Preferably, it should be done by the same technique.

FIGURE 1.19: (a) STS spectrum
(dI/dV). (b) and (c) supercon-
ducting gap anisotropy on the hole
and electron pockets respectively
obtained by QPI. Here shape of
a contour represents shape of a
corresponding pocket and a con-
tour thickness represents the gap
size on it. (d) symmetrized EDCs
taken from different parts of the
hole hole pocket (see inset at the
top of the plot). (e) polar plot
which represents superconducting
gap anisotropy on the hole pocket
obtained by fitting curves from (e)

(a)-(c) adapted from [151]. (d)-(e)
adapted from [149]

10Both samples are nearly optimal doped. There are no peculiarities near this doping level
near this doping level on the phase diagram (see Fig.1.15(f)). So, no quality differences in
the gap structure are expected.
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Chapter 2

Angle-Resolved Photoemission

2.1 Introduction

Angle-resolved photoemission spectroscopy (ARPES) is a technique based
on the photoelectric effect, which is an emission of electrons from matter ex-
posed to the light. This effect was first observed by Heinrich Hertz in 1887
[163] and was not explained until 1905, when Albert Einstein developed a
theory based on a quantum nature of light [164]. In this explanation a pho-
ton (single corpuscle of light) is absorbed, its energy transfers to electron and
if absorbed energy is sufficient, the electron can be emitted from the matter.
Energy and angle of emission of this electron are unambiguously connected
to its initial state. This fact underlies photoemission spectroscopy. The main
formula of photoelectric effect is

EB = hν−Φ− Ekin (2.1)

As it can be seen from this formula, photoemission can occur only if pho-
ton energy (hν) is higher than the work function (Φ) of the material which
is usually of the order of 5 eV. Light sources which can be used for ARPES
experiment will be discussed later. From the momentum conservation law
one can obtain an in-plane (parallel to the sample surface) component of the
momentum of the electron in its initial state. Here one can neglect momen-
tum of the photon. This can be done because for photon energies of 15-120 eV
(which are usually used for ARPES) its momentum varies from small fraction
of a percent to several percents of a typical size of the BZ. So, we can assume
that in-plane component of the momentum of the electron in the initial state
inside the sample is equal to the one of the photoelectron in the final state
outside the sample: h̄ki‖ = pi‖ = p f ‖. A component perpendicular to the
sample surface is not conserved, due to the lack of translational symmetry
along this direction.
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Principal scheme of photoemission spectroscopy experiment is shown in
Fig.2.1(a). A sample is shone by monochromatic ultraviolet or X-ray beam
which causes the photoemission. Emitted electrons can be collected and char-
acterized by an electron energy analyzer. Photoelectrons can be characterized
by the kinetic energy Ekin and the direction of emission. This knowledge al-
lows one to calculate absolute value of momentum of the photoelectron in a
final state outside the sample p f =

√
2mEkin as well as all of its components.

From energy conservation law one can obtain binding energy of the electron
in its initial state in the sample before photoemission took place.

2.2 Theory of photoemission

Phenomenologically, photoemission process can be described using so-called
"three-step model" in which it is divided into to 3 independent steps: (i) op-
tical excitation of the electron in the solid, (ii) travel of the excited electron to
the interface between the solid and vacuum, (iii) transmission of the electron
into vacuum. [165, 166]

In the second step, the excited electron can interact with the solid and can
be inelastically scattered when it travels toward the interface. The probability

that the electron will not be scattered on its way is proportional to e−
d

λcos(γ) ,
where λ is the mean free path, d is the depth and γ is the angle between the
direction of the electron propagation inside the solid and normal to the inter-
face. It is generally believed that a mean free path does not strongly depend
on a material and is less than 1 nm for typical energies (15 – 120 eV) used
in for ARPES experiment, which is only 1 – 2 lattice constants [167]. How-
ever, ARPES results from some materials disprove this. If ARPES is sensitive
only to∼1 upper layer, no electronic structure along a component of momen-
tum perpendicular to the sample surface (kz) can be resolved. This follows
from the uncertainty principle [168]. Nevertheless, many ARPES studies e.g.
Ref.[8] show that kz-variation of the band structure1 can be clearly resolved.
From these results, one can ruffly estimate the mean free path as ∼10 lattice
constants. Also, ARPES results for materials, surface states of which are con-
siderably different from their bulk states (e.g. topological insulators), exhibit
both bulk and surface states and signal from the bulk is at least as intense as

1For measuring kz-dependence one should vary the photon energy.
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one from the surface. Anyway, only electrons from a finite depth can reach
the surface unscattered, potentially escape the solid and be detected. 2

Now let us consider the first step of the model mentioned above. Proba-
bility for an optical excitation of N-electron system from the initial state ΨN

i
with energy EN

i to the final state ΨN
f with energy EN

F can be described with
Fermi’s golden rule:

w =
2π

h̄
|〈ΨN

f |Hint|ΨN
i 〉|2δ(EN

f − EN
i − hν) (2.2)

Here delta-function is responsible for energy conservation during excitation
process. Hint is a photoemission perturbation operator which describes the
interaction between the electrons in the solid with electromagnetic field.

Hint = −
e

2mec
(A · p + p ·A) +

e
2mec

A2 (2.3)

where A is the electromagnetic vector potential and p = −ih̄∇ is the elec-
tronic momentum operator. The quadratic term in A is relevant only for
extremely high intensities, which are not typical for ARPES experiment. So,
it can be neglected. [169] If A constant over atomic dimensions (dipole ap-
proximation) p ·A can be, also, neglected since ∇ ·A = 0.3[169] Taking into
account these approaches perturbation operator can be rewritten in a follow-
ing form:

Hint =
ih̄e

2mec
(A · ∇) (2.4)

In an approach of sudden approximation, the photoemission process of
excitation and transferring the electron to the surface is assumed to be in-
stantaneous, without interaction between the photoelectron and the excited
system left behind. It was shown in Ref.[170] that this approach can be ap-
plied for electrons with energies above 20 eV which are typical for ARPES.
In a framework of sudden approximation, the wave function of the system
in a final state can be factorized into wave function of photoelectron and of
(N-1)-electron system.

ΨN
f = Aφk

f ΨN−1
m

Where ΨN−1
m one of possible excited states of (N-1)-electron system left be-

hind. EN−1
m is the energy of this state. A is an antisymmetric operator which

2The electrons which were scattered, also can be able to escape the solid, but they do not
contain information about initial state of the electron anymore and just form a secondary
electron background in a photoemission signal.

3The dipole approximation can be used for bulk, but near the surface∇ ·A might become
important.
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antisymmetrizes in order to satisfy Pauli principle. In a framework of Hartree-
Fock formalism the wave function of the system in an initial state can be also
factorized.

ΨN
i = Aφk

i ΨN−1
i = Aφk

i c−k ΨN
i

Here c−k is the annihilation operator for an electron with momentum k.
Now we can write Eq.2.2 in a following form:

w =
2π

h̄
|〈Ψk

f |Hint|Ψk
i 〉|2 ∑

m
|〈ΨN−1

m |c−k |Ψ
N
i 〉|2δ(ω + EN−1

m − EN
i ) (2.5)

Were ω = −Ebind is the energy of the photohole with respect to the Fermi
level. Here we summarize over all possible m final excited states of (N-1)-
electron system. The photoemission signal is proportional to a sum over all
possible transitions.

I(Ekin, k) ∝ ∑
f ,i
|M f ,i|2 ∑

m
|〈ΨN−1

m |c−k |Ψ
N
i 〉|2δ(ω + EN−1

m − EN
i ) (2.6)

Here M f ,i = 〈Ψk
f |Hint|Ψk

i 〉 is the one-electron dipole matrix element. It de-
pends on properties of light (photon energy, polarization) shone on a crys-
tal and experimental geometry (orientation of the crystal with respect to the
beam). A(k, ω) = ∑

m
|〈ΨN−1

m |c−k |Ψ
N
i 〉|2δ(ω + EN−1

m − EN
i ) is a one particle

spectral function which describes a chance to remove an electron with en-
ergy ω and momentum k from a system which can be treated as probability
to find an electron with ω and k. Finally, photoemission intensity can be
written as

I(ω, k) ∝ ∑
f ,i
|M f ,i|2A(k, ω) f (ω) (2.7)

Here the fact that electron can be removed only from the occupied electronic
states is accounted by adding a Fermi–Dirac function f (ω) = 1/(exp( ω

kT )−
1). Where k is Boltzmann constant and T is temperature. As can be seen from
Eq.2.7 using ARPES one is able to measure the spectral function directly. Ac-
tually, some parts of it can be partially or completely suppressed by matrix
elements. Nevertheless, these parts can be measured with different photon
energy and/or in a different experimental geometry. By measuring the spec-
tral function one can have an access to the interactions within the system.
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FIGURE 2.1: (a) Schematic diagram of the first angle-resolved photoemis-
sion spectroscopy setup. (b) Schematic diagram of a modern ARPES setup
with a hemispherical electron analyzer. (c) pictures of a modern com-
mercial hemispherical electron analyzer: Scienta DA30. (a) adapted from
[171], (b) created by V. Zabolotnyy, modified by A. Kordyuk and Y. Kush-

nirenko, (c) adapted from [173]

2.3 Electron analyzer

In early ARPES experiments [171] electron energy analyzers able to collect
electrons emitted only in one detection at the same time were usually used.
For measuring the signal at other angles the analyzer should have been shifted
or the sample should have been rotated, or both. These movements have
been implemented e.g. in the setup of Smith and Traum [171] (see Fig.2.1(a)).
In modern ARPES experiments, hemispherical angle-multiplexing analyzers
are widely used. The first one was launched by VG Scienta in 1989 [172]. A
schematic representation of this hemispherical analyzer is shown in Fig.2.1(b).
Such analyzer is able to collect electrons emitted in one plane in a wide range
of angles (up to tens of degrees) and characterize them not only by Ekin but
also by angle of emission.

Let’s consider the hemispherical electron energy analyzer in more details.
It consists of an electron lens, a hemispherical capacitor, and a detector. The
electron lens projects photoelectrons emitted from the sample, which should
be placed in its viewpoint, onto the entrance slit of the hemispherical capaci-
tor. With this, electrons emitted in the same direction from different parts of
the sample are focused to the same point on the entrance slit and this point
is different for different directions of emission. Inside the hemispherical ca-
pacitor these electrons are split up according to their kinetic energy because
radius of curvature of their trajectories depends on energy. As a result, they
land on the detector separated along the direction, perpendicular to the slit
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(marked as "E" on the schematic diagram in Fig.2.1(b)). Actually, only elec-
trons within a small range of kinetic energies can pass the capacitor. Central
energy of this range is called "pass energy" and it depends on the voltage ap-
plied between hemispheres. The electron analyzer is designed in a way that
it has only discrete set of pass energies (the sets for Scienta R4000 and Scienta
DA30 analyzers are listed in Table 2.1). So, for analyzing the photoelectrons
with kinetic energies around particular value they should be decelerated (or
in some rare cases accelerated) to one of the preset pass energies. This decel-
eration is achieved by changing voltages on the elements of the lens Distri-
bution of the electrons along another axis of the detector (marked as "k" in
the schematic diagram) replicates the distribution on the entrance slit and, as
a consequence, corresponds to different angles of emission.

The detector consists of two electron multipliers, the so called multi-channel
plates (MCP), and a phosphorous screen. If photoelectron riches a certain
place of the detector, it is multiplied in a certain channel of MCP and causes
a light pulse in a certain place of the phosphorous screen. These light pulses
are then captured by a CCD camera and the signal is transferred to the com-
puter. A field-terminating mesh placed in front of the MCP terminates the
field of the analyzer and repels low energy secondary electrons by the neg-
ative bias voltage on it. Despite the mesh is a standard component of the
analyzer, a modification of a model R4000 from VG Scienta without a mesh
is used in ARPES setup at Beamline I05 of Diamond Light Sourceentrance, thus
no imprint of the mesh structure is visible on the detector image. [174] Usu-
ally, one can get rid of this imprint performing the measurements in a swept
mode (read below), which is more time-consuming and can influence both
energy and angular resolution. On the other side, in such configuration, a
fixed mode can be used. Other specifications of Scienta R4000 analyzer can
be found in Table 2.1.

To summarize this part, a hemispherical electron analyzer provides a 2-
dimensional spectrum which represents a distribution of photoelectrons emit-
ted in a plane formed by the analyzer slit and "optical axis" of the lens by
kinetic energy and angle of emission within this plane. As follows from dis-
cussed above relation of angle with momentum and conservation laws, this
distribution can be converted into distribution of electrons in the initial state
as a function of binding energy and one of two in-plane components of the
momentum (let us call it kx-component since it is parallel to x axis of the sam-
ple in Fig.2.1(b)). The value of another in-plane component of the momentum
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(ky component) remains constant 4.

Characteristic Value
Acceptance angle ±15 degrees
Angular resolution <0.1 degrees
Energy resolution <1 meV
Pass energies 1, 2, 5, 10, 20, 50

and 100 eV
Minimal entrance slit 100 µm
Resolving power (Ekin/∆E) 4000

TABLE 2.1: Technical specs of R4000 hemispherical electron analyzer from
VG Scienta

2.4 Manipulator

Since the analyzer is able to analyze the electrons emitted only in one plane
and only in an angular range limited by the acceptance angle, in order to an-
alyze electrons emitted in other directions, one should shift the analyzer or
rotate the sample. The latter can be easily realized. In order to do this, the
sample-holder with the sample should be mounted on a manipulator with
transitional and rotational degrees of freedom. The transitional degrees of
freedom are used for placing the sample exactly to the viewpoint of the ana-
lyzer. The rotational ones are used for scanning different directions of emis-
sion. We call the rotation around y axis of the sample (angle ϕ) tilting. This
rotation does not change the plane but shits the analyzed range of angles
and, as a consequence, the kx range. We call the rotation around x axis (angle
θ) polar shift. This degree of freedom is the most useful one, it allows one to
do scans for different values of ky component. If large number of such (EB,
kx) spectra for different values ky is measured, these spectra can be stacked
together forming a so-called map which is a distribution of electrons by EB

and both in-plane components of momentum (kx,ky). Such set measured with
high-energy photons (hν & 80eV) and using the analyzer with the wide ac-
ceptance angle (& 30 degrees) can even cover more than one BZ. If measure-
ments should be performed with low-energy photons one can also measure
the whole BZ, but for this the sample the tilting should also be involved.
That was a qualitative explanation of scanning the momentum space with
aid of a manipulator. If a real experiment is performed, one should know to

4Actually, the value of this component is not always the same across the full detector (see
Eq.2.10).
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which values of kx and ky does the signal detected by the analyzer at angle α

correspond, when the analyzer is in a certain position.
A direction of emission can be written in terms of direction cosines (ex, ey,

ez)T: cosines of the angles between the vector of direction and the coordinate
axes. If the sample is orthogonal to direction of the analyzer (θ = 0, ϕ = 0)
a signal detected by the analyzer at angle α corresponds to the following
direction of emission: ex0

ey0

ez0

 =

sin(α)
0

cos(α)

 (2.8)

If the sample is rotated around axis x (θ 6= 0), the vector of direction should
be multiplied by the rotation matrix for x axis. After that, if the sample is ro-
tated around axis y (ϕ 6= 0), this product should be multiplied by the rotation
matrix for y-axis. Here it should be mentioned that the order of applying of
rotation matrices is substantial and is determined by manipulator construc-
tion. Present order corresponds to a common configuration in which the axis
of tilting changes its orientation together with the sample when polar angle
is changed. After changing the tilt and polar angles, the signal detected by
the analyzer at angle α corresponds to the following direction of emission:ex

ey

ez

 =

 cos(ϕ) 0 sin(ϕ)

0 1 0
−sin(ϕ) 0 cos(ϕ)


1 0 0

0 cos(θ) sin(θ)
0 −sin(θ) cos(θ)


ex0

ey0

ez0

 =

=

sin(ϕ)cos(α)cos(θ) + cos(ϕ)sin(α)
sin(θ)cos(α)

cos(ϕ)cos(α)cos(θ)− sin(ϕ)sin(α)

 (2.9)

This direction corresponds to following values of in plane components of
momentum.

kx =
p
h̄

ex =

√
2mEkin

h̄

(
sin(α + ϕ)−

(
1− cos(θ)

)
sin(ϕ)cos(α)

)
ky =

p
h̄

ey =

√
2mEkin

h̄
sin(θ)cos(α) (2.10)

It is clear that all directions of emission can be mapped by changing polar
and tilt angles. Nevertheless, it can be useful to have one more rotational
degree of freedom - azimuthal angle, which is rotation around z axis of the
sample. It is needed when a spectrum in a specific direction in the reciprocal
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FIGURE 2.2: (a) Rendering of the cryogenic sample manipulator head. (b)
Photo of the manipulator head with an uncleaved sample inside it. Here

the door is not closed. (a) adapted from [174]

space should be measured. Surely, the spectrum can be interpolated from
a map as well, but it is indeed better to have an opportunity to measure it
directly, it is less time-consuming, more precise and convenient. Also, some
parts of its electronic structure can be invisible because of matrix elements at
particular orientations of the crystal with respect to the beam, determined by
light polarization and geometry of the experiment. Changing azimuth can
solve this problem.

Fig.2.2 shows a rendering of the cryogenic sample manipulator head used
in ARPES setup at Beamline I05 of Diamond Light Source. It has all 3 rotational
degrees of freedom together with 3 transitional degrees of freedom. Three
translations are provided by a bellow-sealed xyz-stage. Polar rotation is pro-
vided by a deferentially pumped rotary seal. A tilt and azimuthal rotation
are provided by a system of spur gears and worm shafts/helical wheels con-
nected with backlash-free Inconel flexible couplings to rotary feedthroughs.
[174]

2.5 Swept mode

The width of kinetic energy window of the detector is ∼ 8.4% of the pass
energy. In order to measure spectra with considerably wider energy range,
the so-called swept mode can be used. In this mode deceleration voltage of
the lens is scanned step-wise in a range. The scan is performed in a way that
the desired energy range moves over the entire detector. The results of each
step are automatically summed up by software. Besides the opportunity to
measure wide energy ranges the swept mode has another benefit. It reduces
the influence of the defects of the MCP by averaging over all energy channels.
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2.6 Measurement conditions and sample prepara-

tion

As mentioned earlier, ARPES is sensitive only to a limited number of upper
layers. Because of this limitation, the experiment should be performed in
ultra-high vacuum (UHV) in order to prevent surface degradation. A typical
pressure in the measurement chamber is less than 1× 10−10 mbar. In order to
prepare a clean surface, the sample should be cleaved in UHV shortly before
the measurements5. In order to achieve this, the sample should be glued be-
tween the sample-holder and the cleavage-post in air6 and transferred to the
vacuum chamber where it will be cleaved. In order to quickly (∼ 1 – 5 hour)
transfer the sample from ambient pressure to the measurement chamber and
keep there a suitable vacuum, the sample goes step by step through several
chambers which are separated by valves and are pumped separately. The
first one is the so called "fast entry" or "load lock", which is a small chamber
and can be quickly pumped down from ambient pressure to 10−8 mbar pres-
sure range. The second, preparation chamber has the vacuum in 10−10 mbar
pressure range. Also, this camber is usually used as a storage for uncleaved
(and in some cases cleaved) samples and sometimes is used as preparation
chamber in which one can evaporate different materials on the sample sur-
face, if needed. The last chamber is the measurements chamber. As men-
tioned earlier, the pressure here is less than 1× 10−10 mbar. ARPES setup at
Diamond is not an exception and its design is approximately described above.
To be precise, the main chamber in this setup is divided to an upper one, in
which sample is cleaved, and a lower one, in which measurements are per-
formed. Obviously, the valve in between has to be open during the measure-
ments, so, vacuum-wise they can be considered as one chamber.

As even a small magnetic field, comparable to the magnetic field of the
Earth, can change trajectories of photoelectrons, the measurements cham-
ber and the electron energy analyzer have to be shielded from such fields.
The chambers should be made of µ-metal or/and have an internal µ-metal
shielding. Also, the use of magnetic materials, such as stainless steel, should
be avoided in the vicinity of the sample. This is one of the reasons why
sample-holders and lower parts of the manipulators are made of a very clean
copper. Another, and the main reason, why they are made out of copper is

5The sample surface can degrade even in such a high vacuum. A degradation time varies
for different materials and can be from several hours to many days.

6Air-sensitive samples should be glued and transported in the argon atmosphere
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its high thermal conductivity which is needed for cooling the sample down
to several Kelvins. Low temperature is important for the resolution and is
necessary for measuring the sample in the SC state. The cryogenic sample
manipulator, used in ARPES setup at Diamond, allows to perform measure-
ments at the sample temperature of 7K in the standard mode [174] and at less
than 5K in the so-called single-drop mode, which can be reached by pumping
the gas out of the cryostat.7 These temperatures are very low considering that
the manipulator has three rotational degrees of freedom. In this system the
entire manipulator head is thermally decoupled from the room-temperature
support tube and cooled by the exhaust gas of the cryostat. In order to im-
prove contact between the sample-holder and the sample receptacle, it can
be pressed down with 2 screws (see photo on Fig.2.2). Also, in Fig.2.2 one
can find a door which covers entire sample receptacle (except small window,
which allows a beam to reach the sample and photoelectrons to escape) and
acts as a radiation shield for it. An additional cylindrical cooling shield is
installed in the measurements chamber. This shield surrounds the entire ma-
nipulator head and is cooled down by an independent cryostat to a temper-
ature of 18 K. This temperature is sufficient to condense all residual gases.
All these measures together allow one to reach indicated above low tem-
peratures of the sample. However, this is not a record temperature consider-
ing synchrotron-based ARPES setups. "One-cubed" ARPES setup which uses
3He-cryostat and 3 levels of radiation shielding (1 K, 4.2 K, and 77 K screens)
allows one to cool the sample down to temperatures lower than 1 K [175]. On
the other hand, "One-cubed" end-station does not allow to change tilt angle
and azimuth angle can be only roughly adjusted and usually requires raising
the temperature up to 20 K. The flexibility in the k-space makes the ARPES
setup at Diamond more convenient for the problems solved in this thesis. In
addition, the sample can be heated up to 350 K with a heater located near the
cold-head of the cryostat, which allows one performing temperature depen-
dent measurements. Heating up the system causes thermal contraction of the
manipulator head, which shifts the sample position vertically by ∼0.3 mm.
This drift can be corrected automatically with a software routine that uses
the temperature of the manipulator support structure to control the vertical
axis of the xyz-stage. [174]

7Unfortunately, this single-drop mode is usually unstable and thus not very convenient,
which is why it is rarely used.
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2.7 Synchrotron radiation

In principle, any monochromatic source with sufficient photon energy (> 5
eV) can be used as a light source for ARPES experiments. However, neither
gas-discharge nor laser can give such flexibility as synchrotron can. It allows
one not only continuously change photon energy in a wide range but also
to choose the polarization. Its radiation is intense can be focused in a small
spot.

When a charged particle is accelerated, it produces an electromagnetic ra-
diation. This effect stands behind synchrotron radiation. Electrons with high
energy, gained in the linear accelerator, are injected into quasi-circular stor-
age ring where they move along the closed trajectory under UHV conditions.
The storage ring consists of straight sections, between which the electron tra-
jectory is bend by large electromagnets (called dipole magnets, or bending
magnets). Diamond Light Source has a 562 m long storage ring with 48 bend-
ing magnets. The kinetic energy of electrons in the ring is 3 GeV [176]. As the
electrons continuously lose their energy due to emission of electromagnetic
radiation, they should be accordingly accelerated. For this purpose the radio
frequency cavities are used. In order to produce synchrotron radiation which
matches required photon energy and polarization, the electrons should pass
through the undulator. The latter is placed in one of the straight sections of
the storage ring. In the undulator magnetic field is periodically modulated by
two arrays of magnets. Electron, passing through such periodic field, wig-
gles and emits electromagnetic radiation. The radiation from each wiggle
in the series interfere with each other resulting in even more intense radia-
tion with narrower spectral width than radiation from bending magnets. By
varying the positions of the magnets in the undulator, it is possible to tune
the properties of generated light, such as photon energy and polarization.

Beamline I05 of Diamond uses a variable polarization undulator of Apple-
II type [177]. This undulator is able to produce light in the photon energy
range from 18 to more than 500 eV of all four polarizations: linear horizontal
(LH), linear vertical (LV), left-circular (CL), and right-circular (CR) ones.8 The
radiation from the undulator should be additionally monochromatized and
focused onto the sample. For this purpose, the set of UV optics is used at I05
beamline, as shown in Fig.2.3. The light is monochromatized by a collimated
Plane Grating Monochromator. A grating of 800 lines/mm is used. Colli-
mation in the vertical plane is performed by the first toroidal mirror, which

8Here, all technical specifications of the undulator, monochromator, and focusing ele-
ments are taken from [174].
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FIGURE 2.3: (a) Diamond
Light Source. (b) Dia-
gram of the optical path
and beam envelope for the
HR-branch of the beam-
line. The inset shows the
mirror and grating of the
Plane Grating Monochro-
mator. Here CM is toroidal
mirror, PM is plane mirror,
G is diffracting grating, FM
is focusing mirror, ES is exit
slit, and RFM is refocussing

mirror.
(a) adapted from [176]) (b)

adapted from [174])

also forms the horizontal intermediate focus. The focusing mirror captures
the collimated beam and focusses it onto the exit slit. The intermediate hor-
izontal focus is formed by horizontal focusing of a toroidal mirror at 5 m
upstream of the exit slit, thus making the intermediate focus astigmatic. The
refocusing mirror is an elliptical torus. It demagnifies vertically by 3 and
horizontally by 11/2. By design, the nominal horizontal beam spot size is
approximately 50 µm over the whole photon energy range and with exit slit
openings between 20 and 200 µm the vertical spot size varies between 7 and
70 µm.
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Chapter 3

Temperature evolution of the
electronic structure of FeSe

In this chapter, we explore the electronic structure of FeSe and its evolution in a wide
range of temperatures by using high-resolution ARPES. We determine the actual
scale of the changes in the electronic structure caused by nematicity in this material.
We present experimental pieces of evidence for decreasing of "red-blue" shift with
temperature increasing and comparison of these results with existing theoretical ap-
proaches for "red-blue" shift.

3.1 Effects of nematicity from low-temperature mea-

surements

In this section we present results of the low-temperature ARPES measure-
ments and extract scale of the nematicity induced changes from these data.

We start presenting our ARPES data by showing the Fermi surface map
of FeSe in Fig.3.1(a). Both electron pockets at the corners of the BZ and hole
pocket in its center can be seen on the map, which is a typical Fermi surface
for iron-based superconductors. Fig.3.1(b) shows an experimental photoe-
mission intensity distribution along the diagonal of the BZ (M− Γ−M direc-
tion) measured at 10K which is well bellow the temperature of the structural
transition. It represents dispersions which form both hole and electron pock-
ets of the Fermi surface. A comparison of this result with band structure cal-
culations of FeSe in the tetragonal phase (without nematicity) (see Fig.3.1(c))
shows good correspondence between them: all bands presented in the calcu-
lations can be identified in experimental electronic structure. There are two
main distinctions between experimental and calculated electronic structure.
First one is the renormalization of all bands near the Fermi level. The renor-
malization factor is orbital-dependent and varies from 2 to 9. The second
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distinction is the blue/red shifts which are energy shifts of the dispersions
near the center and the corner of the BZ in opposite directions in respect to
Fermi level [20, 8, 22]. Such changes lead to the shrinking of the Fermi sur-
faces in comparison with the calculated ones which we observe on Fig.3.1(a).
Both of these effects are intrinsic for all IBS (see section 1.3) and were ob-
served experimentally in both nematic and tetragonal phases. This means,
that they are not consequences of nematicity.

FIGURE 3.1: (a) Fermi surface map of FeSe measured with ARPES. Dashed
lines schematically show the shapes of the pockets in the tetragonal phase
and boundaries of the BZ. (b) ARPES intesity along the diagonal of the

BZ. (c) band structure calculations of FeSe in the tetragonal phase.
(a) adapted from [178]. (b) adapted from [179].

So, all distinctions which have large energy scale can be explained with-
out involving nematicity. From such a good agreement between calculations
in the tetragonal phase and ARPES results measured on the sample in the
nematic phase, we can assume that the nematic order does not change the
electronic structure significantly.

3.1.1 Effects of nematicity near the corner of the BZ

In order to check our assumption we should examine other parts of the band
structure, not only the diagonal cut. Primarily, we should examine a part near
the corners of the BZ, where, according to previous studies, a large nematic
splitting was observed. Fig.3.2(a) shows a Fermi surface map of this part of
the BZ. There are two electron pockets crossing each other. Both of them has a
peanut-like shape1. This map was measured in a geometry, in which analyzer
slit is parallel to the edge of 2-Fe BZ (M− X−M direction). This allowed us
to see both pockets. In other ARPES studies [58, 149], the measurements were
carried out in a geometry, in which analyzer slit is parallel to the diagonal
of the BZ (M − Γ − M direction). Probably the best map measured in such

1Actually, it has a more complicated structure which will be disused later.



3.1. Effects of nematicity from low-temperature measurements 51

geometry is shown on Fig.3.2(b). As one can see on this map, one of the
pockets is heavily suppressed by matrix elements. Furthermore, the ends of
another pocket on its long axis are also suppressed.

Fig.3.2(c) shows a Fermi surface map near the corner of the BZ, obtained
from calculations of the electronic structure at 250 meV, which corresponds
to the experimental Fermi level position. This map is averaged in a small
energy window of 5 meV. There is a good agreement between this map and
the experimental one in Fig.3.2(a). Also, we compared several other energy-
momentum cuts taken near the corner of the BZ (see Fig.3.2(d)) with those
simulated by slightly broadened results of density functional theory (DFT)
calculation (see Fig.3.2(e)). As one can see, not only high-symmetry direction
cut but also other experimental cuts, as well as the Fermi surface map, show
clear agreement with calculations. This confirms our assumption and allows
us to build our interpretation of the presence of two ellipses in the corner of
the BZ.

FIGURE 3.2: (a) Fermi surface map near the corner of the BZ measured
with ARPES. (b) a similar map measured in another experimental geom-
etry. (c) Fermi surface map near the corner of the BZ obtained from cal-
culations. (d) ARPES spectra measured in the directions shown with lines
on the plot (a). (e) intensity plots which represent cuts through calculated

electronic structure.
(b) adapted from [58]. (c) and (e) adapted from [179].

In our interpretation, both observed pockets are also present in the tetrag-
onal phase as well as in detwinned sample in the orthorhombic phase. They
are formed by dyz (or dxz for another ellipse) orbital near the short axis of the
ellipse and by dxy near the long axis of the ellipse. This is in contrast to the
popular interpretation [55, 57, 58, 147] in which two ellipses arise from two
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different domains and both have dxz,yz orbital character and the other elec-
tron pocket which is present in band structure calculations and formed by
dxy, disappears below the transition. Here, it should be noted that these el-
lipses do not actually cross each other because of a spin-orbit splitting. There
is an inner pocket formed by dxz,yz orbitals and the outer electron pocket
formed by dxy orbital which only resemble crossed ellipses.

Our interpretation does not exclude the fact, that nematicity influences
the electronic structure in this part of the BZ. However, it plays only a sec-
ondary role. In this interpretation, the structure which we see on the map is a
superposition of two different sets of crossed "peanuts"2 originated from two
domains. Each set consists of two orthogonal peanuts: a longer one and a
shorter one. These two sets are orthogonal to each other since domains from
which they are originated are orthogonal. As a consequence, each of the two
observed peanuts is a superposition of two slightly different shapes.

In order to show that this is the case and to determine scale of changes
in electronic structure caused by nematicity, we compare ARPES results with
the fully relativistic band structure calculations of the orthorhombic phase.
In these calculations values of in-plane lattice constants were unequal: a =
5.33426 Å, b = 5.30933 Å. These values were taken from neutron powder
diffraction study [137]. The presence of the spin-orbit splitting was observed
in all IBS [8]. Because of this, spin-orbit interaction was also involved in the
present calculations. In the orthorhombic phase two diagonals of the BZ are
not equal anymore. Because of this, in order to mimic superposition of sig-
nals from of two different domains, we show the superposition of the results
of the calculations for both diagonals in one plot (see Fig.3.3(a) and (b)). The
results for different directions are shown with colors: blue and green. There
are also red lines on these plots, which represent results of calculations of
the tetragonal phase and help to visualize changes. A noticeable difference
between the electronic structure of different domains as well as between the
electronic structure of the tetragonal sample and each of the two domains
can be seen from these plots. It means that even believed almost negligible
0.45% changes in the crystal structure [137, 138, 139, 140, 141] can drive con-
siderable changes in the electronic structure. The striking qualitative changes
are splittings in the orthorhombic phase, which occur where bottoms of up-
per and lower electron-like dispersions touch other bands in the tetragonal
phase.

2From this moment we are calling the shape of electron pocket peanuts since it different
from elliptical.
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FIGURE 3.3: (a) full relativistic DFT calculations for the tetragonal and
orthorhombic phases of FeSe. (b) and (c) zoomed-in view of regions near

the corner and the center of the BZ, respectively.

In Fig.3.4(a) and (b) we show an experimental photoemission intensity
distributions in the diagonal direction near the corner of the BZ, which was
measured with different photon energies: 28 eV and 42 eV, respectively. These
results exhibit features which are predicted by calculations of the orthorhom-
bic phase but not present in calculations of the tetragonal phase. We empha-
size, that any kind of misalignment is ruled out, since the data are taken from
the maps of electron pockets recorded at different photon energies. In partic-
ular, they exhibit splitting at the bottom of both electron-like dispersions, as
calculations predicted it. At first glance, these splittings are not seen on these
plots. However, they can be seen in the energy distribution curves shown in
Fig.3.4(c). Two components of the split upper dispersion appear as a peak
and a well-pronounced shoulder at the left side of it on the EDCs and two
components of the split lower dispersion appear as a peak and a shoulder at
the right side of it. Fitting EDCs from Fig.3.4(a) allows us to estimate mag-
nitudes of these splittings. They are 12 and 10 meV for upper and lower
dispersions respectively, which is lower than those in the calculations. This
difference is explained with the renormalization.

Also, it is seen in Fig.3.3(b) that green and blue dispersions cross the Fermi
level in different places. So, in the experiment we should see two sets of
Fermi surfaces, one set for each domain. Indeed, one can see signs of this on
the map in Fig.3.5(a). At first glance, this electron-like Fermi surface indeed
consists of only two peanuts. However, upon closer visual inspection the
map reveals a more complex structure. The first observation which indicates
this is a doubling, which is clearly seen near the end of the top-left "petal"
of the Fermi surface (shown by black arrows in Fig.3.5). Another doubling
is located near a base of this petal (shown by orange arrows). The second
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FIGURE 3.4: (a) and (b) photoemission intensity distribution in the diag-
onal direction near the corner of the BZ measured at 6.4 K with 42 eV
and 28 eV photons, respectively. (c) EDCs obtained from (a) and (b) at

momentum which corresponds to the BZ center.
Adapted from [179].

double-feature looks more fuzzy, because of the properties of used color-
scale. Nevertheless, the doubling of both of these features is clearly seen
as peaks in the momentum distribution curve taken along the red line on the
map (see Fig.3.5(b)). Another peculiarity of the map, which is indicated the
presence of two sets of ellipses, is the shape of the pockets themselves. One
can see, that petals are not the same. If we try to fit a pair of identical peanut-
like contours (see appendix A) orthogonal to each other to the pocket shape,
it is not possible to obtain a good fit for all pockets simultaneously. For ex-
ample, one can fit3 quite well the upper-left petal Fig.3.5(d) (also see images
of the map in Fig.3.5(e)), but lower-left and lower-right ones turn out to be
too wide.

These two experimental observations allows us to conclude, that each of
two peanuts which are seen in the map is a superposition of 2 contours with
slightly different shape, some parts of which being suppressed by matrix
element effects. Indeed, if we add a second pair of peanut-like contours, we
can fit them to all experimental features on the map, including both doubled
features in the upper-left petal Fig.3.5(f) and (h). This result shows that scale
of changes caused by nematicity is small and is in a perfect agreement with
calculations. Moreover, this result allows us to estimate a scale of energy-
splitting quantitative. For this, momentum-splitting should be multiplied by
Fermi velocity. The momentum-splitting near the ends of the petals is known
from the pocket shape fit (blong/2 − bshort/2 = 0.02 Å−1), where blong and

3All fits of the map presented on Fig.3.5(d)-(h) are "visual" fits done manually. An auto-
matic fit of such map is a nontrivial task since some fragments of the map are suppressed.
Such visual fit is enough to show the presence of two ellipses and make a rough estimation
of the effect scale.
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FIGURE 3.5: (a) Fermi surface map of the electron-like pocket near A
point. (b) Momentum distribution curve taken along the red line on (a).
(c) cut through the data set taken along the red line on (a). It represents
the energy-momentum intensity distribution along the diagonal direction.
(d), (f) one pair and two pairs of peanut-like shapes fitted to the pocket
shape, respectively. (e), (h) the processed images of the map with the
same contours as on (d), (f). The processing method is based on taking
the 2-nd derivatives, which makes features sharper. These images cannot
be treated separately from raw maps, because such processing can poten-
tially lead to artifacts on it. However, as a supplement for raw maps, they

help to make the result more ocular by emphasizes some features.

bshort are sizes of longer and shorter peanuts along the long axis, respectively
(see Fig.A.2 in the appendix). Then the Fermi velocity can be determined
from a diagonal cut (see Fig3.5(c)). For this, we fitted MDCs which allowed
us obtain energy dependence of MDCs maxima position, which represent the
dispersion shape, and fitted this dependence with a line. This gave us the
value of Fermi velocity 0.625 eV/Å−1. So, the energy splitting between two
domains near the ends of the petals is 0.625 × 0.02 = 0.0125 eV = 12.5 meV.
This result is reproducible: signs of this effect were observed in the data sets
measured on another sample. For example, one can see the doubling on the
left dispersion in Fig.3.4(b), near the Fermy level.

Also, in section 3.2, we will present results of high-temperature ARPES
measurements, which support our interpretation. Specifically, these data
shows splitting between dxy and dyz dispersions and elliptical shape of elec-
tron pockets in the tetragonal phase (for details see section 3.2).
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3.1.2 Effects of nematicity near the center of the BZ

In order to have a general picture of the effects of nematicity in FeSe, we
should also investigate the center of the BZ. For this region, the band struc-
ture calculations of the orthorhombic phase predict small changes caused
by nematicity. Moreover, these changes are almost equal for both domains:
blue and green lines on Fig.3.3(c) almost coincide, especially around 0.15 eV,
where experimental Fermi level is. In any cyse, ARPES experiment exhibits
different results. Fig.3.6 and Fig.3.7 represent experimental data obtained
from two different samples in two different experimental geometries for this
part of the BZ.

FIGURE 3.6: (a) Fermi surface map of the center of the BZ measured with
23 eV photons in a geometry in which analyzer slit is parallel to the edge
of 2-Fe BZ. (b) and (c) spectrum measured through the pocket center in
a direction shown with a dashed line on (a) and the same spectrum sym-
metrized with respect to zero momentum. (d) Fermi level MDC from the
spectrum (b). (e) and (f) second derivative images of (b) and (c), respec-
tively. Lines on (c) and (d) are guides to the eye, which emphases the

bands position.

Fig.3.6(a) shows Fermi surface map measured with 23 eV photons, which
corresponds to Γ point. This map reveals a more complex structure than just
one round pocket predicted by calculations. It is more elongated along ky

direction than along kx one and a clear double-feature can be seen in its right
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part. Presence of such a double-feature in the left part of the map is not so ob-
vious. However, high quality spectrum measured through the pocket center
(see Fig.3.6(a)) displays doubling of dyz dispersion on both sides of the spec-
trum: MDC obtained from this spectrum on the Fermi level (see Fig.3.6(d))
displays two pairs of peaks. This doubling is present not only at the Fermi
level. This can be seen already from Fig.3.6(b), but it is better seen from
Fig.3.6(f) which is a second derivative image of the symmetrized spectrum.
Taking into account a well known fact that dxy laies bellow displayed re-
gion we can conclude what we see in Fig.3.6(b, c, e, f) are the dxz dispersion
(top of which is below the Fermi level) and doubled dyz dispersion (which
crosses the Fermi level). Now, when we know that the doubling observed
in the right part of the map is not an artifact and that this is not only one
part of the pocket where the doubling is observed, we can interpret the map
as a superposition of two orthogonal ellipses which are originated from two
different domain orientations as it is shown in the figure. Indeed, most of
the parts of these ellipses including ends of the horizontal ellipse on its long
and short axis and ends of the vertical ellipse on its short axis correspond to
features of the experimental map. A mismatch between ellipses and the ex-
perimental map is observed only near ends of the vertical ellipse on its long
axis where the experimental map do not exhibit any features. The reason
of such mismatch is a suppression of photoemission signal from these stats
by matrix elements. This can be easily checked by carrying measurements
in another geometry, for which matrix elements are different, and we have
done this. Fig.3.7(a) represents a map measured with the same light, but on
different azimuthal orientation: 45 degrees with respect to orientation of the
previous sample. In this case, photoemission signal is present on the ends
on long axes of both ellipses. Fig.3.7(b) and (e) show cuts through the map
obtained in the directions shown with orange and gray line on the map, re-
spectively. These cuts also show the doubling of the bands, which is better
seen in second derivative images (Fig.3.7(c) and (f)) and even better seen on
symmetrized second derivative images (Fig.3.7(d) and (g)). The energy scale
of nematic splitting estimated from these cuts is 15 meV (see Fig.3.7(b)).

One can also notice a considerable intensity around (kx, ky) = (0.05, 0)Å−1

which dose not coincide with ellipses drawn on the map. This intensity at the
Fermi level is formed by "tails" of the top of dxy dispersion, which is below
it, but is very intense and broad as it can be seen from Fig.3.7(b). We do not
observe this in Fig.3.6(a) and in the lower part of Fig.3.7(a) because matrix
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FIGURE 3.7: (a) Fermi surface map of the center of the BZ measured with
23 eV photons in a geometry in which analyzer slit is parallel to the di-
agonal of 2-Fe BZ. (b) and (c) cut along a direction shown on (a) with
orange line and its second derivative image respectively. (d) the same as
(c) but symmetrized. (e), (f) and (g) symmetrized second derivative image
of three other cuts shown on (a) with gray lines depicted with the same

numbers as images are.

elements are different there 4 and tops of dxy dispersion are not so intense
(see Fig.3.6(b) and Fig.3.7(e)). So, we conclude, that this intensity blob has
nothing to do with real Fermi surface features and does not contradict the
interpretation with two ellipses.

Observation of the dispersion splitting in two samples measured in dif-
ferent experimental geometries unambiguously demonstrates, that electronic
structure in the center of the BZ is changed noticeably under nematic transi-
tion.

3.2 Temperature dependent shift of the dispersions

In this section we present the results of temperature dependent ARPES mea-
surements in a wide rage of temperatures: from several Kelvins to values
significantly above structural transition temperature. These results reveal an

4To measure the map we rotated the sample. In Fig.2.1 the beam direction is different
from the direction to the analyzer. This means experiment geometries for polar position θ
and −θ are not symmetric, which explains asymmetry of Fig.3.7(a).
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unusual momentum dependent electronic structure evolution with temper-
ature. Also, the results of these measurements provide additional evidence
for our vision of the effects of nematicity described in the previous section.

FIGURE 3.8: ARPES spectra measured at different temperatures along the
diagonal direction through electron pockets in the corner of the BZ. The
inset shows to which position in the BZ do these cuts correspond to. Here,
all spectra are divided by Fermi function, which emphasizes the states

above the Fermi level.
Adapted from [178]

We have recorded the temperature evolution of electronic structure near
the center and the corner of the BZ from 6 to 270 K. Fig.3.8 shows set of spec-
tra measured with 28 eV photons at different temperatures through electron
pockets in the diagonal (M − Γ) direction (not all spectra from the set are
shown). Here, it should be noticed, that these spectra5 do not represent dxy

orbitals, since in this experiment geometry, photoemission from these states
is suppressed by matrix elements, so, an electron-like dispersion which we
see has dyz orbital character. Fig.3.9 shows another set of spectra measured
through electron pockets in the diagonal direction with 28 eV photons (here,
also, only some spectra from the set are shown).

Already from visual inspection of these sets of spectra one can see that
both of them imply the shifts of the features with temperature. In Fig.3.8,
electron-like dispersions from the corner of the BZ move downward to higher
binding energies with temperature increasing while the hole-like dispersions
from the center of the BZ in Fig.3.9 move upward with temperature increas-
ing. This shift is monotonic and observed in all parts of studied tempera-
ture range. This means the observed effect is somewhat different from the
changes due to the nematic transition, which should occur in a relatively
short range of temperatures around 90 K.

5Except of one for 6 K, which is a cut through the map measured in another experiment
geometry. In this cut, both dxy and dyz can be seen.
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FIGURE 3.9: ARPES spectra measured with 28 eV photons at different
temperatures along the diagonal direction through hole pockets in the
center of the BZ. The inset shows to which position in the BZ these cuts

correspond. Here, all spectra are divided by Fermi function.
Adapted from [178]

3.2.1 Shift of the despersions near the center of the BZ

For further quantification of details of the temperature evolution, we com-
pared single energy distribution curves. Fig.3.10(a) shows intensity plot for
EDCs from the center of hole-like dispersion (see orange line on Fig.3.9).
This plot confirms the trend previously detected on Fig.3.9: bands shift up.
The measure of the temperature-induced changes can be derived by compar-
ing EDCs taken at the lowest and highest temperatures which are shown in
Fig.3.10(b). The difference between positions of the peak, which represents
the position of dyz hole-like dispersion (depicted with the blue and red ar-
rows) between 6 K and 100 K EDCs is 9.5 meV, which is well beyond the
experimental errors. In Fig.3.10(d), we plot a temperature dependence of
this peak position extracted from all spectra in the set (black symbols). Also,
on high-temperature EDCs, another peak is observed. This peak is located
above Fermi level at approximately -20 meV binding energy (see red curve
in Fig.3.10(b)). It corresponds to the top of dxz dispersion. We have tracked a
position of this peak in the temperature range from 63 K to 100 K and plotted
the result in Fig.3.10(d) with blue symbols. At lower temperatures tracking
a position of this peak seems to be impossible because of too low intensity
in this region of binding energies. As a consequence, signal-to-noise ratio is
low. A broad shoulder in blue EDC at approximately 40 meV binding energy
in Fig.3.10(b) corresponds to the dxy dispersion. We did not track the temper-
ature shift of this component because it is broad even at low temperatures.

A comparison of the EDCs from spectra measured with 23 eV photons at
6 K and 270 K in Fig.3.10(c) also demonstrates the shift. Features of 270 K
EDC are extremely broad; however, the presence of two components is still
detectable: right slope of the EDC has a shape, different from Gauss profile.
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FIGURE 3.10: (a) Intensity plot which represents EDCs obtained from
spectra from Fig.3.9 through the their center as a function of temperature.
All EDCs are divided by the Fermi function. (b) comparison of 6 K and
100 K EDCs from (a). (c) similar to (b) but for data measured with 23 eV
photons. (d) Position of maxima of EDCs as a function of temperature.
Here, black dots represent lower maximum which corresponds to dyz dis-
persion and blue dots represent higher maximum which corresponds to

dxz dispersion.
(a), (b) and (d) adapted from [178]

It has a kink at ∼ -25 meV. We have extracted positions of these two compo-
nents by fitting the EDC with two Gauss profiles. A peak, which corresponds
to the top of dyz dispersion is located at -1.5 meV which is 13.5 meV higher
than at 6 K. Since data presented in Fig.3.10(b) and (c) were collected with
different photon energy and represent different kz-s, we cannot plot the re-
sults of 270K EDC fit in Fig.3.10(d) as they are. However, from a comparison
of low-temperature EDCs (blue curves in Fig.3.10(b) and (c)) we know the
influence of kz-dispersion: the peak position of the EDC obtained with 28 eV
photons is 3 meV, lower than the peak position of one obtained with 23 eV
photons. So, we plotted the results of the fit of 270 K EDC at 3 meV lower
than their real positions to eliminate kz-dispersion.

From Fig.3.10(d) it is seen that both dyz and dxz bands are sensitive to
temperature and their qualitative behavior is the same. However, below the
nematic transition, the lower dispersion shifts faster than the upper one. This
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happens because of an additional splitting between them, caused by nematic-
ity.

FIGURE 3.11: (a) Intensity plot which represents EDCs obtained from
spectra from Fig.3.8 through their center as a function of temperature. All
EDCs are divided by the Fermi function. (b) comparison of 100 K and
270 K EDCs from (a). (c) second derivative image of a spectrum mea-
sured through the corner of the BZ in the diagonal direction at 140 K. (d)
overview of the temperature evolution of the band structure in the cor-
ner of the BZ: red dots represent results of multi-component fits of EDCs
measured at 6 K and 270K; black dots represent single-component fits of
EDCs; pink lines show sketch of the temperature evolution of the band

structure which is based on our experimental results.
(a) and (b) adapted from [178]

3.2.2 Evidences for band splitting in the corner of the BZ in

the tetragonal phase

Fig.3.11 represents results of a similar analysis of the spectra measured through
the electron dispersions. On Fig.3.11(a) we show an intensity plot which rep-
resents EDCs from the center of electron-like dispersion (see orange line on
Fig.3.8). On this plot, one can see both effects temperature the gradual shift
with temperature and nematic-induce changes which happen around transi-
tion temperature. At first glance, EDCs measured above nematic transition
exhibit only one peak as well as in the previous studies [55, 56, 57, 58] and



3.2. Temperature dependent shift of the dispersions 63

support the scenario of huge nematic splitting in orthorhombic phase. Nev-
ertheless, under close inspection, these EDCs reveal the presence of two com-
ponents, as expected from the calculations of the tetragonal phase. Fig.3.11(b)
shows EDCs measured in the tetragonal state for the lowest and highest tem-
peratures. Tops of both curves are pretty flat which is different from Gauss
shape which should be observed in the case of single-component EDC. The
splitting is not seen directly Because of high temperatures and because of the
stronger scattering in the energy range where these bands are located which
is lower than the range where previously discussed tops of the hole bands are
located. However, the splitting between these components can be visualized
by taking a second derivative of a spectrum. A second derivative image of a
high-statistic spectrum measured at 140K is sown on Fig.3.11(c). In this plot,
one can track tops of two split dispersions. The lower electron-like dispersion
is not seen because, as we said before, it is suppressed by matrix elements. In
order to estimate the spitting size, we have fitted a part of 270 K EDCs near
its top by two Gauss profiles as it is shown in the inset on Fig.3.12. Positions
of the components extracted with fitting are shown in Fig.3.11(d) with two
red dots at 270 K. They are split by approximately 20 meV.

FIGURE 3.12: Details of fitting EDC
from the corner of the BZ. The main
plot shows EDCs from 3.11(b) (red
and blue dots). Solid lines repre-
sent results of the single-component
fit, without taking into account their
fine structure. Such fit helps to track
the temperature shift. The inset shows
zoomed in the top of 270 K EDC (black
dots) results of its fitting by two Gauss
profiles (red line). Such fit helps to es-
timate band splitting in the tetragonal

phase.

3.2.3 Shift of the despersions near the corner of the BZ

To estimate the band shift in the corner of the BZ above the nematic transi-
tion, we tracked the position of the maximum of a single broad feature with-
out taking into account its fine structure. For this, we fitted tops of the EDCs
(45 meV region around its maximum) with Gauss profile, like it is shown for
100 K and 270 K EDCs in Fig.3.12. Such an approach is suffusion for track-
ing the shift and at the same time allows to do this without a complicated
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multi-component fitting which requires many parameters because of energy-
dependent self-energy. The results of such fit are shown in Fig.3.11(d) with
black dots. The band shift between 100 K and 270 K is 24 meV.

As we have already shown in section 3.1, in the orthorhombic phase these
tow components split into four components. Four red dots in Fig.3.11(d) at
6 K represent results of fitting of orange EDC on Fig.3.4(c). Since EDCs has
a more complicated structure in orthorhombic phase and their components
are more spread, one can not use the same approach based on single Gauss
profile fit which we use for tracking the shift in the tetragonal phase. Be-
cause of this, we consider the mean value of the binding energies of all four
components as a value which catheterizes the position of the bands in the
orthorhombic phase and can be compared with results of single-component
fit of EDCs in the tetragonal phase in order to estimate the shift. The mean
value of the binding energies of four components at 6 K is 28.5 meV which
gives the total band shift between 6 K and 270 K of 27 meV.

Pink lines in Fig.3.11(d) show a sketch of the temperature evolution of the
band structure in the corner of the BZ based on our experimental results. It
represents both effects: the monotonic gradual shift with temperature and
splitting two components into four induced by nematicity bellow 90 K.

3.2.4 Temperature evolution of the Fermi Surface

Naturally, such significant changes in the energy position of the bands should
result in changes of the sizes and the shapes of the Fermi surfaces. Specifi-
cally, both electron and hole Fermi surfaces should become larger at higher
temperatures. Fig.3.13(a-d) show the experimental Fermi surface maps mea-
sured at 6 K and 270 K near the center and the corner of the BZ. A direct
comparison of these maps is in line with all previous statements and seems
to be in agreement with the enlargement of all Fermi surfaces upon warming
up the sample. We should note that a quantitative analysis of the size of the
hole pocket at high temperatures seems to be very complicated. The distance
between the peaks of the EF MDC which is usually used for determining a
pocket size become inconclusive because of several factors: At high temper-
atures the width of these peaks becomes comparable to the distance between
them, also, another holelike dispersion approaches the Fermi level and mod-
ifies the EF MDC with its spectral weight6. Both these factors shift the peaks

6This dispersion has a considerable spectral weight at EF even at low temperatures when
it is pretty narrow and distant from Fermi level (see Fig.3.7(b))
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FIGURE 3.13: (a), (c) Fermi surface maps measured at 6 K near the corner
and the center of the BZ, respectively. (b), (d) Similar maps measured
at 270 K. (e) Intensity plot which represents EF momentum distribution
curves obtained from spectra measured at temperatures (temperature is
not linear). (f) second derivative image of (e) (the second derivative is

taken with respect to momentum).

to each other and as a consequence visually reduce the size of the hole pocket
in Fig.3.13(d).

Changes in size of electron Fermi surface are also seen from comparison
EF MDC from spectra measured at different temperatures in the diagonal
direction presented in Fig.3.13(e, f). I should remind that in such spectra
only dyz dispersion (one which forms the shorter axis of the peanut) is seen,
and another one is suppressed by matrix elements. The temperature depen-
dence of the momentum width of the electron pocket extracted by fitting
these MDCs with two Gauss profiles is shown in Fig.3.15(b) 7. This result
confirms the shift of electronlike dispersions with temperature. Furthermore,
the gradual character of the changes on whole temperature range without
any considerable peculiarities near the temperature of the nematic transition
confirms our previous conclusion, that influence of nematicity on the elec-
tronic structure is not as big as it was believed. Moreover, at 270 K the dis-
tance between peaks (the size the pocket along the shorter axis) is 0.26 Å−1,

7In Fig.3.15(b), the momentum width is shown as a fraction of it to the width obtained in
band structure calculations.
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which is smaller than the size the pocket along longer axis at this tempera-
ture and even smaller than it is at 6 K (0.4 Å−1). In other words, the electron
pocket remains elongated in the tetragonal phase, which can also be seen
from the map Fig.3.13(b). This result is in contrast with an alternative in-
terpretation in which elongated in the orthorhombic phase pocket, which is
formed exclusively by dxz,yz dispersions, has to transform to the single one,
with C4-symmetric shape in the tetragonal phase.

FIGURE 3.14: Sketches which
represents the band structure
and Fermi surface at low and
high temperatures (left and

right panels, respectively).
Adapted from [178]

3.3 Discussion and conclusions

3.3.1 Anomalous temperature dependent shift of the disper-

sions

In Fig.3.14, we present a sketch which schematically summarizes the changes
in the electronic structure of FeSe with temperature described in this chapter.
Here, left and right panels represent low and high temperatures, respectively.
The upper parts of the panels show the band structures and the bottom ones
show the corresponding Fermi surfaces. Directions of the band shift near the
center of the BZ as well as near its corner are opposite to the directions of the
blue/red shift for these parts of the BZ. In other words, the blue/red shifts
decrease with increasing temperature and the electronic structure tends to
become more similar to the one predicted by calculations.

Changes in the electronic structure with temperature have been observed
earlier and in different materials including IBSs. A shift of the dispersions
with temperature was detected in undoped and electron-doped Ba-122 [22,
180]. Both studies show, that all dispersions shift in the same direction, which
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leads to shrinking of the hole pocket and enlargement of the electron one
upon warming up. As a consequence, a considerable increase of charge car-
rier density occurs. This is in contrast to the changes which we observe in
FeSe, where sizes of all Fermi surfaces increase with temperature increasing.
Interestingly, no noticeable changes in the Fermi surface of a hole-doped Ba-
122 have been found between 14 K and room temperature [20]. We note that
unlike FeSe, 122 compounds at low temperatures are in magnetically ordered
phase and their electronic structure undergoes folding in this phase. Because
of this and weaker three-dimensionality, the electronic structure of FeSe is
simpler than that of 122 compounds. Thus, variations of the electronic struc-
ture with temperature should be seen more clearly in FeSe.

As it was said before, there are two theoretical approaches which attempt
to explain red-blue shit. The first one is the electronic instability called the
Pomeranchuk effect [24, 25, 26, 27, 28]. Forward scattering triggers a dis-
tortion of the Fermi surface which preserves the point group symmetry of
the crystal. The area of both the electron and hole pockets increases (or de-
creases) so that the total charge density remains constant [24, 25]. The second
approach is based on the renormalization of the bands by spin fluctuations
via selfenergy effects [29, 30]. The blue/red shifts and shrinking of the Fermi
surface reported by ARPES are considered as a direct consequence of the
coupling to a bosonic mode upon a proper accounting of particle-hole asym-
metry and the multiband character. It has been also suggested [181] that the
blue/red shifts can be understood as a suppression of nearest-neighbor hop-
ping due to spin/orbital orderings.

The observed by us temperature dependence of the electronic structure
of FeSe may help to distinguish between these two theoretical approaches.
The S+− Pomeranchuk effect will result in the relative shift of the electron
bands in the corners and hole bands in the center of the BZ, which will be-
have as in a mean-field order parameter. This shift will attenuate as temper-
ature increases and will disappear at a particular critical temperature, as any
mean-field order parameter. In the case of shift, which is induced by spin-
fluctuations, the shift will decrease with temperature as well. However, it
will evolve more smoothly since in this case its behavior is dictated by the
softening of the spin-fluctuation spectrum.

To compare experimental results with theories, we considered two quan-
tities which can be treated as the energy-derived and momentum-derived
order parameters of the band shift. One parameter is the energy separation
between the top of the dyz hole-like dispersion (the middle one) and the value
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which we use for characterization the band shift near the corner of the BZ
(black dots and the red cross in Fig.3.11(d)). A temperature evolution of this
parameter is shown in Fig.3.15(a). It is given in units of a fraction of this
distance to the one obtained in LDA calculations (see Fig.3.1(c)). Another
parameter is mentioned above the momentum width of the electron pocket.
Temperature evolution of this parameter is shown in Fig.3.15(b) as a fraction
of it to the width obtained in LDA calculations. The energy-derived order
parameter in Fig.3.15(a) increases monotonicaly and slightly superlinearly
with temperature increasing and exhibits week but noticeable a signature of
the nematic transition. Such behavior reflects the experimental observations
discussed above. The momentum-derived order parameter in Fig.3.15(b) ex-
hibits almost perfect linear behavior on the whole range of temperatures. No
noticeable signatures related to the nematic transition have been detected on
it. Despite rather high temperatures, both parameters are still considerably
departed from LDA calculations, especially energy-derived one, which at 270
K is less than 12% of the value obtained in LDA.

FIGURE 3.15: (a) Energy distance between the top of the middle hole
band and the bottoms of the electron pockets normalized to the calcu-
lated value. (b) Momentum width of the electron pocket normalized to

the calculated value.
Adapted from [178]

Neither Pomeranchuk effect based nor spin-fluctuation-based theoretical
approaches seem to be in immediate agreement with the behavior of both pa-
rameters. Energy-derived order parameter does resemble the behavior of the
typical mean-field order parameter in a temperature range distant from tran-
sition temperature which is expected in the case of the S+− Pomeranchuk
effect. However, the behavior of the momentum-derived order parameter
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is not in agreement with this approach. The observed quasilinear behav-
ior is most likely not expected also in the framework of coupling to spin-
fluctuations. From this, we can conclude that if the effect is caused by Pomer-
anchuk instability, it has exceptionally high onset temperature and if the ef-
fect is caused by coupling to spin-fluctuations, a decay of the spin-fluctuation
spectrum is very unusual. In any case, our results call for a more thorough
theoretical investigation aiming at a quantitative explanation of the temper-
ature relaxation of the blue/red shift.

3.3.2 Effects of nematicity

The observation of considerable (15 meV) splitting of dxz hole-like disper-
sion is in contrast with our calculations which take into account only lattice
deformation. Such calculations represent a case of phonon-driven structural
transition (see section 1.1.5). The observed discrepancy indicates that the
electronic structure deformation is probably caused by another interaction.
Thus, the nematicity in FeSe is most likely not phonon- but electronically-
driven.

A microscopic tight-binding model analysis [182] predicted that, nematic-
ity increases splitting between tops of dyz and dxz hole-like dispersions. This
is in agreement with our results (see Fig.3.10(d)) and this agreement is not
only qualitative. The relation ∆2 = ∆SOC

2 + ∆Nem
2 which was suggested in

[182] does work for our experimental results. Here ∆Nem is nematic split-
ting; ∆SOC is splitting between tops of hole-like dispersions in thetetragonal
phase which is caused by spin-orbit coupling; ∆ is the splitting in the or-
thorhombic phase. From Fig.3.10(d), we see that the splitting at 105 K (tetrag-
onal phase) is 25 meV. So, the splitting in the orthorhombic phase should be
∆ = (252 + 152)1/2 = 29 meV. Which is up to errors equal to 31 meV splitting
observed at 67 K (orthorhombic phase)

Also, one can notice that the energy scale of the splitting of dxz hole-
like dispersion and splitting between the bottom of dyz and the top of dxz

electron-like dispersions are equal within error bars. This is consistent with
results of a microscopic tight-binding model analysis [182] and is not surpris-
ing, since both splittings are associated with dispersions formed by the same
orbitals.
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3.3.3 Conclusions

We demonstrated that nematic transition at 87 K indeed impacts the low-
energy electronic structure of FeSe near the center of the BZ as well as near
its corner and established the energy and momentum scales of the nematic
order. This scale is not as large as was suggested in earlier studies. The
presence of two electron-like dispersions, which use to be considered as a
consequence of nematicity can be reproduced by DFT band-structure cal-
culations which do not take into account nematicity. Moreover, these two
dispersions can also be distinguished in the tetragonal phase. The band-
structure calculations which take into account the lattice deformation suggest
small changes in this part of the electronic structure, and we detected these
changes in our ARPES results. However, these calculations did not predict
considerable splitting of the upper hole-like dispersion in the center of the BZ
which was detected in ARPES results. This indicates to the electronic origin
of the nematic order. Temperature-dependent measurements show that the
electronic structure near the corner and the center of the BZ monotonically
shift with temperature in opposite directions. The effect was observed in a
wide temperature range which includes both tetragonal and orthorhombic
phases. This shift reduces the size of the blue/red shifts and expands both
parts of the Fermi surface at higher temperatures. Both parameters charac-
terizing the effect in terms of energy and momentum are hard to reconcile
with existing theoretical approaches.
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Chapter 4

Three-dimensional
superconducting gap in FeSe

As mentioned in the Introduction (section 1.3), despite high number of studies of the
superconducting gap in FeSe and closely related compounds, there is no consensus
on the size and symmetry of the gap in the full BZ. Moreover, there are no ARPES
studies of the gap in pristine FeSe and results from slightly S-doped FeSe [149] are
controversial. In this chapter we present the results of a high-resolution ARPES
study of the superconducting gap function in whole 3D BZ in single crystals of
FeSe.

To study superconducting gap with ARPES the knowledge of the details
of an electronic structure of a material is necessary. Now, when we have
determined the details of the low-energy electronic structure of FeSe with a
high precision (see chapter 3) we can study the superconducting gap in this
material.

Detailed knowledge of the gap function in iron-based superconductors
can help to identify the mechanism of superconductivity in these materials.

4.1 Superconducting gap on the electron-like pock-

ets

In order to explore the gap function in whole 3D momentum space, we have
measured data sets for the center and the corner of the BZ with different pho-
ton energies. Fig.4.1 shows the experimental Fermi surface maps of electron
pockets obtained from such data sets measured with 25 eV, 28 eV, 30 eV, and
42 eV photons. While 28 eV and 42 eV correspond to high-symmetry points
of the BZ (A and M respectively), 25 eV and 30 eV correspond to points,
which are in between them. All these data sets were measured from the sam-
ple in the superconducting state at temperature 5.5 K with linear horizontal
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polarized light. As well as the results presented in the previous chapter, all
the maps exhibit two peanut-like shaped electron Fermi surfaces which cross
each other. The size of these pockets is changing with kz. They are bigger near
A point and smaller near M point. In chapter 3, it was shown, that both these
pockets are present in the electronic structure of each of domains of the sam-
ple in the nematic phase, and that presence of two domains causes a doubling
of the pockets. In order to avoid complications with the gap magnitude ex-
traction from the data in which pockets are doubled, the data sets mentioned
above were measured in the experimental geometry in which only one set of
pockets is visible at a time.

FIGURE 4.1: (a)-(d) Fermi surface maps of the region near the corner of the
BZ measured using different photon energies. (e) Schematic sketch of the
3D Fermi surface based on our experimental results. The fine structure of

electron pocket caused by nematicity is not displayed here.
Adapted from [183].

Now we proceed to extract the momentum variation of the superconduct-
ing gap on the electronlike pocket near the A point. Fig.4.2(a) shows the
Fermi surface maps measured with 28 eV photons. Red contour on it was
obtained by fitting a peanut-like shape (see Appendix A) on the results of
tracking the MDC peaks and represents a shape of the pocket. We started the
analysis of the gap anisotropy from comparison of the high-statistics spec-
tra (see Fig.4.2(b), (c)) measured in the superconducting state in directions
shown with horizontal lines on the map with the similar spectra measured
in the normal state. Fig.4.2(d) and (e) shows low- and high-temperature kF-
EDCs from the spectra on Fig.4.2(b) and (c), respectively. These EDCs corre-
spond to the end of the pocket on its longer axis and the place where pockets
cross each-other (shown with stars on the map). Both pairs of EDCs exhibit
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the shift of the leading edge position to higher binding energies upon en-
tering the superconducting state indicating the gap opening. Moreover, the
shift in Fig.4.2(d) is larger than shift on Fig.4.2(e). They are equal to 0.3 and
0.6 meV, respectively. This indicates that gap near the end of the pocket on
its longer axis is smaller than in the place where the pockets cross each other.

FIGURE 4.2: (a) Fermi surface map of the electron pocket near the A point
(the same as Fig.4.1(b)). (b) and (c) spectra measured in the superconduct-
ing state in directions shown with horizontal orange lines on the plot (a).
(d) and (e) comparison kF EDCs from the spectra on plots (b) and (c) with
EDCs from similar spectra measured in the normal state. Parts of the elec-
tronic structure from which these EDCs were obtained are marked with
stars on the map and vertical lines on the spectra. The insets on (d) and
(e) show curves which represent derivatives of the EDCs on these plots.
The vertical dashed lines emphasis positions of extremes of the EDCs’
derivatives. These extremes correspond to the leading edge positions of

the EDCs.
(a), (d) and (e) adapted from [183].

For further analysis of gap superconducting anisotropy on the electron
pockets we have extracted the leading edge position along the most intense
peanut pocket.1 We plotted the result as a function of angle in Fig.4.3(a). Al-
ready from this result obtained from the raw data, we can see a pattern in
the leading edge gap behavior. However, in parts of the pocket where inten-
sity is low because of the effects of matrix element the results are somewhat
noisy. In order to compensate these effects and increase statistics in all parts
of the pocket even more, we symmetrized the data set from Fig.4.2(a). We
symmetrized it with respect to two axes: kx = ky and kx + ky +

√
2π/a = 0

1Argumentation for the choice of a method of the superconducting gap magnitude ex-
traction and description of the method can be found in Appendix B
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which are longer and shorter axis of the pocket respectively. A Fermi sur-
face map obtained from the symmetrized data set is shown on Fig.4.3(c). The
result of the extraction of the binding energy of the leading edge from the
symmetrized data set along the same contour is shown in Fig.4.3(b) with red
markers. Also, we have extracted the leading edge position on visible parts
of another peanut accentuated by black lines on top. The results for these
parts are shown in Fig.4.3(b) with black markers. The angular dependence
of the leading edge position is the same for both pockets which is a direct ev-
idence of an anisotropic superconducting gap on electron pockets. The gap
on these pockets has C2 symmetry: the gap maxima which correspond to
the lowest leading-edge position are located on the shorter axis of the peanut
and the gap minima which correspond to the highest leading-edge position
are located on its shorter axis.

FIGURE 4.3: (a) Binding energy of the leading edge of kF-EDCs on the
electron pocket obtained from raw data. (c) Fermi surface map obtained
from the symmetrized data set. (b) Binding energy of the leading edge
of kF EDCs obtained from symmetrized data set. Here red markers cor-
respond to solid red contour on top of the map, and black markers corre-
spond to black lines on top of the map. We shifted the black markers by
90 degrees, in order to match the results from the same parts of different

ellipses. Solid lines in (a) and (b) represent the results of data fits.
Adapted from [183].

Fitting the data with a periodic function ε = A0 +
A1
2 cos(2θ) + A2

2 cos(4θ),
where A0, A1, A2 are free parameters gives the following results: A1 which is
an amplitude of the component with C2 symmetry is 0.64±0.05 meV and A2

which is an amplitude of the component with C4 symmetry is 0.11±0.05 meV
(see the solid curve in Fig.4.3(b)) which results in the total amplitude of the
gap variation of 0.64 meV. Adding components with C6 and C8 symmetry



4.1. Superconducting gap on the electron-like pockets 75

to the fitting function results in negligible amplitudes of these components.
Fitting the raw data with the same function gives almost the same results
(see the solid curve in Fig.4.3(a)). This proofs that symmetrization did not
ruin any important features and this procedure could be used.

As mentioned in chapter 3, each of two orthogonal peanuts of the electron
Fermi surface is a superposition of two components which originate from
two different orthorhombic domains. Thus, it can be useful for interpret-
ing the result, to know which exactly component has been analyzed. From
the comparison of the map in Fig.4.2(a) with the one in Fig.3.5 which repre-
sents the results measured with the same light but in another experimental
geometry, one can see that the size and the shape of the most intense pocket
of former matches with the size and shape of the shorter peanut in Fig.3.5.
Thus, we can conclude that we analyzed the shorter peanut. The finite inten-
sity from the dispersions, which form the longer peanut, still can be present
and influence our results. Specifically, it could shift the leading edge posi-
tion down to the high binding energies near the ends of the shorter peanut at
its longer axis. This happens because, here, the dispersion which forms the
longer peanut runs just slightly below the dispersion which forms the shorter
one and can contribute spectral weight near the Fermi level to EDC taken at
kF of shorter peanut. Consequently, the amplitude of the leading edge gap
anisotropy can be even higher than our estimation.

FIGURE 4.4: The EDCs taken from
parts of the electron pocket marked
with crosses on the schematic im-
age of the pocket. Different pairs of
EDCs correspond to data sets mea-
sured using different photon ener-

gies.

In order to extract kz dependence of the superconducting gap on electron
pockets, we have also analyzed other data sets (see Fig.4.1(a, c and d)) mea-
sured using different photon energies. We compared EDCs taken from parts
of the most intense peanut on its longer and shorter axes for each of three
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Photon energy Leading edge gap anisotropy
25 eV 0.45±0.10 meV

28 eV (A-point) 0.64±0.05 meV
30 eV 0.60±0.10 meV

42 eV (M-point) 0.70±0.15 meV

TABLE 4.1: leading edge gap anisotropy on the electron pocket for differ-
ent kz values.

data sets. These EDCs are shown in Fig.4.4. All pairs of EDCs demonstrate
the difference in the leading edge position. A sign of this difference is the
same as for 28 eV data set analyzed above: the leading edge on the shorter
axis is lower than on the longer axis. The amplitude of the leading edge gap
variation, i.e., the difference in the leading edge position between EDCs on
Fig.4.4, is given in Table 4.1. From this table one can see that while the pattern
of the gap anisotropy remains the same, its amplitude changes with kz. The
amplitude of the gap anisotropy near high-symmetry points is apparently
larger than between them.

4.2 Superconducting gap on the hole-like pocket

FIGURE 4.5: (a) Fermi surface map of the hole pocket measured at 5.5
K with 23 eV photons (corresponds to Z point). (b), (d) and (e) spectra
measured in directions shown with lines on the map. (c) kF EDCs obtained
from spectrum in (b) and a similar spectrum measured in the normal state.

Adapted from [183]

Now let us turn to the hole Fermi surface in the center of the BZ. Fig.4.5(a)
shows a Fermi surface map of the hole pocket measured with 23 eV photons
which corresponds to Z point in 3D BZ. It exhibits two elliptical hole pockets
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FIGURE 4.6: (a) Binding energy of the leading edge of the kF EDCs taken
from parts of the hole pocket marked with crosses in Fig.4.5(a). (b) Fermi
surface map of the hole pocket measured at 5.5 K with 27 eV photons
(corresponds to Γ point). (c) cut through the direction shown with a line
on (b). White line represents a variation the leading edge position near

zero momentum.
Adapted from [183].

which originate from two different domain orientations in the nematic state
(for details see subsection 3.1.2). The presence of the superconducting gap
on the hole pocket can be seen from comparison kF EDCs in Fig.4.5(c) which
are obtained from the spectrum measured in the superconducting state (see
Fig.4.5(b)) and a similar spectrum measured in the normal state. The leading-
edge shift between these EDCs is 0.8 meV. In order to estimate the supercon-
ducting gap anisotropy on this Fermi surface, we have analyzed EDCs from
its parts marked with the red crosses on the map. We did not analyze the
right part of the map because of a stripe-like artifact on it which most likely
is originated from the sensor defect. Also, we did not analyze the part of the
pocket depicted with solid ellipse in (kx > 0, ky < 0) quarter because inten-
sity of another hole-like dispersion (dyz dispersion) is high in this part of the
data set (see Fig.4.5(d)), while in (kx < 0, ky < 0) quarter, it is considerably
lower (see Fig.4.5(e)). This bright dispersion can influence the leading edge
position of kF EDCs, and, in addition, it makes it difficult to determine kF

with proper precision. Results of expression the leading edge position from
the analyzed EDCs are shown in Fig.4.6(a). This plot clearly shows that su-
perconducting gap on hole Fermi surface is also anisotropic and its maximal
value is larger than on electron pocket. The gap is maximal on the shorter
axis of the pocket and minimal on its longer axis. Fitting these results with
a periodic function yields a difference between the gap minimum and maxi-
mum of 0.75 ± 0.1 meV.

Upon approaching the Γ point, the hole pocket becomes considerably



78 Chapter 4. Three-dimensional superconducting gap in FeSe

smaller (see Fig.4.6(b)). Small pocket size (about 0.06 Å
−1

in diameter) to-
gether with lower resolution at higher photon energies (for measuring elec-
tronic structure near Γ point we should use 37 eV photons) makes impossible
to disentangle details of the Fermi surface which apparently also consists of
two ellipses originated from two domain orientations and, as a consequence,
a proper analysis of the leading edge gap anisotropy seems to be impossible.
However, the presence of the gap itself is apparent. Moreover, the presence
of the gap follows from the leading edge position behavior (see the inset on
Fig.4.6(c)) extracted from the cut shown in Fig.4.6(c) which is taken through
the pocket center. Presence of a minimum in the angular dependence of the
leading edge position indicates the back-folding of the dispersion due to su-
perconductivity: In such case, when the top of the dispersion is located close
to the Fermi level, opening of the gap results exactly in this behavior of the
leading edge position [184]. In the case of absence of the gap, the angular
dependence the leading edge position should be almost flat near the top dic-
tated mostly by the Fermi function. This happens because the dispersion is
broad and its top is near the Fermi level, which results in nearly uniform
density of states near the Fermi level in the momentum range in between the
Fermi level crossings.

4.3 Discussion and conclusions

In Fig.4.7 we present an overview of our experimental findings as regards the
3D gap function in FeSe. Here, the variation of the gap magnitude is shown
with different colors of the corresponding parts of the Fermi surface. In this
figure, we show only the Fermi surface corresponding to a single domain.
The superconducting gap on both parts of the Fermi surface is anisotropic in
kx-ky plane as well as in kz direction. The gap on all Fermi surface sheets has
two-fold symmetry. A maximal magnitude of the gap on the hole pocket is
bigger than a maximal magnitude of the gap on the electron pockets.

This result is in agreement with a previously detected correlation between
the size of the gap and degree of spin-orbit splitting (see Ref.[185]). Indeed,
the gap is larger near the center of the BZ where the spin-orbit splitting is also
larger (see chapter 3), and it is smaller near the corner of the BZ, where the
spin-orbit splitting is smaller. Besides, a correlation between the gap magni-
tude and orbital character can be noticed. The gap is larger on parts of the
Fermi surface which are formed by dxz/dyz states: the hole pocket and parts
of the electron pockets near the shorter axes, and it is small on parts which are
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FIGURE 4.7: Overview plot which shows variation of the superconducting
gap magnitude in on all sheets of the Fermi surface. Here, the variation of
the gap magnitude is shown with different colours of the corresponding

parts of the Fermi surface.

formed by dxy states: parts of the electron pockets near there longer axes. A
similar correlation was observed in hole-doped BaFe2As2 [186]. This pattern
of the gap anisotropy is in a qualitative agreement with the one obtained in
QPI study [151]. As we said before, leading edge gap is always smaller than
the real gap size, and this explains the difference in absolute values of the
gap between studies.

4.3.1 Theoretical interpretation

Strong anisotropy of the superconducting gap observed on all Fermi surface
sheets in FeSe is contrasting with the gap structure expected in conventional
spin fluctuation pairing theory. In case of FeSe, this theory predicts almost
isotropic gap on the hole pocket and anisotropic gap on electron pocket, but
this anisotropy is in antiphase to one, observed in the experiment [187] [151,
Supplementary materials]. However, our experimental results can be ex-
plained with the concept of orbital-selective Cooper pairing suggested re-
cently [151, 188]. According to this concept, the concentration of the pairing
in the particular orbital channel may arise from differences in the correlation
strength for electrons with different orbital character. Within this concept,
smaller gap in regions, where dxy is dominant, can be explained by corre-
lations which generate incoherence for these states [189, 190] and suppress
pairing. On the other hand, the realization of this scenario requires quasi-
particle spectral weights for the dxz and dyz stats be different. However,
our ARPES results do not exhibit significantly different Z-weights of these
orbitals, because both electron pockets are present within a single domain
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and the corresponding peaks of the spectral function are equally sharp (see
Fig.3.5).

Also, the observed variations of the superconducting gap can be explained
by the influence of nematicity by itself. Theoretical study presented in [191]
demonstrates that in case of breaking the rotational symmetry, s-wave and
d-wave pairing channels mix, resulting in the gap with two-fold symmetry.
This approach does not require different Z-factors for each orbital.

4.3.2 Conclusions

We have demonstrated the presence of the superconducting gap on the elec-
tron Fermi surfaces of FeSe which was not observed in ARPES before because
of its small size. Moreover, we have extracted the gap variation across these
Fermi surfaces at deferment kzs as well as across the hole Fermi surface. The
gaps on all Fermi surfaces are strongly anisotropic with two-fold symmetry.
No nodes were observed. Our results are in approximate agreement with
QPI results. Such gap variations can be explained by both orbital-selective
Cooper pairing as well as the influence of nematicity by itself.
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Chapter 5

Superconductivity-induced
nematicity in LiFeAs

The influence of nematic order on the electronic structure and superconductivity in
FeSe has been discussed in the previous chapters. The question arises whether the ne-
matic fluctuations are universal in IBS. As was discussed in the first chapter, LiFeAs
is a very important representative of IBS and any relation between the nematicity
and electronic structure of this well-known material would be of great interest. Since
previous studies have not found any noticeable influence, in order to study possi-
ble signs of nematicity in LiFeAs we revisited its electronic structure including the
gap function using the highest possible energy and momentum resolutions. In this
chapter we discuss the results of these experiments.

For this study, LiFeAs single-crystal plates with dimensions of 3× 3× 0.1
mm3 have been selected, which were grown by self-flux using the standard
method. [98] The samples have cleaved in the ultra-high vacuum at low
temperatures. All cleaves resulted in mirror-like surfaces.

We start presenting our ARPES data by showing the Fermi surface map in
Fig.5.1(a) and a spectrum in Fig.5.1(b) measured in a high-symmetry direc-
tion which is diagonal of the 2-Fe BZ. These two plots represent all main fea-
tures of the electronic structure of LiFeAs. They exhibit two Fermi surfaces
centered around Γ point (the center of BZ) which are formed by hole-like
dispersions. The larger hole pocket which has square-like shape is formed
by dxy dispersion and the smaller hole pocket which appears on the map as

a "dumbbell" at (0 Å
−1

, 0 Å
−1

) and as four-points feature at (-1.2 Å
−1

, -1.2
Å
−1

)(the center of the second BZ) is formed by dxz/dyz dispersion. There
is one more hole-like dispersion which does not cross the Fermi level and
has dyz/dxz orbital character.1 There are also two Fermi surfaces centered
around M point (the corner of the BZ) which are formed by electron-like

1Two central dispersions (one which forms the small pocket and one which is below
Fermi level) changes their orbital character under rotation in XY plane. For the direction
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dispersions. These two Fermi surfaces cannot be resolved on Fig.5.1(a) be-
cause this map was measured with high-energy photons (80 eV). However,
dispersions which form inner and outer electron pockets are can be resolved
on the spectrum in Fig.5.1(b) measured with 21 eV photons. The dispersion
which forms the inner electron pocket has dxy orbital character. The disper-
sion which forms the outer pocket has dyz orbital character for a direction
shown with a dashed line on the map and dxz for another one.

FIGURE 5.1: (a) Overview Fermi surface map of LiFeAs measured with
80 eV photons. (b) Spectrum measured in a direction shown the dashed
line in (a) using 21 eV photons. This spectrum represents all dispersions
which cross the Fermi level. (c-d) k f -EDCs obtained from parts of the

Fermi surface marked with dots.

To underline the precision of our measurements, in Fig.5.1(c, d), we show
two typical kF-EDCs obtained from spectra measured through the hole and
electron pockets with 18 eV and 21 eV photons, respectively. A high resolu-
tion which follows from sharp EDC peaks together with an ability to resolve
coherence peaks above the Fermi level demonstrates that the superconduct-
ing gap in LiFeAs can be measured by ARPES with very high precision.

5.1 Superconducting gap

Fig. 5.2 shows the temperature evolution of the spectrum from Fig. 5.1(b).
Here, all spectra are divided by Fermi function in order to enhance a signal

shown with a dashed line on the map, the orbital character is dxz for the former one and dyz
for the latter one, as it is depicted in Fig.5.1(b).
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from states above the Fermi level. It is seen that the gap opens up at ∼17 K
and gradually increases with the temperature lowering. This critical temper-
ature is in line with earlier studies. Besides, dxy hole-like dispersion which is
well separated from other dispersions demonstrates a back-folding which is
an attribute of the gap opening (see 6.2 K plot in Fig.5.2). Already from vi-
sual inspection, it is seen that the largest superconducting gap is on the small
hole pocket, the next in magnitude is the gap on the inner electron pocket,
and the smallest gap is on the large hole pocket. The inset in Fig.5.2 shows
a zoomed-in region of the spectrum where the smallest gap is located. This
plot is another piece of evidence that the resolution is good.

FIGURE 5.2: Intensity plots which show temperature evolution of the
spectrum in Fig.5.1(b). Here, all spectra are divided by the Fermi function
to enhance the signal from stats above the Fermi level. (inset) A zoomed-

in region of the 6 K spectrum where the smallest gap is located.



84 Chapter 5. Superconductivity-induced nematicity in LiFeAs

For extracting magnitudes of these gaps we analyzed EDCs from spec-
tra in Fig.5.2 (not divided by Fermy function). Fig.5.3 shows EDCs obtained
from kF for dxy hole-like dispersion (the one which forms the larger pocket),
dxy electron-like dispersion (the one, which forms the inner pocket) and dxz

hole-like dispersion (the one, which forms the small pocket). EDC for dxy

hole-like dispersion was obtained from the 6K spectrum. Two other EDCs
were obtained from the 11K spectrum2. For all EDCs the presence of the
second coherent peak can be seen. For EDC obtained from dxz hole-like dis-
persion this peak is more distant from the Fermi level and because of this is
more suppressed and appears as a shoulder. For dxy electron-like dispersion
the second coherence peak is the most pronounced one, and we can easily ex-
tract a distance between coherent peaks. It is about 5 meV, but this distance is
smaller than the real doubled gap size because the shape of the second peak
is heavily distorted by the Fermi function. In order to extract the real gap
size, one should fit this EDC with a function, which includes the influence of
the Fermi function. We fit EDCs with a function which consists of a constant
background and two peaks multiplied by the Fermi function. Both peaks are
Voigt profiles (convolution of a Lorentz profile and a Gaussian profile) with
the same shape and size. They are located at equal distances from the Fermi
level. The fitting function is the following:
I(ε) = I0 +

(
I1 +V(ε− EF −∆, A, W, S) +V(ε− EF + ∆, A, W, S)

)
F(ε, EF, T),

where F(ε, EF, T) =
(
1 + exp ε−EF

kT
)−1 is the Fermi function and V(x, A, W, S)

is a Voigt profile. Here, ε is binding energy; A, W and S are numbers which
represent the area, width, and ratio of Lorentz and Gaussian components of
Voigt profile respectively; EF is the Fermi level position; ∆ is SC gap size; T is
temperature; k is Boltzmann constant. The term I0 + I1F(ε, EF, T) represents a
background. For the fitting I0, I1, EF, ∆, A, W, S, T are fit coefficients and ε is
an independent variable. During the fitting coefficient I1 was hold on a value
which was estimated from part of the spectrum without bands. Changing of
this coefficient in a reasonable range can only make negligible changes in the
fitting results. So, holding of I1 should not cause inaccuracy in the gap size
determination, and we can treat data in this way. Despite there is no clear
second coherence peak in EDC obtained from dxz hole-like dispersion but
only the shoulder, the gap still can be extracted from the fitting procedure.
Results of fitting these EDCs with our function are given in Table. 5.1.

2The gap on these pockets is big which means the second coherence peaks is distinct from
the Fermi level and as consequence it is too weak in 6 K spectrum.
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FIGURE 5.3: EDCs obtained from
kF for dxy hole-like dispersion,
dxy electron-like dispersion and dxz
hole-like dispersion. Results of fit-
ting these EDCs whith our 2-peak
function are shown with red curves.
There is one more peak in EDC
taken through dxy electron-like dis-
persion at ∼ 6.5 meV. This peak
originated from the dxz electron-like
dispersion (one which forms the

outer pocket).

5.1.1 Superconducting gap anisotropy on the hole Fermi sur-

faces

In order to determine the anisotropy of the superconducting gap on different
Fermi surfaces we have measured detailed data sets. Let us start form con-
sideration of hole pockets at the center of the BZ. The high-resolution map of
these pockets is shown in Fig. 5.4(a). This map was obtained from a data-set
which was measured with 25 eV photons (approximately corresponds to Γ
point) under special geometry in which an angle between the analyzer slit
and Γ − M direction is π/8. In such experimental geometry, the dxy-states
are not critically suppressed along any direction in the k-space and all parts
of the large hole pocket can be seen. While in the case of zero angle (see
Fig.5.1(a) and Fig.5.5(a)), parts of this pocket which point to electron pock-
ets are dramatically suppressed. Also, we face a similar problem if measure
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Band Gap size
dxy hole-like 2.30±0.07 meV
dxy electron-like 3.57±0.03 meV
dxz hole-like 5.41±0.10 meV

TABLE 5.1: Magnitude of the gap on different pockets obtained by EDC
fitting.

under geometry in which an angle between the analyzer slit and Γ− M di-
rection is π/4. This makes the data set measured under our experimental
geometry the most suitable for the gap extraction from the EDC-lineshape.
However, even in this data set, the intensity is not equal for different parts
of the pocket as well, but this does not change the EDC lineshape, and there
is still enough intensity for the EDC lineshape analysis in all the parts. In-
tensity plot in Fig.5.4(c) represents k f -EDCs obtained from all parts of large
hole pocket with 5◦ step. Some of these EDCs are also shown in Fig.5.4(d)
as curves which are more common and easily understood. This set of EDCs
clearly shows the presence of the superconducting gap anisotropy on this
pocket. Both, a coherent peak and a leading-edge position of the EDCs peri-
odically vary with the direction and have two minima and two maxima. For
numerical estimation of the gap anisotropy, we extracted the leading-edge
position from these EDCs. The result is presented in Fig.5.4(e). It shows the
gaps magnitude as a function of the angle along the Fermi surfaces. Here,
an angle is counted anticlockwise from ky direction. It is distinctly seen from
this graph, that the gap function has C2 symmetry, which is in contrast with
previous ARPES studies of LiFeAs [175, 113] wher the gap with C4 symmetry
was observed on this pocket. The amplitude of the observed gap oscillations
is considerable and well above the error bars. Fitting of this result with a pe-
riodic function gives 0.9 meV difference between maximal and minimal gap
size.

We have also analyzed the leading edge gap anisotropy on the large dxy

hole pocket from another data set measured on a different sample under dif-
ferent experimental geometry with different photon energy (18 eV, which
approximately corresponds to Z point). Fig.5.5(a) shows the Fermi surface
map obtained from this data set, and Fig.5.5(b) shows leading edge position
extracted from k f -EDCs obtained from this data set as a function of angle.
Anisotropy of the leading edge position is clearly seen from this plot, which
indicates anisotropy of the superconducting gap. This result is consistent
with C2 and cannot be explained in terms of C4 symmetry. An amplitude of
the oscillations is very similar to the one extracted from 25 eV data set. This
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FIGURE 5.4: (a) Fermi surface map of the center of the BZ measured in
the superconducting state with 25 eV photons. (b) Spectrum measured
through the center of the BZ under the same conditions as map in (a).
(c) Intensity plot which represents k f -EDCs obtained around large hole
pocket. Here the angle is counted anticlockwise from ky direction. (d)
EDCs from (c) according arrows. (e) Gap function of the large hole-pocket
extracted from linesape of EDCs in (c). Red represents a result of the fit.

(f) - (h) the same as (c) - (e) but for small hole pocket.

confirms our findings.
Now let us consider the superconducting gap on the small dxz hole pocket.

For this we also analyzed 25 eV data set. Actually, at this kz, which is near
Γ-point, dxz dispersion does not cross the Fermi level (see Fig.5.4(b) and
Fig.5.7(b)). However, it goes close enough to the Fermi level, and its top
"feels" the gap. We have analyzed this pocket in the same way: obtained a
set of EDCs around the pocket (see Fig.5.4(f, g)) and extracted the leading
edge position from them. The gaps magnitude variation extracted in this
way is shown in Fig.5.4(h). It clearly shows that the gap on this pocket also
has C2 and is in anti-phase with the one on the large hole pocket.

5.1.2 Superconducting gap anisotropy on the electron Fermi

surfaces

Now let us turn to the electron Fermi surfaces near the corner of the BZ.
Fig.5.6(a, c) shows the high-resolution maps of these pockets taken using 25
eV and 23 eV photons, respectively. At a first glance, these maps consist of
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FIGURE 5.5: (a) Fermi surface measured in the superconducting state us-
ing 18 eV photons. (b) Leading edge positions of the k f -EDCs from parts

of the map marked on the map with the black dots.

two crossed ellipses. However, from the earlier study [8] we know, that elec-
tron pockets hybridize along the lines, which connect them, because of the
spin-orbit interaction. Thus, it is better to describe this structure as inner and
outer pockets. Anisotropy of the gap on the inner pocket can be seen from
comparison of EDCs obtained from parts of the maps marked with crosses
(see insets in Fig.5.6(b, d)). Both, a coherent peak and a leading-edge position
are different for both pairs of EDCs. As well as for the hole pockets, for fur-
ther analysis of the gap anisotropy on both electron pockets we extracted the
leading edge position from k f -EDCs from parts of the maps marked with red
dots. The results for 25 eV and 23 eV data sets are shown in Fig.5.6(b) and
(d) respectively. The outer electron pocket in Fig.5.6(a) appears blurred on
the maps. This happens because of strong kz-dispersion and low kz resolu-
tion3. Because of this and low intensity of this pocket, only small parts of the
pocket, where k f can be determined with proper precision, were analyzed.
In another map the outer electron pocket is more intense and larger and, as
a consequence, is better distinguishable from the inner one. Thus, we were
able to analyze lager portion of this pocket. Coming back to Fig.5.6(b, d)),
both these plots show that the superconducting gap on both electron pock-
ets is strongly anisotropic with C2 symmetry. The gap on the outer pocket is
slightly smaller than on the inner one and varies with the same amplitude.
Such superconducting gap anisotropy on electron pockets is also in contrast
with previous ARPES studies of LiFeAs [175, 113].

3As it was mentioned in section 2.2, kz resolution is better than it was expected, but still
considerably lower than in-plane momentum resolution.
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FIGURE 5.6: (a) and (c) Fermi surface map of electron pockets measured
with 25 eV and 23 eV photons respectively. (b) and (d) gap functions on
the inner (red markers) and outer (black markers) electron pockets ex-
tracted from data sets measured with 25 eV and 23 eV photons respec-
tively. Here, the angle is counted anticlockwise from ky direction. Insets
show kF-EDCs from the points on the maps marked by the crosses of the

same color.

5.2 Nematicity

It was believed that LiFeAs is a perfect C4 symmetric material: none of the
structural, orbital and magnetic orderings which brake the rotation symme-
try were observed in it (see section 1.2). However, in the previous section,
we show that the superconducting gap has C2 symmetry on all Fermi sur-
face sheets of LiFeAs. Such gap symmetry is not expected in a perfect C4

material. This motivated us to reexamine the electronic structure of LiFeAs
and find out whether it is relay C4 symmetric. In this section, we present the
results of this investigation.

Let us start from hole pockets in the center of the BZ. Intensity plots in
Fig.5.7(b) represent cuts through hole pockets obtained in directions shown
with dashed lines on the map in Fig.5.7(a) (these directions are orthogonal to
each other and coincide with high-symmetry directions). Comparison of the
MDC obtained from these at the Fermi level (see insets in Fig.5.7(b)) show
that the large hole-like pocket is anisotropic. Specifically, the peaks of the
lower curve are more spread than the peaks of the upper one, which means
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that the pocket is elongated in the ky-direction. Furthermore, this deforma-
tion is observed not only at the Fermi level. To show this, we extracted the
position of the MDC maxima at different binding energies from both cuts
and plotted the result in Fig.5.7(c). This plot shows that the deformation
persists to all binding energies. In order to describe the deformation numer-
ically, we define a deformation coefficient as D = 2 Ly−Lx

Ly+Lx
, where Ly and Lx

are the pocket sizes (distances between MDC peaks) in kx and ky directions,
respectively. The average value of the deformation coefficient for the dxy

dispersions in the analyzed range of binding energies is 4 % (see insets in
Fig.5.7(c))

A similar deformation we also observe for outer (dxz) and inner (dyz) hole-
like dispersions. Fig.5.8(a) shows kx and ky cuts taken through the center of
the bands. Since the tops of these dispersions are close to each other, and the
Fermi level, the precise extraction of positions of all four MDC components
at low binding energies is complicated. Because of this, we extracted the
deformation of these dispersions at higher binding energies. Fig.5.8(a) shows
Lx and Ly for both the inner and outer dispersions as a function of the binding
energy. One can see from these data that for the outer dispersion where such
distances are of the order of 0.35-0.55 Å

−1
, the Lx (red curve) is larger than Ly

(blue curve), while for the inner dispersion the effect is opposite sign: Ly is
larger than Lx. Fig.5.8(a) shows the magnitude of the deformation coefficient
for these dispersions as a function of the binding energy. The average value
of the deformation coefficients for the inner and outer dispersions are 7.0%
and -2.4%, respectively. Since for the inner dispersion, the distance between
the MDC maxima is smaller, the error bars of the deformation resulting from
the two subtractions of the dispersions are larger. Nevertheless, averaging
over the energy indicates the presence of the effect.

Now, we consider a temperature evolution of the effect. Fig.5.7(d) demon-
strates shapes of the dxy dispersion extracted from ky cuts taken from data
sets measured on the same sample but at different temperatures. Light-blue
curves represent 7K (superconducting state) data set and red curves repre-
sent 23K (normal state) data set. The difference in the shape of these disper-
sions cannot be reconciled entirely with the gap opening. Usually, the gap
opening results in the so-called S-shaped dispersion, which going towards
the Fermi level first slows down after then strongly accelerates crosses Fermi
level at the same momentum as it did in the normal state, thus showing no
change of the Fermi surface size or shape (for details see Ref.[192, 193]). Blue
curves which represent the superconducting state does not show S-shape,
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FIGURE 5.7: (a) Fermi surface map of the center of the BZ (the same as
Fig. 5.4(a)). (b) Intensity distributions along the kx and ky cuts (direc-
tions of the cuts are shown with dashed lines on the map). White curves
represent EF-MDCs. (c) Dispersions corresponding to dxy hole pocket ex-
tracted from the kx and ky cuts. The inset represents the behavior of the
deformation coefficient. (d) Dispersions corresponding to dxy hole pocket
extracted in ky direction from the data sets measured at 7 K and 23 K. (e)
Spectra taken in ky direction with 35 eV photons at 0.8 K and 25 K. (f) Size
variation caused by temperature, calculated by subtracting the red curve
(25 K) from all others and dividing the result by the average value, similar

to deformation coefficient.
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but it demonstrates repulsion of the dispersion (blue curves are wider spread
than red curves), which makes pocket longer in ky direction in the supercon-
ducting state. This implies that the deformation is interconnected with the
superconductivity.

We have also performed a more detail analysis of the temperature evo-
lution of dxy distension on another sample. For this sample, six spectra at
different temperatures from 0.8K to 25K were measured along ky direction
(two of them are shown in Fig. 5.7(e)). We extracted the dispersion shape
from all these spectra by tracking MDC peaks positions. Then we obtain the
value which characterize changes in the dispersion shape in comparison to
the normal state dispersion (at 25K): DT = 2

Ly−LyNorm
Ly+LyNorm

, where LyNorm is value
Ly for the normal state. We plotted this value as a function of binding energy
for different temperature in Fig.5.7(f). It shows that the deformation is the
largest at the lowest temperature and decreases with temperature increasing.
The orange curve which represents a difference between dispersions at 20 K
and 25 K does not significantly deviate from zero in the full energy range
signaling the absence of any change in the dispersion as a function of tem-
perature in the normal state. Also one can see another effect: in a small range
of binding energies (from 3 to 8 meV) near the gap value no considerable
deformation is observed at any temperature. This is because in this region
the described above effect competes with developing of S-shape dispersion
caused by the gap opening.

Another piece of evidence of the interconnection between the deforma-
tion and superconductivity comes from a temperature evolution of the defor-
mation of dxz and dyz dispersions. We provide a similar analysis of the shape
of these dispersions for high-temperature data set as for the low-temperature
one. Results of this analysis (see Fig.5.8(c, d, f)) show that the deformation
disappears in the normal state: the average values of the deformation coeffi-
cients are equal to zero for both inner and outer pockets within error bars.

Besides, we have observed breaking of the rotational symmetry in the
shape of the electron pockets. Fig.5.9 demonstrates the results of the analysis
of the same two data sets measured with 25 eV and 23 eV from which we
expected the gap anisotropy. We start the analysis from a comparison of EF

MDCs in Fig.5.9(c, d) which were obtained from these data sets in kx and ky

directions (see dashed lines on the maps in Fig.5.9(a, b)). Both of these pairs
of MDCs show that the inner pocket is longer along ky direction. similar to
for hole pockets, the deformation is present not only near the Fermi level but
persists to higher binding energies. This is demonstrated in Fig.5.9(e) which
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FIGURE 5.8: Intensity distributions along the kx and ky cuts obtained from
the data set measured at 7 K. (b) Distances between the dispersions ex-
tracted from the cuts in (a). Blue and red curves correspond to kx and ky
directions, respectively. (e) Deformation coefficient for the inner and outer
hole-like pockets. (c), (d), and (f) the same as (a), (b), and (e) but for the

data set measured at 23 K.

represents a shape of the desperation which forms the inner pocket extracted
from the 23 eV data set in kx and ky directions. The average value of the
deformation coefficient is 3.6% (see the inset in Fig.5.9(e)). We are not able to
determine a deformation of the outer electron pocket because the intensity
of the dispersion which forms this pocket in ky direction is too low to be
analyzed.

Fig.5.10 demonstrates the results of the analysis of another data set which
was measured on another sample using 21 eV photons. This data set again
demonstrate a differences in the shape of the dispersion (the one, which
forms the inner pocket) between kx and ky directions. However, this dif-
ference is of opposite sign (see Fig.5.9(c)). We will discuss possible inter-
pretations of this result later. In Fig.5.10(d, e) we present the temperature
dependence of the dispersions obtained from both cuts. Since in this data set
the pockets are better separated, it is possible also to extract the dxy disper-
sion which supports the outer pocket in kx direction, but in ky direction it is
still too weak. From Fig.5.10(d) one can see that the size of the both pockets
along kx becomes smaller upon temperature unceasing, it is even better seen
from the inset which shows DT for these dispersions. Along kx (Fig.5.10(e))
no changes were detected. This result confirms, that deformation tends to
disappear with temperature increasing.
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FIGURE 5.9: (a) and (b) Fermi surface map of electron pockets measured
with 25 eV and 23 eV photons, respectively (the same as in Fig. 5.6). (c)
and (d) EF MDCs obtained in kx and ky directions from the maps in (a)
and (b), respectively. (e) Dispersions which form the inner electron pocket
in kx and ky directions obtained from 23 eV data set. Inset shows the

deformation coefficient.

5.3 Discussion and conclusions

Fig. 5.11 summarize the results of this chapter. It represents the observed de-
formations of the Fermi surface and the superconducting gap anisotropy. A
sketch in Fig. 5.11(a) schematically shows the Fermi surface of LiFeAs in the
normal state is given in Fig. 5.11(a). The orbital character of the Fermi surface
sheets is depicted with black letters on the plot. At kz = 0, there is no small
dxz/dyz hole pocket because the dispersions which form this pocket at other
kzs runs close to the Fermi level but does not cross it at this kz value. Fig.
5.11(b) corresponds to the superconducting state. Here, shapes of the con-
tours represent the shape of the Fermi surface, and the contours’ thickness
represents the gap magnitude on corresponding parts of the Fermi surface.
The thicker parts correspond to the larger gap. To underline the directions
of the Fermi surface deformations, we added arrows on the plot. Question
marks indicate parts where deformation was not determined. The possible
reason for different signs of the deformation of electron pockets at kz = 0
and kz = π is the additional in-plane interaction channel which is present at
kz = π were dxz/dyz dispersions form small hole Fermi surface and absent at
kz = 0 where this Fermi surface is absent. However, taking in to account the
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FIGURE 5.10: (a) Fermi surface map of electron pockets measured with
21 eV photons at 8 K. (b) Intensity distribution along kx- and kz-cuts ob-
tained from the same data set as (a). White curves represent EF MDCs. (c)
Dispersions which form the inner electron pocket in kx and ky. (d) Disper-
sions extracted in kx direction from the data sets measured at 8 K and 15
K. (e) Dispersions extracted in ky direction from the data sets measured at

8 K and 15 K. No matching of the zero position has been done in (c-e).

fact that the results for kz = π where obtained from another sample, we can-
not exclude that the sign is different because of another preferable domain
orientation in this sample. While the detailed kz-dependence of the observed
effects still needs to be refined, calling for further, even more thorough exper-
imental studies, Fig. 5.11 provides an overview of a spontaneous rotational
symmetry breaking in the superconducting state of LiFeAs.

A possible reason why in previous ARPES studies of the gap anisotropy
in LiFeAs [85, 113] the four-fold symmetric gap had been observed is thous in
that studies superposition of several domains was measured which is typical
for ARPES, because of the finite size of the beam spot. While in our present
study a signal from one domain orientation is dominating (this follows from
the presence of only one set of deformed Fermi surface pockets at low tem-
peratures). A posseble reason for this could be a small detwinning force due
to the glue, cleavage, cooling, etc. This force makes one domain orientation
more preferable than the other one. However, this force is not strong enough
to noticeably change the electronic structure itself (this follows from the ab-
sence of the Fermi surface deformation at high temperatures). Also, in earlier
ARPES studies the data quality is lower, and only some parts of the pockets
are analyzed. Regarding QPI studies, most of the results were obtained by
using C4 symmetrization procedure, since the gap symmetry different from
C4 was not expected.
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FIGURE 5.11: (a) Schematic representation of the Fermi surface shape of
LiFeAs in the normal state. Dashed contour represents the dyz/dxz dis-
persion which do not cross the Fermi level. (b) Sketch which qualitatively
shows the changes of of the Fermi surface shape at low temperatures and
the gap anisotropies. The gap magnitude variation is shown by the mod-

ulation of the contours’ thickness.

5.3.1 Theoretical interpretation

The cos 2θ variation of the gap (four-fold symmetry) along this pocket dxy

hole pocket together with an absence of the gap nodes on this pocket indi-
cate that the superconducting gap in LiFeAs has both s−wave and d−wave
components. Such behavior is indeed expected for a system with broken C4

symmetry. In such a case, developing one pairing component can act as a
field for the other component, and, as a result, both are present.

As has been shown, the electronic structure of LiFeAs is different from
those of other IBS. Its Fermi surface has cylindrical sheets, which exist for all
kz values, such pockets are the two electron pockets and the large dxy hole
pocket, centered at kx = ±π ky = ±π in 1-Fe BZ, and small dxz/dyz hole
pocket, centered at kx = ky = 0 which exists only around kz = π. In such
electronic structure, a number of pairing states possibly can be realized. It
can be a conventional s+− with sign change between all hole and all electron
pockets, orbitally antiphase s+− with sign change between two hole pockets,
as well as several d−wave gap structures. Our ARPES results show that
at T = 23K which is slightly above critical temperature C4 symmetry still
is preserved, while deep inside the superconducting state (at 7K) rotational
symmetry is broken showing a nematic order. The theoretical explanation
for this result was developed by A. Chubukov and described in Ref.[194].



5.3. Discussion and conclusions 97

According to this explanation, the s− wave which develops at Tc induces
instability which leads to the C4 symmetry breaking and, as a consequence,
the appearance of the d−wave component of the gap.

5.3.2 Conclusions

We demonstrated spontaneous breaking of the rotational symmetry in the su-
perconducting state of LiFeAs. It manifests in two-fold symmetry of the su-
perconducting gap and unidirectional distortion of the Fermi surface which
is observed in the superconducting state but not in the normal state. Both
these effects were observed on all hole and electron sheets of the Fermi sur-
face. These results demonstrate the realization of a novel phenomenon of
superconductivity-induced nematicity.
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Summary

In this thesis, we analyze the electronic structure of two members of the
family of Fe-based superconductors: FeSe and LiFeAs. These pristine ma-
terials can superconduct without any doping, which makes them different
from other Fe-based superconductors. Also, these materials do not exhibit a
magnetic ordering typical for underdoped superconductors and their parent
compounds. Concerning nematicity, it has been observed in FeSe by various
experimental techniques but it has not been observed in LiFeAs before our
study.

It used to be believed that, in FeSe nematicity causes large (more than
50 meV) splitting of the dispersions near the corner of the BZ. In our study,
we have shown that both dispersions, which were associated with the pres-
ence of two domain in the orthorhombic phase, are present in the tetragonal
phase as well. Also, their existence is predicted by a band structure calcula-
tions. The further low-temperature measurements reveal an additional split-
ting of both of these dispersions. This indicates that nematicity indeed influ-
ences the electronic structure near the corner of the BZ, but the scale of the
changes are not so big (∼ 15 meV). Changes in the electronic structure near
the center of the BZ have the same scale. The electronic structure calculations
which take in to account the lattice deformation in the orthorhombic phase
are in good agreement with the experimental results for the corner of the BZ
but do not predict a considerable splitting near the center of the BZ which
is observed in the experiment. This discrepancy indicates that the nematic
transition is not phonon-driven but has an electronic origin. FeSe is not only
one material where an influence of nematicity was overestimated, e.g., an-
other our study [43] reveals that in Ba122, a scale of the changes caused by
nematicity is ∼ 20 meV in contrast to ∼ 70 meV in earlier studies.

Besides rapid changes of the electronic structure of FeSe around 87K, re-
lated to a nematic transition, we have observed another temperature depen-
dent effect: the dispersions located near the center of the BZ shift up with
temperature increasing when the dispersions located near the corner of the
BZ shift down. These shifts are observed in both orthorhombic and tetrag-
onal phases. These changes tend to decrease the size of the "red-blue" shift.
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The comparison of a temperature behavior of the shifts with those for exist-
ing theories, which describe the red-blue shift, shows an immediate agree-
ment neither with Pomeranchuk nor with spin fluctuation scenario. Both
suggested by us order parameters of the effect demonstrate almost linear be-
havior, which is not expected in the spin fluctuation scenario. In the frame-
work of the Pomeranchuk scenario, our results imply an extremely high on-
set temperature of the Pomeranchuk instability, which is also unlikely. To
quantitatively explan our experimental results more theoretical investiga-
tions are needed.

Concerning the superconducting gap in FeSe, our ARPES measurements
show that it is strongly anisotropic but nodeless on hole Fermi surface as well
as on electron Fermi surfaces. These results are in agreement with the results
of the QPI study. Such gap anisotropy can be explained with orbital-selective
Cooper pairing. Another explanation for it is a mixing of s-wave and d-wave
pairing channels caused by nematicity.

The detection of the breaking of C4 rotational symmetry in LiFeAs was a
real wonder for us. However, the facts presented below made us to believe
in this. The breaking of the rotational symmetry has been detected in both,
the Fermi surface shape and the superconducting gap symmetry. The unidi-
rectional deformation of the Fermi surface and underlying dispersions was
observed for nearly all Fermi surface sheets on several samples. Moreover,
the sign of the deformation is not equal for all Fermi surface sheets. Such
deformations are present in the superconducting state and disappears in the
normal state. This is an uncommon behavior, since most Fe-based supercon-
ductors undergo nematic transitions at temperatures higher than tempera-
tures of superconducting transition. To explain this phenomenon, a concept
of superconductivity-induced nematicity was suggested. In this concept, the
gap with s− wave symmetry which develops in the superconducting state
induces instability which leads to the rotational symmetry breaking and, as
a consequence, the appearance of the d−wave component of the gap. Obser-
vation of such an unusual phenomenon in LiFeAs call for further studies of
this material with other experimental techniques.

I hope, our results will help to solve one of the biggest miseries in solid-
state physics and bring closer an era of really high-temperature supercon-
ductors.
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Appendix A

Fitting a pocket shape with
peanut-like contour

FIGURE A.1: Examples of the shapes described by equation A.1 for differ-
ent parameter values (solid contour). The dashed contour has the same

shape but rotated by π/2.

For describing the shape of electron pockets on the Fermi surface of FeSe
we used a contour which is defined by following parametric equations of x
and y:

x =
(
a + k(b− a)sin2(t)

)
∗ cos(t)

y =
(
b− k(b− a)cos2(t)

)
∗ sin(t)

for 0 ≤ t < 2π

(A.1)
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Here a > 0 and b > 0 are dimensions of the contour along its sort and
long axis respectively and 0 ≤ k ≤ 1 is a parameter which describes devia-
tion from the elliptical shape. Several examples of such contour for different
parameter values are shown in Fig.A.1. If k = 0 the contour is perfect ellipti-
cal, at high k its shape becomes similar to peanut.

For proper fitting electron pockets observed in ARPES one should take
into account nematicity and presence of domains. Nematicity results in dif-
ference in shapes of two orthogonal peanuts. Presence of two different do-
mains orientations leads to overlapping signals from them and as a conse-
quence adding a second pair of peanuts which is the same as a first one
but rotated by π/2. Because of this, for fitting electron pockets we used
four peanut contours (see Fig.A.2) one pair of equal orthogonal peanuts for
shorter contours and another pair for longer ones.

FIGURE A.2: The results of fitting of
four peanuts on the experimental Fermi
surface. Here different colors represent

different domains.
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Appendix B

Extraction of the superconducting
gap

The most common way to extract the gap from ARPES results is symmetriza-
tion. In this method, one extracts a distance between peaks of a symmetrized
kF-EDC. This distance is interpreted as double size of the. In most cases this
method provides reliable results. However, in case of a small gap (or bad
experimental resolution) when it is smaller then the experimental resolution
the peaks can be considerably shifted, or even the symmetrized curve can be-
come gapless as it is shown with simulations [195] (see the third column on
Fig.B.1). Another factor which can influence on the peak position is a prox-
imity of other dispersions1. Because of a finite energy width of the neighbor
dispersions, there "tails" can visually shift the coherent peek.

All these issues are inherent for IBS which have a complicated electronic
structure where bands have neighbors in close vicinity of them (especially
in the nematic phase), and the gaps are relatively small. Thus, extraction of
the gap size on the electron pockets of FeSe by symmetrization of the ARPES
results failed [149]: no gap was observed.

Because of this, we use a shift of EDC leading edge [196] between the
normal and the superconducting state as a measure of the gap size. We de-
termine the leading edge position as a position of the highest absolute value
of the EDC’s derivative. For this we took the EDC derivative and fitted the
region near its minimum with Gauss profile with no background. The sim-
ulations [195] show that this method in case of a small gap is less sensitive
to the experimental resolution (see the fourth column on Fig.B.1). Moreover,

1It can be a real neighbor dispersion as well as a dispersion originated from another
domain of the sample in the nematic phase.
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the leading edge is more distant from neighbor dispersions which can lay be-
low2 the analyzed dispersion than the coherent peek is. Therefore, the lead-
ing edge position is less sensitive to the tails of these neighbors. As a rule, a
shift of EDC leading edge between the normal and the superconducting state
which is also called a leading edge gap is smaller than the real gap size [196,
195]. Nevertheless, it is a good qualitative measure of the superconducting
gap and can be used to estimate the gap anisotropy.

FIGURE B.1: First and second columns: ARPES spectra with one feature
which crosses Fermi level simulated for different experimental resolutions
for the normal and the superconducting state, respectively. Third and
fourth columns: Determination of the gap with symmetrization versus

leading edge, respectively. Adapted from [195]

2Neighbor dispersions which lay above the analyzed dispersion do not modify the EDC
since they are suppressed by Fermi function.
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Symbols and abbreviations

ARPES Angle-resolved photoemission spectroscopy
STS / STM scanning tunneling spectroscopy / microscopy
QPI quasiparticle interference
LDA local density approximation
DFT density functional theory
IBS iron-based superconductor / superconductors
BZ Brillouin zone
EDC energy distribution curve
MDC momentum distribution curve
SDW Spin density wave
Tc critical temperature (superconducting transition temperature)
Tnem temperature of the nematic transition
Tmag temperature of the magnetic transition
kx, ky, kz three components of the momentum of an electron
kF Fermi momentum (momentum at which a dispersion

crosses the Fermi Level)
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