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Abstract 

    This thesis is concerned with the oscillation of solutions of a class of n-

th order nonlinear neutral delay differential equations.  The general form 

of this class of equations contains two delayed arguments. 

    The thesis presents main concepts and basic definitions of neutral 

differential equations and oscillation. Also, it presents a practical model 

for the applications of neutral delay differential equations in distributed 

networks containing loss less transmission lines.   

   The thesis contains several  recent results in the oscillation theory of 

that class of n-th order nonlinear neutral delay differential equations. It 

also contains our own results in the subject. And several examples are 

given to illustrate the main theorems in the thesis. 

   Our own results involve some improvements and modifications to 

previous results, besides our new criteria for oscillation of bounded 

solutions of that class of n-th order neutral delay differential equations 

with oscillating coefficients.   
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الملخص 

    حٓخى ْذِ الأطزٔحت بخبصٍت انخذبذة نحهٕل فئت يؼٍُت يٍ  انًؼبدلاث انخفبضهٍت الاقخزاٍَت 

 ٔ انشكم انؼبو نٓذِ انفئت يٍ انًؼبدلاث ٌحخٕي ػهى .انًخؼبدنت غٍز انخطٍت يٍ انذرجت انٍَُٕت

     .اشخًبل الاقخزاٌ انًجٕٓل ػهى يخغٍزٌٍ يخأخزٌٍ ػٍ انًخغٍز انذي ًٌثم انٕضغ انحبنً

      ححخٕي ْذِ الأطزٔحت ػهى انًفبٍْى الأسبسٍت نهًؼبدلاث انخفبضهٍت الاقخزاٍَت انًخؼبدنت ٔ 

نًفبٍْى انخذبذة، ٔ كذنك حقذو الأطزٔحت  يثبل ػًهً ػهى حطبٍقبث  انًؼبدلاث انخفبضهٍت 

 الاقخزاٍَت انًخؼبدنت فً انشبكبث انخً ححخٕي ػهى خطٕط َقم غٍز فبقذة نهطبقت

    ٔ ححخٕي الأطزٔحت ػهى انؼذٌذ يٍ  انُخبئج انصبدرة حذٌثب  فً َظزٌت انخذبذة نخهك  انفئت يٍ 

.      انًؼبدلاث انخفبضهٍت الاقخزاٍَت انًخؼبدنت غٍز انخطٍت يٍ انذرجت انٍَُٕت انخً حخُبٔنٓب الأطزٔحت

ْذا . ٔ ححخٕي الأطزٔحت كذنك ػهى انُخبئج انخبصت بُب انخً حصهُب ػهٍٓب فً انًٕضٕع

.  ببلإضبفت إنى أيثهت يخؼذدة حٕضح انُظزٌبث انزئٍسٍت فً الأطزٔحت

     انُخبئج انخبصت انخً حصهُب ػهٍٓب فً انًٕضٕع كبَج ػببرة ػٍ حطٌٕز ٔ ححسٍٍ نُخبئج 

سببقت ببلإضبفت نطزٌقت جذٌذة نهكشف ػٍ انخذبذة نهحهٕل انًحذٔدة  نهفئت يٍ انًؼبدلاث انًخؼبدنت 

يٍ انذرجت انٍَُٕت انخً حخُبٔنٓب الأطزٔحت، ػُذيب ٌكٌٕ انًؼبيم انذي ححخٕي ػهٍّ انًؼبدنت 

.  اقخزاٌ يخذبذة
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Introduction 

    Differential equations with deviating arguments (DEWDA) are among 

the most important equations in applied mathematics. This importance 

occurs because they provide mathematical models for many real-life 

systems, in which the rate of change of the system depends not only on its 

present state but also on one or more past, or future states. 

     DEWDA, initially introduced in the eighteenth century by Laplace and 

Condorcet [8]. Bernoulli (1728) while studying the problem of sound 

vibrating in a tube with finite size, investigated the properties of solutions 

of the first order of DEWDA, and was the first to work in this area [29]. 

But the systematic study of such type of differential equations has begun 

in the twentieth century, in connection with the needs of the applied 

science and technology [15].  

    In the late thirties and early forties Minorsky in his study of ship 

stabilization and automatic steering pointed out very clearly the 

importance of the consideration of the delay in the feedback mechanism   

[25]. The great interest in the theory of automatic control and dynamics 

systems, during these and later years, has certainly contributed 

significantly to the rapid development of the theory of delay differential 

equations [8,15,25,].   

     Myshkis in his book (1950) introduced a general class of equations 

with delayed arguments [14, 25, 26]. In 1958 G. A. Kamenskii [29] 
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proposed a classification method for a general class of DEWDA, he 

classified such type of equations into three types, they are: retarded type, 

neutral type, and advanced type. 

    Later many specialized books appeared in the subject, such as: 

El’sgoltz and Norkin (1963), Bellman and Cooke (1963), El’sgoltz 

(1964)[15], Myskis (1972), Driver (1977), and Hale (1977)[25], (see [24] 

page 1). 

    Oscillatory behavior of solutions of DEWDA is one of the most 

important properties of such type of equations, besides existence of 

positive solutions, and asymptotic behavior of solutions. This importance 

comes from the viewpoint of applications. Where these properties provide 

a qualitative description of solutions of DEWDA.  

    Since 1950 the oscillation theory of DEWDA has received the attention 

of several mathematicians as well as other scientists around the world. 

However, the theory of oscillation of DEWDA has been extensively 

developed in the last 30 years.  

    In 1987 Ladde, Lakshmikantham, and Zhang, in their nice book [29], 

introduced the first systematic treatment of oscillation and non-oscillation 

theory of DEWDA. In 1991 Gyori, and Ladas introduced one of the most 

important books in the oscillation theory of DEWDA [24]. The last book 

is also a good reference for the theory of DEWDA, and it contains several 

applications. Recently several books appeared that are specialized in the 
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subject of oscillation, such as Bainov and Mishev (1991), and Agarwal 

(2000). (See references of [5, 31,  37])  

    In parallel, during the second half of the twentieth century the area of 

applications of DEWDA has greatly expanded. And now such equations 

find numerous applications in physics, control theory, power systems 

engineering, material science, robotics, neural networks, ecology, 

physiology, immunology, public health, and economics [2, 3, 24, 25, 34, 

37].  

    The simplest type of past dependence in a differential equation is that 

in which the past dependence is through the state variable and not the 

derivative of the state variable, the so-called retarded functional 

differential equations or delay differential equations [25]. 

    When the delayed argument occurs in the derivative of the state 

variable as well as in the independent variable, the so-called neutral 

differential equations [25]. 

    Although the oscillatory theory of non-neutral differential equations 

has been extensively developed during the last three decades, only in the 

last 10 or 15 years much effort has been devoted to the study of 

oscillatory behavior of neutral delay differential equations (NDDE). The 

study of oscillatory behavior of solutions of NDDE, as other types of 

DEWDA, besides its theoretical interest, is important from the viewpoint 

of applications. Where NDDE have many applications in natural science, 



 4 

technology, and economics. As examples, NDDE appear in the following 

problems: 

1) Study of vibrating masses attached to an elastic bar [24, 

25]. 

2) Study of distributed networks containing loss less 

transmission lines [24, 25]. More details are involved in 

section (1.7) of the research. 

3) Problems of economics where the demand depends on 

current price but supply depends on the price at an earlier 

time [37]. 

4) To describe the Flip-Flop circuit, which is the basic 

element in a digital electronics [34]. 

  However, in the last few years, there has been a growing interest in 

oscillation of n-th order NDDE. Among numerous papers dealing with 

the subject we refer in particular to [5, 7, 11, 12, 13, 19,20, 28, 31, 32, 35, 

39,40].  

    In fact, the appearance of neutral term in differential equations can 

cause or destroy oscillation of its solutions. Moreover, in general the 

theory of neutral differential equations presents complications, which are 

unfamiliar for non-neutral differential equations. Most of authors 

obtained sufficient, rather than necessary, conditions for oscillation of 

higher orders NDDE. However, the conditions assumed differ from 

authors to authors due to the different techniques they use and different 
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forms of equations they consider. Also, it is interesting to note that the 

conditions assumed by different authors for similar form of equations are 

often not comparable [32]. 

    In our research we study the oscillation of a certain class of n-th order 

NDDE, we consider the nonlinear n-th order NDDE of the form: 

                 
)()))((),(,())(()()( thtxtxtftxtptx

n
                                   (1) 

 

where,  1,   RtCttthtp ,,)(),(),(),( 0  , 00 t , tt )( , tt )( , 

t
lim )(t

t
lim )(t , and ),,( yxtf is continuous on   RR,0 . 

    During the last decade an extensive amount of study has been devoted 

to obtain sufficient conditions for oscillation of solutions of equation (1), 

in particular we refer the reader to [11, 12, 18, 19, 20, 31, 39, 40]. For 

very recent papers we refer to [5, 28, 37]. The conditions assumed by 

authors differ from authors to authors. This is due to different restrictions 

assumed by authors on parameters of equation (1), and due to different 

techniques used by authors. 

   This research consists of five chapters: 

Chapter one: contains the main concepts, definitions, and preliminary 

material that are essential for the rest of the research. Also it contains a 

practical example from the electrical engineering on the application of 

NDDE. 

Chapter two: is devoted to the oscillation theory of equation (1), when the 

function )))((),(,( txtxtf   is separable, and depends on t  and ))(( tx   
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i.e. when )))((()()))((),(,( txftqtxtxtf   , where      ,0,,)( 0tCtq , and 

),( RRCf  . 

Chapter three: is devoted to the bounded oscillation of equation (1), 

when )))((()()))((),(,( txftqtxtxtf   , where      ,0,,)( 0tCtq , and 

),( RRCf   

Chapter four: is devoted to the oscillatory behavior of equation (1) when 

the function )))((),(,( txtxtf   depends on t  and ))(( tx  . i.e. when  

)))((,()))((),(,( txtftxtxtf   . 

In Chapter five: we study oscillation of equation (1), with great attention 

to Zafer’s results [39]. Also in this chapter, we introduce our results. 

Where we improve some results of Zafer [39] for oscillation of equation 

(1) when   tt)( , 0 . Also we establish sufficient conditions for 

bounded oscillation of equation (1) when the coefficient )(tp  is an 

oscillating function with property 
t

lim 0)( tp . 

Prologue to the reader 

    The main results in this research are variously labeled theorem, lemma, 

corollary, and remark.  

Theorem: contains main results on the oscillation theory. 

Lemma: contains helpful results, that are needed or utilizes the proofs of  

            theorems   

Corollary: contains consequently results from theorems 

Remark: contains notes, or refers to particular cases. 
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    We refer to each one of theorems, lemmas, corollaries, remarks, 

definitions and examples by triple (A.B.C). Where 

A: refers to the chapter number 

B: refers to the section number 

C: refers to the number of theorem, lemma, corollary, remark, definition, 

or example. Each category of theorems, lemmas, corollaries, remarks, 

definitions, or examples has its own sequence of numbering in each 

section.  

    Also we refer to most of equations and inequalities by triple (A.B.C). 

Where (A, and B) as above, and (C) refers to the number equation or 

inequality. Equations and inequalities have one sequence of numbering in 

each section.  

    We refer to equations and inequalities in appendices by (N.M), where 

N: refers to the appendix number 

M: refers to the number of equation or inequality.    

    Each proof in the research begins with the word ‘Proof:’ and ends with 

the symbol ‘’.  

   Throughout the research we let   ,0R .     

  Throughout the research we call   n
txtptx ))(()()(   the derivative part of 

equation (1). And )))((),(,( txtxtf   the non-derivative part of equation (1).  
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Chapter One 

Preliminaries 

1.0 Introduction 

    This chapter contains some basic definitions, and results which are 

essential for the rest of the research. Sections 1.1 and 1.2, introduce the 

definition of DEWDA, their classification, and definition of NDDE. 

Section 1.3, gives what is the meaning of solution of NDDE. Sections 1.4 

and 1.5, introduce the definition of oscillation and some oscillatory 

phenomena caused by deviating arguments. Section 1.6, contains basic 

lemmas related to the subject. Finally in section 1.7 we give a practical 

example, in details, on the applications of NDDE.     

1.1  Differential equations with deviating arguments (DEWDA) 

    Differential equations with deviating arguments are differential 

equations in which the unknown function appears with various values of 

the argument. They are classified into three types; these types are 

enumerated in the following discussion: 

i. Differential equations with retarded argument: 

    Differential equation with retarded argument is a differential equation 

with deviating argument in which the highest-order derivative of the 

unknown function appears for just one value of the argument, and this 

argument is not less than the remaining arguments of the unknown 

function and its derivatives appearing in the equation. 
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ii. Differential equations with advanced argument: 

    Differential equation with advanced argument is a differential equation 

with deviating argument in which the highest-order derivative of the 

unknown function appears for just one value of the argument, and this 

argument is not larger than the remaining arguments of the unknown 

function and its derivatives appearing in the equation. 

iii. Differential equations of neutral type: 

    Neutral differential equation is a differential equation in which the 

highest-order derivative of the unknown function is evaluated both with 

the present state, and at one or more past or future states.  

Example 1.1.1: 

1) )))((),(,()( ttxtxtftx   

2) )))(()),((),(),(,()( ttxttxtxtxtftx    

3) ))(),(),
2

(),
2

(,()( txtx
t

x
t

xtftx   

4) )))(()),((),(),(,()( txtxtxtxtftx    

5) ))(),(),(,()(   txtxtxtftx  

6) )))(()),((),(),(,()( ttxttxtxtxtftx    

  Equations (1), (2), (3), and (4) are equations with retarded argument if 

0)( t  in (1) and (2), 0t  in (3), and tt )(  in (4). 

  Equations (1), (2), (3), and (4) are equations with advanced argument if 

0)( t  in (1) and (2), 0t  in (3), and tt )(  in (4). 

  Equations (5) and (6) are equations of neutral type. 
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1.2  Neutral delay differential equations (NDDE)                                                                                          

   A neutral delay differential equation is a differential equation in which 

the highest-order derivative of unknown function appears in the equation 

both with and without delays (retarded arguments). 

Example 1.2.1: 

1) ))(),(),(,()(   txtxtxtftx , 0 , is a first order NDDE. 

2) )))(()),(()),((),(),(,()( ttxttxttxtxtxtftx   , 0)( t , is  

second order NDDE 

Example 1.2.2: 

1)   0)()()()()( 


  txtqtxtptx ,    

  Where   RCtqtp ,,0)(),(  , and   ,0, . It is a second order 

NDDE. 

2)   
)()))((),(,())(()()( thtxtxtftxtptx

n
     

   Where,   RCthtp ,,0)(),(  ,    RCtt ,,0)(),(  , tt )( , tt )( . 

    It is an n-th order NDDE.            

    In general, the behavior of solutions of neutral type equations may be 

quite different than that of non neutral-equations, and results, which are 

true for non-neutral equations, may not be true for neutral equations. For 

example Snow (1965) has shown that even though the characteristic roots 

of a neutral differential equation may all have negative real parts, it is still 

possible for some solutions to be unbounded [23, 24]. 
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1.3  Solution of NDDE 

  Consider n-th order NDDE of the form: 

             
)()))((),(,())(()()( tstxtxtftxtptx

n
                                 (1.3.1)              

 

where,  1,   RtCtstp ,,)(),( 0  ,    RtCtt ,,)(),( 0  00 t , tt )( , 

and tt )( . 

    By solution of equation (1.3.1) we mean a real-valued continuous 

function x  on  ,xt  for some 0ttx  , such that ))(()()( txtptx   is n-times 

continuously differentiable and (1.3.1) is satisfied for   ,xtt . 

    In this research we will consider only such solution that satisfies 

0}:)(sup{  Tttx , for any xtT  . In other words, 0)( tx on any infinite 

interval  ,T . Such a solution sometimes is said to be a regular solution. 

1.4  Definition of oscillation 

    There are various definitions for the oscillation of solutions of ordinary 

differential equations (with or without deviating arguments). In this 

section we give two different forms of definitions of the oscillation. 

These forms are most frequently used in literature. 

Definition 1.4.1: A non-trivial solution )(tx is said to be oscillatory if it 

has arbitrarily large zeros for 0tt  , that is there exists a sequence of zeros 

 nt  ( 0)( ntx ), of )(tx such that 
n

ntlim , otherwise )(tx is said to be 

non-oscillatory. 
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    For non-oscillatory solutions there exists a 1t  such that 0)( tx , for all 

1tt  . 

Definition 1.4.2:  A nontrivial solution )(tx is said to be oscillatory if it 

changes sign on  ,T , where T is any number. 

    As the solution )(tx is continuous, if it is non-oscillatory it must be 

eventually positive or eventually negative. That is there exists a RT 0  

such that )(tx  is positive for all 0Tt   or is negative for all 0Tt  . 

Example 1.4.1: The equation 

           0)
2

()( 


txtx                                                                       (1.4.1)  

has oscillatory solutions ttx sin)(1  , and ttx cos)(2  . 

Example 1.4.2: The equation  

           0)3()( 3  txetx                                                                     (1.4.2) 

has a non-oscillatory solution tetx )( . 

Example 1.4.3: The equation  

           0)
2

(4)(  txtx


                                                                   (1.4.3) 

has an oscillatory solution ttx 2sin)(1  , and a non-oscillatory solution 

tt eetx 22

2 )(   . 

Example 1.4.4: Consider the equation 

           0)
2

3
(

2

1
)

2
(

2

1
)( 


txtxtx ,  0t                                      (1.4.4) 
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whose solution ttx cos1)(  , it is oscillatory according to Definition1.4.1, 

and non-oscillatory according to Definition1.4.2. In fact, Definition1.4.1 

is more general than Definition1.4.2, and is the most used in literature. 

Also, it is the one used in this research..  

Example 1.4.5: Consider the equation 

           0)(4)(
1

)( 2  txttx
t

tx                                                             (1.4.5) 

 whose solution 2sin)( ttx  , this solution is not periodic but has an 

oscillatory property. 

Example 1.4.6: Consider the NDDE 

           0)
2

3
(

2

1
)2(

2

1
)( 














 txtxtx                                             (1.4.6) 

It has an oscillatory solution ttx sin)(  . 

Example 1.4.7: Consider the NDDE 

             0)1()1()( 3

3

2

 tx
e

e
txetx

t
IIIt                                              (1.4.7) 

It has a non-oscillatory solution tetx )( , but 0)( tx  as t . 

1.5  Effects of deviating arguments on oscillation 

    The oscillation theory of DEWDA presents some new problems, which 

are not presented in the theory of corresponding ordinary differential 

equations (ODE).  And the known results for oscillation of differential 

equations may not be true for DEWDA. 
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    In this section we consider some oscillatory and non-oscillatory 

phenomena caused by deviating arguments, through the discussion of the 

following examples. 

Example 1.5.1: Consider the equation 

           0)
2

()( 



 txtx ,  }0{\R                                                (1.5.1) 

It has oscillatory solutions ttx sin)(1  , and ttx cos)(2  .  

While the equation 

           0)()(  txtx  ,   }0{\R                                                       (1.5.2)  

 has non-oscillatory solution tetx )( . 

   This example shows that first order DEWDA can have oscillatory 

solution. While, as known, the first order scalar ODE do not possess 

oscillatory solution. 

Example 1.5.2: Consider the equation 

             0)
3

(9)( 


txtx                                                                  (1.5.4) 

It has oscillatory solution ttx 3sin)(1  , and ttx 3cos)(2  . But the equation 

           0)(9)(  txtx                                                                          (1.5.5) 

has non-oscillatory solutions tetx 3

1 )(  , and tetx 3

2 )(   

  It is obvious that the nature of solution changes completely after the 

appearance of deviating argument in the equation.  

Example 1.5.3: Consider the equation  

           0)2()(  txtx                                                                      (1.5.6) 
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It has an oscillatory solution ttx cos)(1  , and non-oscillatory solution 

tt eetx  2

2 )( .  

   Here, in second order DEWDA one solution is oscillatory, but the other 

is non-oscillatory. And this case can never occur in second order linear 

ODE, where either all solutions are oscillatory or all solutions are non-

oscillatory. 

1.6  Some basic lemmas 

   This section contains basic lemmas that are needed later in the research. 

First two lemmas are due to Kiguradze.  

Lemma 1.6.1:  ([29, 40]). 

Let   ),,0( RCy n  be of constant sign, let )()( ty n be of constant sign and 

not identically equal to zero in any interval  ,0t , 00 t , and 

0)()( )( tyty n . Then: 

i. there exists a 01 tt   such that )()( ty k , 1,...,1  nk , is of 

constant sign on  ,1t , 

ii. there exists an integer l , 10  nl , which is even if 

n is odd and is odd if n is even (i.e. ln   is odd) , such 

that:                                                                   

                   0)()( )( tyty k , lk ,...,1,0 ,  1tt                                         (1.6.1)    

               0)()(1 )(1



tyty kkn , 1,...,1  nlk ,  1tt   and               (1.6.2) 
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iii. 
 

   
)2(

...1
)( 1)1(

1

1 ty
lnn

tt
ty lnn

n








 ,  1tt                                  

(1.6.3) 

Depending on this lemma we have Definition 1.6.1, which is used later.  

Definition 1.6.1: The function )(ty  satisfying (1.6.1), (1.6.2), and (1.6.3) 

is said to be a function of degree l . 

Lemma 1.6.2: ([29, 40]) 

Assume that the function y  together with its derivatives of order up to 

1n is absolutely continuous and of constant sign on the interval  ,0t . 

Moreover,      

                       0)()()( tyty n   

Then either     

                      0)()()( tyty k   1,...,1,0  nk                                           (1.6.4) 

Or one can find a number l , 20  nl , which is even when n is even 

and odd when n is odd (i.e. ln   is even), such that: 

            0)()( )( tyty k , lk ,...,1,0                                                          (1.6.5) 

        0)()(1 )( 


tyty kkn , 1,...,1  nlk                                          (1.6.6) 

   and inequality (1.6.3) is satisfied. 

Lemma 1.6.3: ([5, 29]) 

Assume that the hypotheses of Lemma 1.6.1 (or Lemma 1.6.2) hold. 

Assume further that y satisfies the following relation: 

            0)()( )()1(  tyty nn     for all 1tt  ,  
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Then for every  , 10   , there exists  constants 0M , and 01 M , 

such that  

             )()1(1 tyMtty nn      for all large t                                        (1.6.7)  

           )()( )1(2

1 tytMty nn     for all large t                                       (1.6.8) 

 

Lemma 1.6.4: ([29]) 

If y is as in lemma 1.6.1, and for some 2,...,1,0  nk , 

           cty k

t



)(lim )(    Rc                                                                  (1.6.9) 

Then        

           0)(lim )1( 


ty k

t
                                                                        (1.6.10) 

Lemma 1.6.5: ([32]) 

Let 3n  be an odd integer,    ),0,,0()( Ct , 0)(0   t , and 

  ),,0( RCy n   such that   0)(1 )(  ty ii , 10  ni , and 0)()( ty n . Then  

             
 

)(
)!1(

)(
))(( )1(

1

ty
n

t
tty n

n









          for 0t .                          (1.6.11) 

Proof:  By Taylor’s expansion we have 

        ...)(
!2

))((
)())(()())((

2




 ty
t

tyttytty


  

                                             



 



)(
)!1(

))(( )1(
1

ty
n

t n
n

))((
!

))(( )( tty
n

t n
n







 

where 10   . Thus  

                         
 

)(
)!1(

)(
))(( )1(

1

ty
n

t
tty n

n









  
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 for 0t , since n is an odd integer. Hence the lemma is proved.   

1.7  Mathematical model by using NDDE for a particular problem 

    As mentioned previously, NDDE find numerous applications in natural 

science, and technology. For instance, they are frequently used for the  

 

study of distributed networks containing lossless transmission lines. In 

this section we discuss, in details, a certain example of lossless 

transmission lines connected to a nonlinear elements. This example is due 

to Brayton [6, 25]. For more about theory of transmission lines see [9]. 

    Treatment of transmission lines is more complicated than that of 

ordinary networks. Whereas the physical dimensions of electric networks 

are very much smaller than the operating wavelength. But transmission 

lines are usually a considerable fraction of a wavelength and may even be 

many wavelengths long.  The circuit elements in ordinary electric 

networks can be considered discrete, and they described by lumped 

parameters. But transmission line is a distributed-parameter network, and 

must be described by circuit parameters that are distributed through its 

length. However this situation is the case in long transmission lines (as in 

power systems engineering) [9], also the case in small channels under 

very high frequency (as in high speed computers where the lossless 

transmission lines are used to interconnect switching circuits) [23, 24].  
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    Consider lossless transmission line connected between lumped 

elements as shown in fig.1.1                          

                         

E

C1

0 1

R

g(v)

fig.1.1  

    The length of the line can be normalized to unity without loss of 

generality. Where )(vg  is a nonlinear function of voltage v  and gives the 

current in the indicated box in the direction shown. And the behavior in 

the line can be described by the following pair of partial differential 

equations: 

             
x

v

t

i
L









,       

x

i

t

v
C









,      10  x ,     0t                   (1.7.1) 

Where ),( txi , ),( txv  are the current in the line and the voltage to ground 

respectively at the point x and at time t . And L , C  are, respectively, the 

inductance and capacitance of the line per unit length. 

    Since the elements at the two sides of the transmission line are lumped 

elements, we can introduce the following boundary conditions: 

           0),0(),0(  tRitvE ,          )),1((),1(
),1(

1 tvgti
dt

tdv
C               (1.7.2)         
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   It is clear that the problem modeled by system of partial differential 

equations with certain boundary conditions. Also we can write the system 

of equations using matrices.  

     



















































































0

0

0
1

1
0

x

v
x

i

C

L

t

v
t

i

,    10  x ,     0t        (1.7.3) 

The general solution of this system is: 

            







 )()(),(

LC

t
x

LC

t
x

L

C
txi                                  (1.7.4) 

           )()(),(
LC

t
x

LC

t
xtxv                                            (1.7.5) 

Put 
LC

s
1

 , and 
C

L
z  , then 

           ),(),()(2 txzitxvstx                                                       (1.7.6) 

           ),(),()(2 txzitxvstx                                                      (1.7.7) 

 This implies: 

          )
1

,1()
1

,1()(2
s

tzi
s

tvst                                               (1.7.8)      

          )
1

,1()
1

,1()(2
s

tzi
s

tvst                                                (1.7.9) 

Using these expressions in the general solution and using first boundary 

condition at 
s

t
1

  we obtain: 

           )
2

,1(),1(
1

)
2

,1(),1(
s

tv
z

k
tv

zs
tkiti                                   (1.7.10) 

Where 
Rz

Rz
k




 , 

Rz

E




2
  
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Inserting second boundary condition and let ),1()( tvtx  , we obtain the 

equation: 

           ))
2

(),(()
2

()(
s

txtxf
s

txktx                                                (1.7.11) 

Where 

       







 ))

2
(())(()

2
()(

11
))

2
(),((

1 s
txgtxg

s
tx

z

k
tx

zCs
txtxf     (1.7.12) 

Let 0
2

 
s

, we get: 

           ))(),((])()([   txtxftkxtx                                               (1.7.13) 

It is a first order NDDE, where )(tx represents the voltage as function of 

time at destination elements, i.e. at the elements that the power 

transferred to. 
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Chapter Two 

Oscillation of n-th Order NDDE When the Non-Derivative 

Part is Separable 

2.0  Introduction 

    In this chapter we consider the oscillation of n-th order NDDE when 

the non-derivative part is separable, i.e. we consider an equation of the  

form: 

                     0)))((()())(()()(
)(

 txftqtxtptx
n

                         (2.0.1) 

where,   RtCtttqtp ,,)(),(),(),( 0  , 00 t , )(t  and )(t  are delayed 

arguments, and ),( RRCf  .       

    NDDE of form (2.0.1) is the most familiar form that appears in 

literature, and so many results are known for the oscillation of this form 

of equations. Our aim in this chapter is to present some of the oscillation 

results that recently have been obtained for this form of equations under 

different restrictions.  

    In section 2.1 we introduce  sufficient conditions for the oscillation of 

equation (2.0.1) with constant delays i.e. when   tt)(  and   tt)( . 

In Section 2.2 we study some oscillation results when the  delayed 

arguments are commute, i.e. ))(())(( tt   . Finally, in section 2.3 we 
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present  oscillation criteria  for the solutions of equation (2.0.1) with 

variable delays.  

 

2.1 Oscillation of n-th order NDDE with constant delays 

  Consider the equation 

             0))(()()()()(
)(

  txftqtxtptx
n                         (2.1.1)            

where, 1n  be an odd integer,    RtCtqtp ,,)(),( 0 , 00 t ,   ,0, , 

),( RRCf  such that 0)( xxf  for 0x , and f is nondecreasing.                            

    The results of this section are contained in Theorems 2.1.1 and 2.1.2, 

each theorem presents its own sufficient conditions for the oscillation of 

solutions of equation (2.1.1).   

Theorem 2.1.1: Suppose that 1)(0  tp . If  f  satisfies the sub-linearity 

condition 

                   






0
)(sf

ds
  for any 0                                                  (2.1.2) 

and                




0

)(
t

dssq                                                                    (2.1.3) 

Then every solution of equation (2.1.1) is oscillatory.   

Proof:  On the contrary, assume that )(tx is a non-oscillatory solution of 

equation (2.1.1), without loss of generality, we assume that 0)( tx  for 

01 ttt  . (The proof is similar for 0)( tx ).  Set  

                   )()()()(  txtptxtz                                                       (2.1.4) 

 From (2.1.1), and (2.1.4) we have  
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                   0))(()()()(  txftqtz n  for  1tt                            (2.1.5) 

    

That is 0)()( tz n , for  1tt . It follows that )()( tz j { 1,...,1,0  nj } is 

strictly monotone and of constant sign eventually. Hence 0)( tz  or 

0)( tz  from large t , say for  12 ttt . Let us consider these two 

cases:  

Case1: Suppose that 0)( tz , for 2tt   . Since n  is odd, 0)( tz implies 

that 0)(  tz from a certain point on, say for 23 ttt   (see Lemma 1.6.2). 

Consequently: 
t

lim 0)(  tz , and so 
t

lim 0)(inf tx . Let 0 such that 

)(tx for 34 ttt  . 

Using the facts that )(tx for 4tt  , and f is nondecreasing, it follows 

from (2.1.1) that for large t  

                   0)()()()(  ftqtz n                                                           (2.1.6) 

Integrating (2.1.6) from 4t to t  and using condition (2.1.3), then we have 

 )()1( tz n  as t , which implies that )(tz  as t . 

Consequently, )(tx  is unbounded. But 0)( tz  for 2tt  , it follows from 

(2.1.4) that )()()()(   txtxtptx , so )(tx  is bounded, which is a 

contradiction.  

Case2: Suppose that 0)( tz , for 2tt  . From (2.1.4) it follows that 

)()( txtz  , for 2tt  .Using this fact and the fact that f is nondecreasing. 

Then  from (2.1.1) we have: 
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                   0))(()()()(  tzftqtz n                                                   (2.1.7) 

If 0)(  tz  eventually, )(tz  is increasing , then integrating  inequality 

(2.1.7) from 2t to t and letting t  we get  )()1( tz n  as t ,  

which implies that )(tz  as t , but  this contradicts the fact that 

0)( tz  . Hence 0)(  tz for 3tt  .  

Since 0)( tz , it satisfies conditions of lemma 1.6.1. And since 0)(  tz , 

then the number l in lemma 1.6.1 must be zero ( 0l ). Therefore by 

Lemma 1.6.1 we have   

                   0)()1( )(  tz ii , ni 0 , for 34 ttt                                 (2.1.8) 

Since n  is odd, and (2.1.8) holds, follows that )(tz satisfies the hypotheses 

of lemma 1.6.5. By result of lemma 1.6.5, we obtain: 

                   )()( )1( tBztz n  ,   4tTt                                            (2.1.9) 

where 
)!1(

1






n
B

n
. Hence from (2.1.1) and (2.1.9) we get 

           ))(()()())(()()( )()1()(   tzftqtztBzftqtz nnn                        (2.1.10)    

                                               0))(()()()(  txftqtz n ,     Tt     

  Dividing (2.1.10) by ))(( )1( tBzf n , and integrating the resulting inequality 

from T  to t  we obtain 

                   0)(
)(

1
)(

)(

)1(

)1(

 





t

T

TBz

tBz

dssq
sf

ds

B

n

n

                                     (2.1.11) 

Letting t  in (2.1.11) and using conditions (2.1.2) and (2.1.3) leads to 

a contradiction. Hence the theorem is proved.  
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Example 2.1.1: Consider the equation 

                   0)
2

(sin
2

3
)2(

2

1
)(

3

1

2 






















 txttxtx                         (2.1.12) 

Here 1n , 
2

1
)( tp , ttq 2sin

2

3
)(  , 3

1

)( xxf  ,  2)(  tt , and 
2

)(


  tt . 

)(xf satisfies the sub-linear condtion (2.1.2), )(tq  satisfies condtion 

(2.1.3), so we see that all condtions of Theorem 2.1.1 are fulfilled.  

Therefore every solution of equation (2.1.12)  is oscillatory. In fact,  

ttx 3sin)(  is such solution.  

Theorem 2.1.2: Suppose that )1,0()(  ptp . If f  satisfies the 

generalized linear condition 

                   
0

lim
x

),0(
)(

inf  M
x

xf
,                                                (2.1.13) 

)()()( yfxfxyf   for any two continuous functions x and y , and 

                   
t

suplim 


















t

t

n

ds
n

ts
fsq



1
)!1(

)(
)(

1

                             (2.1.14) 

Then every solution of equation (2.1.1) is oscillatory.  

Proof:  On the contrary, assume that )(tx  is a non-oscillatory solution of 

(2.1.1). Without any loss of generality, assume that 0)( tx  for 01 ttt  . 

Set )(tz  as in (2.1.4), since ptp )(  is constant ,then (2.1.4) will be 

                   )()()(  tpxtxtz                                                         (2.1.15)                           

From (2.1.1), and (2.1.15) we have: 

                   0))(()()()(  txftqtz n  for  1tt                          (2.1.16)    
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That is 0)()( tz n  for  1tt . It follows that )()( tz j { 1,...,1,0  nj } is 

strictly monotone and of constant sign eventually. Hence 0)( tz  or 

0)( tz  for large t , say for  12 ttt . Let us consider these two cases:  

Case1: Suppose that 0)( tz , for 2tt   . Since n  is odd, 0)( tz implies 

that 0)(  tz from a certain point on, say for 23 ttt   (see Lemma 1.6.2). 

Therefore we have: 

                    
t

lim 0)(  tz                                                               (2.1.17) 

From (2.1.15), it follows that    )()()( tztxtpx   and hence 

                   
t
inflim 0)( 

p
tx


                                                        (2.1.18) 

Integrating both sides of (2.1.16) from 3t to t and letting t  with the 

use of (2.1.18) we have  )()1( tz n  as t , which implies that 

)(tz  as t . Consequently, )(tx  is unbounded. Hence there exists 

a sequence of real numbers  ns  such that ns  , )( nsx  as 

n and )()( nsxsx   for nss  . Now  

                   )()1()()()( nnnn sxpspxsxsz    

and hence )( nsz  as ns , which is a contradiction to our earlier 

conclusion. So  0)( tz  for 3tt   is impossible. 

Case2:  Suppose that 0)( tz  for 2tt  . Then either 0)(  tz  or 0)(  tz  

eventually. If 0)(  tz , 23 ttt   the contradiction is as follows. In this 

case  
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t

tz )(lim = 0 .  Consequently, from (2.1.15) it follows that 

                   
t
inflim )(tx = 

t
inflim  0))()((  tpxtz                           (2.1.19) 

Integrating (2.1.16) from 3t to t , with the use of (2.1.19), then we see that 

 )()1( tz n  as t , which implies that )(tz  as t , but  this 

contradicts the fact that 0)( tz  eventually. Next, assume that 0)(  tz , 

3tt  . By use of lemma 1.6.1, and since 0)(  tz ,  the number l in lemma 

1.6.1 must be zero ( 0l ). Hence, we conclude that  

                   0)()1( )(  tz ii , ni 0 , for 3tTt                               (2.1.20)                         

Since n  is odd and (2.1.20) holds then we can apply Lemma 1.6.5, for 

)(sz , and  st  , by result of Lemma 1.6.5, we have: 

               )(
)!1(

)(
)()( )1(

1

tz
n

ts
sttzsz n

n







  

From the fact that )()( tztx  we have:     

                   )(
)!1(

)(
)()( )1(

1

tz
n

ts
szsx n

n







                                             (2.1.21) 

Replacing t and s by t and s  respectively in inequality (2.1.21) we 

get  

                   )(
)!1(

)(
)( )1(

1

 



 



tz
n

ts
sx n

n

                                          (2.1.22) 

Then, from (2.1.15) it follows that 

                   0))(()()()(  sxfsqsz n                                               (2.1.23) 

With the use of (2.1.22) and (2.1.23) and the fact that f is nondecreasing 

we obtain  
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                   0)(
)!1(

)(
)()( )1(

1
)( 













 



tz
n

ts
fsqsz n

n
n                             (2.1.24)      

Now using the fact that  )()()( yfxfxyf   for any two continuous 

functions x and y . Then from (2.1.24) we have              

                     0)(
)!1(

)(
)()( )1(

1
)( 












 



tzf
n

ts
fsqsz n

n
n                         (2.1.25) 

Integrating both sides of (2.1.25) with respect to s from t to t we get 

           0)(
)!1(

)(
)()()( )1(

1
)1()1( 












 






 dstzf
n

ts
fsqtztz n

t

t

n
nn 



,    

Consequently, 

           0
)!1(

)(
)()()()(

1
)1()1()1( 












 




 ds

n

ts
fsqtzftztz

t

t

n
nnn



 ,      (2.1.26) 

Dividing both sides of (2.1.26) by )()1(  tz n  and using the fact that 

0)()1(  tz n {see (2.1.20)}, we obtain 

           
 

0
)!1(

)(
)(

)(

)(
1

)(

)( 1

)1(

)1(

)1(

)1(



















 












ds
n

ts
fsq

tz

tzf

tz

tz
t

t

n

n

n

n

n







            (2.1.27) 

Further from  (2.1.20), we conclude that )()2( tz n is negative, increasing, 

and concave down, so 
t

lim Rctz n  )()2( , and from lemma 1.6.4 we have:  

                   
t

lim 0)()1(  tz n                                                                 (2.1.28) 

Taking limit superior of both sides of (2.1.27) and using (2.1.28), we see 

that 

                   
t

suplim 
















t

t

n

M
ds

n

ts
fsq



1

)!1(

)(
)(

1

, 
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which is a contradiction to the condition (2.1.14). Hence the proof is 

completed.   

Example 2.1.2: Consider the equation 

                   0)
4

(3)
2

(
2

1
)( 














txtxtx                                       (2.1.29) 

All conditions of Theorem 2.1.2 are satisfied. Therefore every solution of 

equation (2.1.29) is oscillatory. Indeed, ttx 2sin)(  is an oscillatory 

solution of this equation.  

    Note that equation (2.1.29) satisfies all conditions of Theorem 2.1.1, 

except the condition of sub-linearity, hence if we use Theorem 2.1.1 we 

have no conclusion about the oscillatory of equation (2.1.29).  

Remark 2.1.1: Theorem 2.1.1 is due to Das [11], which is an extension 

of Theorem 4 of Graef [16]. Theorem 2.1.2 is due to Das and Mishra 

[12]. 

2.2 Oscillation of n-th order NDDE with commute delayed arguments 

    In this section we study the oscillatory behavior of NDDE when the 

delayed arguments are commute, i.e. ))(())(( tt    for 00  tt . 

   Consider the NDDE, with commute delayed arguments, of the form: 

                     0)))((()())(()()(
)(

 txftqtxtptx
n

                               (2.2.1) 

where,    RtCtttqtp ,,)(),(),(),( 0 , 00 t , 0)( tq on any half line 

 ,*t , tt )( , tt )( , 
t

lim )(t , 
t

lim )(t , and ),( RRCf  such that 

0)( xxf  for 0x . 
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Further the following assumptions are made for their use in this section:    

 (1) ),()()( vfufvuf          if 0, vu                                               

(2) ),()()( vfufvuf          if 0, vu                                                  

(3) ),()( ukfkuf                        if 0k and 0u ,    for each Kk  ,      

                                                where ktpkK  )(:{    for some   ,0tt } . 

(4) ),()( ukfkuf                        if 0k and 0u ,   for each Kk                                

(5) )(uf is bounded away from zero if u is bounded away from zero    

(6) 




0

)(
t

dssq   

(7)   ),,()( 0

1 RtCt   and bt  )( , where b is positive constant.         

(8) There exists a positive constant M  such that ))(()())(( tMqtqtp                                   

 The main results in this section are contained in the following theorems: 

Theorem 2.2.1: Assume  that conditions (1)-(8) hold. Then 

i. If n  is even, every solution of equation (2.2.1) is oscillatory 

ii. If n  is odd, any solution of equation (2.2.1) is either 

oscillatory or tends to zero as t . 

Proof:  Suppose that equation (2.2.1) has a non-oscillatory solution )(tx . 

Without loss of generality, assume that  )(tx  is  eventually positive (The 

proof is similar when )(tx  is eventually negative). That is 0)( tx , 

0))(( tx  , 0))(( tx  , and 0)))((( tx  for 1tt  for some 01 tt  . 

Set  

                   ))(()()()( txtptxtz  .                                                      (2.2.2) 
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Since )(tp is nonnegative then 0)( tz for 1tt  . Using the fact that 

))(())(( tt    for 1tt  , then from (1), and (3) we have: 

            )))((())(())(()))((( txtptxftzf    

                           ))))(((())(()))((( txftptxf   ,                             (2.2.3) 

Using (2.2.1) and (2.2.2) we obtain  

           )))((()()()( txftqtz n                                                               (2.2.4) 

From (2.2.3) and (2.2.4) we have: 

    )))((()()()( tzftqtz n  )()( tz n  ))))(((())(()))((()( txftptxftq   .  

Hence 

            )))((()()()( tzftqtz n  ))))(((())(()( txftptq                           (2.2.5) 

Since 0))(( tx   for 1tt  , 0)()( tz n  and so )()( tz i is monotonic for 

1,...,1,0  ni . Therefore,  0)()1(  tz n  or  0)()1(  tz n  eventually. If 

0)()1(  tz n  then from the facts that 0)()( tz n  and 0)( tq , lead that 0)( tz  

eventually, so a contradiction. Hence there exists 12 tt   such that 

0)()1(  tz n  for 2tt  .   

From (2.2.1), and the fact that 0)(  bt , we have: 

           0)())))(((())(()())(()(  ttxftqttz n                                     (2.2.6) 

Let 23 tt  such that 0))(()1(  tz n  for 3tt  . Then integrate (2.2.6)  from 3t  

to  , we get:  

           


 

3

))(()())))(((())(( 3

)1(

t

n Ltzdsssxfsq  .   

where L
t

lim )()1( tz n . Since 0)()1(  tz n  eventually, we show that: 
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                   




3

)())))(((())((
t

dsssxfsq                                           (2.2.7) 

Using  (2.2.7), with (7), and (8), follows that  

        


dssxfspsq
t

))))(((())(()(

3

                                        (2.2.8) 

Integrating (2.2.5) , and using (2.2.8) , we show that:  

                  




3

)))((()(
t

dsszfsq                                                          (2.2.9) 

Since (5) and (6) hold, then (2.2.9) implies that  
t
inflim 0)( tz . But )(tz  is 

positive and monotonic, so 0)( tz  as t . So )(tz  is decreasing, 

implies that 0)(  tz  eventually. For 1n , 0)(  tz  as t  since )(tz is 

monotonic and 0)( tz  ( )(tz  is concave up) (you can see lemma 1.6.4). 

Hence )(tz  is increasing, implies that 0)(  tz . For 2n , )(tz  is 

eventually positive and satisfies  0)(  tz as t  since )(tz  is 

monotonic and negative. Continuing in this manner we have: 

                0)()( )1()(  tztz ii , for 1,...,1,0  ni                                       (2.2.10) 

with strict inequality holding for 1 ni . If  n  is even, using  (2.2.10) and 

the fact that 0)()( tz n  we reach to 0)( tz , and this contradicts 0)( tz . If  

n  is odd, then 0)()(  tztx  as t , and this completes the proof.  

Example 2.2.1:  Consider the NDDE   

                0)4(cos3)2(cos2)( 


  txttxttx                       (2.2.11) 
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Here 2n , ttp cos2)(  , ttq cos3)(  , xxf )( ,  2)(  tt , and 

 4)(  tt . The delayed arguments )(t and )(t  aere commute i.e. 

 6))(())((  ttt , function )(xf  satisfies condtions (1)-(5), and 

)(tq satisfies the divergent integral in condtion (6). Also condtions (7) and 

(8) are satisfied by (2.2.11). Thus all condtions of Theorem 2.2.1 (i) are 

satisfied. Therefore we can conclude that every solution of equation 

(2.2.11) is oscillatory. In fact, 
t

t
tx

cos3

cos
)(1


 , and 

t

t
tx

cos3

sin
)(2


  are 

oscillatory solutions of (2.2.11). 

Example 2.2.2: The NDDE 

             0)
4

7
()1(22)()( 4

7




 




 txeptxpetx
III

,                    (2.2.12) 

where 1p , satisfies the conditions of Theorem 2.2.1 (ii). So every 

solution of (2.2.12) is either oscillatory or tends to zero as t . In fact, 

(2.2.12) has an oscillatory solution tetx t sin)(  . 

Example 2.2.3: Consider the NDDE 

             0)2(
21

)2ln()(
2

)(








 
 tx

e

p
tpxtx

n                                   (2.2.13) 

where n  is odd, and 0p . All conditions of Theorem 2.2.1 (ii) are 

satisfied. So every solution of (2.2.13) is either oscillatory or tends to 

zero as t . Indeed, (2.2.13) has the non-oscillatory solution 

0)(  tetx  as  t . 

Theorem 2.2.2: Suppose that 2n  is even, and conditions (1), (2), (7) 

hold. Moreover, if the following conditions are satisfied: 
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(9) )(xf  is nondecreasing on R 

(10) ptp )( , 0p  is a constant 

(11) There exists a continuous and nonnegative function )(tQ such that  

                      )()()( 1 tQtQtq    

        where )(1 t is the inverse function of )(t . If 

                   


dttQ )(                                                                     (2.2.14) 

Then every solution of equation (2.2.1) oscillates.  

Proof: Without loss of generality ,Suppose that (2.2.1) has an eventually 

positive solution )(tx , say 0)( tx , 0))(( tx  , and 0))(( tx  , for 1tt  for 

some 01 tt  . 

Set ))(()()()( txtptxtz  . Since )(tp is nonnegative then 0)( tz for 1tt  . 

By (2.2.1) we have:  

                    0))((()()()(  txftqtz n  ,    1tt                                    (2.2.15) 

By lemma 1.6.1, there exists 12 tt   such that 0)(  tz , 0)()1(  tz n , for 

2tt  . Using (1) we have: 

               ))(()()))((())(( txtxftxftxf    

                                         















 


},1max{

)(

},1max{

))(()()(

p

tz
f

p

txtptx
f


        (2.2.16) 

 

Using (11) we have 

                      )))((()()()))((()( 1 txftQtQtxftq                           (2.2.17) 
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Integrating  (2.2.17) from 2t  to t , gives that: 

     


t

t

t

t

t

t

dssxfsQdssxfsQdssxfsq

2 2 2

)))((()()))((()()))((()( 1            (2.2.18) 

Replace s  by )(s  in the  second integral of right side of (2.2.18),  we get:                            


t

t

dssxfsq

2

)))((()(  
t

t

dssxfsQ

2

)))((()(   + 






)(

)(

1

2
1

)())))(((()(

t

t

dsssxfsQ





     (2.2.19) 

From (2.2.19), and  using condition (7) with (2.2.16) we obtain:                                 

         
t

t

dssxfsq

2

)))((()(  },1min{ b   

)(

3

))))(((()))((()(

t

t

dssxfsxfsQ



  

                                   },1min{ b  







)(

3
},1max{

))((
)(

t

t

ds
p

sz
fsQ




                    (2.2.20) 

where    

                    )}(,min{)( 1 ttt   ,  )}(,max{ 2

1

23 ttt                            (2.2.21) 

Choose 34 tt  , such that  )())(( 3tztz   for 4tt  . Then using (2.2.20), and 

the fact that f  is nondecreasing, we obtain: 

           
t

t

dssxfsq

2

)))((()(  },1min{ b 







)(

3

3

)(
},1max{

)(
t

t

dssQ
p

tz
f



, 4tt         (2.2.22) 

Taking t  in (2.2.22), and using (2.2.14), we have: 

                         
t

t

dssxfsq

2

)))((()(                                                 (2.2.23) 

But, Integrating (2.2.15) from 2t  to t , and using 0)()1(  tz n , we have: 

                    )()()()))((()( 2

)1(

2

)1()1(

2

tztztzdssxfsq nnn

t

t

               (2.2.24) 
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Taking t  in (2.2.24). The result contradicts (2.2.23).Thus the  proof 

is completed.  

Example 2.2.4: The NDDE 

             0)3(200)(51)( 3)(
    txetxetx

IV
, 0t                     (2.2.25) 

satisfies all conditions of Theorem 2.2.2, by setting 3100)(  etQ . So 

every solution of (2.2.25) is oscillatory. In fact, tetx t sin)(  is such a 

solution.  

Theorem 2.2.3: Suppose that 2n  is even, and conditions (1), (2), (7),  

and (9) hold. Moreover, if the following conditions are satisfied:   

(12) There exists a function    ),0,,0()( Cug such that  

                             0)( ug  for 0u  

                            )()()( vfuguvf   for  0u , 0v  

                             )()()( vfuguvf   for  0u , 0v  

(13)There exists a continuous and nonnegative function )(tQ such that  

                    
   ))(()()()( 11 tpgtQtQtq  

 

If           


dttQ )(                                                                           (2.2.26) 

Then every solution of equation (2.2.1) is oscillatory. 

Proof: Without loss of generality, Suppose that (2.2.1) has an eventually 

positive solution )(tx , say 0)( tx , 0))(( tx  , and 0))(( tx  , for 1tt  for 

some 01 tt  . 



 38 

Set ))(()()()( txtptxtz  . Since )(tp is nonnegative then 0)( tz for 1tt  . 

From (2.2.1) we have (2.2.15). 

By lemma 1.6.1, there exists 12 tt   such that 0)(  tz , 0)()1(  tz n , for 

2tt  . Using (1), and (12), we have 

      ))(()())(()))((())(())(( txtpftxftxftpgtxf    

                                             )),(())(()()( tzftxtptxf      2tt       (2.2.27)   

Using (13) we have 

                        )))((())(()()()))((()( 11 txftpgtQtQtxftq           (2.2.28) 

Integrating  (2.2.28) from 2t  to t , using (2.2.27), with (7), and proceeding 

the same as in proof of Theorem 2.2.2. Then we have: 

      


t

t

t

t

t

t

dssxfspgsQdssxfsQdssxfsq

2 2 2

)))((())(()()))((()()))((()( 11     

                             
t

t

dssxfsQ

2

)))((()(   +  







)(

)(

1

2
1

)())))(((()()(

t

t

dsssxfspgsQ





  

                               },1min{ b   

)(

3

))))(((())(()))((()(

t

t

dssxfspgsxfsQ



  

                               },1min{ b  
)(

3

))(()(

t

t

dsszfsQ



                               (2.2.29) 

   where )(t   and 3t  are defined by (2.2.21).  

Choose 34 tt  , such that  )())(( 3tztz   for 4tt  . In view of f be 

nondecreasing  from (2.2.29) we have: 

           
t

t

dssxfsq

2

)))((()(  },1min{ b   
)(

3

3

)()(

t

t

dssQtzf



, 4tt                  (2.2.30) 
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Taking t  in (2.2.30), we obtain: 

                   
t

t

dssxfsq

2

)))((()(   

On the other hand, Integrating (2.2.15) from 2t  to t , we have 

                    )()()()))((()( 2

)1(

2

)1()1(

2

tztztzdssxfsq nnn

t

t

    

This is a contradiction. Thus the proof is completed.  

Example 2.2.5: The NDDE 

           0)
2

7
(2)

2

3
(2)( 2

7

2

7

2

3

































 



txeetxetx
tt

, 0t         (2.2.31)     

satisfies all conditions of Theorem 2.2.3, by setting 2

7

2

1
)(



 etQ , and 

uug 2)(  . So every solution of (2.2.31) is oscillatory. In fact, tetx t sin)(   

is such a solution.  

    Note that in Example 2.2.4, equation 2.2.25 also satisfies the 

conditions of Theorem 2.2.3, but equation (2.2.31) does not satisfy 

conditions of Theorem 2.2.2, since 2

3

2)(





t

etp  is not bounded.  And note 

that conditions of Theorem 2.2.1 are not satisfied for equation (2.2.31) 

since the condition (8) failed. If you  return to Example 2.2.1, you can see 

that equation (2.2.11) satisfies the condition of Theorem 2.2.3 by using 

1)( tQ , and uug )( .  From advantages of Theorem 2.1.1, that it 

considers odd and even orders. From drawbacks of Theorem 2.2.3, that it 

needs extra work to find function )(ug .   
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Remark 2.2.1: Theorem 2.2.1 is due to Graef and Spikes [19], Theorems 

2.2.2 and 2.2.3 are special cases of Theorems 3 and 4 of Li [31]. Where 

Li in [31] consider equation 2.2.1 when the derivative part has several 

delays. Also, his results are true for neutral equations rather than NDDE. 

So the results of Theorems 2.2.2, and 2.2.3 are still true if conditions  

tt )( , and tt )(  are omitted.   

2.3 Oscillation of n-th order NDDE with variable delays.  

    This section establishes sufficient conditions for oscillation of the 

solutions of NDDE  

                      0)))((()())(()()(
)(

 txftqtxtptx
n

 ,   2n                  (2.3.1) 

The main results are contained in Theorems 2.3.1, 2.3.2, and 2.3.3.  

Throughout theorems 2.3.1, and 2.3.2, the following conditions are 

assumed to be hold:  

(1)   RtCtqtp ,,)(),( 0  , 00 t , such that 1)(0  tp , and 0)( tq .  

(2)   RtCt ,,)( 0  ,  tt )( , and 
t

lim )(t  

(3)   RtCt ,,)( 0

1  , 0)(  t , tt )( , and 
t

lim )(t  

(4) ),( RRCf  , 0)( xxf  for 0x , 


 xxxf sgn)( , 1 , 0 .  

The following lemma will be required in this section 

Lemma 2.3.1: Let )(tz be a positive function of degree l (As in Definition 

1.6.1), 2l . Then 

                     




t

t

l
l ds

l

st
sztz

1
)!2(

)(
)()(

2
)(                                                    (2.3.2) 
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Proof: We did the proof in Appendix A.    

For notational purposes we assume that: 

                     )())((1)(1 tqtptan


                                                   (2.3.3) 

 and for 4n  and all }3,...,2,1{  nl , 

                    
 






t

ln

l ds
ln

ts
sqspta

)!2(

)(
)())((1)(

2


                               (2.3.4) 

Note: All inequalities presented below  are assumed to hold eventually.  

Theorem 2.3.1: Assume that 1  and for all }1,...,2,1{  nl such that 

ln   is odd  

                   









 
 dt

t

t
Mtat ll

l

)(

)(
)()(




  for some 0lM                  (2.3.5)l 

Further assume that for n  odd 1)(  ptp ,  and for n even  

                   




1

))(( 11

t

dstssa                                                             (2.3.6) 

Then  

i. If n  is even, every solution of equation (2.3.1) is oscillatory. 

ii. If n  is odd, any solution of equation (2.3.1) is either 

oscillatory or tends to zero as t . 

Proof: Assume that )(tx  is a non-oscillatory solution of equation (2.3.1). 

Without loss of generality, we may assume that 0)( tx . (The proof is 

similar for 0)( tx ).  

Set  

                   ))(()()()( txtptxtz                                                         (2.3.7) 
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Thus 0)( tz  eventually. From (2.3.1), and (2.3.7) we have: 

                   0)))((()()()(  txftqtz n                                                  (2.3.8) 

That is 0)()( tz n , and consequently )()( tz j { }1,...,1,0  nj are monotonic 

and of constant signs eventually. By Lemma 1.6.1 there exists an integer 

}1,...,1,0{  nl , such that ln  is odd, and:   

                   0)()( tz i ,    li 0                                                          (2.3.9) 

                    1
1




in
0)()( tz i ,   11  nil                                     (2.3.10) 

Now we consider the following two cases: 

Case 1: Let 1l . Follows from (2.3.9) that 0)(  tz . So )(tz  is increasing.  

Using this fact and from (2.3.7) we have: 

           )())(1())(()()())(()()()( tztptztptztxtptztx   ,             

                   )())(1()( tztptx  ,                                                          (2.3.11) 

Since 0))(( tx   and from condition (4), and (2.3.11) we have:  

                     ))(())((( txtxf    ))(())((1 tztp  
 ,               (2.3.12) 

Using (2.3.8), and (2.3.12) we have: 

                     0))(()())((1)()(  tztqtptz n   ,                             (2.3.13) 

If 3 nl  then by integrating (2.3.13) from t  to   )1(  ln  times,  in 

view of  (2.3.9) and (2.3.10), we get (2.3.14),  (We show this process in 

Appendix B),  

                    
 








t

ln
l ds

ln

ts
spszsqtz

)!2(

)(
))((1))(()()(

2
)1(              (2.3.14) 

Using notation in (2.3.4), with the fact that )(tz is increasing we obtain:  
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                    0))(()()()1(  tztatz l

l                                                  (2.3.15) 

Note, from (2.3.13), and notation (2.3.3), the inequality (2.3.15) holds for 

1 nl . 

 Define 

                    
))((

)(
)()(

)(

tz

tz
ttw

l
l

l





                                                        (2.3.16) 

From (2.3.9) 0)()( tz l , then 0)( twl  and further 

                   
))((

)(
)(

))((

)(
)()()(

)1()(
1

tz

tz
t

tz

tz
ttltw

l
l

l
l

l









       

                                       )())((
))((

))(()(
)(

2

1)(

ttz
tz

tztz
t

l
l 













              (2.3.17) 

Using Lemma 2.3.1 for 2n , we have: 

                    




t

t

l
l

dssz
l

st
tz

0

)(
)!2(

)(
)( )(

2

                                                  (2.3.18) 

The inequality (2.3.10) implies that 0)()1(  tz l , so )()( tz l  is decreasing. 

Therefore, for st   implies that  )()( )()( sztz ll  . Using this fact and 

inequality (2.3.18), we obtain: 

                    




t

t

l
l

dssz
l

st
tz

0

)(
)!2(

)(
)( )(

2

)!1(

)(
)(

1

0)(








l

tt
tz

l
l                          (2.3.19) 

Hence (2.3.19) implies that for any 1l ,               

                   )(tz )(
)!1(

1 )(1 tzt
l

ll

l







,   for large time                          (2.3.20) 

Also (2.3.20) is satisfied for 2n . In this case 1l  and 1l . Then from 

(2.3.20), and the fact that )()( tz l  is decreasing, we have:  
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           ))(()(
)!1(

1
))(( )(1 tzt

l
tz ll

l




 


 )()(

)!1(

1 )(1 tzt
l

ll

l




 


             (2.3.21) 

Use inequalities (2.3.15), and (2.3.21), with equation (2.3.17) we get:  

           )()(
))((

)(
)()()(

)(
1 tat

tz

tz
ttltw l

l
l

l

l 





       

                           

2
)(112

))((

)(

)!1(

))(()()(
















tz

tz

l

tztt l

l

l








                         (2.3.22) 

Now Let us consider the following two sub-cases:  

  Case 1.1: If )(tz is bounded eventually. Since 0)( tz , 0)(  tz , implies 

that 0)(  tz  (otherwise )(tz  is unbounded), and this case is possible only 

if 1l .  Since 0)( tz , 0)(  tz , 0)(  tz , follows that there exists:  

                   
t

lim 0)(  ctz                                                                 (2.3.23) 

 

Since 1l  in this case, (2.3.15) will be: 

                   0))(()()( 1  tztatz                                                       (2.3.24) 

Integrating (2.3.24) from t  to  , and using (2.3.23), we have: 

                  



t

dsszsatzL ))(()()( 1                                                (2.3.25) 

Where L
t

lim )(tz . Since  0)(  tz  eventually, (2.3.25) implies that: 

                   



t

dsszsatz ))(()()( 1                                                  (2.3.26) 
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Integrate (2.3.26)  from 1t  to  , ( tt 1 ),  and taking into account (2.3.23) 

and monotonicity of ))(( tz  , (we show this in Appendix C), The result 

is: 

           




1

))(())(()( 11

t

dstssatzctz                                                 (2.3.27) 

But being )(tz  is bounded and 1l , this is possible only if n  is even. 

Therefore, combining condition (2.3.6) with inequality (2.3.27) lead to a 

contradiction to positivity of )(tz . Thus, this sub-case is impossible, and 

)(tz  must be unbounded. 

  Case 1.2: If )(tz  is unbounded. Then for every 0K , and all 

sufficiently large t : 

                    Ktz  ))((1                                                                  (2.3.28) 

Take 
l

l

M

ll
K





4

)!1(2 
 . 

Combining (2.3.22) and (2.3.28) leads to  
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)(4

)()!1(
)()(

2

tK

tll
tat l

l
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



                                         (2.3.29) 

Hence,  

           
)(

)(
)()()(

t

t
Mtattw ll

l

l






                                                      (2.3.30) 
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Integrating (2.3.30) from 1t  to t  we get 

            






 


t

t

ll

l

ll ds
s

s
Msastwtw

1
)(

)(
)()()()( 1




                                    (2.3.31) 

Letting t  in (2.3.31), and with use of condition (2.3.5)l we get 

)(twl . This contradicts to positivity of )(twl  and we conclude that 

this sub-case  is also impossible. Hence, Case1 is impossible.  

Case 2: Let 0l .  This case is possible only when n  is odd. Therefore, 

for n even the proof of our theorem is complete, (so part (i) of the 

theorem is proved). To complete the proof we shall show that 
t

lim 0)( tx . 

Since 0)()(  txtz , it is sufficient to verify that 
t

lim 0)( tz .  

Since 0l , from (2.3.9), and (2.3.10), we have  

                     0)(1 )(  tz ii , ni 0                                                    (2.3.32)  

Thus 0)(  tz , and 0)(  tz .This implies that 
t

lim )(tz  exists and is 

nonnegative and finite. Assume that 
t

lim 0)( 1  ctz . Then 1)( ctz  , 

eventually. Choose 
p

p
c




1
0 1 . Obviously,   1))(( ctz for all large t . 

Then from (2.3.7) we have: 

            )()())(()()()( 11

1

1
11 




 




 cpc

c

c
cpctztptztx  

                   )()()( 221 tzccctx                                                       (2.3.33) 

where 









1

11
2

)(
0

c

cpc
c . Using inequality (2.3.33) with (2.3.8) and (4) 

we have 
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                   0))(()()( 2

)(  tztqctz n                                                 (2.3.34) 

Integrating an equality )()( )()( tztz nn   from  t  to   )1( n  times, from 1t  to 

  once and using (2.3.32) , we get: (See details in Appendix D) 

                   
 






1

)(
)!1(

)(
)( )(

1

1
1

t

n
n

duuz
n

tu
tz                                               (2.3.35) 

Substituting (2.3.34) into (2.3.35) and using 1))(( ctz  we obtain 

                   
 
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


1

)(
)!1(

)(
)(

1

1
121

t

n

duuq
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tu
cctz 
                                         (2.3.36) 

which implies  

                   


 

1

)(1

t

n duuqu                                                               (2.3.37) 

But in view of (2.3.5)n-1 we have 

             
 

 

1 1

)()())((1)( 11

t t

nn duuquduuqupu 
                      (2.3.38) 

which contradicts (2.3.37). Consequently, 
t

lim 0)( tz . And the proof is 

completed.    

Corollary 2.3.1: Assume that n=2, 1  for some 01 M , 

            






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 
 dt
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t
Mtqtpt

)(

)(
)())((1)( 1






 ,  

and  

            




1

))(())((1 1

t

dstssqsp


  

Then equation (2.3.1) {of second order}is oscillatory. 
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Corollary 2.3.2: Assume that n=3, 1 , 1)(  ptp  and for some 

02 M , 

            









 
 dt

t

t
Mtqtpt

)(

)(
)())((1)( 2

2






 ,  

Then any solution of equation (2.3.1) {of third order} is either oscillatory 

or tends to zero as t . 

Example 2.3.1: Consider the equation 

                   0))()(1()1(
1

)( 32 











 txttx

t
tx ,   1t                     (2.3.39) 

By corollary 2.3.1, equation (2.3.39) is oscillatory . 

Example 2.3.2: Consider the equation 

                     0))((5)2ln()( 3)3(
  txetxetx tt ,  1t                      (2.3.40) 

By corollary 2.3.2, every non-oscillatory solution of equation (2.3.40) 

tends to zero as t .   

Theorem 2.3.2: Assume that 1 , for all }1,...,2,1{  nl such that ln   is 

odd  

              









 
 dt

t

tll
tat l

l

l

)(4

)()!1(
)()(

2




     for some   1l         (2.3.41)l 

and for n  odd 1)(  ptp . Then  

i. If n  is even, every solution of equation (2.3.1) is oscillatory. 

ii. If n  is odd, any solution of equation (2.3.1) is either 

oscillatory or tends to zero as t . 
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Proof: We proceed the same as in proof of Theorem 2.3.1. Follow the 

same steps until  (2.3.22). Substitute 1 , in (2.3.22), we have: 

             )()(
))((

)(
)()()(

)(
1 tat

tz

tz
ttltw l

l
l

l

l 

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

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





 









t
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


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
 

                    
)(4

)()!1(
)()(

2

t

tll
tat l

l

l







                                          (2.3.42)  

Integrating from 1t  to t , we get: 

                   ds
s

sll
sastwtw

t

t

l
l

l

ll  






 


1
)(4

)()!1(
)()()()(

2

1



                   (2.3.43) 

Letting t  we get )(twl . This contradicts to positivity of )(twl  

and we conclude that Case 1 is impossible. The rest of the proof is the 

same as that in the proof of Theorem 2.3.1.   

Remark 2.3.1: We obtain the constant l  in condition  (2.3.41)l from 

(2.3.20). Note that the constant lM  in condition (2.3.5)l  is arbitrary. 

    In next theorem, Theorem 2.3.3, we assume that the following 

conditions hold: 

(1)    RtCtqtp ,,)(),( 0 , 00 t , 1)(0  tp , ),( RRCf  , 0)( xxf  for   

       0x  and )(xf is nondecreasing on R .    

(2)   RtCtt ,,)(),( 0  , tt )( , tt )( , 
t

lim )(t
t

lim )(t  

Theorem 2.3.3: Assume that 2n  is an even integer. If 
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                     




0

))((1)(
t

dscspfsq                                               (2.3.44) 

                     




0

))((1)(
t

dscspfsq                                           (2.3.45) 

hold for every 0c , then every solution of  equation (2.3.1) is oscillatory. 

Proof: Without loss of generality, Suppose that (2.3.1) has an eventually 

positive solution )(tx , say 0)( tx , 0))(( tx  , and 0))(( tx  , for 1tt  for 

some 01 tt  .(The proof is similar for )(tx  being eventually negative). 

Set  

                   ))(()()()( txtptxtz                                                       (2.3.46) 

Since )(tp is nonnegative then 0)( tz for 1tt  . 

From (2.3.1), and (2.3.46)  we have:  

                   0)))((()()()(  txftqtz n  , for 1tt                                 (2.3.47) 

By lemma 1.6.1, there exists 12 tt   such that 0)( tz , 0)(  tz , 0)()1(  tz n , 

and 0)()( tz n  for 2tt  . Thus )(tz is increasing.  

Choose 23 tt   such that 2)( tt   for 3tt  . Then from (2.3.46) and the fact 

that )(tz is increasing, we have: 

                   ))(()()()( txtptztx   

                          ))(()()( tztptz   

                            )()(1 tztp ,    3tt                                                (2.3.48) 

Let 34 tt   such that 3)( tt   for 4tt  . Since )(xf is nondecreasing, 

combining (2.3.47) with (2.3.48) we have: 
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                      0))(())((1)()()(  tztpftqtz n  , 4tt                        (2.3.49) 

Since )(tz is increasing, )())(( 3tztz   for 4tt  . Therefore we have: 

                      0)())((1)()( 3

)(  tztpftqtz n  ,      4tt                       (2.3.50)       

Integrating (2.3.50) from  4t  to t , we obtain 

                      

t

t

dstzspfsq

4

)())((1)( 3 )()( 4

)1()1( tztz nn   ,  4tt       (2.3.51)   

But  0)()1(  tz n  for  4tt  . Then (2.3.51) implies that:                                         

                      

t

t

dstzspfsq

4

)())((1)( 3  )( 4

)1( tz n ,  4tt                     (2.3.52) 

This contradicts (2.3.44), and the proof is completed.   

Example 2.3.2: Consider the NDDE 

              0)2(
1

1)(
1

)(

)(


















  tx

p
tx

p
tx

VI

,                            (2.3.53) 

where 1p . It satisfies all conditions of Theorem 2.3.3. Thus every 

solution of equation (2.3.53) is oscillatory. For example, ttx cos)(   is 

such a solution. 

Remark 2.3.2: Theorems 2.3.1 and 2.3.2 are due to Lackova [28], they 

are extensions of Dzurina results [13].  Theorem 2.3.3 is a special case of 

Theorem 1 of Li [31]. Where Li in [31]establish sufficient conditions for 

oscillation of equation (2.3.1) when the derivative part contains several 

delays. Also the results of Theorem 2.3.3 still hold if the condition  

tt )(  is omitted.  
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Chapter Three 

Bounded Oscillation of n-th Order NDDE When the Non-

Derivative Part is Separable 

3.0  Introduction 

    In this chapter we interested in the bounded oscillation of n-th order 

NDDE when the non-derivative part is separable, i.e. we consider an 

equation of the form: 

             )()))((()())(()()(
)(

thtxftqtxtptx
n

                              (3.0.1) 

where,  1,   RtCthtttqtp ,,)(),(),(),(),( 0  ,  00 t  , )(t  and )(t are 

delayed arguments, and ),( RRCf  . 

    Many results are known for the oscillation of bounded solutions of 

equation (3.0.1). It seems that most of these results consider cases 

when Rptp )(  and 0)( tp (or )(tp <0). And few results are known 

when the coefficient )(tp  is oscillatory. In this chapter we present some 

recent results for bounded oscillation of equation (3.0.1) for several cases 

of the coefficient )(tp .    

    In section 3.1 we introduce some results of oscillation of bounded 

solutions of equation (3.0.1), when the equation has positive or negative 

coefficients. In section 3.2 we study the oscillation of bounded solutions 

when the coefficient is nonnegative and delayed arguments are commute. 

Finally, In section 3.3 we present oscillation of bounded solutions when 

the equation has oscillating coefficients.  
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3.1 Bounded oscillation of n-th order NDDE with positive or negative 

coefficients  

 Consider the following NDDE:  

                     )()))((()())(()()(
)(

thtxftqtxtptx
n

                            (3.1.1)  

                     )()))((()())(()()(
)(

thtxftqtxtptx
n

                            (3.1.2)                                            

Where  1, and the following conditions are made for their use:  

(1)    RtCtqtp ,,)(),( 0  , 00 t  

(2) )(tq  is not identically zero on any  half-line of the  form  ,*t  for    

      any 0* tt  , 

(3)    RtCtt ,,)(),( 0 , tt )( , tt )( , 
t

lim )(t
t

lim )(t , and )(t  

       is monotone. 

(4) ),( RRCf  such that 0)( xxf  for 0x . 

(5)   RtCtrth ,,)(),( 0  , and )(tr is an oscillating function such that: 

       
t

lim 0)( tr   and  )()()( thtr n  . 

(6) 


 dssqsn )(1                                                                

    In this section we present necessary and sufficient conditions under 

which  solutions  of equations (3.1.1) and (3.1.2) are either oscillatory or 

else satisfy 
t

lim 0)( tx .  

The following Lemma will be needed in this section 

Lemma 3.1.1:(see lemma 1 in [37], and lemma 3 in [40]) 
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  Let )(t  be a continuous monotone function with 
t

lim )(t . Set  

                   ))(()()()( txtptxtz                                                         (3.1.3) 

If )(tx  is eventually positive, 
t

lim 0)(inf tx  and 
t

lim RLtz )(  exists. 

Then 0L  provided that for some real numbers 1p , 2p , 3p , and 4p  the 

function )(tp  is in one of the following ranges: 

i. 0)(1  tpp  

ii. 1)(0 2  ptp  

iii. 43 )(1 ptpp   

Proof: By (3.1.3) we have 

           ))(()()()())(())(()())(( 111 txtptxtxtptxtztz     

Therefore,  

           
t

lim 0))}(()()()())(())(({ 11   txtptxtxtptx                        (3.1.4) 

Let  nt  be a sequence of real numbers such that 

           
n

lim nt    and   
n

lim 0)( ntx                                                   (3.1.5) 

From (3.1.4) and (3.1.5) we obtain 

           
n

lim   0))(()())(( 1 

nnn txtptx                                                  (3.1.6) 

Since )(tx is eventually positive, 0))(( 1 

ntx  . 

If (i) holds,  then 0))(()(  nn txtp  , and it  follows from (3.1.6) that: 

            
n

lim 0))(( 1 

ntx                                                                        (3.1.7) 

And so from (3.1.3), and (3.1.7) 
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           L
n

lim ))(( 1

ntz   



n
lim   0)())(())(( 11  

nnn txtptx   

In the case of (ii) by replacing t  by )(t  in (3.1.4) and using (3.1.5), we 

have: 

           
n

lim    0)))((())(())((1)(  nnnn txtptxtp                                (3.1.8) 

As   0))((1)(  nn txtp  , and 0)))((())((  nn txtp  , it follows that: 

           
n

lim 0))(( ntx                                                                            (3.1.9)    

Then 

         L
n

lim )( ntz  



n
lim   0))(()()(  nnn txtptx   

 Finally , if  (iii) holds, then by replacing t  by )(1 t in (3.1.4) we obtain 

           
n

lim    0))((1)))((()))((( 11111  

nnn txtptx   

implies that 

           
n

lim 0))(( 1 

ntx                                                                       (3.1.10) 

Then 

            



n

L lim  ))(( 1

ntz    0)())(())(( 11  

nnn txtptx     

Thus the proof is complete.   

Theorem 3.1.1: Let (1)–(6) be satisfied, and   0)(inf
0




tt
tt

 .If  there exist 

positive numbers 1p  and p such that )(tp  satisfies  1)(1 ptpp .  

Then 

i. every bounded solution )(tx  of equation (3.1.1) is either 

oscillatory or 
t

lim 0)( tx , when 1)1(  n                                    
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ii. every bounded solution )(tx  of equation (3.1.1) is 

oscillatory, when 1)1(  n  

Proof: Let )(tx  be a non-oscillatory bounded solution of equation  

(3.1.1). Without loss of generality, we may assume that )(tx  is 

eventually positive (The proof is similar when )(tx  is eventually 

negative). Set 

                   )())(()()()( trtxtptxtz                                                (3.1.11) 

From (3.1.1) and (3.1.11) we have 

                   ))((()()()( txftqtz n                                                     (3.1.12) 

Therefore )()( tz n  is of constant sign eventually. Hence, )(tz  must be 

monotonic and of constant sign eventually, that is 0)( tz  or 0)( tz  

eventually. If 0)( tz . By (3.1.11)  )())(()()( trtxtptx   . Therefore 

0))(()()(  txtptx   (otherwise contradicts )(tr  being oscillatory). Hence     

  ))(()()( txtptx  , But ptp )( . Follows that 

                   ))(()()( txtptx  ))(( tpx  )))((( tttpx                    (3.1.13)  

Assume that )()( ttt   , then 

Let   


)(inf
0

0 t
tt
   0)(inf

0




tt
tt

 , then from (3.1.13)  we have:     

          )(tx )( 0tpx                                                            (3.1.14)  

         )( 0tx )2( 0tpx                                            

 Using (3.1.14), we have: 

                     )(tx )2( 0

2 txp               
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So for every positive integer n , we obtain: 

                   )(tx )( 0ntxpn  ,   or                   

                    )( 0ntx )(txpn                                                          (3.1.15)             

By using the fact that 0   0)(inf
0




tt
tt

 , inequality (3.1.15) implies that 

)(tx  as t , and this contradicts that  )(tx  being bounded. Hence 

0)( tz .  Moreover, )(tz  is  bounded; since  )(tx , and )(tp  are bounded, 

and  
t

lim 0)( tr .   

From (3.1.12), we have               

                   0))((()()()(  txftqtz n                                              (3.1.16) 

Thus )()1( tz n  is decreasing function for 1tt  , for some 01 tt   , and so we 

can have: 

                   0)()1(  tz n    for   1tt                                                  (3.1.17) 

                   0)()1(  tz n    for   11 tTt                                            (3.1.18) 

suppose that (3.1.18) holds. Then 

                    )()1( tz n 0)( 1

)1(  Tz n   for  1Tt                                   (3.1.19) 

Integrating (3.1.19) from 1T  to t , we get 

                    )()2( tz n   as  t                                              (3.1.20) 

Therefore, (3.1.16), (3.1.18), and (3.1.20) lead to  )(tz  as  t . 

But this contradicts to )(tz  being bounded, and so (3.1.17) hold. 
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If 1 , then (3.1.16), and (3.1.17) implies that 0)()( tz n , and 

0)()1(  tz n . By Lemma 1.6.2, there exists a 1t  and a number }1,0{l  with 

ln   is even, such that for all 1tt   

                     0)()( tz i ,           li ,...,1,0 ,                                          (3.1.21)    

                     0)(1 )( 


tz ili ,     1,...,  nli .                                     (3.1.22) 

Note that }1,0{l . If n  is even 0l ; (otherwise 2l , so 0)( tz , 

0)(  tz , and 0)(  tz , this implies that )(tz  is unbounded). If n  is odd 

1l ; (otherwise 3l , so 0)( tz , 0)(  tz , and 0)(  tz , this implies that 

)(tz  is unbounded). 

 If 1 , then 0)()( tz n , by Lemma 1.6.1,  there exists a 1t  and a 

number }1,0{l (otherwise )(tz  is unbounded) ,with ln   is odd, such 

that for all 1tt   (3.1.21), and (3.1.22) are satisfied. 

So, in general, there exists  1t  and  number  }1,0{l  with  

                   1)1(   ln                                                                    (3.1.23)  

 such that (3.1.21), and (3.1.22) are satisfied for  1tt  . 

Now integrate equation (3.1.16) from  t  to   and see that: 

                   L 


 
t

n dssxfsqtz 0))((()()()1(                                  (3.1.24) 

where 



t

L lim )()1( nz . From (3.1.17) 0L , so 

                   


 
t

n dssxfsqtz 0))((()()()1(                                     (3.1.25) 

Now by (3.1.21), and (3.1.22) (see Lemma 1.6.4), we have 
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                   0)(lim )( 


tz i

t
    for  2,...,2,1  ni                                   (3.1.26) 

Now, if we integrate (3.1.25)  )2( n  times from  t  to  ,we get 

                   


 



t

nn dssxftssq
n

tz 0))((())((
)!2(

1
)()1( 21            (3.1.27) 

Let 



t

L lim1 )(tz  and integrating  (3.1.27) from  T  to  , we obtain 

                    


 


T

nn TzLdssxfTssq
n

)()1())((())((
)!1(

1
1

1          (3.1.28) 

Note that we evaluate the integrals (3.1.27), and (3.1.28) using 

integration by parts in view of (3.1.26). (This is similar to work in 

Appendix B). 

In view of (6) and the fact that )(tz  is bounded, from (3.1.28) we 

conclude that 
t

lim 0))((inf txf , or  

                   
t

lim 0)(inf tx                                                               (3.1.29) 

   Let 1)1(  n . We shall now proceed to show that  
t

lim 0)( tx  

From (3.1.23)  0l . So (3.1.21), and (3.1.22) implies that 0)(  tz , and 

0)(  tz . Hence, )(tz  approaches to a finite limit  as t  tends infinity. 

Hence, by Lemma 3.1.1 
t

lim )(tz 01  L . Since 0)( tz  and 0)( tz  as 

t , given 0  there exists a *T  such that 

                      )(tz ,   for all *Tt  .  

 So,               )())(()()( trtxtptx    

Since  
t

lim 0)( tr , there exists )1,0(  such that 
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                         ))(()()( txtptx , so 

                     



  ))(()()( txtptx ,  Let 




 .         Then 

                     )())(()( txtxtp   ,           use )()( ttt   , then  

                     )()()( 0 txtxtp   ,       use ptp )( , so 

                     )()( 0  txtpx  

                     ),2()( 0

2   txptxp  

                                       : 

                     )(...)( 0

1  ntxpptxp nn                          (3.1.30)   

Letting M  be a bound of )(tx  and simplifying (3.1.30), we obtain that 

                   n
n

Mp
p

p
tx 









1

1
)(  n

n

Mp
p

p 








1

1




                        (3.1.31) 

Because np  goes to zero as n  tends to infinity, and   is arbitrary, from  

(3.1.31) we have 0)( tx  as t  as desired.  

   Suppose that  1)1(  n . From (3.1.23) 1l , Because )(tz  is bounded 

and 1l , 
t

lim )(tz  exists. In view of (3.1.29), it follows from Lemma 3.1.1 

that 0)( tz  as t . But this contradicts  the fact that )(tz  is negative 

and decreasing, and hence proves that )(tx  is oscillatory. 

Example 3.1.1: Consider the equation 

      te
tx

tx
ttxetx tt sin2

)(1

)(
)2cos3(2)2()5()(

2

 











            (3.1.32) 
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    Here 2n , 1   tetp  5)( , )2cos3(2)( ttq  , 
21

)(
x

x
xf


 , 

 2)(  tt ,   tt)( , and teth t sin2)(  . See that 5)(4  tp , 

  02)(inf
0




 tt
tt

. And it is easy to see that all conditions of Theorem 

3.1.1 (i) are fulfilled, so every bounded solution of equation (3.1.32) is 

either oscillatory or satisfies 
t

lim 0)( tx . Indeed, ttx cos)(   is an 

oscillatory solution of the equation. 

Example 3.1.2: Consider the equation 

           0)ln(
27

2
)8ln(

2

3
)( 3

3

2









 ttx

t

e
txtx

t
III

                               (3.1.33) 

it satisfies all conditions of Theorem 3.1.1 (i), so every bounded solution 

of equation (3.1.33) is either oscillatory or satisfies 
t

lim 0)( tx . For 

example, 3)(

t

etx


  is a solution of the equation, which tends to zero as 

t . 

Example 3.1.3: Consider the equation 

           0

)
4

(1

)
4

(

)4cos3)(1()
2

()(
2


























tx

tx

tetextx                  (3.1.34) 

it satisfies all conditions of Theorem 3.1.1 (ii), so every bounded solution 

of equation (3.1.34) is oscillatory. Indeed, ttx 2sin)(   is such a solution of 

the equation. 

Theorem 3.1.2: Let (1)-(6) be satisfied. And assume that 1)(0 2  ptp  

or 43 )(1 ptpp  for some real numbers 2p , 3p  and 4p . 
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Then 

i. every bounded solution )(tx  of equation (3.1.2) is 

oscillatory, when 1)1(  n                                    

ii. every bounded solution )(tx  of equation (3.1.2) is either 

oscillatory or 
t

lim 0)( tx  when 1)1(  n  

Proof: Let )(tx  be a non-oscillatory bounded solution of equation  

(3.1.2). Without any loss of generality we may assume that )(tx  is 

eventually positive. (The proof is similar when )(tx  is eventually 

negative). Set 

                   )())(()()()( trtxtptxtz                                                (3.1.35) 

From (3.1.2) and (3.1.35) we have: 

                   ))((()()()( txftqtz n                                                     (3.1.36)                                                   

Therefore )()( tz n  is of constant sign eventually. Hence, )(tz  must be 

monotonic and of constant sign eventually. If 0)( tz . By (3.1.35)  

)())(()()( trtxtptx   . Implies that,  0)( tr , and this  contradicts )(tr  

being oscillatory. Therefore  0)( tz . Moreover, )(tz  is  bounded; since  

)(tx , and  )(tp are bounded, and  
t

lim 0)( tr .   

If we proceed in a similar way to that in proof of  Theorem 3.1.1, (with 

use of Lemmas 1.6.1, and 1.6.2). Then we conclude that there exists a 1t  

and a number }1,0{l  with  

                     1)1(   ln                                                                  (3.1.37) 



 63 

such that for all 1tt  . 

                    0)()( tz i ,            li ,...,1,0 ,                                          (3.1.38)  

                      0)(1 )( 


tz ili
,     1,...,  nli .                                       (3.1.39) 

Now by (3.1.38), and (3.1.39) (see Lemma 1.6.4), we have: 

                   0)(lim )( 


tz i

t
    for  2,...,2,1  ni                                   (3.1.40) 

Integrate equation (3.1.36) from  t  to   and see that: 

                   L 


 
t

n dssxfsqtz 0))((()()()1(                                  (3.1.41) 

where 



t

L lim )()1( nz . From (3.1.39) 0L , so 

                   


 
t

n dssxfsqtz 0))((()()()1(                                        (3.1.42)                      

Then, in view of (3.1.40), by integrating equation (3.1.42) )2( n  times 

from  t  to  ,we get 

           


 



t

nn dssxftssq
n

tz 0))((())((
)!2(

1
)()1( 21                     (3.1.43) 

Let 



t

L lim1 )(tz  and integrating (3.1.43) from  T  to  , we obtain 

              


 


T

nn TzLdssxfTssq
n

)()1())((())((
)!1(

1
1

1              (3.1.44) 

Note that: we get integrals (3.1.43), and (3.1.44) using integration by 

parts. (This is similar to the work in appendix B).  

In view of (6) and the fact that )(tz  is bounded, follows from(3.1.44) that 

t
lim 0))((inf txf , or  
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t

lim 0)(inf tx                                                              (3.1.45)    

   Let 1)1(  n . We shall now proceed to show that  
t

lim 0)( tx  

From (3.1.37) 0l . So (3.1.38), and (3.1.39) implies that 0)(  tz , and 

0)(  tz . Hence, )(tz  approaches to a finite limit  as t  tends infinity. By 

Lemma 3.1.1, 
t

lim )(tz 01  L . From (3.1.35), )()())(()()( trtztxtptx    

and since 
t

lim )(tr



t
lim 0)( tz , then  

t
lim 0)( tx . 

   Let 1)1(  n , From (3.1.37) 1l . So (3.1.38), and (3.1.39) implies 

that 0)(  tz , and 0)(  tz .  Since )(tz  is bounded , 
t

lim )(tz  exists. it 

follows from Lemma 3.1.1 that 0)( tz  as t . But this contradicts  

the fact that )(tz  is positive and increasing, and hence proves that )(tx  is 

Oscillatory.  

Example 3.1.4: Consider the equation 

      te
tx

tx
ttxetx tt cos2

)(1

)(
)sin1(5)()6()(

2

2  











            (3.1.46) 

it satisfies all conditions of Theorem 3.1.2 (i), so every bounded solution 

of equation (3.1.46) is oscillatory. Indeed, ttx sin)(   is an oscillatory 

solution of the equation. 

Example 3.1.5: Consider the equation 

           0)ln(
125

3
)3ln5(

3

2
)( 5

5

4









 ttx

t

e
txtx

t
III

                             (3.1.47) 

it satisfies all conditions of Theorem 3.1.2 (ii), so every bounded solution 

of equation (3.1.47) is either oscillatory or satisfies 
t

lim 0)( tx .For 
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example, 5)(

t

etx


  is a solution of the equation, which tends to zero as 

t . 

Example 3.1.6: Consider the equation 

           0

)
2

(1

)
2

(

)sin1(5)
42

()sin25()(
2

2 













t
x

t
x

t
t

xttx

III


            (3.1.48) 

it satisfies all conditions of Theorem 3.1.2 (ii), so every bounded solution 

of equation (3.1.48) is oscillatory or satisfies 
t

lim 0)( tx . In fact,   

ttx 2sin)(   is such a solution of the equation. 

    In the next theorem, Theorem 3.1.3, we present the conditions under 

which equations (3.1.1), and (3.1.2) have non-oscillatory solutions.  

The following conditions are made to be used: 

(7)        


 dsshsn )(1    

(8)        


 dssqsn )(1  

Theorem 3.1.3: Let (1), (3), (7) and (8) be satisfied, and assume that the 

function f satisfies the Lipschitz condition with a constant  L  on an 

interval  ba, , where a  and b are positive real numbers which depend on 

the range of )(tp  and may chosen as follows: 

i. 
11

1

p

p

b

a




  , when  1)(1 ptpp   in equation (3.1.1)  

ii. 21 p
b

a
 , when 1)(0 2  ptp ,    in equation (3.1.2) 
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iii.  
1

1

4

3






p

p

b

a
, when 43 )(1 ptpp  , in equation (3.1.2) 

where p , 1p  , 2p , 3p , and 4p  are real numbers. 

Then equations (3.1.1), and (3.1.2) have bounded positive solutions. 

Proof: see [37].   

Example 3.1.7: Consider the equation 

   ttttt e
t

x

t
x

eee
t

xetx 2

2

4222 12

)
2

(1

)
2

(2

)22(16)
2

()4()(  















        (3.1.49) 

tetp 24)(  , take 43 p  and 54 p  then (iii) will be satisfied when 

ba 34  . Choose 1a  and 2b . Then Theorem 3.1.3 implies that there is 

a positive solution  2,1)( tx . Note that tetx 41)(   is a solution of the 

equation.  

    Finally, In view of Theorem 3.1.3, we obtain the following necessary 

and sufficient conditions for oscillation of equations (3.1.1), and (3.1.2). 

Theorem 3.1.4: Let (1)-(5), and (7) be satisfied. If f satisfies the 

Lipschitz condition on an interval  ba, , where a  and b are as in 

Theorem 3.1.3. Then the conclusions of Theorems 3.1.1 and 3.1.2 hold if 

and only if (6) is satisfied.  

Remark 3.1.1: All theorems in this section are due to Zafer and Dahiya 

[40], and Yilmaz and Zafer [37]. We collect several theorems from [3], 

and [37] in two main theorems (Theorems 3.1.1, and 3.1.2).  
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3.2 Bounded Oscillation of n-th order NDDE with nonnegative 

coefficient and commuting delayed arguments 

    In this section we assume that the delayed arguments are commute, i.e. 

))(())(( tt   .      

Consider the following equation: 

                     0)))((()())(()()(
)(

 txftqtxtptx
n

                               (3.2.1) 

where,    RtCtttqtp ,,)(),(),(),( 0 , 00 t , 0)( tq on any half line  ,*t  

for any 0* tt  , tt )( , tt )( , 
t

lim )(t , 
t

lim )(t , and 

),( RRCf  such that 0)( xxf  for 0x . 

Further, assume that the following assumptions are to be hold:  

(1) ),()()( vfufvuf          if 0, vu ,                                               

(2) ),()()( vfufvuf          if 0, vu ,                                                 

(3) ),()( ukfkuf    if 0k and 0u ,      and                                   

     ),()( ukfkuf    if 0k and 0u ,       for each Kk                

                                       where   ktpkK  )(:{  for some  },0  tt .                              

(4) )(uf is bounded away from zero if u is bounded away from zero    

(5) )(tp is bounded  

(6) 




0

)(
t

dssq  

(7)   ),,()( 0

1

 RtCt  and bt  )( , where b is positive constant.         

(8) There exists a positive constant M  such that ))(()())(( tMqtqtp                                   
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Theorem 3.2.1: Suppose that conditions (1)-(8) hold. Then: 

i. If n is even, any bounded solution of (3.2.1) is either 

oscillatory or tends to zero as t  

ii. If n is odd, every bounded solution of (3.2.1) is oscillatory. 

Proof: Suppose that )(tx  is a bounded and non-oscillatory solution of 

equation (3.2.1). Without loss of generality, we may assume that )(tx  is 

eventually positive, (The proof is similar when )(tx  is eventually 

negative), say 0)( tx , 0))(( tx  , 0))(( tx  , and 0)))((( tx  for 1tt  for 

some 01 tt  . Set  

                   ))(()()()( txtptxtz                                                         (3.2.2) 

Since )(tp is nonnegative then 0)( tz for 1tt  . And since )(tx , and )(tp  

are bounded, then )(tz is also bounded  From (3.2.1) and (3.2.2) we have 

                   ))((()()()( txftqtz n                                                          (3.2.3) 

That is 0)()( tz n , implies that )()( tz i  is monotonic and of constant sign 

eventually  for 1,...,1,0  ni .  

Using the fact that ))(())(( tt    for 1tt  , and from (1), and (3) we 

have: 

            )))((())(())(()))((( txtptxftzf    

                          ))))(((())(()))((( txftptxf   ,                              (3.2.4)                            

Hence 

           )))((()( tzftq  ))))(((())(()()))((()( txftptqtxftq                 (3.2.5) 

Now, using (3.2.3), and (3.2.5) with (8) we obtain the following: 
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                   )))((()( tzftq  ))))(((())(()()( txftMqtz n                       (3.2.6) 

If 2n , then 0)()1(  tz n eventually, say for 12 ttt  ; since 0)()1(  tz n , 

0)()( tz n  and 0)( tq imply that )(tz  as t , and this contradicts 

)(tz  being bounded. 

Replace t  by )(t  in (3.2.3), and multiply by )(t  , we have: 

                 0)())))(((())(()())(()(  ttxftqttz n                               (3.2.7) 

Let 23 tt  such that 0))(()1(  tz n  for 3tt  . Then integrate (3.2.7)  from 3t  

to  , we get:  

                   




3

)()())))(((())(( 3

)1(

t

n tzLdsssxfsq  .   

where L
t

lim )()1( tz n . Since 0)()1(  tz n  eventually, we show that: 

                   




3

)())))(((())((
t

dsssxfsq                                           (3.2.8) 

Using  (3.2.8), with (7), and (8), follows that  

              




3

))))(((())((
t

dssxfsqM                                             (3.2.9) 

Integrate (3.2.6) , and use (3.2.9) we show that 

                   




3

)))((()(
t

dsszfsq                                                       (3.2.10) 

Since (4) and (6) hold, then (3.2.10) implies that 
t
inflim 0)( tz . And since 

)(tz  is monotonic, 0)( tz  as t . So )(tz  is decreasing, implies that 

0)(  tz  eventually. For 1n , 0)(  tz  as t  since )(tz is monotonic 

and 0)( tz  ( )(tz  concave up) (you can see lemma 1.6.4). Hence )(tz  is 
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increasing, implies that 0)(  tz . For 2n , )(tz  is eventually positive and 

satisfies  0)(  tz  as t  since )(tz  is monotonic and negative. 

Continuing in this manner we have: 

                0)()( )1()(  tztz ii , for 1,...,1,0  ni                                       (3.2.11) 

If n is even, then 0)()(  tztx  as t  and (i) is proved. If 3n  is odd, 

then (3.2.11) and the fact that 0)()( tz n contradicts 0)( tz . If  1n , i.e. 

0)()()(  tztz n  so there exists 0  and 1tT    such that  ))(( tz  for 

Tt  . From (7), and equation (3.2.1) we have 

                    )())(( ttz  ))))(((())(( txftbq                                      (3.2.12)         

Integrating (3.2.12) and using that fact that )(tz  is bounded, we  have: 

                   



T

dssxfsq ))))(((())((                                               (3.2.13) 

 Then, by integration of (3.2.6) we obtain 

                    

t

T

t

T

dssqTzdssxfsqMtz )()())))(((())(()(               (3.2.14)  

Let t  in (3.2.14) . The left side of (3.2.14) in view of (3.2.13) and 

boundedness of  )(tz  must be finite. But from (6) the right side of (3.2.14) 

tends to infinity. which is a contradiction. Thus the proof is complete  

Example 3.2.1: The NDDE 

                     0)
2

3
(2)(3)(   txtxtx

III                                     (3.2.15) 
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 satisfies the conditions of Theorem 3.2.1 (ii). So every bounded solution 

of (3.2.15) is oscillatory. Indeed, (3.2.15) has oscillatory solutions 

ttx sin)(1  , ttx cos)(2   

Example 3.2.2: The NDDE 

                   0)(4)
2

(2)( 











 


txtxtx                                       (3.2.16) 

satisfies the conditions of Theorem 3.2.1 (i). So every bounded solution 

of (3.2.16) is either oscillatory or tends to zero as t . In fact, (3.2.16) 

has oscillatory solutions ttx 2sin)(1  , ttx 2cos)(2   

Example 3.2.3: The NDDE 

                     0)3ln(
3

21
)2ln()(

)(








 
 tx

p
tpxtx

n                        (3.2.17) 

where n is even, 0p .  All conditions of Theorem 3.2.1 (i) are satisfied. 

So every solution of (3.2.17) is either oscillatory or tends to zero as 

t . In fact, (3.2.17) has the non-oscillatory solution 0)(  tetx as 

t . 

   The following example shows that the condition of boundedness cannot 

be dropped. 

Example 3.2.4:  The NDDE 

                     0)1()2()1(2)( 3

1
)1(

3

2

)(




txeetxtx
t

n                          (3.2.18) 

has unbounded solution tetx )( , which is non-oscillatory. 

Remark 3.2.1: Theorem 3.2.1 is due to Graef and Spikes [19]. 
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3.3 Bounded oscillation of n-th order NDDE with oscillating 

coefficients   

    In this section we shall study the oscillatory behavior of bounded 

solutions of NDDE of the form         

                     )()))((()())(()()(
)(

thtxftqtxtptx
n

                             (3.3.1) 

where  2n , and the following conditions are assumed to hold: 

(1)   ),,()(),(),(),( 0 RtCthttqtp  , 00 t  

(2) )(tp and )(th  are oscillating functions 

(3) )(tq  is nonnegative 

(4)   ),,()( 0

1 RtCt  , 0)(  t , tt )( , tt )( , and  
t

lim )(t
t

lim )(t   

(5) ),( RRCf  , is nondecreasing function, and 0)( xxf  for 0x . 

(6) There exists an oscillating function   ),,()( 0 RtCtr n  , such that:                    

            )()()( thtr n     

Theorem 3.3.1: Assume that n  is odd, conditions (1)-(6) hold, and so do 

the following conditions:  

(7) 
t

lim )(tp
t

lim 0)( tr  

(8) 


 

0

)(1

t

n dssqs  

Then every bounded solution of equation (3.3.1) is either oscillatory or 

tends to zero as t . 

Proof: Suppose that )(tx  is a bounded non-oscillatory solution of 

equation (3.3.1). Further, assume that )(tx  does not tend to zero as t  
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Without loss of generality, let )(tx  be eventually positive (the proof is 

similar when )(tx  is eventually negative). Say 0)( tx ,  0))(( tx  ,  and 

0))(( tx   for  1tt   for some  01 tt  . 

Set 

                    )())(()()()( trtxtptxtz                                                 (3.3.2) 

By (3.3.1) and (3.3.2) we have 

                    0)))((()()()(  txftqtz n      for  1tt                               (3.3.3) 

Thus 0)()( tz n . It follows that )()( tz i  ( )1,...,1,0  ni  is monotonic and of 

constant sign eventually. Since )(tp  and )(tr  are oscillating functions, 

there exists a 12 tt   such that 0)( tz  for 2tt  . From (3.3.2), by using (7),  

and the fact that )(tx  is bounded there exists a 23 tt  , such that  )(tz  is 

also bounded for  3tt  . Applying Lemma 1.6.1,  there exists 34 tt  , such 

that, for  4tt  , 

                   0)()( tz i            for   li ,...,1,0                                         (3.3.4) 

                     0)(1 )( 


tz ili   for   1,...,1,  nlli                                (3.3.5) 

Because n  is odd and )(tz is bounded, then 0l  ( otherwise )(tz  is not 

bounded). Therefore,  from (3.3.4), and (3.3.5) for 4tt   we have: 

                   0)()1( )(  tz ii  for 1,...,1,0  ni                                          (3.3.6)  

Thus 0)(  tz  for 4tt  , so )(tz  is decreasing. Hence, we may write  

t
lim Ltz )(  )0(  L . Let 0L , then there exists a constant 0c  and  

45 tt  , such that  0)(  ctz , for 5tt  .  
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Since )(tx is bounded  by  (7)   
t

lim 0))(()( txtp  . Using this fact with  

facts that  
t

lim 0)( tr  and 0)(  ctz , imply that there exists a constant 

01 c , such that 0)())(()()()( 1  ctrtxtptztx   for  6tt   for some 

56 tt  . Choose 67 tt  , such that 0))(( 1  ctx   for  7tt  . From (3.3.3),  

and the fact that )(xf is nondecreasing function, we have  

                   0)()()( 1

)(  cftqtz n     for  7tt                                       (3.3.7) 

Multiplying (3.3.7) by  1nt  and integrating it from 7t  to  t , we have: 

                   
 

t

t

n

t

t

nn dssqscfdsszs

77

)()()( 1

1

)(1                                         (3.3.8) 

Let            

                   
 dsszssI nn )()( )(1                                                             (3.3.9)  

by using integration by parts repeatedly, (we show this in Appendix E) 

we have: 

           )()2)(1()()1()()( )3(3)2(2)1(1 tztnntztntzttI nnnnnn  

                    … )(2.3)...3)(2)(1()(2.3)...3)(2)(1( tznnntztnnn   

Therefore, from (3.3.8) we obtain: 

                   


t

t

n dssqscftItI

7

)()()()( 1

17                                           (3.3.10) 

In view of (3.3.6), 0)( tI  for  4tt  . Follows from (3.3.10) that: 

                   


t

t

n dssqscftI

7

)()()( 1

17  

By (8) we obtain 



 75 

                    




7

)()()( 1

17

t

n dssqscftI  

This is a contradiction. Hence, 0L  is impossible. Therefore, 0L  is the 

only possible case. That is,  
t

lim 0)( tz . Since )(tx  is bounded, by (7), and 

from (3.3.2) we obtain 

                   
t

lim )(tx
t

lim )(tz
t

lim ))(()( txtp  +
t

lim 0)( tr  

So ,  
t

lim 0)( tx .  Thus the proof is complete.  

Example 3.3.1:  Consider the NDDE 

           
tetxe

t
x

t
eetx t

III
t

cos)()
22

()
2

sin()( 22 










 
 



,              (3.3.11) 

Here 3n ,   )
2

sin()( 2
t

etp

t 


 ,  etq )( , xxf )( , 
2

)(






t

t ,   tt)( , 

and teth t cos)(  . It is easy to see that  all conditions of Theorem 3.3.1. 

are satisfied. So every solution of (3.3.11) is either oscillatory or tends to 

zero as t .In fact, tetx t sin)(   is oscillatory solution of (3.3.11). 

Theorem 3.3.2: Assume that n  is even, conditions (1)-(7) hold, and so do 

the following conditions:  

(9) There is a function )(t , such that   ,)( 0

1 tCt , 

                   
t

lim  

t

t

dssqs

0

)()(sup   

   and 
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t

lim
 













 

ds
sss

s
t

t

n

0
)()()(

)(
sup

2

2




 

   for the function )(t . 

Then every bounded solution of equation (3.3.1) is oscillatory. 

Proof: Suppose that )(tx  is a bounded non-oscillatory solution of 

equation (3.3.1). Without loss of generality, let  )(tx  be eventually 

positive (the proof is similar when )(tx  is eventually negative). That is, let 

0)( tx ,  0))(( tx  ,  and 0))(( tx   for  01 ttt  .  

Set )(tz  as in (3.3.2). Then, by (3.3.1) and (3.3.2) we have (3.3.3)  

Thus 0)()( tz n , follows that )()( tz i  ( )1,...,1,0  ni  is monotonic and of 

constant sign eventually. Since )(tp  and )(tr  are oscillating functions, 

there exists a 12 tt   such that 0)( tz  for 2tt  . From (3.3.2), by using (7),  

and the fact that )(tx  is bounded there exists a 23 tt  , such that  )(tz  is 

also bounded for  3tt  .  

Applying Lemma 1.6.1,  there exists 34 tt  , such that, for  4tt   (3.3.4), 

and (3.3.5) are satisfied.  

Because n  is even and )(tz is bounded 1l  (otherwise )(tz  is not 

bounded).  Therefore from (3.3.4) and (3.3.5) we have: 

                   0)()1( )(1   tz ii  for 1,...,2,1  ni ,    for  4tt                 (3.3.12) 
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Thus 0)(  tz  for 4tt  , so )(tz  is increasing. Since )(tx  is bounded, by (7) 

t
lim 0))(()( txtp  . Then, by (3.3.2), there exists a 45 tt   and an integer   

( 1 ), such that   

                   )(tx )(tz ))(()( txtp  + 0)(
1

)(  tztr


,    for  5tt   

Choose  56 tt  , such that  

                   0))((
1

))((  tztx 


 ,   for  6tt                                     (3.3.13) 

From (3.3.3), (3.3.13), and from the fact that f  is nondecreasing 

function, we have 

  ))((
))((

))((
1

)())((
1

)()()( tz
tz

tzf

tqtzftqtz n 

























 ,  for  6tt        (3.3.14) 

Since )(tz  is bounded and increasing, 
t

lim Ltz )(  )0(  L . By the 

continuity of f , we have 

                   
t

lim
))((

))((
1

tz

tzf




 









0










L

L
f


                                          

Hence, there exists 67 tt  , such that: 

                   
t

lim
))((

))((
1

tz

tzf




 









0
2











 


L

L
f

   for  7tt                    (3.3.15) 

By (3.3.14), and (3.3.15), we have: 

                   ))(()()()( tztqtz n  ,   for  7tt                                   (3.3.16) 

Assume that    
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))(

1
(

)(
)(

)1(

tz

tz
tw

n






                                                               (3.3.17)  

From (3.3.12), there exists 78 tt  , such that 0)( tw  for 8tt  .  Since )(tz  

is increasing, there exists 89 tt  , such that 0))(
1

())((  tztz 


  for 9tt  . 

From (3.3.17), we obtain: 

                
))(

1
(

)(
)())(

1
()())(

1
(

)(
2

)1()(

tz

t
tztztztz

tw

nn





















 

                        )(

))(
1

(

))(
1

(

)(
1

))(
1

(

)()(

t

tz

tz

tw

tz

tz n


















                               (3.3.18) 

From (3.3.12) we have 0)(  tz , and 0)()1(  tz n  for  9tt  . Since tt )(  

and 0)(  t . By Lemma 1.6.3, there exists 01 M  and a 910 tt   for  




1
 (  as in Lemma 1.6.3),such that:  

  )()()()()())(()())(
1

( )1(2

1

)1(2

1

)1(2

1 tzttMtztMtztMtz nnnnnn   


   

for  10tt  .  

Hence 

                   )()()())(
1

( )1(2

1 tzttMtz nn   


     for  10tt                   (3.3.19) 

Therefore, combining (3.3.16), (3.3.18) and (3.3.19) we have: 

              )()()()()( 221 tttw
M

tqtw n 


       for   10tt                     (3.3.20)    
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From (3.3.20), we have 

              )()()()()( 221 tttw
M

twtq n 


       for   10tt                     (3.3.21) 

Multiplying (3.3.21) by )(t  and integrating it from 10t  to t , we obtain 

   

t

t

n

t

t

t

t

dssssws
M

dsswsdssqs

1010 10

)()()()()()()()( 221 


   

                

t

t

dsswstwttwt

10

)()()()()()( 1010    

t

t

n dssssws
M

10

)()()()( 221 


                                         

               ds
sssM

s
swsss

M
twt

t

t

n

n

2

2

1

21
1010

10
)()()(2

)(
)()()()()()(  
























       

                                          
 

 






t

t

n
ds

sssM

s

10
)()()(4

)(
2

1

2




   

                
 

 






t

t

n
ds

sssM

s
twt

10
)()()(4

)(
)()(

2

1

2

1010



 .      

 Therefore, by (9) 




t
lim 

t

t

dssqs

10

)()(sup    

                            



tM

twt lim
4

)()(
1

1010




 
 






t

t

n
ds

sss

s

10
)()()(

)(
sup

2

2




 

This is a contradiction. Hence the proof is complete.  

Example 3.3.2:  The NDDE 

           
tetxe

t
x

t
eetx t

t

sin)
4

5
(2)

22
()

2
sin()( 4

5

22 






















        (3.3.22) 



 80 

satisfies all conditions of Theorem 3.3.2. By choosing 1)( t . So every 

solution of (3.3.22) is oscillatory. In fact, tetx t sin)(  is such a solution. 

Remark 3.3.1: Theorems 3.3.1 and 3.3.2 are special cases of the results 

of Bolat and Akin [5]. Where, the results of [5] are also applicable when 

the non-derivative part has several delays.  
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Chapter Four 

Oscillation of n-th Order NDDE When the Non-Derivative 

Part is Dependent on the Independent Variable and the 

Unknown Function with Delayed Argument 

4.0 Introduction 

    In this chapter we consider the oscillation of n-th order NDDE when 

the non-derivative part is a function of independent variable, and 

unknown function with delayed argument, i.e. we consider an equation of 

the form  

             0)))((,())(()()(
)(

 txtftxtptx
n

                                    (4.0.1) 

 Where,  1,   RtCtttp ,,)(),(),( 0  , 00 t , )(t  and )(t are delayed 

arguments, and   RRtf ,: 0  is continuous 

    Many results are known for the case when the non-derivative part is 

separable, as in chapters 2, and 3. But when the non-derivative part is in 

more general form as in equation (4.0.1), it seems that few authors only 

deal with the subject. And so this case still needs a lot of work. However, 

it is clear that the cases of chapters 2, and 3, are special cases of equation 

(4.0.1). 

    In section 4.1 we study the oscillation of equation (4.0.1) when the 

coefficient )(tp  is non-negative. In section 4.2 we discuss the oscillation 

of equation (4.0.1) when the coefficient )(tp  is non-positive. 
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4.1 Oscillation of n-th order NDDE with non-negative coefficient  

Consider the NDDE 

                     0)))((,())(()()(
)(

 txtftxtptx
n

                            (4.1.1) 

where  1, and the following conditions are assumed to be hold: 

(1)   RtCtp ,,)( 0  , 00 t   

(2)    RtCtt ,,)(),( 0 ,  tt )( , tt )( ,  and  
t

lim )(t
t

lim )(t  

(3)   RRtf ,: 0  is continuous, 0),( utuf  for 0u  and 0tt  , and  

     0),( utf  on     0\,* Rt   for every 0* tt   

(4) If 0)( tu ( 0)( tu ) is a continuous with 
t

lim 0)(inf tu , then 

                    


 )()(, dssusf     

For notational purposes, we let 

                   ))(()()()( txtptxtz                                                         (4.1.2)    

    The main results of this section are introduced in Theorem 4.1.1. 

Firstly, we introduce the following Lemmas, which are useful in the proof 

of Theorem 4.1.1, and in proving of results of the next section. 

Lemma 4.1.1:  (see [18], [20]) 

Suppose that 1 . If (1)-(4) hold and )(tx  is an eventually positive 

(negative) solution of equation (4.1.1). Then: 

i. )()1( tz n  is eventually decreasing (increasing) and satisfies 

)()()1(  Ltz n  as t . 

ii. If )( L , then 
t

lim 0)(inf tx . 
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iii. If 0)( tz  as t , then )()( tz i  is monotonic and  

0)()( tz i  as t , and  0)()( )1()(  tztz ii   for   1,...,1,0  ni         (4.1.3) 

iv. Let 0)( tz  as t . If n  is even, then 0)( tz  ( 0)( tz ) for 

0)( tx  ( 0)( tx ).If n  is odd, then 0)( tz  ( 0)( tz )for 

0)( tx  ( 0)( tx ).  

Proof: Suppose that equation (4.1.1) has an eventually positive 

solution )(tx . (The proof is similar when )(tx  is eventually negative).   

That is 0)( tx , 0))(( tx   and 0))(( tx   for 1tt   for some 01 tt  . By 

equation (4.1.1):  

                   0)))((,()()(  txtftz n   ,  1tt                                          (4.1.4)  

Using (3), then (4.1.4) implies that )()1( tz n  is decreasing and tends to 

L  as t . Thus (i) holds. 

If L , then integrating equation (4.1.1) from 1t  to t , and then letting 

t , we have 

                   


 

1

)()))((,( 1

)1(

t

n Ltzdssxsf                                        (4.1.5)         

Therefore, condition (4) implies that 
t

lim 0)(inf tx , so (ii) holds. 

Now, to prove (iii), suppose that 0)( tz  as t . From part (i) )()1( tz n  

is decreasing and  Ltz n )()1(  as t . Let us consider the following 

cases: 
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Case1: If 0)()1(  Ltz n  as t , then there exists 01 L  and 12 tt   such 

that 1

)1( )( Ltz n   for 2tt  . This with 0)()( tz n , leads to )(tz  as 

t . Which is a contradiction to the assumption 0)( tz  as t . 

Case2: If 0)()1(  Ltz n  as t , then Ltz n  )()1( for 1tt  , which also, 

in view of 0)()( tz n ,contradicts 0)( tz  as t . 

So, from Cases1, and 2, we conclude that 0)()1(  tz n  as t . Since  

)()1( tz n  is decreasing, 0)()1(  tz n  for 1tt  . Hence, if 2n , then )()2( tz n  is 

increasing and so 

2

)2( )( Ltz n  as t . If 02 L , then 2

)2( )( Ltz n   

for 1tt  contradicting 0)( tz  as t . If 02 L , then there exist 03 L  

and 13 tt   such that 3

)2( )( Ltz n  for 3tt  , again this contradicts 0)( tz  as 

t . Therefore, 0)()2(  tz n  as t . Since )()2( tz n  is increasing, we 

have 0)()2(  tz n  for 1tt  . Continuing in this manner we obtain (4.1.3). 

 To prove part (iv), if n  is even, then from (4.1.3), and from the fact that 

0)()( tz n , it follows that 0)( tz . If  n  is odd, then from (4.1.3), and from 

the fact that 0)()( tz n , it follows that 0)( tz .  

Lemma 4.1.2:  (see [18], [20]) 

Suppose that 1 . If (1)-(4) hold and )(tx  is an eventually positive 

(negative) solution of equation (4.1.1). Then: 

i. )()1( tz n  is eventually increasing (decreasing) and satisfies 

)()()1(  Ltz n  as t . 

ii. If )( L , then  
t

lim 0)(inf tx . 
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iii. If 0)( tz  as t , then )()( tz i  is monotonic for 

1,...,1,0  ni , and  (4.1.3) holds.   

iv. Let 0)( tz  as t . If n  is even, then 0)( tz  ( 0)( tz ) for 

0)( tx  ( 0)( tx ).If n  is odd, then 0)( tz  ( 0)( tz )for 

0)( tx  ( 0)( tx ).  

Proof: Suppose that equation (4.1.1) has an eventually positive solution 

)(tx .(The proof is similar when )(tx  is eventually negative). Then there 

exists 01 tt  such that 0)( tx , 0))(( tx   and 0))(( tx   for 1tt  . By 

equation (4.1.1), 0)))((,()()(  txtftz n  , so )()1( tz n  is increasing and tends 

to L  as t . Thus (i) holds. 

If L , then integrating equation (4.1.1) from 1t  to t , and then letting 

t , we have 

                   


 

1

)()))((,( 1

)1(

t

n tzLdssxsf                                        (4.1.6) 

condition (4), with (4.1.6) imply that 
t

lim 0)(inf tx , so (ii) holds. 

Now, to prove (iii), suppose that 0)( tz  as t . Part (i) implies that 

)()1( tz n  is increasing and  Ltz n )()1(  as t . We have two cases: 

Case1: If 0)()1(  Ltz n  as  t , then there exists 01 L  and 12 tt   

such that 1

)1( )( Ltz n   for 2tt  . This contradicts the fact that  0)( tz  as 

t . 

Case2: If 0)()1(  Ltz n  as  t , then Ltz n  )()1( for 1tt  , which also 

contradicts 0)( tz  as t . 
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So, from Cases1 and 2, we conclude that 0)()1(  tz n  as t . Since  

)()1( tz n  is increasing, 0)()1(  tz n  for 1tt  . Hence, if 2n , then )()2( tz n  is 

decreasing and so 

2

)2( )( Ltz n  as t . If 02 L , then 2

)2( )( Ltz n   

for 1tt  contradicting 0)( tz  as t . If 02 L , then there exist 03 L  

and 13 tt   such that  3

)2( )( Ltz n  for 3tt  , again this contradicts 0)( tz  

as t . Therefore, 0)()2(  tz n  as t . Since )()2( tz n  is decreasing, 

we have 0)()2(  tz n  for 1tt   . Continuing in this manner we obtain 

(4.1.3). 

 Then to prove (iv), if n  is even, then from (4.1.3), and from the fact that 

0)()( tz n , it follows that 0)( tz . If  n  is odd, then from (4.1.3), and from 

the fact that 0)()( tz n , it follows that 0)( tz .  

Theorem 4.1.1: Suppose that conditions (1)-(4) hold. If there exists a 

constant 01 p  such that     

                   1)(0 1  ptp                                                                  (4.1.7) 

Then 

i. If 1  and n  is even, then equation (4.1.1) is oscillatory, 

while if n  is odd, then any solution )(tx  of equation (4.1.1) 

is either oscillatory or 0)( tx  as t . 

ii. If 1  and n  is even, then either )(tx  is oscillatory, 

)(tx , or 0)( tx  as t , while if n  is odd, then either 

)(tx  is oscillatory or )(tx  as t . 
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Proof: Suppose that equation (4.1.1) has an eventually positive solution 

)(tx . (The proof is similar when )(tx  is eventually negative). Say 0)( tx , 

0))(( tx  , and 0))(( tx   for 1tt  for some 01 tt  .  

Proof of part (i): by Lemma 4.1.1(i) we have that )()1( tz n  is eventually 

decreasing and converges to L  as t . If 0L , then this implies 

that )(tz  is eventually negative, which contradicts 0)( tx  for 1tt  . 

Hence, 0L , follows from Lemma 4.1.1(ii), that 
t

lim 0)(inf tx . 

Now, since 0)()( tz n , then )()( tz i  is monotonic for 1,...,1,0  ni . Thus )(tz  

is monotonic, so Mtz )(  as t . If 0M  implies that 0)( tx , so 

0M . Suppose that 0M , then we have two possible cases: 

Case1: if )(tz  is increasing. From (4.1.2), and since )(tp  is non-negative, 

we have )()( tztx  . Using this fact with (4.1.7) we have: 

           ))(()()()( txtptxtz  ))(()()( tztptx  )()( 1 tzptx  ,    so 

                               )(1)( 1 txptz   

Since 10 1  p  , we get a contradiction to  
t

lim 0)(inf tx . 

Case2: If )(tz  is decreasing, let 01 1  p . Then 

           ))(()()()( txtptxtz  ))(()()( tztptx  ))(()( 1 tzptx  ,   so 

                   )(tz ))(()( 1 tzptx                                                            (4.1.8) 

Dividing (4.1.8) by ))(( tz  , we get 

                   1
))((

)(

))((

)(
p

tz

tx

tz

tz



 

Since 0M , and )(tz  is decreasing, we have:  
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                   1

)(

))((

)(
p

M

tx

tz

tz



                                                              (4.1.9) 

Since 
t

lim )(t , and 1
2

1 


p , there exists 12 tt   such that  

                   
2))((

)(
1




 p

tz

tz
        for  2tt                                          (4.1.10) 

From (4.1.9), and (4.1.10), we have: 

                   
2

)(
M

tx


         for  2tt                                                  (4.1.11) 

Which again contradicts 
t

lim 0)(inf tx . Hence, we have 0)( tz  as 

t , so by Lemma 4.1.1(iii), the (4.1.3) holds. To complete the proof, 

note that Lemma 4.1.1(iv) implies that 0)( tz  for n  even and 0)( tz  for 

n  odd. But 0)( tz  contradicts 0)( tx . While, in the case of 0)( tz , 

follows 0)()(  tztx  as t . 

Proof of part (ii): from Lemma 4.1.2(i) )()1( tz n  is eventually increasing 

and satisfies  Ltz n )()1(  as t . If 0L , then this leads to 

0)( tz  eventually, which contradicts 0)( tx . Thus 0L . See the 

following cases: 

Case1: If L , then this leads to )(tz  as t . From (4.1.2), and 

(4.1.7) we have: 

           )(tz ))(()()( txtptx  ))(()( 1 tzptx  )()( 1 tzptx                  (4.1.12) 

  so                           )(1)( 1 txptz                                                                 

Therefore, )(tx  as t  
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Case2: If  L0 , then Lemma 4.1.2(ii) implies that 
t

lim 0)(inf tx . 

Since )(tz  is monotonic and positive, 0)(  Ktz  as t . If )(tz  is 

increasing, then 0K and (4.1.12) holds, then it follows from (4.1.12) 

that   )(1)( 1 txptz  , contradicting to 
t

lim 0)(inf tx . If )(tz  is decreasing 

and 0K , then K  is finite, and since 
t

lim )(t , we have 1
))((

)(


tz

tz


 as 

t . Let 01 1  p . Then there exists 12 tt   such that   

                   
2

1
))((

)( 




tz

tz
    for  2tt                                                 (4.1.13) 

Then, from (4.1.7), and (4.1.13) we have: 

           )(tzK  ))(()( 1 txptx  ))(()( 1 tzptx   

                                                 
)

2
1(

)(
)( 1





tzp

tx
)1(

)(2
)(

1

1

p

tzp
tx


  

Then we have, 

                   )(
)1(

)1(
)(

)1(

2
1)(

1

1

1

1 tz
p

p
tz

p

p
tx 























                                (4.1.14)                

Since 11 p , and 21 1  p , then from (4.1.14) we obtain:  

                   
2

)(
)1(

)1(
)(

1

1 K
tz

p

p
tx















    , and so      

                   
2

)(
K

tx


                                                                         (4.1.15)                                 

And this contradicts 
t

lim 0)(inf tx . Thus for  L0 , 0)( tz  as t , 

then 0)()(  tztx  as t . Therefore, from Cases 1, and 2, we have 

that either )(tx  or 0)( tx  for n  even or n odd.  
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To complete the proof, note that if 0)( tx  as t , then 0)( tz  as 

t , and for n odd, Lemma 4.1.2(iv) implies that 0)( tz , which is 

impossible in view of (4.1.7). Thus the proof is complete.  

Example 4.1.1:  Consider the NDDE 
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e
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                                                                                                         (4.1.16) 

   Here 
4

1
)( tp , 




















 






2
ln

2

1
exp

2

3
),(

)2(teu

t
u

e
utf , 2ln)(  tt , 

2)(  tt , ),( utf  satisfies the divergent integral in condtion (4). And  all 

conditions of Theorem 4.1.1(i) are satisfied. If n  is odd, then tetx )(  is 

a solution of (4.1.16) such that 0)( tx  as t . 

Example 4.1.2:  The NDDE 
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satisfies all conditions of Theorem 4.1.1(ii). If n  is either even or odd, 

then tetx )(  is a solution of (4.1.17) such that )(tx  as t . Also, 

note that tetx )(  is a solution and satisfies that )(tx  as t . 

Example 4.1.3:  Consider the NDDE 

                     0)2()1()1()2()( 1)2(
   txptpxtx kk                  (4.1.18) 

Where 10  p . If  k  is odd, then (4.1.18) satisfies conditions of 

Theorem 4.1.1(i) , and so it may have  oscillatory solutions. Indeed, 
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ttx sin)(   is such a solution. If k  is even,  then (4.1.18) satisfies 

conditions of Theorem 4.1.1(ii), and so it may have oscillatory solutions. 

In fact, ttx sin)(   is such a solution. 

Example 4.1.4:  Consider the NDDE 

                     0)
2

()1()1()2()( 1)12(
  

 txptpxtx kk                 (4.1.19) 

Where 10  p . If  k  is odd, then (4.1.19) satisfies conditions of 

Theorem 4.1.1(i) , and so it may have oscillatory solutions. Indeed, 

ttx sin)(   is such a solution. If k  is even,  then (4.1.19) satisfies 

conditions of Theorem 4.1.1(ii), and so it may have oscillatory solution. 

In fact, ttx sin)(   is such a solution. 

    Now, let us consider the following equation, which is a special case of 

equation (4.1.1)  

                     0)))((()())(()()(
)(

 txftqtxtptx
n

                            (4.1.20) 

where  1, and the following conditions are assumed to be hold: 

(H1)     RtCtqtp ,,)(),( 0 , 00 t , , and 0)( tq on any  half line  ,*t , 

        for every    0* tt   

(H2)    RtCtt ,,)(),( 0 ,  tt )( , tt )( ,  and  
t

lim )(t
t

lim )(t  

(H3) ),( RRCf  , such that 0)( uuf  for 0u  

(H4) )(uf  is bounded away from zero if u is bounded away from zero, 

and 
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              


dssq )(  

Remark 4.1.1: If conditions (H1)-(H4) hold, and (4.1.7) is satisfied, then 

the results of Theorem 4.1.1 are true for equation (4.1.20). To prove  this 

fact,  we can proceed the same as in proof of Theorem 4.1.1. Note that 

conditions (H1)-(H4) are special case of conditions (1)-(4). Hence, we 

can apply Theorem 4.1.1 directly for equation (4.1.20), which is a special 

case of equation (4.1.1). 

Remark 4.1.2: Theorem 4.1.1 is due to Graef and Spikes, it is theorem 2 

at [20], which is also generalizes Theorems 4 and 20 in [18]. Where 

Theorems 4, and 20 of [18] consider equation of form like equation 

(4.1.20). However, Remark 4.1.1 collect together the results of Theorems 

4, and 20 of [18], for equation (4.1.20).  

4.2 Oscillation of n-th order NDDE with non-positive coefficient  

Consider the NDDE 

                     0)))((,())(()()(
)(

 txtftxtptx
n

                            (4.2.1) 

where  1, and the following conditions are assumed to be hold: 

(1)    RtCtp ,,)( 0 , 00 t , such that  1)(0 2  ptp ,  for some real  

        number 2p . 

(2)    RtCtt ,,)(),( 0 ,  tt )( , tt )( ,  and  
t

lim )(t
t

lim )(t  

(3)   RRtf ,: 0  is continuous, 0),( utuf  for 0u  and 0tt  , and  

     0),( utf  on    0\,* Rt   for every 0* tt   
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(4) If 0)( tu ( 0)( tu ) is a continuous with 
t

lim 0)(inf tu , then 

        


 )()(, dssusf     

(5) )(t  is increasing. 

For notational purposes, we let 

                     ))(()()()( txtptxtz                                                       (4.2.2)   

Also, let    

                    )()( 1

1 tt  ,  and   ))(()( 1

1 tt kk



    for ,...3,2k           (4.2.3) 

    The main results of this section are introduced in Theorem 4.2.1, but at 

beginning, we introduce Lemmas 4.2.1, and 4.2.2, to utilize the proof of 

the Theorem 4.2.1. Also it is important to see the following remark. 

Remark 4.2.1: The results of Lemmas 4.1.1, and 4.1.2 are also true in 

this section since conditions (2)-(4) in this section are the same as 

conditions (2)-(4) in section 4.1.1, and condition (1) in this section is a 

special case of condition (1) in section 4.1.1, so it is obvious that Lemmas 

4.1.1, and 4.1.2 are also can be used in this section.   

Lemma 4.2.1: (see [20])  

Suppose that 1 , If (1)-(4) hold and )(tx  is an eventually positive 

(negative) solution of (4.2.1), then 0)( tz  as t . 

Proof: Suppose that )(tx  is an eventually positive solution of equation 

(4.2.1). Then there exists 01 tt  such that 0)( tx , 0))(( tx   and 

0))(( tx   for 1tt  .  From Lemma 4.1.1, parts (i), and (ii) we have that 
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)()1( tz n  is eventually decreasing and satisfies  Ltz n )()1(  as t , 

and if L , then  
t

lim 0)(inf tx . Let us consider the following cases: 

Case1: If L , by successive integration of equation (4.2.1), we get 

that )(tz  as t . So exists 12 tt  , such that 0)( tz  for 2tt  . Then 

0))(()()()(  txtptxtz   for 2tt  , implies that  ))(()()( txtptx  , and 

since 1)( tp , we have, 

                     ))(())(()()( txtxtptx   ))(()( txtx                           (4.2.4) 

From (4.2.4), it follows that )(tx  is bounded, and this contradicts the fact 

that )(tz  as t . 

Case2: If 0 L , then there exists 01 L , such that 1)( Ltz   

eventually. Since 2)( ptp  , so ))(())(()( 2 txptxtp   , then  

           ))(())(()())(()()()( 221 txptxptxtxtptxtzL    

implies that ))((21 txpL  , and this contradicts 
t

lim 0)(inf tx . 

Case 3: If 0L , then, we eventually have 2)()( Ltztx   for some 02 L , 

and this contradicts 
t

lim 0)(inf tx . 

So, from Cases 1,2, and 3, we conclude that 0L , i.e. 0)()1(  tz n  as 

t . Since )()1( tz n  is decreasing, we have 0)()1(  tz n  eventually. So 

)()2( tz n  is increasing. If  )()2( tz n  is eventually positive, then, this gives 

that )(tz  has a positive lower bound, and since )()( tztx  , this contradicts 

t
lim 0)(inf tx . So eventually 0)()2(  tz n  If  0)( 3

)2(  Ltz n  as t , 

then  4)( Ltz   for some 04 L , and this contradicts  
t

lim 0)(inf tx . 
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Therefore, )()2( tz n is increasing and tends to zero as  t . Continuing 

this process we get  0)( tz  as t . The proof when )(tx  is an 

eventually negative is similar, so it is omitted.   

Lemma 4.2.2: (see [20])  

Suppose that 1 , If (1)-(4) hold and )(tx  is an eventually positive 

(negative) solution of (4.2.1), then either )(tx  as t , or )()( tz i  is 

monotonic and (4.1.3) holds.  

Proof: Suppose that )(tx  is an eventually positive solution of equation 

(4.2.1). Then there exists 01 tt   such that 0)( tx , 0))(( tx   and 

0))(( tx   for 1tt  .  From Lemma 4.1.2, parts (i), and (ii) we have that  

)()1( tz n  is   eventually increasing and satisfies  Ltz n )()1(  as t , 

and if L , then  
t

lim 0)(inf tx . Let us consider the following cases: 

Case1: If L , follows that )(tz , as t . Hence,  )()( txtz  as 

t . 

Case2: If 0L , then eventually 1)( Ltz   for some 01 L . But 

)(tz ))(())(()( 2 txptxtp   , so this contradicts 
t

lim 0)(inf tx . 

Case 3: If 0L , then eventually 2)()( Ltztx   for some 02 L , and this 

contradicts 
t

lim 0)(inf tx . 

If L , then we conclude that 0L , i.e. 0)()1(  tz n  as t . Since 

)()1( tz n  is increasing, then 0)()1(  tz n  eventually. So )()2( tz n  is decreasing. 

If  )()2( tz n  is eventually negative then, this give that )(tz  has a negative 
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upper bound, and this contradicts 
t

lim 0)(inf tx . So eventually 

0)()2(  tz n .  If  0)( 3

)2(  Ltz n  as t , then 4)( Ltz   for some 04 L , 

and this again contradicts 
t

lim 0)(inf tx . Therefore, )()2( tz n is decreasing 

and tends to zero as t . Continuing this process we obtain  (4.1.3). 

The proof when )(tx  is an eventually negative is similar.    

Theorem 4.2.1: Suppose that conditions (1)-(5) hold. Then: 

i. If 1 , then any solution )(tx  of equation (4.2.1) is either 

oscillatory or satisfies 0)( tx  as t . 

ii. If 1 , then either )(tx  is oscillatory, 0)( tx  as t , or 

)(tx  as t . 

Proof: Suppose that equation (4.2.1) has an eventually positive solution 

)(tx . (The proof is similar when )(tx  is eventually negative). Say 0)( tx , 

0))(( tx  , and 0))(( tx   for 1tt  for some 01 tt  .  

Proof of part (i): by Lemma 4.2.1, 0)( tz  as t . Then by Lemma 

4.1.1(iii) it follows that (4.1.3) holds. We have the following cases: 

Case1: If n  is even, then from Lemma 4.1.1(iv) we have 0)( tz . This 

with (4.2.2) imply that:  

                     ))(())(()()( 2 txptxtptx       for 1tt  .                           (4.2.5)      

Substitute )(1 t  instead of t  and use notation (4.2.3), we get 

)())(( 21 txptx  , then use (4.2.5), we have   ))(())((
2

21 txptx   . Follow this 
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process, and using notation (4.2.3), we have   ))(())((
1

2 txptx
k

k 


  for any 

positive integer k . This implies 0)( tx  as t , since 10 2  p . 

Case2: If n  is odd, then from Lemma 4.1.1(iv) we have 0)( tz . Using 

the fact that 0)( tz  as t , we conclude that 1)(0 Ktz   for some 

constant 01 K , from which with (4.2.2) we have that 

12 ))(()())(()()(0 Ktxptztxtptx   .  If )(tx  is unbounded, then there 

exists an increasing sequence  ks  with 11 ts  , ks  and )( ksx  as 

k , and  kk ststxsx  1:)(max)( . For each k ,         

           12 ))(()( Ksxpsx kk   12 )( Ksxp k  ,        so we have 

                     12 )(1 Ksxp k                                                                  (4.2.6) 

But 10 2  p , so (4.2.6) leads to a contradiction. Therefore, )(tx  is 

bounded and if 0)( tx  as t , there exists 02 K  such that 

t
lim 2)(sup Ktx  . So, there exists an increasing sequence  kr  with 11 tr  , 

kr  and 2)( Krx k   as k . From (1), and (4.2.2), it follows that  

                   )()())((2 kkk rzrxrxp                                                       (4.2.7)                                      

Since  02 K , there exists 0  such that     222 11 Kpp    which 

implies that 

                       2220 KKp .                                                      (4.2.8) 

But for k  sufficiently large,   2))(( Krx k , so by (4.2.7), and (4.2.8), we 

have  

                   )()())((22 kkk rzrxrxpK    
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As k , 0)( krz  so we obtain a contradiction to 2)( Krx k   as k . 

So )(tx  is either oscillatory or 0)( tx  as t . 

Proof of part (ii): By Lemma 4.2.2, we have that either )(tx  as 

t , or (4.1.3) holds. So our goal is to show that if (4.1.3) holds, then 

0)( tx  as t . We can consider the following cases, when (4.1.3) 

holds: 

Case1: If n  is odd, by Lemma 4.1.2(iv) 0)( tz , this with (4.2.2) imply 

that ))(())(()()( 2 txptxtptx   , it then follows (as above in part (i)) that 

  ))(())((
1

2 txptx
k

k 


  for each integer 1k . Since  10 2  p , we have that 

0)( tx  as t . 

Case2: If n  is even, by Lemma 4.1.2(iv) 0)( tz , and by (4.1.3) we see 

that 0)(  tz . So )(tz  is decreasing. Therefore, exists constant 0M , such 

that Mtz  )(0 , so we get Mtxptx  ))(()(0 2  . Now, If )(tx  is 

unbounded, then there exists an increasing sequence  
jT  with 11 tT  , 

jT  and )( jTx  as j , and  jj TtTtxTx  1:)(max)( . For each 

j ,       

           MTxpTx jj  ))(()( 2  MTxp j  )(2 ,        so we have 

                     MTxp j  )(1 2                                                                (4.2.9) 

But 10 2  p , so (4.2.9) leads to a contradiction. Therefore, )(tx  is 

bounded and if 0)( tx  as t , there exists constant 0N  such that 
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t
lim Ntx )(sup . So, there exists an increasing sequence  

jS  with 11 tS  , 

jS  and NSx j )(  as j . From (1), and (4.2.2), it follows that  

                   )()())((2 jjj SzSxSxp                                                   (4.2.10)                                      

Since  0N , there exists 0  such that    Npp 22 11    which 

implies that 

                       NNp20                                                        (4.2.11) 

But for j  sufficiently large,   NSx j ))(( , so by (4.2.10), and (4.2.11), 

we have  

                   )()())((2 jjj SzSxSxpN    

As j , 0)( jSz  so we obtain a contradiction to NSx j )(  as j .  

 

Example 4.2.1:  The NDDE 
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                                                                                                         (4.2.12)       

satisfies all conditions of Theorem 4.2.1(i). If n  is odd, then tetx )(  is a 

solution of (4.2.12) such that 0)( tx  as t . 

Example 4.2.2:  The NDDE 
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                                                                                                         (4.2.13) 
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satisfies all conditions of Theorem 4.2.1(i). If n  is even, then tetx 2)(   is 

a solution of (4.2.13) such that 0)( tx  as t .  

Example 4.2.3:  The NDDE 
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                                                                                                         (4.2.14) 

satisfies all conditions of Theorem 4.2.1(ii). If n  is either even or odd, 

then tetx )(  is a solution of (4.2.14) such that )(tx  as t . Also, 

note that tetx )(  is a solution and satisfies that )(tx  as t . 

Example 4.2.4:  Consider the NDDE 

             0)2()1()1()2()( 1)2(
   txptpxtx kk                          (4.2.15) 

where 10  p . If  k  is odd, then (4.2.15) satisfies conditions of Theorem 

4.2.1(i) , and so it may have oscillatory solutions. Indeed, ttx sin)(   is 

such a solution. If k  is even, then (4.2.15) satisfies conditions of Theorem 

4.2.1(ii), and so it may have oscillatory solutions. indeed, ttx sin)(   is 

such a solution. 

Example 4.2.5:  Consider the NDDE 

             0)
2

()1()1()2()( 1)12(
  

 txptpxtx kk                         (4.2.16) 

where 10  p . If  k  is odd, then (4.2.16) satisfies conditions of Theorem 

4.2.1(i) , and so it may have oscillatory solutions. Indeed, ttx sin)(   is 

such a solution. If k  is even, then (4.2.16) satisfies conditions of Theorem 
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4.2.1(ii), and so it may have oscillatory solutions. In fact, ttx sin)(   is 

such a solution. 

Remark 4.2.2: Theorem 4.2.1 is due to Graef and Spikes, it is theorem 3 

at [20], which also generalizes, and modifies Theorem 7 in [18]. Where 

theorem   7 in [18], is interested in equations of forms like (4.1.20), with 

)(tp  the same as  in (1) ,which is special case of equation (4.2.1). 
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Chapter Five 

Oscillation of n-th Order NDDE When the Non-Derivative 

Part is Dependent on the Independent Variable and the 

Unknown Function with and without Delay 

5.0 Introduction 

    In this chapter we consider the oscillation of n-th order NDDE when 

the non-derivative part is a function of the independent variable, and the 

unknown function with and without delayed argument, i.e. we consider 

an equation of the form  

                     0)))((),(,())(()()(
)(

 txtxtftxtptx
n

                      (5.0.1) 

 Where,   RtCtttp ,,)(),(),( 0  , 00 t , )(t  and )(t  are delayed 

arguments, and   RRRtf ,: 0  is continuous. 

    This chapter contains results of Zafer [39], and our results for the 

oscillation of equation (5.0.1). In section 5.1, we introduce the results of 

Zafer, where he established sufficient conditions for oscillation of 

equation (5.0.1) when the order is even, and also when the order is odd 

for unbounded solutions. 

    While our results are introduced in sections 5.2, and 5.3. In section 5.2, 

we establish sufficient conditions for oscillation of equation (5.0.1) when 

  tt)( , 0 . In section 5.3 we study bounded oscillation of 

equation (5.0.1) with oscillating coefficients. In our work, we depend on 

the ideas of Zafer [39]. Also we benefit from the following papers, Parhi 
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[32], Dahiya and Zafer [10], Bolat and Akin [5], Shen [35], and B. Li 

[30].   

5.1 Oscillation of n-th order NDDE 

 Consider the NDDE 

                     0)))((),(,())(()()(
)(

 txtxtftxtptx
n

                      (5.1.1) 

where 2n , and the following conditions are always assumed to hold: 

(1) )(tp   ),,0( RC  , such that 1)(0  tp  

(2)   ),,0()(),(  RCtt  , tt )( , tt )( , and  
t

lim )(t
t

lim )(t  

(3)   RRRf ,0:  is continuous, and 0),,( yxtyf  for 0xy . 

    This section contains two theorems, each one presents certain sufficient 

conditions for oscillation of solutions of equation (5.1.1). 

Theorem 5.1.1:  Assume that )(t  is a non-negative continuous function 

on  ,0 , and that 0)( tw for 0t  is continuous and nondecreasing on 

 ,0  with: 

                   
   

















1
)())((1

)(),,(
n

ttp

y
wtyxtf


  ,                              (5.1.2)                   

                   






0
)(xw

dx
,    for every 0 ,                                         (5.1.3) 

and              

                   


dtt)(                                                                        (5.1.4) 

Then:  
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i. If n  is even, every solution )(tx  of equation (5.1.1) is 

oscillatory. 

ii. If n  is odd, every unbounded solution )(tx  of equation 

(5.1.1) is oscillatory. 

Proof: Assume that equation (5.1.1) has a non-oscillatory solution )(tx . 

Without loss of generality, let )(tx  be eventually positive (the proof is 

similar when )(tx  is eventually negative). Set 

                   ))(()()()( txtptxtz                                                         (5.1.5) 

In view of (1), and (2), )(tx  and ))(( tx   become eventually positive, and 

so )(tz  is also eventually positive. From equation (5.1.1), we have  

                   0)))((),(.()()(  txtxtftz n                                               (5.1.6) 

implies that 0)()( )( tztz n  eventually . Now, by applying Lemma 1.6.1 

there exists 01 t , and an integer l , 10  nl  with ln  odd, such that 

for  1tt   

                   0)()( )( tztz k , lk ,...,1,0 ,                                                 (5.1.7) 

                0)()(1 )(1



tztz kkn , 1,...,1  nlk ,  and                       (5.1.8) 

                   
 

   
)2(

...1
)( 1)1(

1

1 tz
lnn

tt
tz lnn

n








 ,                                      (5.1.9)  

If n  is even, the integer l  associated with )(tz  is greater than or equal     

to 1. But if n  is odd then }1,...,2,0{  nl , and since the solution )(tx  is 

unbounded for odd orders, then )(tz  is unbounded, and hence 2l . 
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Therefore, either n  is odd or even, then 1l . Hence   )(tz  is increasing 

for 1tt  .   

From (5.1.5) it is clear that )()( tztx  , so ))(())(( tztx   . Using this fact, 

and the fact that )(tz  is increasing, it follows that 

           ))(()()()( txtptxtz  ))(()()( tztptx  )()()( tztptx     for   1tt  ,   

Hence,  

                     )()(1)( tztptx     for   1tt                                            (5.1.10) 

From (5.1.9), and the fact that )(tz  is increasing, we have 

             )()(
))...(1(

2
)2()( )1(1

2

)1)(1(
1 tztt

lnn
tztz nn

nnl
nl 


 


 ,   for    1

1

2 2 ttt ln   

Therefore, by choosing 23 tt  , arbitrarily large, we have 

                   )()( )1(1 tzcttz nn  ,     for  3tt                                          (5.1.11) 

where 0c  is an appropriate constant dependent upon l  and n . 

Let 34 tt   be such that 3)( tt  , for all  4tt  .  From (5.1.10), and (5.1.11), 

we get 

                   
  

))((
)())((1

))(( )1(

1
tcz

ttp

tx n

n




 





,    for  4tt                    (5.1.12) 

using the fact that )()1( tz n  is decreasing, we have 

                   
  

)(
)())((1

))(( )1(

1
tcz

ttp

tx n

n






 


     for  4tt                         (5.1.13) 

using (5.1.2), and (5.1.13), then it follows from ( 5.1.6), that 

                     0)()()( )1()(   tczwttz nn                                                  (5.1.14)  

Setting )()( )1( tczty n , we have 
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                     0)()()(  tywtcty                                                        (5.1.15) 

dividing (5.1.15) by  )(tyw , and integrating from 4t  to t , we obtain 

                    
)(

)( 4
)(

ty

ty
sw

ds
+  

t

t

drrc

4

0)( ,  then                                                

                    

t

t

drrc

4

)(  
)(

)(

4

)(

ty

ty
sw

ds
                                                        (5.1.16) 

Since 0)(  ty , so )(ty  is decreasing. And since 0)( ty , it follows that 

t
lim 0)(  Lty . If 0L , then by (5.1.16) we must have  

                   




4

)(
t

dtt                                                                      (5.1.17) 

which contradicts (5.1.4). In the case when 0L , letting t  in 

(5.1.16) and using (5.1.3), we again obtain (5.1.17). Thus the proof is 

complete.   

Example 5.1.1: Consider the NDDE 

                     0)))((sgn())(()())(()()(
)(

 txtxtptxtptx
n




             (5.1.18) 

where 10   , and n  is even. Use 


xxw )( , Then, if 

                       




 dttpttp
n

)()())((1
)1(

   

by Theorem 5.1.1, every solution of (5.1.18) is oscillatory. 

    In the next theorem, Theorem 5.1.2, we have different sufficient 

conditions for the oscillation of equation (5.1.1). Firstly, we introduce the 

following lemma that is useful in the proof of Theorem 5.1.2 

Lemma 5.1.1: (see theorems 2.1.1, and 2.1.3 in [29]) 
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If ),()(),(  RRCttq  , tt )( , and 
t

lim )(t . If either 

                   
t

lim  

t

t
e

dssq
)(

1
)(inf



                                                        (5.1.19) 

or )(t  is nondecreasing and  

                   
t

lim  

t

t

dssq
)(

1)(sup


                                                          (5.1.20) 

Then the differential inequality 

                   0))(()()(  tutqtu                                                         (5.1.21) 

has no eventually positive solutions. 

Theorem 5.1.2:  Assume that there exists a continuous nonnegative 

function )(t  defined on  ,0 , which is not identically zero on any half-

line of the form  ,*t , such that 2)(),,( ytyxtyf   for all 0t . 

If either         

              
t

lim      
e

n
dsssps

nnt

t

n
)2)(1(

)(

1 2)1(
)()(1)(inf


 

 


              (5.1.22) 

or  )(t  is nondecreasing and  

              
t

lim       )2)(1(

)(

1
2)1()()(1)(sup 


nn

t

t

n
ndsssps 



              (5.1.23) 

Then  

i. If n  is even, every solution )(tx  of equation (5.1.1) is 

oscillatory. 

ii. If n  is odd, every unbounded solution )(tx  of equation 

(5.1.1) is oscillatory. 
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Proof: Proceed the same as in the proof of Theorem 5.1.1, until step in 

which we get (5.1.12).  Use the fact that 2)(),,( ytyxtyf  , and since 

0))(( tx   eventually, we have 

               )()()))((,,( txttxxtf                                                      (5.1.24) 

From (5.1.12) we have: 

                 1)1( )())((1))(())((
 

nn ttptcztx  ,    for  4tt                (5.1.25) 

where   
))...(1(

2 )1)(1(

lnn
c

nnl






,    }1,...,3,1{  nl  if n  is even, and }1,....4,2{  nl  

if n  is odd. 

From (5.1.24), and (5.1.25), we obtain 

           )()))((,,( tctxxtf      1)1( )())((1))((
 

nn ttptz  , for 4tt     (5.1.26) 

Notice that c  takes on its smallest value when 1l , and using (5.1.6), and 

(5.1.26),  we have 

                  0))(()())((1)(
)1(

2
)( )1(1

)1)(2(
)( 


 



tzttpt
n

tz nn
nn

n              (5.1.27) 

Let )()( )1( tztu n  in (5.1.27), we have 

                  0))(()())((1)(
)1(

2
)(

1
)1)(2(









tuttpt
n

tu
n

nn

                     (5.1.28) 

Since (5.1.22) or (5.1.23) is satisfied, by Lemma 5.1.1 inequality (5.1.28) 

has no eventually positive solution. But from (5.1.8), )()( )1( tztu n  is 

eventually positive, so a contradiction. This completes the proof.    

Corollary 5.1.1: If n  is odd, then we can deduce Theorem 5.1.2, with  
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assumptions weaker than (5.1.22), and (5.1.23). Since in the case of odd 

order we assume that the solution )(tx  is unbounded, then we can take c  

to be smallest at 2l  since }1,...,4,2{  nl . Therefore take smallest c  as 

)2)(1(

2 )1)(3(






nn
c

nn

, and then assumptions (5.1.22), and (5.1.23) will be 

           
t

lim     
e

nn
dsssps

nnt

t

n
)3)(1(

)(

1 2)2)(1(
)()(1)(inf


 

 


         (5.1.29) 

or  )(t  is nondecreasing and  

         
t

lim      )3)(1(

)(

1
2)2)(1()()(1)(sup 


nn

t

t

n
nndsssps 



            (5.1.30)    

Corollary 5.1.2: If we consider the linear NDDE 

                     0))(()())(()()(
)(

 txtqtxtptx
n

                                  (5.1.31) 

where  ,,p  as stated above,  and )(tq  is a continuous nonnegative 

function  defined on  ,0 , and not identically zero on any half-line of the 

form  ,*t ,. Then the results of Theorem 5.1.2, are true if we directly put 

)()( tqt   in conditions (5.1.22), and (5.1.23). 

Example 5.1.2: The NDDE 

             0)
2

(
2

1
2)2(

2

1
)( 2

3

2 

































txeetxtx                        (5.1.32) 

satisfies the conditions of Theorem 5.1.2. Therefore, every solution of 

(5.1.32) is oscillatory. Indeed, tetx t sin)(   is such solution.   
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5.2 Oscillation of n-th order NDDE when the non-derivative part has 

constant delay 

    In this section we interested in the oscillation of n-th order NDDE, 

when the non-derivative part of the equation contains constant delay. i.e. 

we will consider the following equation 

                     0))(),(,())(()()(
)(

  txtxtftxtptx
n                      (5.2.1) 

where 2n , and the following conditions are always assumed to hold: 

(1) )(tp   ),,0( RC  , such that 1)(0  tp  

(2)   ),,0()(  RCt , tt )( , 
t

lim )(t , and 0  

(3)   RRRf ,0:  is continuous, and 0),,( yxtyf  for 0xy . 

    In this section we will establish sufficient conditions for the oscillation 

of equation (5.2.1) by using the ideas used in Theorem 5.1.2. i.e. we 

proceed with equation (5.2.1) to get first order delay differential equation, 

but instead of using the criteria in Lemma 5.1.1, we use an improved 

criteria, and this improves our results. 

    We need the following Lemmas for our work: 

Lemma 5.2.1: (see Theorem 1 in  [30]) 

If  0 , ),()(  RRCtq ,  




t

t

dssq 0)(  for  0tt    for some 00 t , and 

                   













 
 

dtdssqetq
t

t

t0

)(ln)(



                                                   (5.2.2) 

Then (5.2.3) is oscillatory, where 

                   0)()()(  tutqtu                                                         (5.2.3)  
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Lemma 5.2.2: (see [24] page 67) 

If 0 , ),()(  RRCtq . Then the differential inequality  

                   0)()()(  tutqtu                                                         (5.2.4) 

has an eventually positive solution if and only if equation (5.2.3) has an 

eventually positive solution. 

Theorem 5.2.1:  Assume that there exists  a continuous nonnegative 

function )(t  defined on R , which is not identically zero on any half-line 

of the form  ,*t , such that  2)(),,( ytyxtyf   for all 0t . If                                    

         0)(1
1





dsssps

t

t

n




   for 0tt   for some 00 t ,             (5.2.5)               

and  

              













 

 


dtdssspscettpt
t

t

t

nn

0

)(1ln)(1
11



      (5.2.6) 

where  
)1(

2 )1)(2(






n
c

nn

 

Then:  

i. If n  is even, every solution )(tx  of equation (5.2.1) is 

oscillatory. 

ii. If n  is odd, every unbounded solution )(tx  of equation 

(5.2.1) is oscillatory. 

Proof: Proceed the same as in the proof of Theorem 5.1.2, instead of )(t  

use t , until step in which we get (5.1.28). Using   tt)( , then 

(5.1.28) will be 
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                  0)()()(1
)1(

2
)(

1
)1)(2(









 tuttpt
n

tu
n

nn

                   (5.2.7) 

From conditions (5.2.5) and (5.2.6), and by using Lemmas 5.2.1, and 

5.2.2, it follows that (5.2.7) has no eventually positive solution. But from 

(5.1.8), )()( )1( tztu n  is eventually positive, so a contradiction. This 

completes the proof.   

Remark 5.2.1: depending on the same technique i.e. by using the results 

of oscillation of first order delay differential equations we can establish 

many results for oscillation of equations (5.1.1) and (5.2.1). And the 

results of Theorems 5.1.2, and 5.2.1 are just some applications of this 

observation. Also, it is interesting to note that the problem of establishing 

conditions for the oscillation of first order delay differential equations has 

been the subject of many investigations. You can see, [14, 30, 26, 36, 38]. 

However, in Theorem 5.2.1, we get conditions that are improved than that 

of Theorem 5.1.2 in the case of ,)(   tt  0 . {see example 5.2.1}. 

One can get different, and may be more improved, results if he follows 

the known results of oscillation of first order delay differential equation. 

In this situation, we would like to refer to paper [36], where in this paper 

the authors presented a survey for the most known results of oscillation of 

first order delay differential equations. 

Example 5.2.1: Consider the NDDE 

              0)1(
1

2
)1(

2

1
)(

1sin5.0




















tx
t

e
txtx

t

, 1t                            (5.2.8) 
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since equation (5.2.8)  is linear we  use 
1

2
)(

1sin5.0






t

e
t

t

 .  

If we check the condition (5.1.22) of Theorem  5.1.2, then  

         
t

lim    ds
s

e
s

st

t
1

2
1

2

1
inf

1sin5.0

1







 
t

lim  dse

t

t

s






1

1sin5.0inf
e

1
  

Therefore, condition (5.1.22) is not satisfied. Also you can see that 

condition (5.1.23) is not satisfied. So by using Theorem 5.1.2, we can not 

have a conclusion about the oscillation of equation (5.2.8). 

Now let us check the conditions of Theorem 5.2.1,  

   ds
s

e
s

st

t
1

2
1

2

1 1sin5.01






 




1

1sin5.0

t

t

s dse 0 , for 1t , hence (5.2.5) holds. Then 

check for condition (5.2.6) 

    


















 

  

dtds
s

e
s

e

t

e
t

t

t
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1

1 1sin5.01sin5.0

1

2
1

2
ln

1

2
1

2

1
dtdseee

t

t
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 
 

















1

1

1sin5.01sin5.0 ln  

using Jensen’s Inequality (see appendix F), then 

dtdseee

t

t

st

 
 

















1

1

1sin5.01sin5.0 ln dtsdse

t

t

t














 





1

1

1sin5.0 sin5.0                              (5.2.9)        

 dtsdse

t

t

t









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



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

1

1

1sin5.0 sin5.0  dttte
e
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
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



1

sin5.0 cos)1cos(
2

1
  

                                     dttte
e
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






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




1
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2

1
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1
cos(

2

1
  

Use the following identities  

       
2

1
sin)

2

1
sin(

2

1
cos)

2

1
cos()

2

1

2

1
cos(  ttt    

       
2

1
sin)

2

1
sin(

2

1
cos)

2

1
cos()

2

1

2

1
cos(  ttt      
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Then we have:                  

dtsdse

t

t

t



















1

1

1sin5.0 sin5.0   



1

sin5.0 )
2

1
sin(2

1
sin

dtte
e

t  

                             dttte
e

t














1

sin5.0

2

1
sincos

2

1
cossin2

1
sin

         (5.2.10) 

Note that 
t

t tdte
1

sin5.0 cos  is bounded, and  

2

0

sin5.0 0sin tdte t , so we conclude 

that     


















 

  

dtds
s

e
s

e

t

e
t

t

t

st

1

1sin5.01sin5.0

1

2
1

2
ln

1

2
1

2

1


 , hence condition (5.2.6) 

is satisfied. Therefore by Theorem 5.2.1 every solution of equation 

(5.2.8) is oscillatory. 

5.3 Bounded oscillation of n-th order NDDE with oscillating 

coefficients 

Consider the NDDE 

                     0)))((),(,())(()()(
)(

 txtxtftxtptx
n

                      (5.3.1) 

where 2n , and the following conditions are always assumed to hold: 

(1) )(tp   ),,0( RC   is an oscillatory function, and 
t

lim 0)( tp . 

(2)   ),,0()(),(  RCtt  ,  tt )( , tt )( ,  and  
t

lim )(t
t

lim )(t  

(3)   RRRf ,0:  is continuous, and 0),,( yxtyf  for 0xy . 

    The main results of this section are contained in Theorems 5.3.1, and 

5.3.2.  In the first theorem we present results for bounded oscillation of 

even order, while the second theorem deals with case of odd order.  
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Theorem 5.3.1: Assume that  )(t  is a non-negative continuous function 

on R , and that 0)( tw for 0t  is continuous and nondecreasing on R  

with: 

                   
  















1
)(

)(),,(
n

t

y
wtyxtf


  ,                                              (5.3.2)                   

and  

                   






0
)(xw

dx
,    for every 0 .                                         (5.3.3)     

  If n  is even and              

                   


dtt)(                                                                        (5.3.4) 

Then every bounded solution )(tx  of equation (5.3.1) is oscillatory. 

Proof: Assume that equation (5.3.1) has a bounded non-oscillatory 

solution )(tx . Without loss of generality, let )(tx  be eventually positive 

(the proof is similar when )(tx  is eventually negative). That is, let 0)( tx ,  

0))(( tx  ,  and 0))(( tx   for  00  tt .  

Set 

                   ))(()()()( txtptxtz                                                         (5.3.5) 

From (5.3.1) and (5.3.5) we have 

                   0)))((),(,()()(  txtxtftz n                                               (5.3.6)    

That is 0)()( tz n . It follows that )()( tz i ( 1,...,1,0  ni ) is strictly monotonic 

and of constant sign eventually. Since )(tp is an oscillatory function, there 

exists a 01 tt   such that as 1tt  , 0)( tz  eventually. Since )(tx  is bounded, 
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and by using the fact that 
t

lim 0)( tp , then it follows from (5.3.5) that 

there is a  12 tt  , such that )(tz  is also bounded for 2tt  . 

Now, by applying  Lemma 1.6.1, there exists 23 tt   , and an integer l , 

10  nl  with ln  odd, such that for  3tt   

                   0)()( )( tztz k , lk ,...,1,0 ,                                                 (5.3.7) 

                0)()(1 )(1



tztz kkn , 1,...,1  nlk ,  and                       (5.3.8) 

                   
 

   
)2(

...1
)( 1)1(

1

3 tz
lnn

tt
tz lnn

n








 ,                                      (5.3.9) 

Since n  is even, and )(tz  is bounded it follows that 1l  (otherwise )(tz  is 

not bounded). And from (5.3.7) we have 0)(  tz , so )(tz  is increasing. 

Since )(tx  is bounded, by (1) it follows that 
t

lim 0))(()( txtp  . Then using 

this fact and by (5.3.5) there exists a 34 tt   such that  

                   )()( tztx     for    4tt                                                    (5.3.10) 

where   is some number in  1,0 .  

From (5.3.9), and the fact that )(tz  is increasing, we have 

                   )()(
)1(

2
)2()( )1(1

5

)1)(2(
2 tztt

n
tztz nn

nn
n 


 


 ,   for   3

2

5 2 ttt n  

Therefore, by choosing 56 tt  , arbitrarily large, we have 

                   )()( )1(1 tzcttz nn  ,     for  6tt                                          (5.3.11) 

where 0c  is an appropriate constant dependent upon n . 

Let 67 tt   such that 6)( tt   for all 7tt  , then it follows from (5.3.11) that 

                     ))(()())(( )1(1
tztctz nn

 
  for  7tt                               (5.3.12) 
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Let },max{ 748 ttt   then by  (5.3.10), and (5.3.12) we have 

                   ))(())(( tztx     ))(()( )1(1
tztc nn

 
   for    8tt             

Hence, we have: 

                   
 

))((
)(

))(( )1(

1
tcz

t

tx n

n




 


 ,    for  8tt                                   (5.3.13)   

using the fact that )()1( tz n  is decreasing, it follows from (5.3.13) that 

                   
 

)(
)(

))(( )1(

1
tcz

t

tx n

n




 




,    for  8tt                                       (5.3.14) 

using (5.3.2), and (5.3.14), then it follows from ( 5.3.6), that 

                     0)()()( )1()(   tczwttz nn                                                (5.3.15)  

Setting )()( )1( tczty n  , we have 

                     0)()()(  tywtcty                                                      (5.3.16) 

dividing (5.3.16) by  )(tyw , and integrating from 8t  to t , we obtain 

                   
)(

)( 8
)(

ty

ty
sw

ds
+  

t

t

drrc

8

0)( ,  then                                                

                    

t

t

drrc

8

)( 
)(

)(

8

)(

ty

ty
sw

ds
                                                       (5.3.17) 

Since 0)(  ty , so  )(ty  is decreasing. And since 0)( ty , it follows that 

t
lim 0)(  Lty . If 0L , then by (5.3.17) we must have  

                   




8

)(
t

dtt                                                                      (5.3.18) 
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which contradicts (5.3.4). In the case when 0L , letting t  in 

(5.3.17) and using (5.3.3), we again obtain (5.3.18). Thus the proof is 

complete.  

Example 5.3.1: Consider the NDDE 

        
 

0)))((sgn(
)(

))((
))(()())(()()(
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)(

















tx

t

tx
Gtxtqtxtptx

n

n








       (5.3.19)        

where, n  is even, p and   as stated above, 10   ,  )(tq  is a continuous 

nonnegative function  defined on  ,0 , and not identically zero on any 

half-line of the form  ,*t ,  and )(xG  is a continuous function which is 

positive and nondecreasing for all Rx . 

Use )()( xGxxw


 , then if 

                     




 dttqt
n

)()(
)1(

    

by Theorem 5.3.1 every bounded solution of equation (5.3.19) is 

oscillatory.                                                                         

    In the next theorem, Theorem 5.3.2, besides conditions (1)-(3) we 

further assume that: 

(4) 0)(0   tt , where 0  is positive constant 

Theorem 5.3.2: Assume that )(t  is a non-negative continuous function 

on R , and that 0)( tw for 0t  is continuous and nondecreasing on R  

with: 

                   
  

















1
)(

)(),,(
n

tt

y
wtyxtf


  ,                                        (5.3.20)                   
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and  

                   






0
)(xw

dx
,   for every 0 .                                        (5.3.21)     

  If n  is odd and              

                   


dtt)(                                                                      (5.3.22) 

Then every bounded solution )(tx  of equation (5.3.1) is oscillatory. 

Proof: Assume that equation (5.3.1) has a bounded non-oscillatory 

solution )(tx . Without loss of generality, let )(tx  be eventually positive 

(the proof is similar when )(tx  is eventually negative). That is, let 0)( tx , 

0))(( tx  , and 0))(( tx   for 00  tt .  

Set )(tz  as in (5.3.5). Then from (5.3.1) and (5.3.5) we have (5.3.6) 

From (5.3.6) 0)()( tz n  eventually. It follows that )()( tz i ( 1,...,1,0  ni ) is 

strictly monotonic and of constant sign eventually. Since )(tp is an 

oscillatory function, there exists a 01 tt   such that as 1tt  , 0)( tz  

eventually. Since )(tx  is bounded, and by using the fact that 
t

lim 0)( tp , 

then it follows from (5.3.5) that there is a 12 tt  , such that )(tz  is also 

bounded for 2tt  .  

Now, applying Lemma 1.6.1, there exists 23 tt  , and an integer l , 

10  nl  with ln  odd, such that for 3tt   the (5.3.7), and (5.3.8) are 

satisfied. Since n  is odd and )(tz  is bounded then 0l . Hence from 

relations (5.3.7), and (5.3.8) we have  
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                     0)(1 )(  tz kk , 1,...,1,0  nk                                           (5.3.23) 

Since n  is odd, from  (4) and (5.3.23) follows that we can apply Lemma 

1.6.5.   Using Lemma 1.6.5, we have 

                   ))(( tz    )(tttz 
 

)(
)!1(

)( )1(

1

tz
n

tt n

n











   for 03  tt                 

Hence, 

                   ))(( tz 
 

)(
)!1(

)( )1(

1

tz
n

tt n

n











    for  03  tt                     (5.3.24)  

 Since )(tx  is bounded, by (1) it follows that 
t

lim 0))(()( txtp  . Then using 

this fact and by (5.3.5) there exists a 34 tt   such that  

                   )()( tztx     for    4tt                                                    (5.3.25) 

where   is some number in  1,0 . 

 Let 45 tt   such that 4)( tt   for all 5tt  , then it follows from (5.3.25) 

that  

                   ))(())(( tztx       for   5tt                                           (5.3.26)  

Let },max{ 0356  ttt . Then, by (5.3.25) and (5.3.26) we have 

                   ))(())(( tztx  
 

)(
)!1(

)( )1(

1

tz
n

tt n

n











   for   6tt   

then we get 

                   
  )!1(

)(

)(

))(( )1(

1








n

tz

tt

tx n

n






      for   6tt                                  (5.3.27) 

using (5.3.20), and (5.3.27), then it follows from ( 5.3.6), that 

                     0)()()( )1()(   tczwttz nn                                                (5.3.28)  
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where 
)!1(

1




n
c  

Setting )()( )1( tczty n  , we have 

                     0)()()(  tywtcty                                                      (5.3.29) 

Dividing (5.3.29) by  )(tyw , and integrating from 6t  to t , we obtain 

                   
)(

)( 6
)(

ty

ty
sw

ds
+  

t

t

drrc

6

0)( ,  then                                                

                    

t

t

drrc

6

)( 
)(

)(

6

)(

ty

ty
sw

ds
                                                       (5.3.30) 

Since 0)(  ty , so  )(ty  is decreasing. And since 0)( ty , it follows that 

t
lim 0)(  Lty . If 0L , then by (5.3.30) we must have  

                   




6

)(
t

dtt                                                                      (5.3.31) 

which contradicts (5.3.22). In the case when 0L , letting t  in 

(5.3.30) and using (5.3.21), we again obtain (5.3.31). Thus the proof is 

complete.  

Example 5.3.2: Consider the NDDE 

      
 

0)))((sgn(
)(
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))(()())(()()(
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






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
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
tx

tt

tx
Gtxtqtxtptx
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
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
     (5.3.32)        

where, n  is odd , p and   as stated above, 10   , )(tq  is a continuous 

nonnegative function  defined on  ,0 , and not identically zero on any 

half-line of the form  ,*t , and )(xG  is a continuous function which is 

positive and nondecreasing for all Rx . 
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Use )()( xGxxw


 , then if 

                     




 dttqtt
n

)()(
)1(

    

by Theorem 5.3.2 every bounded solution of equation (5.3.32) is 

oscillatory. 

    The results of this section can be directly generalized to the non-

homogeneous form with certain conditions on the forcing term. The 

following remark shows such conditions for oscillation of non-

homogenous NDDE.  

Remark 5.3.1: consider the following non-homogenous NDDE 

                     )()))((),(,())(()()(
)(

thtxtxtftxtptx
n

                        (5.3.33) 

where   ),,0()( RCth  . If conditions (1)-(3) are satisfied, condition (4) 

holds for odd orders, and there exists an oscillatory function 

  ),,0()( RCtr n   such that )()()( thtr n  , and 
t

lim 0)( tr . Then the results 

of Theorems 5.3.1, and 5.3.2 still remain  true for equation (5.3.33).  

Proof: To prove this remark we proceed the same as in proofs of 

Theorems 5.3.1, and 5.3.2. But here we set )())(()()()( trtxtptxtz   .  

All steps of proof of this remark is exactly the same as that in proofs of 

Theorems 5.3.1, and 5.3.2. So the proof here is omitted.  
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Appendix A 

In this appendix we prove Lemma 2.3.1. 

Our aim is to prove that if )(tz  is positive function of degree l , 2l . 

Then  

                   
 
  




t

t

l

l ds
l

st
sztz

1
!2

)()(

2

)(                                                       (A.1)  

Proof: Since )(tz  is positive function of degree l , by Lemma 1.6.1: 

                   0)()( tz i ,    li 0                                                            (A.2)  

In view of (A.2), we prove (A.1) by using the identity:  

                   )()( )()( tztz ll                                                                        (A.3) 

Integrate (A.3) from 1t  to t  we have: 

                     )()( 1

)1()1( tztz ll


t

t

l dssz

1

)()(                                                 (A.4)    

From (A.1) 0)( 1

)1(  tz l , so it follows from (A.4) that: 

                    )()1( tz l


t

t

l dssz

1

)()(                                                               (A.5) 

Integrate (A.5) from 1t  to t , and use 0)( 1

)2(  tz l , we have: 

                   dwdssztz
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  
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


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
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1 1

)()( )()2(                                                      (A.6) 

Integrate the right side of (A.6) by parts.  (The formula of integration by 

parts is    vduuvudv  ). 

Let u 
w

t

l dssz

1

)()(    dwwzdu l )()( .  Let dwdv     wv  , so  
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         dwdssz
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Hence from (A.6) and (A.7) we get: 
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Again integrate (A.8) from 1t  to t , and use 0)( 1

)3(  tz l , we have: 
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Integrate the right side of (A.9) using formula of integration by parts: 
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Let dwdv     wv  , then 

         dwdsszsw

t

t

w

t

l

  














1 1

)()( )(

t

t

w

t

l dsszsww

1
1

)()( )(














  dwdsszw

t

t

w

t

l

  














1 1

)()(  

                                           

t

t

l dsszstt

1

)()( )( dwdsszw

t

t

w

t

l

  














1 1

)()(            (A.10) 

Again use integration of parts for second integration in the right side of 

(A.10): 

Let u 
w

t

l dssz

1
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v  , then 

         

t

t

w

t

l

t

t

w

t

l dssz
w

dwdsszw

1
11 1

)(
2

)( )(
2

)(






























  
t

t

l dwwz
w

1

)(
2

)(
2

 



 125 

                                   
t

t

l dssz
t

1

)(
2

)(
2

 
t

t

l dssz
s

1

)(
2

)(
2

                              (A.11) 

Now, from (A.9), (A.10), and (A.11) we have: 
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   Again integrate (A.12) from 1t  to t , and use 0)( 1

)4(  tz l , we have: 
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Integrate the right side of (A.13) using formula of integration by parts: 
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Let dwdv     wv  , then 
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Then, use integration by parts for second integration in the right side 

of(A.14): 
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w

t

l

  







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

1 1
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t

t

w
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1
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2
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
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





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


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t

t

w

t

l dwdssz
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2
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                                      

t

t

l dsszst
t

1

)()(
2
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2

  







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


t

t

w

t

l dwdssz
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           (A.15) 

Also, integrate by parts the second integral in the right side of (A.15), we  

have: 

                     











t

t

w

t

l dwdssz
w

1 1

)(
2

)(
2

 

t

t

t

t

ll dssz
s

dssz
t

1 1

)(
6

)(
6

)(
3

)(
3

                   (A.16) 

From (A.13), (A.14), (A.15), and (A.16) we have: 

  

 )()4( tz l

 

t

t

l dssz
s
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t

t

1

)()
22

( )(
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 

t

t

l dsszst
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)()(
2

)(
2

 

t

t

t

t

ll dssz
s

dssz
t

1 1

)(
6

)(
6

)(
3

)(
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          dssz
stsstt l

t

t

)(
6

33
( )(

3223

1


 




t

t

l dssz
st

1

)(
!3

)( )(
3

, hence  

                    )()4( tz l  


t

t

l dssz
st

1

)(
!3

)( )(
3

                                          (A.17) 

By following the above process, in view of (A.2), we can show that 

                         )()5( tz l  


t

t

l dssz
st

1

)(
!4

)( )(
4

                                          (A.18)    

From (A.5), (A.8), (A.12), (A.17), and (A.18) in general we have: 
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                    )()( tz kl

 

 t

t

l
k

dssz
k

st

1

)(
)!1(

)( )(
1

,                                              (A.19) 

If 1 kl , then (A.19) implies that 

                    )(tz  

 t

t

l
l

dssz
l

st

1

)(
)!2(

)( )(
2

                                                    (A.20) 

Thus the proof is completed.   
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Appendix B 

In this appendix we shall show the inequality (2.3.14), by using inequality 

(2.3.13). We do this by integrating (2.3.13) from t  to   )1(  ln  times, 

in view of (2.3.9), (2.3.10), and 3 nl . Let us rewrite these inequalities. 

{(2.3.13) is (B.1), (2.3.14) is (B.2),  (2.3.9) is (B.3), and (2.3.10) is 

(B.4).} 

                     0))(()())((1)()(  tztqtptz n   ,                                  (B.1) 

                    
 








t

ln
l ds

ln

ts
spszsqtz

)!2(

)(
))((1))(()()(

2
)1(                  (B.2) 

                   0)()( tz i ,    li 0                                                            (B.3) 

                     1
1




in
0)()( tz i ,   11  nil                                         (B.4) 

For simplicity suppose that   ))(()())((1)( tztqtpt  
  

Proof: Integrate (B.1) from t  to   

                   


 
t

nn dsstzz )()()( )1()1(                                                 (B.5) 

From (B.4) 0)()1(  tz n , using this fact with (B.5) we have: 

                    


 
t

n dsstz )()()1(                                                             (B.6) 

Integrate (B.6) from t  to  ,  

                    
 


















t w

nn dwdsstzz )()()( )2()2(                                     (B.7) 

Use integration by parts for the right side of (B.7) 

Let 



w

dssu )(    dwwdu )( .  Let dwdv     wv  ,  
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          
 















t w

dwdss)(












 

tw

dssw )( 



t

dwww )( = 



t

dssts )()(                (B.8) 

If 3 nl , from (B.4) 0)()2(  tz n , using this with (B.7), and (B.8) we 

have: 

                    )()2( tz n





t

dssts )()(                                                       (B.9) 

Again integrate (B.9) from t  to  , we have 

                     )()( )3()3( tzz nn

 
 
















t w

dwdssws )()(                           (B.10)  

If 4 nl , From (B.4) 0)()3(  tz n , therefore from (B.10) we obtain 

                     )()3( tz n

 
 
















t w

dwdssws )()(                                        (B.11) 

Use integration by parts for the right side of (B.11). However, this is 

similar to our work in Appendix A, (see A.10-A.11), so we put the result 

directly: 

                     )()3( tz n






t

dss
ts

)(
2

)( 2

                                               (B.12)                                               

Again integrate (B.12) t  to  , with use of 0)()4(  tz n  (If 5 nl ), we 

have 

                    )()4( tz n






t

dss
ts

)(
!3

)( 3

                                                  (B.13) 

In general If 1 knl , we have 

                    k1  )()( tz kn


 





t

k

dss
k

ts
)(

)!1(

)( 1

                                       (B.14) 
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If 1 lkn , i.e. we integrate (B.1) )1(  ln , then we have: 

                        1
1




ln
 )()1( tz l


 





t

ln

dss
ln

ts
)(

)!2(

)( 2

                               (B.15) 

But 1 ln is even, hence: 

                    )()1( tz l


 





t

ln

dss
ln

ts
)(

)!2(

)( 2

                                              (B.16) 

Substitute    ))(()())((1)( szsqsps  
  , we have:                           

                    
 








t

ln
l ds

ln

ts
spszsqtz

)!2(

)(
))((1))(()()(

2
)1(                (B.17)  

Thus the proof is completed.        
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Appendix C 

In this appendix we will show inequality (2.3.27) from inequality 

(2.3.26). Where 
t

lim 0)(  ctz . The inequality (2.3.26) is (C.1):                                                                        

                   



t

dsszsatz ))(()()( 1                                                      (C.1) 

Proof: Integrate (C.1) from 1t  to  , 

           )()( 1tzz  
 
















1

))(()(1

t w

dwdsszsa                                           (C.2) 

Use formula of integration by parts for the right side of (C.2) 

Let  u 



w

dsszsa ))(()(1      dwwzwadu ))(()(1  .  

Let  dwdv     wv  , 

 
 















1

))(()(1

t w

dwdsszsa 












 

1

))(()(1
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dsszsaw 
 



1

))(()(1

t

dwwzwwa   

                                  




1

))(()(11

t

dsszsat 






1

))(()(1

t

dsszssa   

                                   




1

))(()()( 11

t

dsszsats                                        (C.3) 

From (C.2), (C.3), with use of 
t

lim ctz )( , we obtain: 

                   




1

))(()()()( 111

t

dsszsatsctz                                             (C.4) 

 From (C.4) we have 

    )( 1tz 




1

))(()()( 11

t

dsszsatsc 






1

))(())(()( 1111

t

dstssatzctz           (C.5) 
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But )(tz  is increasing and tt 1 , then (C.5) implies that: 

                   




1

))(())(()( 11

t

dstssatzctz                                              (C.6) 

Inequality (2.3.27) is (C.6). Thus the proof is completed.     
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Appendix D 

In this appendix we will show inequality (2.3.35).   {(2.3.35)  is  (D.1)} 

                   
 






1

)(
)!1(

)(
)( )(

1

1
1

t

n
n

dssz
n

ts
tz                                                    (D.1) 

 Where          0)(1 )(  tz ii , ni 0   ( n  is odd)                                    (D.2) 

For convenience, we use the notation   )(y
t

lim )(ty    

Proof: Consider the equality   

                   )()( )()( tztz nn                                                                       (D.3) 

Integrate (D.3) from t  to  ,  

                     )()( )1()1( tzz nn




t

n dssz )()(                                              (D.4)  

From (D.2) 0)()1(  tz n , then (D.4) implies that: 

                    )()1( tz n





t

n dssz )()(                                                           (D.5)  

Integrate (D.5) from t  to  ,  

                   )()( )2()2( tzz nn    
 
















t w

n dwdssz )()(                                   (D.6) 

From (D.2) 0)()2(  tz n , and by using integration by parts for the right side 

of (D.6), we have: 

                   )()2( tz n   



t

n dsszts )()( )(                                              (D.7) 

Integrate (D.7) from t  to  ,  

                   )()( )3()3( tzz nn    
 
















t w

n dwdsszts )()( )(                        (D.8) 
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Again, by using of integration by parts for the integral of right side of 

(D.8), with use of 0)()3(  tz n , (We did similar thing in Appendix B), then 

we have:  

                   )()3( tz n  





t

n dssz
ts

)(
2

)( )(
2

                                               (D.9) 

If we complete in the same manner we obtain, in general, the following: 

                     1
1




k
 )()( tz kn
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



t

n
k

dssz
k

ts
)(

)!1(

)( )(
1

                                  (D.10) 

If 1 kn , i.e. we integrate (D.3) )1( n times, then we have: 

                   
 






t

n
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n

ts
tz

)!2(

)(
)(

2

                                                       (D.11)   

If kn  , then we have 

                   
 






t

n

ds
n

ts
tz

)!1(

)(
)(

1

                                                           (D.12) 

However, if we integrate (D.11) from t  to  , we obtain (D.12). Hence, 

by integration of (D.11) from 1t  to  , we obtain: 

                   
 






t

n

ds
n

ts
tz

)!1(

)(
)(

1

1
1                                                         (D.13) 

Thus the proof is completed.  
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Appendix E 

In this appendix we evaluate the integral (3.3.9), which is the following: 

                   
 dttzttI nn )()( )(1                                                                (E.1) 

Since  1nt  can be differentiated repeatedly to become zero, we use 

integration by parts repeatedly. And for simplicity we use the tabular 

integration method, which is, in fact, a method of organization the 

repeatedly integration by parts. (You can see books of calculus).  

    1nt and its derivatives                         )()( tz n  and its integrals 

 1nt                                   )(                                     )()( tz n  

 2)1(  ntn                          )(                                     )()1( tz n     

      3)2)(1(  ntnn                  )(                                    )()2( tz n  

      4)32)(2)(1(  ntnn                                                  )()3( tz n  

                    :                            :                                         :   

     tnn 2.3)...32)(2)(1(        )(                                       : 

     2.3)...32)(2)(1(  nn         )(                                      )(tz                     

                                                                                     )(tz   

We add the products of the functions connected by the arrows, with 

the middle sign changed, to obtain: 

          )()2)(1()()1()()( )3(3)2(2)1(1 tztnntztntzttI nnnnnn  

                    … )(2.3)...3)(2)(1()(2.3)...3)(2)(1( tznnntztnnn   (E.2) 
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Appendix F 

Jensen’s Inequality 

   There are several forms for Jensen’s inequality. In this appendix we 

choose an easy form to help us in our work in section 5.2.  

Theorem F.1 [4]: Let     ,,:  be continuous and convex 

downward. If f  and g are continuous on  ba,  with 0)( tg , and 

 

b

a

dttg 0)( . Then  

                       






 b

a

b

a

b

a

b

a

dttgdttgtfdttgdttgtf )(/)()()(/)()(                      (F.1) 

Example F.1: take tt ln)(  . It is continuous and convex downward on 

 ,0 . Take tetf sin05)(  ,  1)( tg , and interval  1, tt . Apply Theorem 

(F.1) we have: 

                   














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1

1sin5.0ln
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




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


 
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sdse  
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

1

sin5.0ln

t

t

se 




1

sin5.0

t

t

sds          

                   


















1

1sin5.0ln

t

t

s dsee 




1

sin5.0

t

t

sds                                            (F.2) 

Therefore from (F.2) we can obtain:   

                   dtdseee

t

t

st

 
 

















1

1

1sin5.01sin5.0 ln dtsdse

t

t

t














 





1

1

1sin5.0 sin5.0              (F.3)       

(F.3) is the relation (5.3.9).    
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