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Abstract

The sample distribution is defined as the distribution of the sample measurements given the
selected sample. Under informative sampling, this distribution may be different from the
corresponding population distribution. Sampling on two occasions under informative sampling
design, utilizing the sample and sample-complement distributions for occasion one, the matched
sample and unmatched sample distributions, and matched sample-complement and unmatched
sample-complement for occasion two, is proposed for predicting finite population total of a
variable under study for the current (second) occasion, viewing information collected on the first
(previous) occasion as auxiliary information. An interesting result of the present analysis is that
known predictors in common use are shown to be special cases of the present predictors
obtained under informative sampling, thus providing them a new justification.

Keywords: Matched distribution, Sample-complement distribution, Unmatched
distribution.

1. Introduction

The practice of relying on samples for the collection of important series of data,
published at regular intervals has become common. In most surveys, interest
centers on the current total or average. For discussions of repeated sampling in
general and on sampling on two occasions, in particular, under noninformative
sampling, see Cochran (1977). However if the design is informative, in the sense
that the study or response variable is correlated with design variables not
included in the model, even after conditioning on the model covariates, standard
estimates of the model parameters can be severely biased, leading possibly to
false inference. For example, see Pfeffermann, Krieger and Rinott (1998) and
Eideh (2010).

In this paper we propose to deal with the prediction of finite population total of a
variable under study for the second occasion, using information collected on the
first occasion as an auxiliary variable, and under informative sampling, by
combining two separate statistical methodologies: sampling on two occasions
and methods of analysis under complex informative sampling.

As an example of situation where the sampling design is informative on both
occasions is: if the same sampling design is used on every occasion and the
sampling scheme is informative on one occasion then it is informative on every
occasion. (Corresponding talk with Danny Pfeffermann).
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Methods of prediction under informative sampling have been investigated by
Sverchkov and Pfeffermann (2004), and Pfeffermann and Sverchkov (2007) in
the context of analytical inference from complex surveys for cross-sectional
analysis based on data from a single occasion. Later, Eideh and Nathan (2009)
investigated the effects of informative two-stage cluster sampling on estimation
and prediction with application in small area estimation.

Previous work in this area deals with sampling on two occasions under equal and
unequal probability of selection sampling designs. See for example Arnab (1998),
and Prasad and Graham (1994). In particular, none of the above studies extract
the sample matched and sample un-matched distributions, for sampling on two
occasions, from the population distribution and first order inclusion probabilities.
The key reference about effects of informative design on sample distributions,
applied here to the case of repeated sampling, is Sverchkov and Pfeffermann
(2004).

As pointed out by Sverchkov and Pfeffermann (2004) in Section 8 Concluding
Remarks “Further experimentation with this kind of predictors and MSE (mean
square error) estimation is therefore highly recommended”.

Thus, the aims of the present study are then to extend and develop the methods
of prediction of finite population totals under informative sampling by utilizing the
sample distribution and sample-complement distributions for sampling on two
occasions. In Section 2 a review of known results on the sample and sample-
complement probability density functions (pdfs) is given. In Section 3 we
introduce the marginal distributions of matched and un-matched sample
observations for occasion two. Marginal distributions of complement-matched
and complement-un-matched samples are discussed in Section 4. In Section 5
we present the results of prediction of finite population totals of a variable under
study for the second occasion, under informative sampling. Prediction methods
are discussed in Section 6. In Section 7 we give examples. Section 8 presents
the estimation of mean square error and Section 9 provides a discussion of the
results.

It should be noted that this paper is based completely on model-based inference
(rather than randomization based).

2. Review of results on sample and sample-complement probability
density functions

In this article we assume sampling on two occasions from a finite population that
is composed of the same elements at the two different occasions. The study or
response variable Y is observed at each occasion, but not necessarily for the
same set of elements. The response variable will be denoted Y, at the first

occasion and Y, at the second occasion. At the first occasion, a sample s, is
drawn by the sampling design P(-) such that P(s,) is the probability that s, is
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chosen. The corresponding inclusion probabilities are denoted by 7,, for element
ieU.Let I, =1ifies, and I, =0, otherwise, be sample membership indicator

of element i € U for the first occasion. At the first occasion, we assume that the
population values (yn,xll),---,(yw,xw) are independent realizations of random

variables Y, and X, with continuous joint pdffp(yli,xh.). In the application, the

variable Y, is the variable of interest for period one and is observed only for the

sample on the first occasion. (In practice, the variable of interest for period one
may often be observed also for the sample of the second occasion (retrospective
studies)). The variable X, represents auxiliary variable and its values are

assumed known for the whole population. Let z=1{z,,..,z,} be the values of a

known design variable, used for the sample selection process but not included in
the working model under consideration. In what follows we consider a sampling
design with selection probabilities 7, = Pr(i € s) where i=1...,N . In practice, the

z;’s may depend on the population values (x,y,z). We consider single stage
sampling, with inclusion probabilities:

Ty :Pr(iESl|in’xli’Zi)=g(yli’xli’zi) (2.1)
for some function g and all units i € U . See Eideh (2010) for further discussion
on examples of g.

Since r,,..,7, are defined by the realizations (yli,xli,z,.),izl,...,N, therefore
they are random realizations defined on the space of possible populations.

According to Pfeffermann, Krieger and Rinott (1998), the conditional marginal
sample pdf of ¥, is defined as:

/s (ylilxli ) =/, (yli|xli’lli = 1)
_ Pr(lli =1y,.x; )fp (yli|‘xli) (2.2)
Pr(Ili = 1|x1i)
with the second equality obtained by application of Bayes theorem.

Note that the conditional marginal sample pdf is different from the super
population pdf generating the finite  population values, unless
Pr(7, =1ly,.x,)=Pr(I,, =1x,) for all possible values y,, in which case the
sampling process or scheme is noninformative or can be ignored conditional on
X -
Denote by E, and £, the expectations under the population and sample pdfs,

respectively. Then according to Pfeffermann, Krieger and Rinott (1998), (2.2) can
be written as:

_fsl (yli |x”): Ep(ﬂ-li |y1,-,x]l,)fp(y” |x1i)

Ep (ﬂ-li | xli)

(2.3)

Pak.j.stat.oper.res. Vol.VIl No.2 2011 pp283-303 285



Abdulhakeem A.H. Eideh

where
Ep(ﬂ.li ‘xli)zj.Ep(ﬂ-li ’yli’xli)fp(yli |x1i)dy]i (2.4)

It follows from (2.3) that the population and sample pdf's are different, unless
E,(zv,x,)=E,(m,x,) for all y,, in which case the sampling process can be

ignored for inferences that condition on the x,.

Comment 1. Note that £, (z, | y,.x,)=E,, . E, (7| y.%,.2), so that z is

integrated out in (2.3). See Remark 1 in Sverchkov and Pfeffermann (2004) for
further discussion.

Let w, =1/x,, define the sampling weight of unit i € U . According to Pfeffermann
and Sverchkov (1999), the following relationships hold:

1

e e 2.5
p(nll|yll xll) Esl (Wli|y1i’x1i) ( a)
1
Ep(ﬂli’xli)zm (25b)
5 1il°V1i
E, (w,yilx,;)
E,(vyx,)= W (2.5¢)
5 1741
EY (Wuyli)
e 2.5d
p(yll) Esl (le) ( )
1
S 2.5
P (ﬂ.]z) f;s1 (Wll ) ( e)

Similar to (2.2), the conditional marginal sample-complement pdf (for units not in
s, , denoted by s, ) is defined as:

fs (yu|xu)= Sy (y1i|x1i’]1i = O)

Pr(lli =0yy,,x,; )fp (y1i|x1i) (2.6a)
Pr(lli = 0|x1i)

It follows from Sverchkov and Pfeffermann (2004) that this pdf can be written as:
i ( |X')=Ep(1_7z-li|y1i’xi)fp(y1i’xli)
o E, (1=, 1x)
E, ((Wli - 1)’ yli’xli)fsl (J/u | xli)
Esl ((Wli - 1)| xli)

(2.6b)
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Now, using (2.6a), (2.5b) and (2.5c), we have:

 Oly) fyl, yl, \xl, )y,
_J‘ 7[1, |J’1z> )fp(J’n |xu)
i p (1-7,|x,)
_J‘ 1 ”1; J’n | yyi»X )fp(yu |x1i)
— 7y ‘xli)

_ EpEp((l_ﬂ-li)yli ’yli’xi) _ Ep((l_”u)yn‘xu)

B Ep(l—iz'],.|xll.) B Ep((l—nh.)x”)

_ E, ((Wu _1)y1i|x1i)_E [ (Wl,- —l)yl,- |x1}
| ) i

E, ((Wu —l)x“) - 5 ((Wu _1)3‘1;

dy,

i

dy,;

1

(2.7)

where £, denotes the expectation under the sample-complement pdf.

Using (2.3), (2.5a), (2.5b) and (2.6), we have the following results:
fs1 (y1i|xli) _ E, (Wli|xli)
f, (yli|‘x1i) E, (W1i|y1i’x1i)
fsl (yli|x]i) _ Esl ((Wli - 1)x1i)
) Esl ((Wli - l)yli’xli)

and
_ Esl (W1i|‘xli)Esl (Wli _1)yli’xli)
E, (Wli|y1i’xli )Esl ((Wli - l)xli)

(2.10)

According to (2.8), the sample and population pdfs are different unless
E, (w, | »,x,)=E, (w, |x,) for all y,, in which case the sampling process can

be ignored for inference that conditions on the x;,.

The key references to the relationships between the population and sample
distributions and their applications are the articles by Eideh and Nathan (2006,
2009), Eideh (2007, 2008, 2009), Krieger and Pfeffermann (1997), Pfeffermann,
Krieger and Rinott (1998), Pfeffermann and Sverchkov (1999, 2003, 2007),
Skinner (1994), and Sverchkov and Pfeffermann (2004).

3. Marginal distributions of matched and unmatched sample observations
for occasion two

To the sample s,, of size n, drawn at the first occasion corresponds a

complementary sample s =U —s,. The complementary sample is not surveyed
at the first occasion, but we need the probabilities of inclusion in the
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complementary sample induced by the design P(-). When sampling on the
second occasion we have more information than at the first occasion. For every
i €5,, we know the values (yli?xli)’i =1..,n and x,,, i=n+1,.,N . For the second

sample, we can consider situations of no overlap, complete overlap, or partial
overlap with the first sample. Cochran (1977) considers, under noninformative
sampling, the optimal designs for the estimation of different parameters at the
second occasion. It is intuitively clear that there are cases in which the
information from the first occasion may be used to improve the current estimates.
Hence we opt for dealing with the situation of partial overlap, for which the other
situations can be considered as special cases.

At the second occasion, two independent samples are drawn, a matched sample
and an unmatched sample. The matched sample, s,, , of size n,, is drawn from

s, by the designP,(-|s,) such that P,(s,, |s,) is the conditional probability of
choosing s,, on the second occasion, given that s, was selected on the first

occasion. The inclusion probabilities under this design are denoted
al =Pr(ies,, |ics,) for elements ies,. The unmatched sample, s,,, of size

n,=n-n,, is drawn from s; =U —s, according to the design Pu(- | sf) such that
Pu(SZu |sf) is the conditional probability of choosing s,, , given the complementary
sample s;. The inclusion probabilites under this design are denoted
ﬁ;‘[:Pr(ies2u|iesf). Note that s, and s, are disjoint and are chosen
independently. The total sample at the second occasion is s, =s,, Us,, . Let
¥ =iy ) x = (x,.x,) are the values of Yand X for unit i for the two

occasions. The variable Y,, is observed for all elements in the second sample.

We assume that inclusion probabilities may depend on the values of
Y,.Y,,,X,;and X,, for the same unit:

T, =Pr(ieszmlieslazigi#gzin,&) (3.1)
for some function g, and all elements i es,, and
my =Prlies, lies),y.x )=g,(v.x) (32)

for some function g,, and all units i e s; .

Let 717 =1 if ies,, and I};=0 if ies —s,,. Also, let I;,=1 if ies,, and
I;, =0if ies —s,,. To find the marginal distribution of the matched sample
observations, we treat the first sample as if it were a population. Assume that 7,
denotes the value of a response variable Y,, associated with unit i that belongs
to the new ‘population’ s, ={l,..,n}. If ¥,, depends on Y, and x,, then the
conditional sample pdf of Y,, is defined analogously to (2.2) and (2.3) as:
Pr(i €5,, | Xi,ﬁi)fsl (Y2i | J’naﬁi)

3.3
Pr(iESZm |y1i:£i) ( )

Lo, (J’m |y1,-,§,-):
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which can be written as:

E, (2 1y.x)f, (5 |y,

fo, 0 lyex,)= (3.4)
(7[21|J’1m )
where
E, (@x, )= [, (w2ly o, ), Gadyx, v, (3.5)

and £ denotes the expectation under the first sample pdf f .

Similar to (1.5), we have:

m 1
(”z,b/ ,_,) m (3.6a)

ESl (ﬁgnib’liali) (w1|y ) (3.6b)
sz 20l 1 ’
E VoV X,
Es, (y2i|y1n£i ) =— (w(/i;yfiyll E) ) (3.6¢)
vz 20l 1i ’—l
E, (yy)= EE (wz’iz") (3.6d)
Som W2i

E, (ﬂ2)=ﬂlw—;) (3.6€)

where w} =1/z2 and E_ denotes the expectation under the matched sample
pdf.

Using (3.4) and (3.6, a, b), we have the following:

foo Walyinx,)  E, (wilyox,)

fs1 (y2i|y1ivli) Esz,,, (W2i|zis§i)

(3.7)

In order to find the distribution of the unmatched sample, we treat the sample-
complement units in the first occasion as if it were a population. In the same way
as in the matched sample one can obtain the conditional marginal unmatched
sample pdf of ¥,, which is given by:

Esf‘ (71';,- | YaisX; )f;lc (yzi ’ zz)
E (5 | x,)

fo, by lx,)= (3.8)

where
ESF (7[;’ |£i): J.ESf' (ﬁgl | y2i’£z’)fs; (yZi |L‘)dy2i (3.9)

and E_. denotes the expectation under f ..
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Analogously to (3.6), we have the following relationships:

1
Es“ (W;i|y2i aﬁzi)
" 1
55, WailXo;
E "y lx,.
ES]‘ (J’2i|)_czi ) = Z, (M(;i;i;aiz)l )
55 WailXo;
Eszl, (W;iym' )
E_(w)

Sau 2i

u _
Eslc (7[21‘|y2i’£2i)_

ES; (yZi):

Using (3.8) and (3.10a) and (3.10b), we have the following:

/s, (y2i|£2i ) E (W;i’yZi X )

fyf (y2i|£2i) - Eszl‘ (W;i|£2i)

(3.10a)

(3.10b)

(3.10c)

(3.10d)

(3.10e)

(3.11)

4. Marginal distributions of matched-complement and unmatched-

complement samples

The matched-complement and unmatched-complement sample pdf's are needed
to predict finite population totals for the second occasion using sample data for

both occasions under informative sampling.

Similar to (2.6), the conditional marginal matched sample-complement pdf, i.e.,

the pdf for units i ¢ s,,, is defined as:
fs (J’2i’y1i’)_ci)= fsl (y2i‘yli7zi’12mi = 0)

Pr([;; = 0|Zl.,£,- )fsl (y2i|y1ia§i)
PT(I;; = 0|y1i’£i)

Esz,,, ((W; - I)X,- s X; )fvz,,, (y2i|y1i ’)_Ci)

c
2m

) Esz," ((WZ - l)yu aﬁi)

Also, the following relationship holds:
Es2 ((l — 7y, )yzib’u ’Ei)
Esz ((1 — 1y, )yli’)_ci)
_ Esz,n ((Wgnz - 1)y2i|yli afi)
Es2m ((W; - l)yli 7£i)

Esgm (y2i|y1i s X; ) =

(4.1)

4.2)
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Application of (3.7) and (4.1) yields the following ratios:

fsm (y2i|yli’£i) _ ESM ((WZ o l)yli’zi) (43)

fsgm (y2i|yli aﬁi) Esz,n ((W; - I)Zi ’L‘)

/ﬁ;m(yz,-lyu,_, CE, (wix E, (s -1)yx,)
( 2;)’ x)E ((sz )yli:_i)

f:vl (y2i|y1i ’_1 52
Analogously to (4.1), the conditional marginal unmatched sample-complement
pdf, i.e., the pdf for units i ¢ s,, is defined as:
fsgu (yZi‘Ei ) = fsf (yziyﬁialgi = 0)
Pr(]gi =00y, X; )fv (y2i|£i)
= ‘ (4.5)
PI‘( 2 = O|L‘)
_ Es“ ((ng o l)yZi ' X; )fsh (yzi’&')

- Eszl, ((W;i - 1)51’)

Also, we have the relationship:
Esc ((1 — Ty )yZi‘)_Ci)

E. (valx;)= ésf (( — )L-)
_ Eszl, ((W;i - 1)y2i|§i)

- E, ((ng - 1)7—@' )

Using (3.11) and (4.5) we obtain the following ratios:
f;'z“ (yzi‘ﬁi) _ Es“ ((ng - I)Ei)
fsg,, (y2i|£i) ESZU ((W;i - l)yzivli)

and

4.4)

(4.6)

(4.7)

and
fsgl, (yZilL) _ Esz,l (W;‘i|§i )Eszl‘ ((ng - l)yZi’Ii) (4.8)
fsc (y2i|£i) EsM (nglyzi:ﬁi )Esm ((W;i - IJJ_C:‘) .

1

5. Prediction of finite population totals under informative sampling

Sverchkov and Pfeffermann (2004) develop various methods for prediction of
finite population totals under informative sampling for a single occasion using
only information obtained from that occasion. In this and subsequent sections we
extend these methods to predict finite population totals under informative
sampling using data obtained from sampling on two occasions.

Let 7, :Zj\;yzf define the population total that we want to predict using the
sample data from two occasions and possibly population values of auxiliary
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variables that may contain some or all of the design variables. For the prediction
process we have the following available information:

(a) The information that comes from the first occasion denoted by:
R, :{(yli’n-li):iESI’(‘xli’Ili):iEU} (5.1)

(b) The information that comes from the second occasion denoted by:
R, = {(J’w”zz) i€ Szm’('le’IZl) i€ Sl’(yZZ’ﬂ:Zz) i€ S2u’(£i’lgi i€ SIL} (5.2)

Thus the available information for the prediction process is R =R, UR, .

Let 7, = T,(R) define the predictor. The mean square error (MSE) of 7, given R
with respect to the population pdf is defined by:
A A 2
MSE(f, )= Ep((Tz -1, |ER)
(5.3)
~ 2
= (Tz _Ep(TZ |ER)) +Vp(T2 |SR)

A

Note that ¥, (T, |%) does not depend on T, , thus MSE( 2) is minimized when

fz :Ep(T2 |§R)

Now E,(T)R) can be composed as:
E,(T|%)= (Zhwjgﬁwwm
- Z E, (v, 1%,12 =1)+ SE, (y,R.12 =0)
. mz E, (v, %1% = 1)+Z E, (y,1%.1% =0) e

i€s,, iess,

= ZE Vil ‘R ZE J’21|9{ ‘ZES;' (y2i|iR1)+ ,ZEST' (yziw{z)
where in the last equality we assume that {yzj,j 2 szm} and {(yzl,,frz”j.):iesm} are
independent given y,.,x,, also {yzj 1 J §£s2u} and {(yZi,ngi):ieszu} are
independent given x .

But we know the values {y,, :ies,,} and {y, :ies,,}, so that to predict 7,, we

need to predict the Y, values not in s, andnotins, . Equation (4.4) can be
written as:

E,(T | R)= Y v+ Xyt 2 B (o193, )+ 2 E (v, 1x,) (5.5)

——
iesy, iesy, JES5, JE€Sy,
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Thus the prediction of 7, reduces to the prediction of E (yzj |y1j,§j) and
b, (y2_/"£j )

m

6. Prediction methods

In this section we consider the non-parametric and semi-parametric prediction of
T,.

6.1 Non-parametric prediction
In this subsection we consider estimation of the expectations £, (yzj |y,j,§j)

and £, (yzj |§j), and hence prediction of 7,, based on estimation of only sample

u

expectations. The key to this method are the relationships (4.2) and (4.6). These
relationships suggest the following two-step procedure:

Step-one:
wy, —1

ESM ((Wg; - 1)| MisX;
wl against (y,,x, )i €,, . Denote the resulting estimate by:

(@) Estimate £ (w;’; |y1i,§i) and hence ¢,, = ) by regressing

m
wy —1

Qi = (6.1)

Es2m (WZ | yliﬂzi)_l
and let y) =q,.7,-

For further discussion on estimation of this conditional expectation, under single
stage informative sampling, see Eideh (2010).

u
wy, —1

(b) Estimate E (w;’,. |)_czl.) and hence g, = - ((

: by regressing wy,
55, W2 _1)| Ez:‘)

against x,,,i € s,, . Denote the resulting estimate by:

u
wy, —1

uni =z (62)

ESZV (W;z | £2i )_1
andlet yj, =q,v,,

Step-two:

(@) Estimate £ (y;"l. |y1i,§i) by regressing y, against (y“,)_ci)and substitute in
(4.2) to get the estimate of £, (v, | »,..x,).

2m

(b) Estimate £ (y;[ |§2[) by regressing y,, against x, and substitute in (4.6) to
get the estimate of £, (y,, | x,,).
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Thus by (5.5) the prediction of 7, is given by:
AZI = ZyZi + zth' + ZESZVIZ (quijj | ylj’)_CZj)+ ZEAVSZU (un/yZJ |§2/) (63)

. . — s
1€5ym 1€y JES2m JES2

This predictor depends on the models holding for the matched sample
observations y; =45 y,, ie€s,, and the unmatched sample observations

u o _ _u .
YVoi =q2i)2ir €Sy, -

Another predictor can be introduced which bases on the estimation of
ESM(J’ZJWU’&/‘) from the matched sample data, and the estimation of

E (yzj |§2_/.) from the unmatched sample data. The estimator depends on the
relationship:

2 E, (y2j|y1j’)—cj)+ > E, (y2,|9_5j)

i .C A
JES2m JES24

= Z £.. (o yrox )+ £, (oo, )- E, (v o))+
g(gm(yz_/lzj)+E (ol )- £, (1, )

LJZ E, (yyly.x, )+ j;E (s, = £, oo, o, )+ (6.4)
S5 bun) T (<y2, w )

sz E, (vyly-x, )+ (1-n, ,;E (s, — £ Baly o, )+
2E, (2, )+ (N =n—n, )ﬁZE (b = £, )

where

n,, is the size of the matched sampleand n, is the size of the unmatchedsample. The

nature of this approximation is based on Sverchkov and Pfeffermann (2004),
equation (4.10).

Using (4.2) and (4.6), the matched sample-complement and the unmatched
sample-complement means in the last two rows of (6.4) can be estimated,
respectively, by:

Es;',,, ((yz_/ _Esz,n (J’z_/ |y1_/”—‘j))): Eszm i et ,:1 (yzj _Esz,,, (J’zj |y1_/”—cj))
5, Wy =1

= Z WZI (yZi - Esm (yzz‘ | MisX; ))
m €8y, ngnl 1

nm lesy,,

(6.5)
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and

n ies 1 u
u 2u —— Z W2] — 1

u lesZu

Thus we have the following predictor for 7,:

fz,z = ZyZi + ZyZi + ZESZ,,, (y2j |y1js£j)+ ZEm (ij |§j)+

. ! — I
[€S2y 1€852y JESom A

1 "1 A
(n_”m )_ Z(WZI—(yzi -E (y2i |J’1i=£i)))+ (6.7)
n 1

m €Sy, ZW;’[ _1

1 =1 ~
(N—n—l’lu )n— AZ(lwzl—(J’m _Esz,‘ (J’2i |L’)))
u i€sy, Zw;’l —1

This predictor is fully determined by estimating only the conditional expectations:
. (yzj |y1j,§j) and E_ (yzj. |§j), which can be carried out using an appropriate

regression analysis.

6.2 Semi-parametric estimation under given matched sample-complement
and given unmatched sample-complement models

Following Sverchkov and Pfeffermann (2004), in this section we show that if the
models holding for units outside the matched and unmatched samples can be
identified and estimated properly from the matched and unmatched data, it is
possible to estimate the unknown parameters of these models without having to

estimate the regressions £ (w;"i |yl,.,£i)and E, (WZ |L)-

Assume that the matched sample-complement model for units outside the
matched sample is:
Y2 =Gy, (ylj’fj)+g£nj
m m 2 ) 2 . (68)
B, (gzj |ylj’£j):09Esg £ X )=0 rm(ylj,zj),]ezsm

m

where C, (ylj,gj.) is a known function of (yl_j,gzj) that depends on unknown
vector parameter £, and rm(ylj,g_l.) is a known function of (ylj,gj) with

o’ unknown.
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The vector parameter B can be estimated by:

) {(yzj ¢ (vox, ) J

=argmin F . X
IBm g B s rm(yljazj) |y1]’_j

m

(6.9)

wy, =1 ] ()’z_; -Cy (yl_,- X ))2 }
BITIES

= nkE
arg n};l,,n Sam ([Eszm ((w;”j - 1)| N ’Ej) r, (ylj,)_cj)

where the second row of (6.9) is obtained using (4.2).

Thus the vector parameter g, can be estimated, based on only the matched
sample data, by:

A . N y,-—C~ (yiﬂfi)
e Z[in( ) )ZJ (6.10)
i€s;,, - 1o X
wl -1
where ¢, =— 2i
Vzm(W;ni |y1j:£,-)_1

Similarly suppose that the unmatched sample-complement model for units
outside the unmatched sample is of the form:

Y1, =Cy, (ﬁf )+ &)

(6.11)
E (gé‘j |L~)= 0,E, (‘9512 |L~)= o’r, (’_Cj Vjes,

where C, (gj) is a known function of x, that depends on an unknown vector

parameter
B, andr ( )1s a known function of x ; with o * unknown.

The vector parameter S, can be estimated by:

f, =argmin £, [w _j]

= argmin £ { wy =1 J()’z,Cﬁu(z,»))z E?
wo B -] i)

where the second row of (6.12) is obtained using (4.6).

(6.12)

Thus the vector parameter g, can be estimated, based only on the unmatched
sample data, by:

—1

B, = argmin Z[ém b - - %"))2 J 613)

" jes,,
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A ng_l
where 4. = i (Wz, > ) .

In our situation we have the following estimates of FE (y21|ylj, ) and
E. (J’2j|’—‘f)-

E. (y19,.2,)=C; (n,).2)) (6.14)
and

E, (v 1x,)=C; (x;) (6.15)

Thus the predictor of the finite population total, T, , is given by:

T,, = ZJ’m + ZyZ[ + Z Esgm <J’2j|y1p£j) Z Es;u (yzj|£j)

€5y, iesy, _jES;,,, jesgu (6 16)
=2Vt 2yt 2, € (yzj"lj)Jr 2 G, (Ej)
€S2y i€y, JESom J€S5

Now we can base our prediction of the finite population total, T7,, without
conditioning on the y, and x, or x,, because from (6.8) and (6.11) we can deduce
that:

Es;m((yzj -Cy (yuﬂlj))z yli,LJ _ Es;m((yzj -Cy (yu")fj))zJ (6.17)

Vo (ylj’zj) Vo (yljizj

Esgu ((ylf -G, (zj )) | Ij) _ Esgu ((yZi -Cy (Ei )) J (6.18)

and

rlx,)

Thus, application of (4.2) and (4.6) to the right hand sides of (6.17) and (6.18) but
without conditioning on y,, and x; or x, and since E_ (w;’j)and E (w;;) are
constants, leads to the following estimates:

A i_CN P2
S, = argmin Z{(wﬁ—l)(yz ibws ) ] (6.19)

”m(ylisli)

i€s,,

and

3,, = argmin Z((wg’, = 1)(y2i ;iﬁ SL ))2 ] (6.20)

Hence the following predictor of the finite population total, 7,:

oo = v+ 2+ 2, Cp apx )+ 2 ¢ (x)) (6.21)

. - — I
1€ 1€85y JES2m JES2y
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Note that the predictor f"24 does not require the identification and estimation of

the expectations: E, (wyt | yy0x )andE (wt. | x,), while 7,, requires that.

7. Examples

7.1 Prediction with no auxiliary variables

In this section we assume that there are no auxiliary variables x, and y,, and in
the next section we assume the auxiliary variable y,. So the predictor is given by:

fz = Zy2i + ZJ’L‘ + Z Esgm (ij)+ Z Esgu (ij) (7.1)

i€s,,, i€sy, jzssm JESo,

It follows from (4.2) and (4.6) that:

1 n ll-_l
ZyZI + ZJ’L + z (ﬂwzmyzz)"' Z Esz,{ - Wfl B )yzj}
s 2i i

iesy,, iesy, JES55 01

:Zy2i+zy2i+(n_nm)EA‘s2m(" Wzi_l yZiJ—i_(N_n_nu)EA'xz“{" Wziu_l yZiJ

m
€S9y i€sy, Exzm WZ' _l

1

Estimating the four unknown expectations in (7.2) by the respective sample
means yields the following estimate:

2new Zy21+zy21 nl z 1 (W;;_l) y2i
i€sy, i€sy, m i€Ssy, Z(W;’ll _1)
m lesZm
1 (e, —1)
+(N—”—”u)n— Zl—yz,«
u €Sy, Z(ng _1)

nu les,,

= Zy2i+2yzi+(n—nm)2iwi’vm—)y (7.3)
i€s,,, iesy, ies, 21

les,,,
+(N—n—n l;%ﬁ}y—l))y

n

les,,
n—n N-n-n,
_ m m u
= zyZi + ZJ’m + . Z<W2i _l)yzz Z(WZi l)yzi
i€s,,, i€s,, Z W, -1 i€Sy,, Z Wz[ i€s,,
i€s,, les,,
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For sampling design such that > w; =n and > w;, =N —n forall 5,, and s, or

if we estimate the expectations by: ESz (wg’j.):i and E, (Wzl) N- % the
! m nu
estimator becomes the Horvitz-Thompson:
Tpy szlJ/zz + szlyzz (7.4)

i€sy, iesy,

For given s, this is the estimator obtained for 7, in the case of stratified

sampling with two strata, the first stratum is s, and the second stratum is s;. So
that, the sampling units of the first sample is used to divide the population into

two subpopulations. However, for noninformative sampling and if w;, =—.,i e s,
n

N-n . . .
and w;, =——, i € s;, the estimator reduces to:
n,

2 s =1 Z Yo N n Z Y - ny2m (N n)y2u (75)

i€s,,, m ies, "ty

Now, conditionally givens,, this is the stratified estimator in the case of stratified
simple random sampling without replacement.

Comment 2. Note that the estimator given in (7.5) which does not use auxiliary
variable y,, is not equivalent to the composite estimator given in Cochran (1977),
because the composite estimator takes advantage of the correlation between y,
and y, unlike the estimator given in (7.5). So the composite estimator is more
efficient than (7.5).

Now, rather than predicting > y,, and > y,,, we predict > y,,and >y, by

JESm jessy Jesy Jjesi
the corresponding expectations > £, (y,) and > E (). By (3.6e) and

(3.10e), the finite population total is predicted as:

A

[, = E‘?z’" (W;niyZi) Eszu (W;iyZi)
Tz,t _; EA'SZ' (w;) +iEZSl; E (W;i)
ZWZ’yzl sz,yz,
LS S +ZW (7.6)

ies,

i€s,, i€sy,
Z Wy Vo z Wy Vo
— n lESzi Wm + (N _ n) lESzuz Wu
i€s;, § i€sy, i
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Note that the predictors TAZ,HJ and fz,t are coincide for sampling designs such
that Y wy =nand ) wj, =N-nforall s,, and s,,.

i€s,,, ies,

7.2 Prediction with auxiliary variables

In this section we consider prediction of the finite population total for the second
occasion utilizing the data collected on the study variable, in the first occasion, as
an auxiliary variable, and assuming that x, =1foralli. Then:

fz = ZJ’m + ZyZi + ZE(ij |y1‘;)+ ZE(y2j) (7.8)

: . . _C . _C
1ESy,, 1ESy, JESm JES,

So to find 7, we need to identify and estimate E (yzj |y1j) and E(yzj). But

.
S$2m

E(yzj) is estimated in Section (7.1), so as it require to estimate £, (yzj |ylj) .In

order to do this, following Sverchkov and Pfeffermann (2004), let the population
model for the first sample be:

Yai :H,B(yli)+gi’Es1 (‘91' |J’1i):0
E, (gf |y1,,): (v, ), E(gigj |y1[,y1_/): Ofori#j=1,.,n (7.9)

and suppose that the matched sample inclusion probabilities can be modeled as:

73 =k(rs,8(n)+ 6,1 E, (6,17,)=0 (7.10)
where H ,(y,).7(y,)and g(y,) are positive functions and k is a normalizing
constant. See Eideh (2010) for the effect of £ on estimation.

Under (7.9), 73 (»,)=kH ,(», )g(», ). Hence by (2.7) and (7.10):

-7
ESC (J’2i |y1i):Esl (+)’2i |J’1z)
" 1_7[2i(y1i)

= Esl(1—ﬂ;:'(yli)_kjig(yu)—ké'i . |y1ij »
1_72-21'()}11')
k. ‘ 4
—E, (v, y,)-Reb O
1_7[2i(y1i)

As a special case of (7.9), suppose that H,(y,)=y,8 and r(y)=0"y,. Let in

(7.10) g(»,)=1 for all y, so that =7 :M which for sufficiently large n

Z(Y2i +§i)

i=1
and under some regularity conditions can be approximated as
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! :M,where 7, :lZyli, implying that £, (72 |y )~ 22 By (7.11)
npy, noio 1 ny,
w e have:
O'2y .
Esgm(ij |y1j):y1jﬂ_m—lj (7.12)
ﬂ(n)_ﬁ _yljj

So that for known gand o and using the results of Section (7.1), the predictor of
T, is given by:

2 .
TZI,new = zyZi + zyZi +ﬁz ylj _O-_Z ﬁ-i_

n
=Wy
m

1ES )y 1€5y, JESam JESam

(7.13)

8. Mean square error estimation

Let R, ={(y,.7,):ies.(x,.1,):icU} be the information that comes from the first
occasion and R, = {(yzl.,n;"l.): ie s2m;(x2i,]2"j): ie Sl;(hp”g,- )i € SZM,(L.,I;’[): ie sf} be
the information that comes from the second occasion, so that the available
information for the prediction process is R =R, UR, .

Let 7, =7,(R) define the predictor. The mean square error (MSE) of 7, given
R with respect to the population pdf is defined by:
MSE(7, )= Ep((f; -1,f| m)
(8.1)
~ 2
(0, 9] +7, (1)

Following Sverchkov and Pfeffermann (2004), estimation of MSE(T}) for the

predictors 7, considered in Sections 4, 5, 6 and 7, requires strict model
assumptions that could be hard to validate. This is largely due to the conditioning
on the design information R =R, UNR, . In order to deal with this problem, we
propose to estimate instead the unconditional mean square error:

MSE(, )= E(f, -1,) = E, {Ep((fz —1,f| ER)} (8.2)

where E; = E, E_ defines the expectation over the sample distribution (given the

selected sample) and over all possible sample selections. By changing the order
of expectations, the unconditional mean square error can be expressed as:

MSE(T, )= ESEPEXR((TAZ ~1,f | yz) (8.3)
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where y, = {y2i :ieU}. Estimating the unconditional mean square error of any

predictor T2 can be carried out therefore by estimating its randomization mean

square error. See Pfeffermann (1993) and Sverchkov and Pfeffermann (2004 ) for
further discussion.

9. Conclusions

In this paper we use the sample and sample-complement distributions for
occasion one, the matched sample and unmatched sample distributions, and
matched sample-complement and unmatched sample-complement for occasion
two, for deriving predictors of finite population totals under informative probability
sampling using data obtained from sampling on two occasions. Known predictors
in common use are shown to be special cases of the present predictors obtained
under informative sampling. According to Sverchkov and Pfeffermann (2004) and
Pfeffermann and Sverchkov (2007) the mean square error estimation of the new
predictors can be obtained by a combination of an inverse sampling algorithm
and a resampling method. Hence further experimentation with this kind of
predictors and MSE (mean square error) estimation is therefore highly
recommended. The paper is purely mathematical. The performance of likewise
predictors for single occasion based on simulation study and empirical data can
be found in Sverchkov and Pfeffermann (2004). | hope that the new
mathematical results obtained will encourage further theoretical, empirical and
practical research in these directions.
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