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Abstract

According to the “Internet of Things Forecast” conducted by Ericsson, connected

devices will be around 29 billion by 2022. This technological revolution enables the concept

of Cyber-Physical Systems (CPSs) that will transform many applications, including power-

grid, transportation, smart buildings, and manufacturing. Manufacturers and institutions

are relying on technologies related to CPSs to improve the efficiency and performances

of their products and services. However, the higher the number of connected devices,

the higher the exposure to cybersecurity threats. In the case of CPSs, successful cyber-

attacks can potentially hamper the economy and endanger human lives. Therefore, it is

of paramount importance to develop and adopt resilient technologies that can complement

the existing security tools to make CPSs more resilient to cyber-attacks.

By exploiting the intrinsically present physical characteristics of CPSs, this disserta-

tion employs dynamical and control systems theory to improve the CPS resiliency to cyber-

attacks. In particular, we consider CPSs as Networked Control Systems (NCSs), which are

control systems where plant and controller share sensing and actuating information through

networks. This dissertation proposes novel design procedures that maximize the resiliency

of NCSs to network imperfections (i.e., sampling, packet dropping, and network delays) and

denial of service (DoS) attacks.

We model CPSs from a general point of view to generate design procedures that

have a vast spectrum of applicability while creating computationally affordable algorithms

capable of real-time performances. Indeed, the findings of this research aspire to be easily

applied to several CPSs applications, e.g., power grid, transportation systems, and remote

ii



surgery. However, this dissertation focuses on applying its theoretical outcomes to connected

and automated vehicle (CAV) systems where vehicles are capable of sharing information

via a wireless communication network.

In the first part of the dissertation, we propose a set of LMI-based constructive

Lyapunov-based tools for the analysis of the resiliency of NCSs, and we propose a design

approach that maximizes the resiliency.

In the second part of the thesis, we deal with the design of DOS-resilient control

systems for connected vehicle applications. In particular, we focus on the Cooperative Adap-

tive Cruise Control (CACC), which is one of the most popular and promising applications

involving CAVs.
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Chapter 1

General Introduction

The number of connected devices is growing with a rate that increases year after

year. Accordingly to [1], the number of connected devices is expected to reach a value of

around 29 billion by 2022. The interconnection between devices leads to an increase in

the efficiency of complex systems and to enable a carbon dioxide reduction of 15% without

employing significant changes in the architectures [110]. Besides the environmental benefits,

easy installation, flexibility, and reduced maintenance characterize connected devices [44].

In particular, the most significant advantage in connected devices is due to the enabling of

wireless communication that allows overcoming the physical limitation of wired connections.

The systems that will be beneficial for this technological transformation are, to

cite a few, power grid, transportation systems, building, and industry [110]. In particular,

some of these connected applications (e.g., Intelligent Transportation Systems (ITS) and

remote surgery) not only enable data exchange but also allows to remotely control connected

actuators to modify the physical environment. These kinds of systems are known as Cyber-

Physical Systems (CPS).

As shown in Fig. 1.1, CPSs contain three parts: the physical system, where the

physical system along with actuators and sensors are; the cyberspace, where the decision-

making algorithm resides; the network, which connects the two spaces. The complexity of

CPSs enables novelties in the field of control theory, which aims at exploiting the shared
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Figure 1.1: Schematic representation of a cyber physical system.

network to develop new control applications with a significant impact on the society [52, 72].

However, there is a strong need for analysis and synthesis of control systems employing

shared networks and wireless communication channels. This kind of control systems is

often referred to as Networked Control Systems (NCSs), which, in the last decade, have been

attracting a significant amount of interest as witnessed by recent surveys [44, 112, 117, 120].

1.1 Challenges for Control System Design

The introduction of the network in control systems leads to network-induced im-

perfections that can compromise the performance and stability of the networked control

system. These network imperfections are inevitable, and can be divided into the following

categories [43]:

i) Sampled data: Due to the digital nature of the communication channel, the network

is packet-based, and signals can be sent only at discrete instants in time.

ii) Packet losses: Excessive usage of the communication channel leads to packet collisions

and, therefore, packet losses. In the case of wireless communication, packet losses are

also due to corrupted data provoked by physical imperfections of the communication

channel.

iii) Variable transmission delay: Computation and communication resources are lim-

ited and shared. Therefore, information can not be sent through the communication
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channel and instantaneously be received. Furthermore, uncertainties on the communi-

cation channel make transmission delays variable over time.

In addition to these network-induced imperfections, another significant concern for

CPSs is cyber-security. The use of communication networks exposes networked control

systems to malicious deception and denial-of-service (DoS) attacks. Deception attacks aim

at manipulating the information of the transmitted packets by injecting false data [84]. In

contrast, DoS attacks aim at interfering with the communication channel to generate periods

in which the communication is compromised, and no information is exchanged [113]. It is

worth noticing that the DoS attacks can be a source of packet losses, which can also occur

as natural phenomena of the network channel.

Network-induced imperfections and cyber-attacks are critical phenomena that affect

the performance and the stability of networked control systems. Therefore, they need to

be taken into account during the design of the controller. However, the nature of CPSs

is complicated to be modeled. Indeed, continuous dynamics of the physical system and

the discrete behavior of the communication channel and controller (cyberspace) coexist in

CPSs. This class of systems can be classified as impulsive dynamical systems, which are, in

general, difficult to analyze from the closed-loop stability and performance point of view.

In this dissertation, this combination of continuous and discrete behaviors is modeled as

hybrid dynamical systems by following the framework in [37].

While designing a networked control system, it is essential to consider that also its

architecture influences and affects the quality and reliability of the network. In particular,

the way that the transmission intervals are scheduled can significantly influence the number

of packet losses, the size of network transmission delays, and the resiliency and performance

of the networked control system. Therefore, a strong correlation between cyberspace and

physical system emerges, which suggests that the design of NCSs characterized by resiliency

and performance needs an integrated approach involving the control, and the information

and communication technology communities.
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1.2 Opportunities for Intelligent Transportation Systems

The demand for mobility is growing year after year. At the same time, the traffic

infrastructure needs to be modified to cope with traffic growth while decreasing its cost and

improving efficiency and safety. Dealing with all these aspects is not simple and requires the

development of new solutions. Connected and Automated Vehicles (CAVs) are expected to

improve traffic throughput, safety, and fuel economy by employing Dedicated Short Range

Communication (DSRC) [2, 42, 62, 105]. For such a reason, inter-vehicular low-latency

communications standards have been created in the United States (Wireless Access in Ve-

hicular Environment) [58] and in Europe (ITS-G5) [31]. These new standards enhanced the

concepts of Vehicle to Vehicle (V2V) and Vehicle to Infrastructure (V2I) communications.

Probably the most famous application involving connected vehicles is the Cooper-

ative Adaptive Cruise Control (CACC). The CACC allows the involved cars to follow the

preceding vehicle by keeping the desired relative distance by exploiting the wireless com-

munication and the onboard sensors, e.g., radar, lidar, and cameras. By keeping a short

inter-vehicle distance, the string of vehicles controlled by CACC forms a platoon that leads

to an increased traffic throughput. The reduced distance between vehicles and attenuation

of disturbance and shock waves throughout the string of cars are some of the enhancements

of the CACC compared to Adaptive Cruise Control (ACC). Moreover, significant fuel sav-

ings are possible due to the reduction in aerodynamic drag, mainly when the CACC is

applied to heavy-duty vehicles.

Despite the benefits, exchanging data among vehicles exposes them to network im-

perfections and network vulnerabilities, such as cyber-attacks. Hence, one of the main

challenges in connected vehicle applications is the design of control systems that can deal

with an unreliable and a compromised network while guaranteeing stability, safety, and

reliability of the vehicles during their collaborative tasks. If the control systems are not

reliable to network imperfections and network vulnerabilities, cyber-attacks might cause

loss of performance, collisions, and hence, loss of lives.
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1.3 Intellectual Merit

This dissertation focuses on improving the resiliency of CPSs. Sampled data, packet

losses, and variable network delays are taken into account as network imperfections that

are naturally in networked control systems and that are influenced and accentuated by the

presence of cyber-attacks.

In particular, the contributions of this thesis are as follows:

• New methodologies for the analysis of the stability of NCSs are introduced. We

identify a metric to evaluate the resiliency of the NCS to network imperfections and

propose a Lyapunov-based approach to estimate such a metric.

• We propose a procedure based on linear matrix inequalities for the design of linear

dynamic output-feedback controllers capable of maximizing the resiliency of the NCS

to packet dropouts.

• The vehicle platooning application is considered as a case study employed to validate

our theoretical contributions. In particular, we propose new design approaches capable

of making Cooperative Adaptive Cruise Controls more resilient to packet dropouts,

variable network delays, and Denial-of-Service attacks.

This dissertation aspires to provide valuable contributions to the field of control the-

ory. The theoretical results and outcomes aim at being control algorithms with a complexity

that is suitable for real-time applications. To this end, the developed control algorithms

are evaluated on vehicle platooning application. Therefore, the outcomes of this disser-

tation further contribute to advance intelligent transportation systems with new control

algorithms for improved resiliency for CAV.

1.4 Broader Impacts

This dissertation is expected to impact the security and reliability of CPSs by help-

ing accelerate the adoption of resilient controllers. Given the general-purpose nature of the
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control theory, the contributions developed in this research will have a vast spectrum of

applications. Indeed, these results are not specific to a particular application and can be

easily applied and extended to many CPSs, especially those with limited computational

and communication capabilities. This makes our research highly modular and transfer-

able to many different systems. In particular, the specific application to connected and

automated vehicles should lead to future market acceptance of these vehicle technologies

with a potential improvement in traffic conditions, vehicle and personal safety, and energy

consumption.

1.5 Dissertation Organization

The next chapter introduces some preliminaries on hybrid dynamical systems in the

framework [37], which is employed to model NCS in this dissertation. The rest of the thesis

is divided into two parts, which are introduced as follows.

The first part of the dissertation tackles the problem of resilient NCS from a general

perspective. It provides tools for the stability analysis capable of estimating a metric em-

ployed to evaluate the resiliency of NCS with respect to network imperfections. Moreover,

the first part describes a novel approach to design output-feedback controllers capable of

maximizing the resiliency to variable transmission intervals. In particular, the first part of

the dissertation is organized as follows:

• Chapter 3 introduces the modeling framework for one-channel output feedback NCSs

considered in this dissertation.

• Chapter 4 deals with the problem of estimating maximum allowable transmission

interval (MATI) and maximum allowable delay (MAD). Some of the results presented

in this chapter can be found in [68].

• Chapter 5 proposes the tools for designing NCSs resilient to variable transmission

intervals.
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The second part of this thesis is related to a resilient controller design for vehicle

platooning. In particular, we propose tuning approaches to increase resiliency to network

imperfection of the CACC controller. Moreover, the second part of the dissertation deals

with the problem of designing CACC controllers resilient to DoS attacks. This part of the

dissertation is organized as follows:

• Chapter 6 introduces the design of network-resilient CACC. Some of the results pre-

sented in this chapter can be found in [67].

• Chapter 7 describes the design approach for DoS-resilient CACC. Some of the results

presented in this chapter are published in [66].
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Chapter 2

Notation and Preliminaries on

Hybrid Dynamical Systems

2.1 Notation

In the remainder of the dissertation, the following notation is employed. The set

N>0 is the set of the strictly positive integers, N = N>0∪{0}, R is the set of real numbers,

R≥0 (R>0) (R<0) is the set of nonnegative (positive) (negative) real numbers, C is the

set of complex numbers. Given z ∈ C, Re(z) and Im(z) denote, respectively, the real and

the imaginary part of z. For any given real polynomial ρ, Λmax(ρ) = max
s : ρ(s)=0

Re(s) and

Im(ρ) = {ω ∈ R : ∃α ∈ R s.t. ρ(α + jω) = 0} (the set of the imaginary parts of the roots

of ρ). With a slight abuse of notation, given a real polynomial ρ(s) = s2 + as + b, with

a, b ∈ R>0, we denote the damping ratio of the roots of ρ as ζ(ρ) = a

2
√
b
. The symbol Rn

represents the Euclidean space of dimension n, Rn×m is the set of n×m real matrices. Give

any A ∈ R
n×m, A⊤ denotes the transpose of A, A−⊤ = (A⊤)−1 (when A is nonsingular),

He(A) = A + A⊤, spec(A) denotes the spectrum of A, Λmax(A) := maxRe(spec(A)), and

ζmin(A) := min ζ(spec(A)). The identity matrix is denoted by I. For a symmetric matrix A,

A ≻ 0 and A � 0 (A ≺ 0 and A � 0) means that A (−A) is, respectively, positive definite

and positive semidefinite. The symbol Sn+ represents the set of n × n symmetric positive
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definite matrices, λmin and λmax denote respectively the smallest and the largest eigenvalue

of the symmetric matrix A. In partitioned symmetric matrices, the symbol • represent a

symmetric block. For a vector x ∈ R
n, |x| denotes the Euclidean norm. Given two vectors

x and y, we denote (x, y) = [x⊤, y⊤]⊤. Given a vector x ∈ R
n and a closed set A, the

distance of x to A is defined as |x|A = infy∈A|x − y|. For any function z : R → R
n, we

denote z(t+) := lims→t+z(s) when it exists. By ∨ and ∧ we denote, respectively, the logical

“or” and “and”. A function α : R≥0 → R≥0 is said to be of class K if it is continuous,

α(0) = 0 and strictly increasing.

2.2 Preliminaries on Hybrid Dynamical Systems

2.2.1 Introduction

In this section, we provide the main notions and definitions concerning the hybrid

dynamical system framework in [37]. Notice that the list of notions given in this section

is not exhaustive. Here, we provide only the basic concepts needed to follow the results

presented in the remainder of this dissertation. Refer to [37] for a complete presentation of

hybrid dynamical systems.

2.2.2 Basic notions

We consider hybrid systems with state x ∈ R
n of the form

H





ẋ = f(x) x ∈ C

x+ ∈ G(x) x ∈ D
(2.1)

where ẋ stands for the velocity of the state and x+ indicates the value of the state after

an instantaneous change. The set where the continuous evolution (flow) of the state occurs

is indicated by C. Such an evolution follows the differential equation ẋ = f(x). The set

wherein discrete evolution (jumps) are allowed to take place is indicate by D. Instantaneous

jumps follows the differential inclusion x+ ∈ G(x). In the rest of this dissertation, the
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objects defining the general hybrid system in (2.1) are named as in [37]:

• C is the flow set.

• D is the jump set.

• f is the flow map.

• G is the jump map.

The four data (C, f,D,G) univocally define a hybrid system as in (2.1). For this reason, we

represent (2.1) by the shorthand notation H = (C, f,D,G). The data of the hybrid system

in (2.1) with state R
n are defined as follows:

• C ⊂ R
n

• f : Rn 7→ R
nwithC ⊂ dom f

• D ⊂ R
n

• G : Rn
⇒ R

n withD ⊂ domG

2.2.3 Hybrid Time Domains

Since the co-existence of continuous-time and discrete-time behavior, solutions to

hybrid dynamical systems are characterized by two variables. To represent the time elapsed,

t ∈ R≥0 is employed, whereas, j ∈ N is used to keep track of the number of jumps occurred.

A set E ⊂ R≥0×N is a hybrid time domain if it is the union of a finite or infinite sequence

of intervals [tj , tj+1]×{j}, with the last interval (if existent) of the form [tj , T ) with T finite

or T =∞.

2.2.4 Solution Concept

A function φ : domφ 7→ R
n is a hybrid arc if domφ is a hybrid time domain and if

φ(·, j) is locally absolutely continuous for each j.
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A solution to H is any hybrid arc defined over a subset of R≥0 × N that satisfies

the dynamics of H.

A solution to a hybrid system is said to be complete if its domain is unbounded

and maximal, and if it is not the truncation of another solution. Given a set S, we denote

SH(S) the set of all maximal solutions φ to H with φ(0, 0) ∈ S.

Assumption 2.2.1. Given H = (C, f,D,G), we say that H satisfies the hybrid basic

conditions ([37]) if: C and D are closed in R
n; f : Rn → R

n is continuous on C, and

G : Rn
⇒ R

n is locally bounded, nonempty, and outer semicontinuous relatively on1 D.

2.2.5 Example of Hybrid Systems Modeling: the Bouncing Ball

Mechanical systems with impacts fall into the category of hybrid dynamical systems.

The bouncing ball, represented in Fig. 2.1, is the simplest example of this kind of physical

phenomenon. In the following, we showcase how to employ the hybrid system framework

introduced above to model the bouncing ball.

v

v

v

v

Figure 2.1: Overview of bouncing ball dynamics.

We assume the ball to bounce vertically and be of unitary mass. The vertical

position of the ball is denoted by x1, whereas its vertical speed is denoted by x2; see Fig.

2.2. We consider x = (x1, x2) the state of the ball.

The dynamics of the ball is governed by continuous-time law (flow) whenever the

ball is above the surface or whenever, after an impact, it is on the surface with velocity

vector that points upward. Impacts (jumps) occur whenever the ball is on the surface with

1Let F : domF ⇒ R
n be given and S ⊂ domF . We say that F is outer semicontinuous relatively to S

if graphF is relatively closed in S ×R
n.
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x2

0

x1

Figure 2.2: Bouncing ball modeling notation.

negative speed. These conditions can be formalized through flow set C and jump set D as

follows:

C = {x ∈ R
2 : x1 > 0 ∨ (x1 = 0 ∧ x2 ≥ 0)}, D = {x ∈ R

2 : x1 = 0 ∧ x2 < 0} (2.2)

To define the flow map, consider the continuous-time dynamics of the bouncing ball

defined as

ẋ1 = x2

ẋ2 = −γ
(2.3)

where γ is the acceleration due to gravity. Therefore, the flow map f can be formalized as

f(x) =


 x2

−γ


 (2.4)

To obtain a consistent model, one needs to set f(0) = 0.

When impacts occur, x1 does not change, whereas x2 inverts its sign and its absolute

value reduces by a factor λ ∈ (0, 1) which considers the energy dissipation due to impacts.

Therefore, the jump map G can be formulated as follows:

G(x) =


 x1

−λx2


 (2.5)
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2.2.6 Lyapunov-Based Approach for Stability Analysis of Solutions to

Hybrid Systems

This section focuses on uniform asymptotic stability of a closed set. To analyze the

solutions to a hybrid system, the asymptotic stability of a closed set has more relevance than

studying the stability of an equilibrium point. Indeed, asymptotic stability of an equilibrium

point is a special case of asymptotic stability of a closed set. Moreover, solutions of a hybrid

system often do not settle down to an equilibrium point. For example, in a sampled-data

control system the states of plant and controller are expected to reach a constant value,

while the timer variable does not converge to a point but rather to an interval.

The rigorous definition of asymptotic stability uses class-K functions and the dis-

tance of a vector x ∈ R
n to a closed set A ⊂ R

n.

Definition 2.2.1 (Class-K functions [37]). A function α : R≥0 → R≥0 is said to be of class

K if it is continuous, α is zero at zero, strictly increasing, and unbounded.

Definition 2.2.2 (Distance to a closed set [37]). Given a vector x ∈ R
n and a closed set

A, the distance of x to A is defined as |x|A = infy∈A|x− y|.

Definition 2.2.3 (Uniform global pre-asymptotic stability (UGpAS) [37]). Consider a

hybrid system H on R
n. Let A ⊂ R

n be closed. The set A is said to be

• uniformly globally stable for H if there exists a class-K function α such that any

solution φ to H satisfies |φ(t, j)|A ≤ α(|φ(0, 0)|A) for all (t, j) ∈ domφ;

• uniformly globally pre-attractive for H if for each ǫ > 0 and r > 0 there exists T > 0

such that, for any solution φ to H with |φ(0, 0)|A ≤ r, (t, j) ∈ domφ and t + j ≥ T

imply |φ(t, j)|A ≤ ǫ;

• uniformly globally pre-asymptotically stable for H if it is both uniformly globally stable

and uniformly globally pre-attractive.

The following theorem provides sufficient conditions on a Lyapunov function that

guarantee uniform global pre-asymptotic stability.
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Definition 2.2.4 (Lyapunov function candidate [37]). A function V : domV 7→ R is said

to be a Lyapunov function candidate for the hybrid system H = (C, f,D,G) if the following

conditions hold:

• C̄ ∪D ∪G(D) ⊂ domV ;

• V is continuously differentiable on an open set containing C̄;

where C̄ denotes the closure of C.

Theorem 2.2.1 (Sufficient Lyapunov conditions [37]). Let H = (C, f,D,G) be a hybrid

system and let A ⊂ R
n be closed. If V is a Lyapunov function candidate for H and there

exist α1, α2 ∈ K, and a continuous positive definite function ρ such that

α1(|x|A) ≤ V (x) ≤ α2(|x|A) ∀x ∈ C ∪D ∪G(D) (2.6a)

〈∇V (x), f(x)〉 ≤ −ρ(|x|A) ∀x ∈ C (2.6b)

V (g)− V (x) ≤ −ρ(|x|A) ∀x, g ∈ G(x) (2.6c)

then A is uniformly globally pre-asymptotically stable for H.

2.3 Definitions Employed in the Thesis

In the following, we introduce the definitions that will be employed in the remainder

of this dissertation to analyze stability property related to the generic hybrid system (2.1).

Definition 2.3.1 (Exponential input-to-state stability). Consider the hybrid system

H





ẋ = f(x, ω) x ∈ C, ω ∈ R
nω

x+ ∈ G(x) x ∈ D
(2.7)

where ω ∈ R
nω is the input. Let A ⊂ R

nx be closed. The hybrid system H is exponentially

input-to-state-stable (eISS) with respect to A if there exist κ, λ > 0, and p ∈ K such that
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each maximal solution pair2 (φ, ω) to H is complete, and, if ‖ω‖∞ is finite, it satisfies

|φ(t, j)|A ≤ max{κe−λ(t+j)|φ(0, 0)|A, p(‖ω‖∞)} (2.8)

for each (t, j) ∈ domφ, where ‖ω‖∞ denotes the L∞ norm of the hybrid signal ω as defined

in [80].

Definition 2.3.2 (L2 norm of a hybrid signal). The L2-norm of a hybrid signal φ is defined

on a hybrid time domain dom φ =
⋃J−1

j=0 [tj , tj+1]×{j} with J possibly ∞ and/or tJ =∞ by

‖φ‖L2
=

Ã
J−1∑

j=0

∫ tj+1

tj

|φ(t, j)|2dt

When ‖φ‖L2
is finite, we say that φ ∈ L2.

Definition 2.3.3 (L2-stability). Consider the hybrid system

H





ẋ = f(x, ω) x ∈ C,ω ∈ R
nω

x+ ∈ G(x) x ∈ D

yo = h(x)

(2.9)

where ω ∈ R
nω and yo ∈ R

nyo are, respectively, the input and the output of the system, and

h : Rn 7→ R
nyo . The hybrid system H is said to be L2-stable from the input ω to the output

yo with an L2-gain less than or equal to γ, if there exist a K∞-function β such that for

any exogenous input ω ∈ L2, and any initial condition x(0, 0) ∈ R
nx, each corresponding

maximal solution to H is complete and satisfies:

‖yo‖L2
≤ β(x(0, 0)) + γ2‖ω‖L2

(2.10)

2A pair (φ, ω) is a solution pair to H if it satisfies its dynamics; see [15] for more details.
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Part I

Analysis and Design of Resilient

Networked Control Systems
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Introduction

General Overview

In Networked Control Systems (NCSs), controller, sensors, and actuators can be

partially or entirely spatially distributed and connected through a digital communication

network that can be either wired or wireless. The interest in this kind of control systems

is motivated by the benefits obtainable in maintenance, installation, flexibility, and low

cost. Despite the benefits, network imperfections can degrade the performance and, in

some cases, compromise the stability of control systems. Such a problem is widely studied

in the community, as it has been shown in many publications and overview papers [44, 112,

117, 120].

The presence of packet losses and network delays are, in general, unavoidable. In-

deed, limited bandwidth, network traffic, and transmission protocols cause packet losses

and network-induced delays [108].

Packet losses can be modeled with stochastic or deterministic dropout models.

Stochastical models of packet losses are obtained by using Bernoulli distributed white se-

quences [76, 100, 109] or Markov models [47, 63, 122]. The latter is usually a more complex

and sophisticated way to model the packet dropping, but it captures most of the charac-

teristics of this network phenomena. Packet losses are also modeled in deterministic ways.

In these cases, packet dropouts are considered as variable sampling intervals. For example,

consider a constant sampling interval of T seconds. One can treat n consecutive packet

losses as a sampling time that increased to nT seconds [35, 73, 116]. Furthermore, packet
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losses are also treated together with network delays and modeled as time-varying network

delays both in continuous-time and in discrete-time domain [18, 49, 64].

There are two kinds of network delays: sensor to controller and controller to actuator

delays. The first type of delay represents the time interval that the sampled measurement

needs to reach the controller after traveling on the communication channel. Similarly, the

controller to actuator delay represents the time interval that the required control action

needs to reach the actuator after being sent through the communication network. Since

delays depend on network conditions, they are time-varying, unknown, and random but

upper-bounded [120]. Therefore, network delays are modeled as Markov models [98, 118,

119] or as time-varying delays [26, 43, 115].

The effects that variable transmission intervals, packet losses, and network com-

munication delays have on the stability of NCSs are often respectively captured by the

maximum allowable transmission interval (MATI), the maximum allowable number of suc-

cessive packet drops (MANSD), and the maximum allowable delay (MAD). MATI is the

maximum time interval between transfers of data through the network between the plant

and the controller, such that the control system maintains stability. MATI, which is in-

troduced in [107], is a similar notation to maximum allowable sampling period (MASP)

or maximum sampling interval (MSI) used in sampled-data literature. The term MATI is

adopted in this dissertation. MANSD is the upper bound of consecutive packet dropouts

such that the networked control system maintains its stability. MAD refers to as the maxi-

mum network delay that a transfer of data through the network between the plant and the

controller such that the stability of the control system is not compromised.

Literature Review

The effects of variable sampling intervals and variable delays have been extensively

investigated, and several publications can be found in the literature. To study the stability

of the closed-loop NCS, the emulation approach is commonly employed. More specifically,
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the emulation approach assumes that a feedback controller has been already designed to

guarantee the stability of the “networked-free” closed-loop system. Then, the impact of the

networked implementation of the NCS is analyzed. The methodologies commonly used are

the time delay, impulsive systems, and discrete-time approaches (see, e.g., [46]). Most of

the available literature considers state feedback or static output-feedback controllers and

focuses only on either variable transmission intervals or variable network delays. Yet, both

aspects are considered in [16, 43, 45, 74, 78, 106]. In particular, [45] deals with including in

a single model non-uniform sampling periods and varying network delays of LTI continuous-

time systems in digital control loops. Naghshtabrizi et al. [74] study the stability of MIMO

sampled-data systems with variable sampling intervals and delay, which are modeled by

linear infinite-dimensional impulsive systems. Van de Wouw et al. [106] propose a discrete-

time and impulsive differential equation approaches to analyze the input-to-state stability.

Building upon [16, 78] by introducing network delays, Heemels et al. [43] model NCSs as a

hybrid system and estimate trade-off curves between MATI and MAD in case of networks

with schedulers such as Round Robin (RR) or Try-Once-Discard (TOD).

NCSs subject to variable sampling intervals are often named as sampled-data sys-

tems. They have been extensively investigated, and several publications can be found in

the literature; see, e.g., the comprehensive survey [46]. Three are the main approaches

developed to guarantee stability of sampled-data control systems: the input-delay approach

[32, 33], the lifting approach [70, 71], and the impulsive system approach [16, 75]. The input-

delay approach models the NCS as a continuous-time system subject to a time-varying input

delay. In the lifting approach, the sampled-data control problem is converted into an equiv-

alent finite-dimensional discrete control problem. The third approach consists in modeling

sampled-data systems as impulsive systems.

Controller design for aperiodic sampled-data systems is typically addressed with

two architectures: observer-based controllers and dynamic output feedback controllers. An

observer-based controller relies on a dynamic state estimator and a static state-feedback

control law computed from the estimated state. Bauer et al. [8] employ switched observer
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and controller architectures, and address the design problem via LMIs conditions. Fer-

rante et al. [29] propose an impulsive observer-based controller designed via LMIs obtained

through a separation principle. More recently, an approach based on vector Lyapunov

functions has been proposed in [91] to design observer-based controllers for sampled-data

systems. Another possible design approach consists of considering the controller as a more

general dynamical system interconnected to the plant. An LMI-based design of a discrete-

time linear time-invariant dynamic output feedback controller is proposed in [19]. Donkers

et al. [25], instead, propose an LMI-based synthesis that results in a switched controller.

Fridman et al. [34] present the controller design via a time-delay approach. Necessary and

sufficient conditions in the form of LMIs are provided in [7] to solve an infinite horizon

quadratic optimal control problem for NCS. Lawrence in [53] addresses an output feed-

back stabilization problem for a class of linear impulsive systems by providing a Youla-type

parameterization of all stabilizing compensators. Medina et al. [65] solve an output feed-

back stabilization problem by proposing a purely discrete-time compensator followed by a

memoryless generalized hold device that achieves closed-loop exponential stability.

Most of the above design approaches consider zero-order hold (ZOH) devices to

convert impulsive signals, such as measurements and control actions, to continuous-time

signals. Many other holding devices can however be employed [14]. For example, first-

order hold functions or, more generally, generalized holding devices that can take any form

useful to guarantee stability of the control system [50]. The benefits of considering more

general holding functions are improved robustness as well as enlarged maximal admissible

transmission intervals [92].

Contributions

The contributions of this part of the dissertation aims at proposing new tools for

the analysis and design of resilient NCSs.

Regarding the stability analysis, we propose sufficient conditions in the form of ma-

23



trix inequalities to explicitly estimate upper bounds MATI and MAD for the stability of

one-channel output feedback NCSs [44]. Our approach considers NCSs equipped with a

linear continuous-time time-invariant dynamic output feedback controller and an impul-

sive linear time-invariant holding device. The approach we pursue relies on the Lyapunov

theory for hybrid systems in the framework [37]. Sufficient conditions for global internal

exponential stability and L2 external stability are given. One of the unique features of our

approach is that the parameters of interest, i.e., MATI and MAD, appear explicitly in the

resulting conditions. This enables the derivation of a computationally affordable algorithm

for the approximation of the trade-off curve between MATI and MAD based on semidefinite

programming tools.

The other contribution is related to the design of resilient NCS. Such a design is

pursued throughout an LMI-based design procedure for the co-design of the parameters of

the dynamic controller and holding device. Our approach relies on the Lyapunov theory for

hybrid systems and addresses the stability analysis in a way that is reminiscent of an “input-

to-state stability small gain” philosophy. More in detail, we propose a hybrid control scheme

constituted by the cascade of a holding device and a dynamic controller. The holding device

is a linear time-invariant system whose state is reset to the plant measurement whenever a

new transmission occurs. This holding device generates a continuous-time signal that feeds a

linear time-invariant dynamic controller. Our approach leads to a computationally efficient

co-design of the parameters of the controller and holding device via LMIs. One of the

main novelties of our methodology is that we consider the closed-loop NCS as a feedback

interconnection of two dynamical systems: the “networked-free” closed-loop continuous-

time system and the network-induced error impulsive system. Seeing the NCS closed-loop

from this perspective allows us to address the stability analysis via an approach that is

reminiscent of an “input-to-state stability small gain” philosophy [48]. A similar approach

is employed in [16] for the analysis of the stability of NCS. Differently from [16], stability

conditions obtained in this dissertation enable the controller design via the solution to some

matrix inequalities. In particular, following the general approach in [95] and [30], we come
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up with a design algorithm for the controller design based on the solutions to some LMIs

coupled with a line search of a few parameters.

Part I of the dissertation is organized as follows:

• Chapter 3 introduces the modeling framework for one-channel output feedback NCSs

considered in this dissertation.

• Chapter 4 deals with the problem of estimating maximum allowable transmission

interval (MATI) and maximum allowable delay (MAD). Some of the results presented

in this chapter can be found in [68].

• Chapter 5 proposes the tools for designing NCSs resilient to variable transmission

intervals.
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Chapter 3

Modeling of Networked Control

Systems

3.1 Introduction

This chapter introduces the architecture of NCSs considered across the whole disser-

tation. We consider NCSs as in Fig. 3.1, where the sensing path of the closed-loop system

is subject to network communication, whereas the control input is a continuous-time signal

generated by the controller. Notice that such a control systems architecture is known as

one-channel feedback NCS [44] and constitutes a relevant case study since it can capture

several configurations of NCSs as shown in [44, Section III.A]. More in detail, we consider a

network subject to aperiodic transmission intervals and variable network delays. Moreover,

we introduce a hybrid control scheme constituted by the cascade of a holding device and

a dynamic controller. The holding device is a linear time-invariant system whose state is

reset to the plant measurement whenever a new transmission occurs. This holding device

generates a continuous-time signal that feeds a linear time-invariant dynamic controller. Af-

ter describing the system architecture, we introduce the modeling of NCS with the hybrid

dynamical system framework in [37].
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3.2 System Description

We consider NCSs, depicted in Fig. 3.1, where a plant P is stabilized by a dynamic

controller K that relies on measurements collected through a packet-based network subject

to variable network delays. The presence of the network results in an intermittent stream of

information from the plant to the controller, which does not have access to the plant output

in a continuous-time fashion. To overcome this problem, we assume that the controller

is equipped with a linear time-invariant holding device whose state is reset to the plant

measurement whenever a new measurement data are available.

K P

tk

u
yo

τdk

Network

ω

y(tk)

J
ŷ

xc

y

Figure 3.1: Schematic representation of the considered NCSs.

3.2.1 Plant Description

We assume the plant is a linear time-invariant continuous-time system of the form:

P





ẋp = Apxp +Bpu+Wω

y = Cpxp

yo = Coxp

(3.1)

where xp ∈ R
nxp represents the state of the plant, u ∈ R

nu represents the control input,

ω ∈ R
nω is an exogenous disturbance, y ∈ R

ny is the measured output of the plant, and

yo is the performance output. The constant matrices Ap, Bp, W , and Cp are given and of
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appropriate dimensions.

3.2.2 Network Description

We consider a setup in which the measurement y is sampled and sent at time tk, k ∈

N not known in advance and that y is received by the controller after a bounded, possibly

time varying, network delay τdk . Specifically, we suppose that the sequence {tk}∞k=1 is

strictly increasing and unbounded, that the sampling and the transmissions happen at the

same time, and that there exists T1 > 0 such that the transmission intervals tk+1 − tk

satisfy T1 ≤ tk+1 − tk < T2 for all k ∈ N. The quantity T2 represents the maximum

allowable transmission interval (MATI). Concerning network delays, we consider that the

network delay τdk is bounded by Tmad, i.e., 0 ≤ τdk ≤ Tmad, k ∈ N, where 0 ≤ Tmad ≤ T2

is the maximum allowable delay (MAD). The latter condition employed for network delays

implies that the transmitted output measurement must be received by the controller before

the next measurement is sampled and sent. This condition is also known as small delay

assumption. It could seem too strong in practice, but it is widespread in the literature of

networked control systems; see, e.g., [27, 43, 44, 97]; to mention a few. The main advantage

of employing the so-called small delay assumption is that this rules out the possibility of

running into packet disorder phenomena. Indeed, when delays are larger than the sampling

time, more recent measurements can become available before older data are received and

processed by the controller [55]. As shown in [56], packet disorders render the design of

feedback stabilization laws harder. To overcome this problem, when network delays are

larger than the sampling time, the implementation of any control algorithm should be

accompanied by a message rejection mechanism. This scenario is considered, e.g., in [17],

where out-of-order packages are discarded. On the other hand, observe that a simpler

(although less optimal) message rejection strategy consists of dropping packages received

with an incurred delay larger than the sampling time. This mechanism is employed, e.g., in

UDP-like networks; see, [55, Section VI]. When this strategy is adopted, packages delivered

after a delay larger than the sampling time are assumed to be lost. In other words, in
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this setting, the effect of large transmission delays is captured by package dropouts. As

such, we believe the small delay assumption we consider in our work is not overly restrictive

and does not limit the application of our results in realistic scenarios. Nonetheless, we

acknowledge that using a less pessimistic message rejection scheme as in [17] could lead

to less conservative results, yet the price to pay consists of dealing with more complex

models. In this work, following the lines of [43], we preferred not to take this path to

provide a simple and unified complex approach to study the effect of intermittent sampling

and network delays jointly.

3.2.3 Controller Description

We consider a control scheme, depicted in Fig. 3.1, constituted by a dynamic con-

troller K and a holding device J . In particular, plant P is stabilized by a dynamic controller

K that relies on the continuous-time signal ŷ generated by the holding device J .

The continuous-time dynamic controller K is given by:

K




ẋc = Acxc +Bcŷ

u = Ccxc +Dcŷ

(3.2)

where xc ∈ R
nxc is the controller state, and Ac, Bc, Cc, and Dc are given constant matrices

of appropriate dimensions. By making use of the last received measurement of the plant

output and of the controller state (whose value is available at all time), the holding device J

generates an intersample signal that is use to feed controller K. In particular, J is described

by the following dynamics for all k ∈ N0:

J





˙̂y(t) = Hŷ(t) + Exc(t) ∀t 6= tk + τdk

ŷ(t+) = y(tk) ∀t = tk + τdk

(3.3)

whereH and E are given matrices of appropriate dimensions. The operating principle of the

holding device J is as follows. The arrival of new measurements instantaneously updates
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ŷ to y. In between updates, ŷ evolves according to the continuous-time dynamics in (3.3)

and its value is continuously used by controller K. Matrices Ac, Bc, Cc, Dc, H and E are

controller parameters that need to be designed.

Remark 3.2.1. A general approach consists in using holding device as zero-order hold

(ZOH), which converts the impulsive signal of plant measurements to continuous-time sig-

nals, by holding a constant value of the last received measurement in between received net-

work packets. This dynamic behavior can be described as follows:

ZOH





˙̂y(t) = 0 ∀t 6= tk + τdk

ŷ(t+) = y(tk) ∀t = tk + τdk

(3.4)

As shown in [14] and references therein, many other holding functions can be employed.

The benefits of considering more general holding functions are improved robustness as well

as enlarged maximal admissible transmission intervals.

3.3 Hybrid Modeling

The closed-loop system in Fig. 3.1 can be modeled as a linear system with jumps

in ŷ. In particular, for all k ∈ N0 one obtains





ẋp(t) = Apxp(t) +BpCcxc(t) +BpDcŷ(t) +Wω(t)

ẋc(t) = Acxc(t) +Bcŷ(t)

˙̂y(t) = Hŷ(t) + Exc(t)

∀t 6= tk + τdk





xp(t
+) = xp(t)

xc(t
+) = xc(t)

ŷ(t+) = Cpxp(tk)

∀t = tk + τdk

(3.5)

The closed-loop system evolves with differential equations and experiences jumps. For such

a reason, we model it into the hybrid system framework in [37], for which preliminary infor-
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mation is in Chapter 2. To this end, we introduce the auxiliary variables τ ∈ R≥0, sy ∈ R
ny ,

and l ∈ {0, 1}. Variable τ is a timer that keeps track of the duration of sampling intervals

and network delays, and triggers a jump whenever a new measure that will be successfully

received by the controller is sampled (sampling events) or received (update events). Vari-

able sy represents a memory state that stores the value of the sampled measurement y(tk).

In particular, y(tk) is stored in sy at sampling events of successful transmissions, and sy

is assigned to ŷ at update events after network delays τdk . Similarly as in [23], variable l

allows one to model both sampling events (when l = 0) and updating events (when l = 1).

Figure 3.2 depicts timing and working concept of the auxiliary variables sy and l. Notice

that in Fig. 3.2 we considered ˙̂y = 0 to achieve a clearer representation. We consider the
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Figure 3.2: Timing and working concept of the auxiliary variables of the hybrid system
model.

following hybrid model of the closed-loop system

Hy





ξ̇ = fξ(ξ, ω) ξ ∈ Cξ, ω ∈ R
nω

ξ+ = gξ(ξ) ξ ∈ Dξ

yo = C̄o (xp, xc)

(3.6)
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where ξ := (xp, xc, ŷ, sy, τ, l) ∈ R
nξ with nξ := nxp +nxc +2ny +2 is the state of the hybrid

system, C̄o := [Co 0],

fξ(ξ, ω) :=




Apxp +BpCcxc +BpDcŷ +Wω

Acxc +Bcŷ

Hŷ + Exc

0

1

0




(3.7)

and

gξ(ξ) :=




xp

xc

(1− l)ŷ + lsy

(1− l)Cpxp + lsy

lτ

1− l




(3.8)

The flow set Cξ and the jump set Dξ are respectively defined by

Cξ := {ξ ∈ R
nξ |(l = 0 ∧ τ ∈ [0, T2]) ∨ (l = 1 ∧ τ ∈ [0, Tmad])} (3.9)

and

Dξ := {ξ ∈ R
nξ |(l = 0 ∧ τ ∈ [T1, T2]) ∨ (l = 1 ∧ τ ∈ [0, Tmad])} (3.10)

Notice that the model in (3.6) admits aperiodic sampling. In particular, sampling events

are triggered for τ ∈ [T1, T2]. This feature is modeled by the condition (l = 0∧ τ ∈ [T1, T2])

in the definition of Dξ. Notice that, by definition, Cξ and Dξ overlap each other, and, when

the state ξ belongs to Cξ ∩Dξ, both flowing and jumping are allowed. As such, solutions

to (3.6) are not unique. This enables one to capture all possible network behaviors in a

unified manner.
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Remark 3.3.1. Notice that a state feedback controllers can be easily characterized by a

similar hybrid model. Indeed, in case of state feedback controllers, we assume that the whole

state is measurable (y = xp) and that it is sent through the network to a static controller

given as:

u(t) = Kcx̂p(t) (3.11)

where x̂p is the state of the holding device, which, similarly to ŷ, is described by:





˙̂xp(t) = Hx̂p(t) ∀t 6= tk + τdk

x̂p(t
+) = xp(tk) ∀t = tk + τdk

(3.12)

By following the same approach described in above, the impulsive system (3.12) can

be formulated with a hybrid system that has the same structure of that one in (3.6).

3.3.1 Analysis of Zeno Solutions

In the following we show that the hybrid systems (3.6) does not experience Zeno

solutions. Let φ be a solution to a hybrid system, and domφ its domain. According to [37,

Definition 2.5] a solution φ is called Zeno if it is complete and

supt domφ := sup{t ∈ R≥0 : ∃j ∈ N such that (t, j) ∈ dom φ} <∞ (3.13)

See [37] for further details. Maximal solutions of the hybrid system Hy in (3.6) are complete

for [37, Proposition 6.10]. In the following, we show that solutions to the hybrid system

under analysis are not Zeno.

As described in the previous section, jumps in our model are triggered by the vari-

ables τ and l only. More precisely, the jump and the flow sets ofHy are defined by conditions

involving only the auxiliary states τ and l; see the flow and the jump sets in (3.9) and (3.10).

Therefore, in the following analysis, we consider only variables τ and l.

Notice that by the definition of the dynamics of Hy, any maximal solution experi-

ences an infinite number of jumps. In particular, the domain of every maximal solution φ
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to Hy can be written as follows:

domφ =
⋃

j∈N
(Ij × {j}) (3.14)

where Ij := [tj , tj+1], for all j ∈ N, are the flowing intervals of φ. Let φτ and φl be,

respectively, the τ and l components of the solution φ. We first analyze the case in which

φτ (0, 0) = φl(0, 0) = 0. It is worth mentioning that this initial condition simplifies the

analysis, but it does not compromise the following reasoning; this will be further clarified

later in this letter. Figure 3.3 depicts the hybrid domain of φ and the evolution of φl

projected onto the ordinary time for this selection of initial conditions.
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Figure 3.3: Hybrid domain of φ (top) and evolution of φl projected onto the ordinary time
(bottom).

For any interval I ⊂ R, let |I| denote the length of I. Next, we determine the length

of the flowing intervals Ij by inspection of the system dynamics (3.6). To this end, assume

φτ (0, 0) = φl(0, 0) = 0. Pick any j ∈ N. Then, since the variable l toggles its value at
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jumps, for all t ∈ Ij , one has

φl(t, j) = 0 if j is even

φl(t, j) = 1 if j is odd
(3.15)

Now, by making use of the definition of the dynamics of (3.6), we show that the following

relations hold:

(i) |I0| = L0 for some L0 ∈ [T1, T2]

(ii) |I1| = T1, 0 ≤ L1 ≤ Tmad ≤ T2

(iii) |I2| = L̄2 − L1 =: L2, for some L̄2 ∈ [T1, T2]

Where non-uniqueness of the solutions to (3.6) is captured by the arbitrariness of the scalars

L1 and L̄2.

Now, we describe how to obtain the length of above intervals.

Case (i): Consider the length of the flowing interval I0. Since φl(0, 0) = φτ (0, 0) = 0,

one has that φ(0, 0) ∈ C \D. Hence, Hy flows until φτ (t, 0) ∈ [T1, T2]. This shows that (i)

holds.

Case (ii): Let |I1| = L1. To determine the value of L1, observe that by construction

φl(t1, 1) = 1 and φτ (t1, 1) = 0. Hence, φ(t1, 1) ∈ C ∩ D. This gives rise to two possible

solutions: one that jumps right away and another that flows. In the first case, we have that

L1 = 0. Instead, in the second case, we have that L1 ∈ (0, Tmad]. This establishes (ii).

Case (iii): To determine the length of I2, observe that φl(t2, 2) = 0 and from Case

(ii) φτ (t2, 2) = L1. Depending on the value of L1, this leads to two possible cases. If

L1 < T1, then φ(t2, 2) ∈ C \ D. Hence, Hy flows until φτ (t, 2) ∈ [T1, T2]. Instead, if

L1 = T1, then φ(t2, 2) ∈ C ∩ D. Hence, Hy can either jumps right away or flow until

φτ (t, 2) ∈ (T1, T2]. This establishes (iii).

At this stage, notice that the lengths of the intervals follow a particular pattern

that depends on the index j. In particular, one can divide the intervals between those with
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even indexes and those with odd indexes. Therefore, one can characterize the sequence

{Ij}, j ∈ N, as follows:

|Ij | = L̄j − Lj−1 := Lj, for some L̄j ∈ [T1, T2] ∀j ∈ N even, j 6= 0

|Ij | = Lj , 0 ≤ Lj ≤ Lmad ≤ T1, ∀j ∈ N odd
(3.16)

Similar pattern can be found when φl(0, 0) = 1, but even indexes would correspond to

φl(t, j) = 1. In such a case, one can achieve wholly analogous conclusions.

Now, we consider the relationships in (3.16), and we analyze the worst-case scenarios

where the solution φ experiences consecutive jumps without flowing:

• Pick j odd. If |Ij | = 0 then φ experiences two consecutive jumps without flowing.

Notice that in this case, from (3.6), |Ij+1| ≥ T1. Therefore, after two consecutive

jumps the solution must flow at least for T1 units of time. Figure 3.4 depicts an

example of this case.

• Pick j odd. If |Ij | = Tmad = T2 and |Ij+1| = 0 then:

– if |Ij+2| = Lj+2 > 0, then φ experiences two consecutive jumps without flowing.

Therefore, after two consecutive jumps the solution must flow at least for Lj+2

units of time. Figure 3.5 depicts an example of this case.

– if |Ij+2| = 0, then φ experience three consecutive jumps without flowing. No-

tice that in this case |Ij+3| ≥ T1. Therefore, after three consecutive jumps the

solution must flow at least T1. Figure 3.6 depicts an example of this case.

The above analysis allows one to conclude that any maximal solution φ to Hy can

experience at most three consecutive jumps without flowing in an interval of length smaller

than T1. This can be seen as an upper bound on j. In particular, for every solution φ

j ≤ t

T1
+ 3, ∀(t, j) ∈ domφ (3.17)

Indeed, because j is integer, for j to be strictly larger than 3, it has to be t ≥ T1. This latter
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Figure 3.4: Hybrid domain of φ (top) and evolution of φl projected onto the ordinary time
(bottom) in case |Ij | = 0, j odd.
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Figure 3.5: Hybrid domain of φ (top) and evolution of φl projected onto the ordinary time
(bottom) in case |Ij | = Tmad = T2 and |Ij+1| = 0 and |Ij+2| > 0, j odd.

property is commonly denoted as average dwell time [37, Example 2.15], and rules out the

existence of Zeno solutions. In fact, for j to grow unbounded, t needs to grow unbounded
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Figure 3.6: Hybrid domain of φ (top) and evolution of φl projected onto the ordinary time
(bottom) in case |Ij | = Tmad = T2 and |Ij+1| = 0 and |Ij+2| = 0, j odd.

as well. This, of course, prevents φ from being Zeno.

3.4 Conclusion

In this chapter, we introduce the architecture of NCSs considered in this dissertation.

In particular, we take into consideration NCSs where only the sensing path is subject to a

communication network that leads to aperiodic transmission intervals and variable network

delays. From a control architecture point of view, we consider a hybrid control scheme

constituted by the cascade of a holding device and a dynamic controller, and we model the

closed-loop system in the hybrid system framework in [37]. Finally, we show that considered

NCSs cannot experience Zeno solutions.

38



This page is intentionally left blank.



Chapter 4

Stability Analysis of Networked

Control Systems

4.1 Introduction

This chapter deals with the problem of estimating maximum allowable transmission

interval (MATI) and maximum allowable delay (MAD) of output feedback linear networked

control systems (NCSs). Given the plant, the controller, and the holding device, this chap-

ter describes two methodologies for the estimation of the trade-off curves that provide a

resiliency metric for the NCS with respect to variable transmission intervals and variable

network delays. In particular, following the lines of [16, 43, 79], in this chapter, we pursue

an emulation approach to study the stability of the closed-loop NCS. More specifically, we

assume that a dynamic output feedback controller and holding device have been already

designed to guarantee the stability of the closed-loop system, and we analyze the stability

in its networked implementation. In particular, we determine explicit bounds on the trans-

mission interval and the network delay for which closed-loop stability is preserved. Internal

exponential stability and L2 external stability are studied with two approaches that rely on

solutions of LMIs. The first approach, already introduced in [23, 43], is applicable only to

NCS, where ZOH is chosen as the holding device. By following this approach, the trade-off
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curves are obtained indirectly after solving some LMIs. The second approach, which ex-

tends our previous work [68] to variable transmission intervals, considers NCS with a generic

holding device as in (3.3). In this case, the trade-off curves are obtained directly from solu-

tions of LMIs. Indeed, MATI and MAD appear explicitly in the resulting conditions. After

formalizing the problem we solve, the two approaches are discussed and compared with

numerical examples.

4.2 Problem Statement

We consider NCSs introduced in Chapter 3 and depicted in Fig. 3.1. In such

NCSs, output measurements of plant P are shared in a packet-based network characterized

by aperiodic transmission intervals and variable network delays. The maximum allowable

transmission interval (MATI) and the maximum allowable delay (MAD) are respectively

denoted as T2 and Tmad. Furthermore, we assume the NCS is stabilized by a linear time-

invariant dynamic controller K that relies on the holding device J , which is a linear time-

invariant system whose state is reset to the plant measurement whenever a new measurement

is received. This holding device generates a continuous-time signal that feeds a linear

time-invariant dynamic controller. The plant P, controller K, and holding device J are,

respectively, in (3.1), (3.2), and (3.3). Refer to Chapter 3 for further details on the NCSs

under analysis.

The problem we solve is as follows:

Problem 4.2.1. Given plant P, the controller K and the holding device J , determine the

largest achievable values of Tmad and T2 such that the closed-loop NCS is L2 stable from the

disturbance ω to the performance output yo with L2-gain less than or equal to γ.

Expected outcomes of the solution to Problem 4.2.1 are estimated trade-off curves

between Tmad and T2. These trade-off curves represent metrics to evaluate resiliency to vari-

able transmission intervals and network delays of NCS. In particular, we aim at estimating

a relation between Tmad and T2 such that the NCS satisfies L2 stability properties.
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4.3 Trade-off Curves Estimation for NCS: An Indirect Ap-

proach

In this section, we describe the first approach for the estimation of the trade-off

curve. This approach assumes only ZOH holding devices, which limits the analysis of NCS

taken into consideration in this dissertation. The stability results of these approaches are

comprehensively described in [43] and reference therein. This material is added to this

dissertation to provide some degree of self-containment since these results are employed in

the controller design introduced in the second part of the thesis.

4.3.1 Modeling

To properly address the stability analysis from an indirect approach point of view,

we need to suitably manipulate the hybrid system Hy in (3.6) where the holding device is a

ZOH; see Remark 3.2.1 for further details. In particular, we perform the following change

of coordinates:

η := ŷ − y

s := sy − ŷ
(4.1)

By straightforward calculation, one can obtain the closed-loop hybrid system in the new

coordinates which reads as follows:

HclI





ẋI = fI(xI , ω) xI ∈ CI , ω ∈ R
nω

x+I = gI(xI) xI ∈ DI

yo = C̄oxcl

(4.2)

where xI := (xcl, η, s, τ, l) ∈ R
nx is the state with nx := nxp + nxc + 2ny + 2, and xcl :=

(xp, xc). The flow map is given, ∀xI ∈ C,ω ∈ R
nω , by

fI(xI , ω) :=
[
A11xcl+A12η+A13ω A21xcl+A22η+A23ω 0 1 0

]⊤
(4.3)
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where

A11 :=




Ap +BpDcCp BpCc

BcCp Ac


 , A12 :=




BpDc

Bc


 , A13 :=




W

0


 ,

A21 :=
[
−CpAp − CpBpDcCp −CpBpCc

]
, A22 := −CpBpDc, A23 :=−CpW

(4.4)

derive from (3.1), (3.2) and (4.16). The jump map is defined for all x ∈ DI by

gI(xI) :=




xcl

η + ls

−(1− l)η

lτ

1− l




(4.5)

The flow set CI and the jump set DI are respectively defined as

CI := {xI ∈ R
nx |(l = 0 ∧ τ ∈ [0, T2]) ∨ (l = 1 ∧ τ ∈ [0, Tmad])} (4.6)

and

DI := {xI ∈ R
nx |(l = 0 ∧ τ ∈ [T1, T2]) ∨ (l = 1 ∧ τ ∈ [0, Tmad])} (4.7)

4.3.2 Stability Results

To address the stability of HclI we employ the definitions 2.3.2 and 2.3.3 introduced

in Chapter 2. Consider the following two assumptions:

Assumption 4.3.1. There exist a continuously differentiable function V : Rnp+nc 7→ R≥0

and constants θ, γ, µ ∈ R>0 such that

〈∇V (xcl), A11xcl+A12η+A13ω〉 ≤ µ(γ2|ω|2−|yo|2)+θ2|η|2−|A21xcl+A22η+A23ω|2 (4.8)
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where A11, A12, and A13, A21, A22, and A23 are as in (4.4).

Assumption 4.3.2. There exists a pair of values (T2, Tmad) such that

γ1φ1(τ) ≥ γ0φ0(τ), ∀τ ∈ [0, Tmad] (4.9a)

γ0φ0(τ) ≥ λ2γ1φ1(0), ∀τ ∈ [0, T2] (4.9b)

with T2 ≥ Tmad ≥ 0, λ ∈ (0, 1), constants

γ0 := θ, γ1 :=
θ

λ
, (4.10)

and where, for l ∈ {0, 1}, φl is solution to

φ̇l = −γl(φ2
l + 1) (4.11)

with initial conditions γ1φ1(0) ≥ γ0φ0(0) ≥ λ2γ1φ1(0).

Relying on Assumptions 4.3.1 and 4.3.2 it is possible to state the following result

for the L2-stability of HclI .

Theorem 4.3.1. Let the Assumption 4.3.1 and Assumption 4.3.2 hold, then the hybrid

system HclI is L2-stable from the input ω to the output yo with an L2-gain less than or

equal to γ.

The proof is given in Appendix B.

4.3.3 (Tmad, T2) Trade-off Curves Estimation

In the following, we describe how to employ the stability results in the previous

subsection to estimate the (Tmad, T2) trade-off curves for the L2-stability of the hybrid

system HclI with L2-gain less than or equal to γ. To this end, we make the following choice

for function V : Rnp+nc 7→ R:

V (xcl) := x⊤clPxcl (4.12)
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where P ∈ Snxcl
+ . At this stage, it is trivial to show that Assumption 4.3.1 holds if there

exist P ∈ Snxcl
+ , and constants θ, γ, µ ∈ R>0 such that

F0 :=




He(PA11) +A⊤
21A21 + µC̄⊤

o C̄o PA12 +A⊤
21A22 A⊤

21A24 + PA13

• A⊤
22A22 − θ2I A⊤

22A24

• • A⊤
24A24 − µγ2I



� 0 (4.13)

Remark 4.3.1. Assumption 4.3.1 represents an L2-gain condition on the linear system

ẋcl = A11xcl + A12η + A13ω where γ is the L2-gain upper bound between ω and yo, while

θ is the L2-gain upper bound for the influence of the networked-induced error η on xcl.

Therefore, the smaller the value of θ, the less the influence of η on xcl, hence, the largest

the values of T2 and Tmad [43].

To estimate the (Tmad, T2) trade-off curves, one needs to follow the following two

steps. As first step, given the values of γ and matrices A11, A12, A13, A21, A22, and A23 as

in (4.4), one can set up the optimization problem

minimize
P, µ

θ

subject to P ∈ Snxcl
+ ,F0 � 0

(4.14)

which can be efficiently solved via available semidefinite programming tools [12]. Next step

is to determine the (Tmad, T2) trade-off curve. A single (Tmad, T2) combination is obtained

by using the solutions of (4.11) for a finite set of initial conditions. In particular, for each

λ ∈ (0, 1), l ∈ {0, 1}, one can solve the differential equation (4.11) with initial conditions

φ0(0) =
1

λ
, φ1(0) ∈

Å
φ0γ0
γ1

,
φ0γ0
γ1λ

ã
(4.15)

For each given solution of φl, for l ∈ {0, 1}, the value of Tmad is computed as the intersection

between the functions γ0φ0 and γ1φ1, while T2 is obtained as intersection between γ0φ0 and

λ2γ1φ1(0), see also [43] for further details. Then, the above procedure needs to be repeated

for various values of λ and φ1(0) in order to compute other (Tmad, T2)-combinations which
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lead to establish the (Tmad, T2)-trade-off curve.

4.4 Trade-off Curves Estimation for NCS: A Direct Approach

In this section, we provide Lyapunov-like conditions to ensure: 0-input global expo-

nential stability of a closed set containing the origin of the interconnection of the plant and

the controller, and L2 external stability from an exogenous disturbance to a given perfor-

mance output. From stability conditions, we obtain a set of linear matrix inequalities that

are employed in a computationally affordable algorithm to estimate the trade-off curves is

proposed. Trade-off curves are estimated by solving LMIs explicitly, including the values of

MATI and MAD.

4.4.1 Modeling

To properly address the stability analysis from a direct approach point of view, we

need to suitably manipulate the hybrid system Hy in (3.6). In particular, we perform the

following change of coordinates:

η := ŷ − y, σ := sy − y (4.16)

By straightforward calculations, one can obtain the closed-loop hybrid system in the new

coordinates which reads as follows:

HclD





ẋD = fD(xD, ω) xD ∈ CD, ω ∈ R
nω

x+D = gD(xD) xD ∈ DD

yo = C̄oxcl

(4.17)

46



where xD := (xcl, η, σ, τ, l) ∈ R
nx is the state. The flow map is given, ∀xD ∈ CD, ω ∈ R

nω ,

by

fD(xD, ω) :=




Axxxcl +Axηη +Axωω

Aηxxcl +Aηηη +Aηωω

Aσxxcl +Aσηη +Aσωω

1

0




(4.18)

where

Axx :=




Ap +BpDcCp BpCc

BcCp Ac


 , Axη :=




BpDc

Bc


 , Axω :=




W

0


 ,

Aσx := −
[
CpAp + CpBpDcCp CpBpCc

]
, Aση := −CpBpDc, Aσω :=−CpW,

Aηx :=
[
HCp E

]
+Aσx, Aηη := H +Aση , Aηω :=Aσω

(4.19)

derive from (3.1), (3.2) and (4.16). The jump map is defined for all x ∈ DD by

gD(x) :=




xcl

lσ + (1− l)η

lσ

lτ

1− l




(4.20)

The flow set CD and the jump set DD are respectively defined as

CD := {xD ∈ R
nx |(l = 0 ∧ τ ∈ [0, T2]) ∨ (l = 1 ∧ τ ∈ [0, Tmad])} (4.21)

and

DD := {xD ∈ R
nx |(l = 0 ∧ τ ∈ [T1, T2]) ∨ (l = 1 ∧ τ ∈ [0, Tmad])} (4.22)
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4.4.2 Stability Results

To solve Problem 4.2.1, the direct approach consists of deriving sufficient conditions

in the form of matrix inequalities ensuring that the following set

A := {0} × {0} × {0} × [0, T2]× {0, 1} (4.23)

is exponentially stable whenever ω ≡ 0 and, in case of nonzero disturbance ω, the hybrid

system HclD in (3.6) is input-to-state stable with respect to A.

Definition 2.3.1 introduced in Chapter 2 will be employed in the following to obtain

sufficient conditions for the stability of HclD with respect to A. At this stage, consider the

following assumption.

Assumption 4.4.1. Let γ be a given positive real number. There exist three continuously

differentiable functions V1 : R
nxcl → R, V2 : R

ny+2 → R, V3 : R
ny+2 → R and positive real

numbers α1, α2, β1, β2, θ1, θ2, and λt, such that

(A1) α1|xcl|2 ≤ V1(xcl) ≤ α2|xcl|2, ∀x ∈ C

(A2) β1|η|2 ≤ V2(η, τ, l) ≤ β2|η|2, ∀x ∈ C

(A3) θ1|σ|2 ≤ V3(σ, τ, l) ≤ θ2|σ|2, ∀x ∈ C

(A4) V2(η, 0, 1) + V3(0, 0, 1) ≤ V2(η, τ, 0) + V3(σ, τ, 0), ∀η ∈ R
ny , σ ∈ R

ny , τ ∈ [T1, T2]

(A5) V2(σ, τ, 0) + V3(σ, τ, 0) ≤ V2(η, τ, 1) + V3(σ, τ, 1), ∀η ∈ R
ny , σ ∈ R

ny , τ ∈ [0, Tmad]

(A6) the function x 7→ V (x) := V1(xcl)+V2(η, τ, l)+V3(σ, τ, l) satisfies 〈∇V (x), f(x, ω)〉 ≤

−2λtV (x)− x⊤clC̄
⊤
o C̄oxcl + γ2ω⊤ω for each x ∈ C,ω ∈ R

nω

The result given next provides sufficient conditions for the solution to Problem 4.2.1.

Theorem 4.4.1. Let Assumption 4.4.1 hold. Then:

(i) The hybrid system HclD is eISS with respect to A;
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(ii) There exists α > 0 such that any solution pair (φ, ω) to HclD satisfies

 ∫

I
|yo(r, j(r))|2dr ≤ α|φ(0, 0)|A + γ

 ∫

I
|ω(r, j(r))|2dr (4.24)

where I := [0, supt domφ] ∩ domt φ.

The proof is given in Appendix B.

4.4.3 Construction of the Lyapunov Function

To determine the values of T2 and Tmad, one needs to explicitely identify functions

V1, V2 and V3 in Assumption 4.4.1. Let P1 ∈ S
nxcl
+ ,

P2,l := (1− l)P2,0 + lP2,1, P3,l := (1 − l)P3,0 + lP3,1 (4.25)

with P2,0, P2,1, P3,0, P3,1 ∈ Sny

+ , l ∈ {0, 1}, and δ be positive real number. Inspired by [28]

we operate the following selection:

V1(xcl) = x⊤clP1xcl, V2(η, τ, l) = e−δτη⊤P2,lη, V3(σ, τ, l) = e−δτσ⊤P3,lσ (4.26)

By exploiting the (quasi)-quadratic nature of the Lyapunov function candidate x 7→ V1(xcl)+

V2(η, τ, l)+V3(σ, τ, l), such a choice for V1, V2, and V3 allows us to cast the solution to Prob-

lem 4.2.1 as a solution to some matrix inequalities.

Theorem 4.4.2. If there exist P1 ∈ S
nxcl
+ , P2,0, P2,1, P3,0, and P3,1 ∈ Sny

+ with

P2,1 − e−δT2P2,0 � 0 (4.27a)

P2,0 + P3,0 − P3,1 � 0 (4.27b)

such that

M(0, 1) ≺ 0 M(Tmad, 1) ≺ 0

M(Tmad, 0) ≺ 0 M(T2, 0) ≺ 0
(4.28)
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where for each τ ∈ [0, T2] and l ∈ {0, 1}

M(τ, l) =




He(P1Axx) + C̄⊤
o C̄o P1Axη + e−δτA⊤

ηxP2,l e−δτA⊤
σxP3,l P1Axω

• e−δτ (He(P2,lAηη)− δP2,l) e−δτA⊤
σηP3,l e−δτP2,lAηω

• • −δe−δτP3,l e−δτP3,lAσω

• • • −γ2I




(4.29)

then the Assumption 4.4.1 holds.

The proof is given in Appendix B.

Remark 4.4.1. Conditions (4.27) and (4.28) with M(τ, l) without the forth row and the

forth column, and Co = 0 are sufficient conditions to solve Problem 4.2.1 when only the

internal exponential stability (ω ≡ 0) is considered.

4.4.4 LMI-Based Algorithm for (Tmad, T2) Trade-off Curves Estimation

In the previous subsection, we provided sufficient conditions for the solution to

Problem 4.2.1 in the form of matrix inequalities. The objective of the current subsection is

to make use of the proposed sufficient conditions to include some optimization aspects in

the solution to Problem 4.2.1. In particular, as our goal is to provide estimates of the largest

allowable transmission interval and communication delay, next we illustrate an algorithm

for the approximation of the trade-off curve between this two objectives. Specifically, to

accomplish this goal, we make use of conditions (4.27) and (4.28) to formulate the following

optimization problem:

maximize
P1,P2,0,P2,1,P3,0,P3,1,δ

(T2, Tmad)

subject to (4.27), (4.28), Tmad ∈ [0, T2]

(4.30)

where the above maximization is intended in a Pareto sense [13]. In particular, we provide

a systematic approach to build an approximation of the trade-off curve of the above multi-

objective optimization problem. Notice that we assume the value of γ is given and strictly
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positive. To obtain a numerically efficient solution to (4.30), we make use of semidefinite

programming tools. Specifically, observe that when δ, T2, and Tmad are fixed, conditions

(4.27) and (4.28) turn into LMIs, which can be efficiently solved via available semidefinite

programming solvers [12]. Therefore, checking the feasibility of (4.27) and (4.28) can be

used in a numerical scheme by performing line search for the scalars δ, T2, and Tmad.

Algorithm 1 describes our approach to solve the optimization problem (4.30). The

algorithm gives as output the vectors ~T2 and ~Tmad that provide an estimation of the trade-off

curve between T2 and Tmad. Indeed, the trade-off curve identifies the maximum allowable

delay for each given value of the transmission interval. In particular, given the value of

T2, one can identify the maximum allowable delay that can affect the last received packet

without compromising the stability of the NCS.

Algorithm 1 Trade-off curve approximation

1: Define a grid ~T2 ⊂ R>0 containing a finite number of values for T2.

2: for i=1 to size of ~T2 do

3: TM ← ~T2[i]

4: maximize Tm on [0, TM ] subject to (4.27)-(4.28) by performing line search on δ for

given value of TM .

5: ~Tmad[i]← Tm

6: end for

7: return ~Tmad, ~T2

Algorithm 1 gives as outputs the vectors ~T2 and ~Tmad that, if plotted, provides

an estimation of the trade-off curves between T2 and Tmad. Indeed, the trade-off curve

identifies the maximum allowable delay for each given value of T2 and identifies the greatest

maximum allowable transmission interval in correspondence to Tmad = 0.
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4.5 Numerical Examples

In this section, we showcase Algorithm 1. All the following numerical results are

obtained through the solver SEDUMI [102] and coded in MatlabR© via YALMIP [61].

Two examples are considered. In the first example, we consider the well-known

batch reactor controlled by a dynamic output feedback controller, presented, e.g., in [43]

and many others. The second example pertains to state feedback control. In these examples,

we consider J being a ZOH device; see Remark 3.2.1. The two approaches introduced in

this chapter are considered. In particular, trade-off curves computed with the approaches

in Section 4.3 and Section 4.4 are computed and compared.

Example 4.5.1. We consider the well known batch reactor controlled by a dynamic output

feedback controller presented, e.g., in [43, 78] and many others. Numerical values of the

plant and controller can be found in [78] as follows

Ap =




1.38 −0.207 6.715 −5.676

−0.5814 −4.29 0 0.675

1.067 4.273 −6.654 5.893

0.048 4.273 1.343 −2.104



,

Bp =




0 0

5.679 0

1.136 −3.146

1.136 0



, Cp =


 1 0 1 −1

0 1 0 0




(4.31)

while

Co = Cp (4.32)

and

W =


10 0 10 0

0 5 0 5



⊤

(4.33)
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can be found in [43]. The controller

Ac =


 0 0

0 0


 , Bc =


 0 1

1 0


 , Cc = −


 2 0

0 −8


 , Dc = −


 0 2

−5 0


 (4.34)

is the same introduced in [78].

The input-output stability is studied for different values of L2 gains: γ ≤ 2.5 and

γ ≤ 5. In Fig. 4.1 are depicted the trade-off curves obtained by using the two approaches

described in this chapter.

0 0.01 0.02 0.03 0.04 0.05 0.06
0

0.005

0.01

0.015

0.02

T2 [s]

T
m
a
d
[s
]

Figure 4.1: Trade-off curves between T2 and Tmad computed for the NCS in Example 4.5.1
for different values of L2 gains: 2.5 (in blue) and 5 (in red). Dashed lines represent the
trade-off curves computed by following Algorithm 1 in Section 4.4, whereas continuous lines
represent the trade-off curves obtained by following the approach in Section 4.3. Note that
the trade-off curves end where T2 = Tmad.

Example 4.5.2. We consider an unstable plant stabilized by a state feedback controller

through the network. Numerical values of plant and controller are given as follows [54]:

Ap =


 0 1

1 0


 , Bp =


 0

−1


 , Kc =

[
2 2

]

In Fig. 4.2 the trade-off curves are depicted. Note that in this example, Remarks 3.3.1 and
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4.4.1 are employed.
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Figure 4.2: Trade-off curves between T2 and Tmad computed for the NCS in Example
4.5.2. Dashed lines represent the trade-off curves computed by following Algorithm 1 in
Section 4.4, whereas continuous lines represent the trade-off curves obtained by following
the approach in Section 4.3. Note that the trade-off curves end where T2 = Tmad.

Observe that in Fig. 4.1 and Fig. 4.2 the trade-off curves end where T2 = Tmad

even though for those points the trade-off curves exist. In fact, a straight line from the

origin to the left top point of each curve could be drawn, but it would have complicated the

readability of the figures. This limitation on T2 and Tmad is due to the fact that the model

does not include delays larger than the transmission intervals; see Section 3.2.2.

From the examples, it emerges that the two approaches provide different trade-off

curves. In particular, for the considered examples, the indirect approach (Section 4.3)

provides a less conservative estimation of the trade-off curves regarding the value of T2;

the direct approach (Section 4.4), instead, provides a less conservative estimation of Tmad.

In more detail, the indirect approach allows estimating trade-off curves that have larger

maximum transmission intervals, whereas the direct approach provides an estimation of

trade-off curves that have larger maximum allowable delays.

It is worthwhile remarking that the direct approach in Section 4.4 enables the es-

timation of trade-off curves for NCS with a holding device as in (3.3), while the indirect
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approach can take into account only ZOH.

4.6 Conclusion

In this chapter, we present two methodologies for studying the stability of NCSs

affected by variable transmission intervals and variable transmission delays. The main goal

of these two approaches is to estimate the trade-off curves between the maximum allowable

transmission intervals and the maximum allowable network delays. The first approach

assumes NCS with ZOH as the holding device and provides a tool to indirectly estimate

the trade-off curves after solving some LMIs. The second approach takes into account

holding device as in (3.3), and provides a tool to estimate trade-off curves directly from

the solutions of some LMI. Indeed, in the latter case, MATI and MAD explicitly appear

in the resulting conditions. The two approaches are compared through numerical results.

It emerges that the indirect approach allows estimating trade-off curves that have larger

maximum transmission intervals, whereas the direct approach provides an estimation of

trade-off curves that have larger maximum allowable delays.
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Chapter 5

H∞ Control Design of

Network-Resilient Control Systems

5.1 Introduction

This chapter considers the problem of stabilizing a linear time-invariant system

in the presence of plant measurements that are available in an intermittent fashion. In

particular, we consider NCSs as introduced in Chapter 3, and we propose a methodology

for the co-design of output feedback dynamic controller and holding device. In this chapter,

we propose a dynamic output feedback controller equipped with a holding device that is

a linear time-invariant system whose state is reset when a new measure is available. We

provide an LMI-based design procedure for the co-design of the parameters of the dynamic

controller and holding device. Our approach relies on the Lyapunov theory for hybrid

systems and addresses stability analysis in a way that is reminiscent of an “input-to-state

stability small gain” philosophy. The effectiveness of the proposed LMI-based design is

showcased in a numerical example.
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5.2 Problem Statement and Solution Outline

5.2.1 System Description

We consider NCSs introduced in Chapter 3 and depicted in Fig. 3.1. In particular,

we assume the plant P is stabilized by a linear time-invariant dynamic controller K that

relies on a holding device J , which is a linear time-invariant system whose state is reset

to the plant measurement whenever a new measurement is received. This holding device

generates a continuous-time signal that feeds a linear time-invariant dynamic controller;

see Chapter 3 for further details. In this chapter, we aim the design of the controller and

holding device. To this end, in the following, we consider NCSs, as in Fig. 5.1, where the

network is characterized only by variable transmission intervals. This differs from previous

Chapters 3 and 4, where variable transmission intervals and network delays are considered

together. However, simplifying the network makes the control problem more tractable and

allows us to devise a design procedure. More in details, we assume output measurements of

plant P are measurable only at some time instances tk, k ∈ N>0, not known in advance. In

particular, we assume that the sequence {tk}∞k=1 is strictly increasing and unbounded, and

that there exist two positive real scalars T1 ≤ T2 such that

0 ≤ t1 ≤ T2, T1 ≤ tk+1 − tk ≤ T2 ∀k ∈ N>0 (5.1)

The lower bound T1 in condition (5.1) introduces a strictly positive minimum time in be-

tween consecutive measurements. As such, this avoids the existence of Zeno behaviors,

which are unwanted in practice [37]. Moreover, T2 defines the Maximum Allowable Trans-

mission Interval (MATI).

Given plant P and the measurement setup above, the problem we solve in this

chapter is to design an output feedback dynamic controller such that the closed-loop NCS is

input-output exponentially stable with some required performance satisfied with the largest

achievable value of T2; a formal problem statement will be provided next in the chapter. To
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Figure 5.1: Schematic representation of the NCS considered for the design of holding device
and controller. Solid lines represent the continuous-time signals, whereas the dashed line
depicts the sporadic measurements.

this end, we consider the plant P as in (3.1), and we design the controller K and holding

device J . The proposed controller is an output-feedback dynamic controller as in (3.2).

The proposed holding device J is selected as follows:

J





˙̂y(t) = Ĥŷ(t) + “Exc(t) + CpBpu(t) ∀t 6= tk

ŷ(t+) = y(t) ∀t = tk

(5.2)

which reads as (3.3) with

H = Ĥ +CpBpDc

E = “E + CpBpCc

(5.3)

This choice of J simplifies the dynamics of the closed-loop NCS enabling the design of

holding device and controller as shown next in this chapter.
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5.2.2 Hybrid Modeling

The closed-loop system in Fig. 5.1 can be modeled as a linear system with jumps

in ŷ. In particular, for all k ∈ N0 one obtains

ẋp(t) = Apxp(t) +BpCcxc(t) +BpDcŷ(t) +Wω(t)

ẋc(t) = Acxc(t) +Bcŷ(t)

˙̂y(t) = (Ĥ + CpBpDc)ŷ(t) + (“E + CpBpCc)xc(t)





∀t 6= tk

xp(t
+) = xp(t)

xc(t
+) = xc(t)

ŷ(t+) = Cpxp(t)





∀t = tk

(5.4)

To devise a design algorithm for K and J , we model the impulsive system in (5.4) into the

hybrid system framework in [37]; see for a brief introduction Chapter 2. To this end, we

augment the state of the closed-loop system with the auxiliary variable τ ∈ R≥0, which is a

timer that keeps track of the duration of intervals in between transmissions. As in [30], to

enforce (5.1), we make τ decrease as ordinary time t increases and, whenever τ = 0, reset

it to any point in [T1, T2]. The whole closed-loop system composed by the states xp, xc, ŷ,

and τ can be represented by the following hybrid system:





ξ̇ = fξ(ξ, ω) ξ ∈ C, ω ∈ R
nω

ξ+ ∈ Gξ(ξ) ξ ∈ D

yo = C̄o(xp, xc)

(5.5)

where ξ := (xp, xc, ŷ, τ) ∈ R
nξ with nξ := nxp + nxc + ny + 1 is the state of the hybrid

system,

fξ(ξ, ω) :=




Apxp +BpCcxc +BpDcŷ +Wω

Acxc +Bcŷ

(Ĥ + CpBpDc)ŷ + (“E + CpBpCc)xc

−1




(5.6)
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is the flow map,

Gξ(ξ) :=




xp

xc

Cpxp

[T1, T2]




(5.7)

is the jump map, and the the flow set C and the jump set D are defined as follows

C := R
np+nc+ny × [0, T2], D := R

np+nc+ny × {0} (5.8)

The set-valued jump map allows to capture all possible transmission intervals of length

within T1 and T2. Specifically, the hybrid model in (5.5) is able to characterize any sequence

satisfying (5.1).

At this stage, to simplify the analysis, we introduce the change of coordinates

η := y − ŷ (5.9)

which leads, by straightforward calculations, to the closed-loop hybrid system in the new

coordinates:

Hcl





ẋ = f(x, ω) x ∈ C, ω ∈ R
nω

x+ ∈ G(x) x ∈ D

yo = C̄oxcl

(5.10)

where x := (xcl, η, τ) ∈ X := R
np+nc+ny+1 is the state, and xcl := (xp, xc). The flow map is

given by

f(x) := (Axcl + Bη + Vω, Jxcl + Ĥη +Wω,−1) ∀x ∈ C, ω ∈ R
nω (5.11)
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where

A :=




Ap +BpDcCp BpCc

BcCp Ac


 , B := −




BpDc

Bc


 , V :=




W

0


 ,

J :=
[
CpAp − ĤCp −“E

]
, W := CpW

(5.12)

derive from (3.1), (3.2), (5.2), and (5.9). The jump map is defined for all x ∈ D by

G(x) :=




xcl

0

[T1, T2]




(5.13)

Observe that, as shown in Fig. 5.2, Hcl can be interpreted as the feedback in-

terconnection of two different dynamical systems Σxcl
and Ση. In particular, Σxcl

is a

continuous-time system described by:

Σxcl




ẋcl = Axcl + Bη + Vω

yo = C̄oxcl

(5.14)

whereas Ση is a hybrid dynamical system given as follows:

Ση






 η̇

τ̇


=


 Ĥη + Jxcl +Wω

−1


 η ∈ R

ny , xcl ∈ R
np+nc , ω ∈ R

nω , τ ∈ [0, T2]


 η+

τ+


∈


 0

[T1, T2]


 η ∈ R

ny , τ = 0

(5.15)

It is worth mentioning that considering Hcl as the interconnection of Σxcl
and Ση

allows us to address stability analysis of the closed-loop system by employing an approach

that is reminiscent of an “input-to-state stability small gain” philosophy [48]. A conceptu-

ally similar approach can be found in [16].
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Σxcl

xcl

η, τ

Ση

xcl

η

ω

ω

yo

Figure 5.2: Representation of Hcl as the interconnection of the dynamical systems Σxcl
and

Ση.

5.2.3 Problem Statement

To formalize our control problem, we rely on the notions of exponential input-to-

state stability of closed sets for a generic hybrid system H with state in R
n; see Defini-

tion 2.3.1 introduced in Chapter 2 for further details.

The proposed approach aims at designing the holding device J and the controller

K such that without disturbance, i.e., ω ≡ 0, the following set1

A := {0} × {0} × [0, T2] (5.16)

is exponentially stable, and, when the disturbances are nonzero, the hybrid system Hcl is

input-to-state stable with respect to A. In particular, the problem we solve is as follows:

Problem 5.2.1. Given the plant P in (3.1), design

∆K :=




Ac Bc

Cc Dc


 , ∆J =

[
Ĥ “E

]
(5.17)

such that the closed-loop system satisfies the following properties with the largest achievable

value of T2:

1Notice that, by definition of the system Hcl and of the set A, for all x ∈ C, one has |x|A = |(xcl, η)|.
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(P1) the set A is global exponentially stable when the input ω is identically zero;

(P2) when the disturbance ω is nonzero, the hybrid system Hcl in (5.10) is input-to-state

stable with respect to A;

(P3) L2 stability from the disturbance ω to the performance output yo is ensured with a

desired L2-gain γ.

5.3 Lyapunov-based Stability Analysis

In a naive way, sufficient conditions to enforce the stability properties required

in Problem 5.2.1 could be derived by following results in [68]. However, those results

would lead to matrix inequalities having the controller’s and holding device’s parameters

appearing in a nonlinear fashion. Therefore, this approach turns into conditions that are not

computationally tractable to provide a viable solution to Problem 5.2.1. With the purpose

of obtaining more tractable conditions, in this chapter, we consider the closed-loop hybrid

system Hcl as the interconnection of two dynamical systems Σxcl
and Ση as depicted in Fig.

5.2. Moreover, we exploit such a structural characteristic of Hcl to introduce conditions

on the single systems Σxcl
and Ση, and their interconnection such that requirements in

Problem 5.2.1 are satisfied. In particular, consider the following property:

Property 5.3.1. There exist continuously differentiable functions V1 : R
np+nc → R and

V2 : R
ny+1 → R, positive definite functions ρ1 : R

np+nc → R and σ1 : R
ny → R, functions

ρ2 : R
ny → R and σ2 : R

nc+np → R, and some positive scalars cv1 , cv2 , cv1 , cv2 , kv1 , and kv2

such that

cv1 |xcl|
2 ≤ V1(xcl) ≤ cv1 |xcl|2, ∀xcl ∈ R

np+nc (5.18a)

cv2 |η|
2 ≤ V2(η, τ) ≤ cv2 |η|2, ∀(η, τ) ∈ R

ny+1 (5.18b)
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〈∇V1(xcl),Axcl+Bq1+Vω〉 ≤ −ρ1(xcl)+ρ2(q1)+ρ3(xcl, ω),∀(xcl, q1) ∈ R
np+nc+ny , ω ∈ R

nω

(5.18c)

〈∇V2(η, τ),Hη + Jq2 +Wω〉 ≤

− σ1(η) + σ2(q2) + σ3(ω),∀(η, τ, q2) ∈ R
ny × [0, T2]×R

np+nc , ω ∈ R
nω

(5.18d)

−ρ1(xcl) + σ2(xcl) ≤ −kv1 |xcl|2, ∀xcl ∈ R
np+nc (5.18e)

−σ1(η) + ρ2(η) ≤ −kv2 |η|2, ∀η ∈ R
ny (5.18f)

ρ3(xcl, ω) + σ3(ω) ≤ −x⊤clC̄⊤
o C̄oxcl + γ2ω⊤ω,∀xcl ∈ R

np+nc, ω ∈ R
nω (5.18g)

Remark 5.3.1. It is worth mentioning that conditions in Property 5.3.1 resemble Lya-

punov inequalities for input-output stability. In particular, conditions (5.18c) and (5.18d)

refer to input-output stability conditions for, respectively, Σxcl
and Ση. Conditions (5.18e),

(5.18f) and (5.18g), instead, provide relations for the input-output stability of the system

Hcl obtained by the interconnection of Σxcl
and Ση.

The following theorem employs Definition 2.3.1, and provides sufficient conditions

for the solution to Problem 5.2.1.

Theorem 5.3.1. Let Property 5.3.1 hold. Then:

(i) The hybrid system Hcl is eISS with respect to A;

(ii) There exists α > 0 such that any solution pair (φ, ω) to Hcl satisfies

 ∫

I
|yo(r, j(r))|2dr ≤ α|φ(0, 0)|A + γ

 ∫

I
|ω(r, j(r))|2dr (5.19)

where I := [0, supt dom φ] ∩ domt φ.
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The proof is given in Appendix B.

With the purpose of deriving constructive design algorithms for the controller and

the holding device, we perform a particular choice for the functions V1 and V2 in Prop-

erty 5.3.1. In particular, let P1 ∈ Snp+nc

+ , P2 ∈ Sny

+ , and δ a positive real number. Inspired

by [30], we operate the following selection:

V1(xcl) := x⊤clP1xcl, V2(η, τ) := eδτη⊤P2η (5.20)

The structure of the selected functions V1 and V2 allows to provide sufficient conditions for

stability properties required in Problem 5.2.1 in the form of matrix inequalities. To this

end, consider the following proposition:

Proposition 5.3.1. If there exist P1, S,R ∈ Snp+nc

+ , P2, Q, T ∈ Sny

+ , positive real numbers

δ, γ1, γ2, and matrices Ac ∈ R
nc×nc, Bc ∈ R

nc×ny , Cc ∈ R
nu×nc, Dc ∈ R

nu×ny , Ĥ ∈

R
ny×ny , and “E ∈ R

ny×nc, such that

Q− T ≺ 0 (5.21a)

R− S ≺ 0 (5.21b)

M1 :=




He(P1A) + S + C̄o
⊤C̄o P1B P1V

• −Q 0

• • −γ1I



� 0 (5.21c)

M2(0) � 0, M2(T2) � 0 (5.21d)

γ1 + γ2 ≤ γ2 (5.21e)
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where

[0, T2] ∈ τ 7→ M2(τ) :=




(He(P2Ĥ)− δP2)e
δτ + T P2Je

δτ P2Weδτ

• −R 0

• • −γ2I




(5.22)

then Property 5.3.1 holds.

The proof is given in Appendix B.

5.4 LMI-based Controller Design

In the previous section, sufficient conditions were provided to guarantee the sta-

bility properties required from Problem 5.2.1. In particular, through Proposition 5.3.1,

these conditions turn into the feasibility problem of some matrix inequalities, which are

not suitable to be a tool for the solution of Problem 5.2.1 because nonlinear in variables

P1, P2, Ac, Bc, Cc, Dc, Ĥ, “E, δ. Therefore, further manipulations are needed to derive a

computationally efficient design procedure for the controller. While the nonlinearity in δ

can be easily overcome through a line search, other nonlinearities must be properly treated.

To this end, in the following, we provide sufficient conditions to turn the solution to Prob-

lem 5.2.1 into the feasibility problem of some LMIs.

Lemma 5.4.1. Let F ∈ Sn+. Then, for any α ∈ R the following relation holds:

F−1 − 2αI + α2F � 0 (5.23)

The proof is given in Appendix B.

Theorem 5.4.1. Given the plant P in (3.1), and scalars δ, γ1, γ2, T2 ∈ R>0 and α ∈ R.

Assume there exist P2, T,Q ∈ Sny

+ , R,F ∈ S2np

+ , X,Y ∈ Snp

+ , K ∈ R
np×np, L ∈ R

np×ny ,

M ∈ R
nu×np, N ∈ R

nu×ny , J ∈ R
ny×ny , Z ∈ R

ny×np, and a nonsingular matrix V ∈
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R
np×np, such that

Θ :=


 Y I

I X


 ≻ 0 (5.24a)

Q− T ≺ 0 (5.24b)

R− 2αI + α2F ≺ 0 (5.24c)

M̂1 :=




He(Λ) Π Ξ Φ⊤ Φ⊤C̄⊤
o

• −Q 0 0 0

• • −γ1I 0 0

• • • −F 0

• • • • −I




� 0 (5.24d)

M̂2(0) � 0, M̂2(T2) � 0 (5.24e)

γ1 + γ2 ≤ γ2 (5.24f)

where

[0, T2] ∈ τ 7→ M̂2(τ) :=




eδτ (He(J)− δP2) + T eδτ
[
P2CpAp − JCp −Z

]
eδτP2W

• −R 0

• • −γ2I




(5.25)

Φ :=


 Y I

V ⊤ 0


 (5.26)
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Λ :=


 ApY +BpM Ap +BpNCp

K XAp + LCp


 , Π := −


 BpN

L


 , Ξ :=


 W

XW


 (5.27)

Then, matrix I−XY is nonsingular. Let U ∈ R
np×np be any nonsingular matrix such that

XY + UV ⊤ = I (5.28)

Then, conditions in Proposition 5.3.1 are satisfied; hence, Property 5.3.1 holds. Further-

more, selecting

∆K =


 U−1 −U−1XBp

0 I







K −XApY L

M N





 V −⊤ 0

−CpY V −⊤ I




∆J =
[
P−1
2 J P−1

2 Z

]

(5.29)

solve Problem 5.2.1.

The proof is given in Appendix B.

Remark 5.4.1. Theorem 5.4.1 requires matrix V to be nonsingular. Although this con-

straint is hard to formulate in an LMI setting, nonsingularity of V can be easily enforced,

e.g., by considering the following constraint V + VT ≻ 0.

Notice that when δ, α, and T2 are fixed, conditions in Theorem 5.4.1 become LMIs.

As such, Theorem 5.4.1 can be employed to design the controller gains by performing a line

search on parameters δ, α, and T2 with the purpose of solving the following optimization

problem:

maximize
δ,γ1,γ2,α,P2,T,Q,R,F,X,Y,K,L,M,N,J,Z,V

T2

subject to (5.24)

(5.30)

Remark 5.4.2. It is worth mentioning that it can be easily shown that conditions (5.24) can

be simplified to achieve sufficient conditions to solve Problem 5.2.1 when only the internal
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exponential stability (ω ≡ 0) is considered. In particular, those conditions are obtained by

the set of conditions (5.24) with the following modifications:

1. Condition (5.24f) is not included;

2. Matrix M̂1 is as follows:

M̂1 :=




He(Λ) Π Φ⊤

• −Q 0

• • −F



� 0 (5.31)

3. Matrix M̂2(τ) is as follows:

[0, T2] ∈ τ 7→ M̂2(τ) :=




eδτ (He(J)− δP2) + T eδτ
[
P2CpAp − JCp −Z

]

• −R




(5.32)

5.5 Numerical Example

In this section, we showcase the proposed design approach for a double integrator

plant, i.e.

[
Ap Bp W C⊤

p C⊤
o

]
=


 0 1

0 0

0

1

1

1

1

0

1

0


 (5.33)

Numerical solutions to LMIs are obtained through the solver SDPT3 [104] and coded

in MatlabR© via YALMIP [61]. Simulations of hybrid systems are performed in MatlabR©

via the Hybrid Equations (HyEQ) Toolbox [93].

The purpose of this section is to show the result of the controller design by using the

approach described earlier in this chapter when input-output stability with L2-gain γ ≤ 5
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is required. To this end, we consider the following additional constraints:

2α2Θ � He(Λ) � 2α1Θ (5.34a)


 sin(θ)(Λ + Λ⊤) − cos(θ)(Λ− Λ⊤)

cos(θ)(Λ− Λ⊤) sin(θ)(Λ + Λ⊤)


 (5.34b)

where Θ and Λ are respectively defined in (5.24a) and (5.27), α1 = −0.5, α2 = −25, and

θ = π
4 . In particular, the constraints in (5.34) ensures that the spec(A), which characterizes

the closed-loop continuous-time dynamics, is contained in the gray area of the complex

plain in Fig. 5.3. These further constraints have the objective of avoiding ill conditioned

controller parameters; see [95].

α1 ℜ(λ)

ℑ(λ)

α2

θ

Figure 5.3: Representation of the complex plane where the eigenvalues of the closed-loop
NCS are contained (gray area). Constrain in (5.34a) are represented in red, while constrain
in (5.34b) are represented in blue.

By pursing the design approach introduce in this chapter, our design methodology

leads to T2 = 0.39, δ = 4, α = 1.58, and the following values of the controller parameters:

∆K =




−48.01 3.96

−180.32 0.17

3.4

12.15

417.26 −80.26 −31.83



, ∆J =

ï
−0.53 −0.014 0.009

ò
(5.35)

To visualize the behavior of the closed-loop system with the controller in (5.35), in
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Fig. 5.4 we report the evolution of the plant state xp, the state of the holding device ŷ,

the control signal u, the timer variable τ , and the input disturbance ω. In this simulation,

xp(0, 0) = (0.85, 0.52), xc(0, 0) = 0, ŷ(0, 0) = 0, T1 = 0.01,

ω(t) =





1 t ∈ [0, 7)

−1 t ∈ [7, 15)

0 t ≥ 15

(5.36)

where t ∈ [0, 20] is the simulation time. Transmission intervals are selected between T1 and

T2 accordingly to a sinusoidal law with frequency 10.5.

Figure 5.4: Response of the closed-loop system in presence of the unknown disturbance
input ω. First column, from the top to the bottom: first and second component of plant
state xp, and ω. Second column, from the top to the bottom: state of the holding device ŷ
(blue) and plant output y (magenta), control signal u, and timer variable τ .

In the following, we show the beneficial effect of taking into consideration the bound

of the L2-gain in the design procedure. In particular, by employing conditions in Re-

mark 5.4.2, we design a controller that solves the problem of internal exponential stability
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for T2 = 0.39, which is the same value of T2 obtained for the controller in (5.35). Then,

we graphically compare the attenuation of both controllers of the disturbance ω on the

performance output yo.

By following Remark 5.4.2, the controller designed for internal exponential stability

for T2 = 0.39 leads to δ = 2, α = 0.53, and the following values of the controller parameters:

∆K =




−45.01 3.24

−178.15 −1.45

2.25

8.65

521.71 −87.32 −27.41



, ∆J =

ï
−0.72 −0.003 0.002

ò
(5.37)

By employing the same simulation scenario of Fig. 5.4, we compare in Fig. 5.5 the responses

of the performance output yo for both controllers. As expected, the effect of the disturbance

ω on the performance output yo is less when the controller is designed to minimize γ.

0 5 10 15 20
-3

-2

-1

0

1

2

3

t[s]

y o

Figure 5.5: Response of the performance output for controller and holding device designed
for internal exponential stability for T2 = 0.39 as in (5.37), in blue. Response of the
performance output for controller and holding device designed for input-output stability for
T2 = 0.39 and L2-gain less than or equal to 5 as in (5.35), in red.
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5.6 Conclusion

In this chapter, we discuss the problem of designing output feedback controllers for

linear time-invariant systems where measurements are available in an intermittent aperiodic

fashion. In particular, our design methodology aims at obtaining a controller such that the

closed-loop NCS is global exponentially stable with the largest achievable interval without

measurements. These results are accomplished by relying on Lyapunov theory for hybrid

dynamical systems. Moreover, by employing an approach that is reminiscent of an “input-

to-state stability small gain” philosophy, we obtain sufficient conditions that are suitably

converted into LMIs. The effectiveness of the proposed approach is showcased throughout

a numerical example.
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Conclusion of Part I

In the first part of the dissertation, we introduce tools for stability analysis and

design for resilient NCSs.

At first, in Chapter 3, we introduce the architecture of NCSs adopted in this dis-

sertation. In particular, we take into consideration NCSs, where only the sensing path

is subject to a communication network that leads to aperiodic transmission intervals and

variable network delays. We consider a hybrid control scheme constituted by the cascade

of a holding device and a dynamic controller, and we model the closed-loop system in the

hybrid system framework in [37].

In Chapter 4, we present two methodologies for estimating the trade-off curves be-

tween the maximum allowable transmission intervals and the maximum allowable network

delays. The first approach assumes NCS with ZOH as holding device and provides a tool

to indirectly estimate the trade-off curves after solving some LMIs. The second approach

takes into account a class of linear holding devices and provides a tool to estimate trade-off

curves directly from the solutions of some LMI. Indeed, the second methodology allows

the estimation of MATI and MAD explicitly throughout the resulting stability conditions.

The two approaches are compared through numerical results. It emerges that the indirect

approach allows estimating trade-off curves that have larger maximum transmission inter-

vals, whereas the direct approach provides an estimation of trade-off curves that have larger

maximum allowable delays.

To conclude, in Chapter 5, we discuss the problem of designing output feedback

controllers for linear time-invariant systems where measurements are available in an inter-
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mittent aperiodic fashion. Our design methodology aims at obtaining a controller such

that the closed-loop NCS is global exponentially stable with the largest achievable interval

without measurements. These results are accomplished by relying on Lyapunov theory for

hybrid dynamical systems. Moreover, by employing an approach that is reminiscent of an

“input-to-state stability small gain” philosophy, we obtained sufficient conditions that are

suitably converted into LMIs.

The effectiveness of the proposed approaches is showcased throughout numerical

examples throughout this part of the dissertation.
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Part II

Resilient Control for Vehicle

Platooning
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Introduction

General Overview

While the demand for mobility is growing over the years, Intelligent Transportation

Systems (ITS) is a promising advanced solution capable of improving the efficiency and

safety of the whole mobility infrastructure. Such ITS’ benefits are expected to be achieved

by Connected and Autonomous Vehicles (CAVs). This new technology employs the concept

of Vehicle to Vehicle (V2V) communication [62, 105] by employing, e.g., Dedicated Short

Range Communication (DSRC) [58].

Probably the most famous application involving connectivity between vehicles is

the Cooperative Adaptive Cruise Control (CACC). CACC is an application of connected

automated vehicles that extends the functionality of Adaptive Cruise Control (ACC) by

employing V2V networks, such as Dedicated Short Range Communication (DSRC). This

allows shared information between cars in the same inter-vehicle communication network

(IVC). In particular, by employing IVC and on-board sensors, e.g., radar and lidar, CACC

improves features of the ACC by reducing the distance between vehicles and by providing

enhanced stability properties. Indeed, CACC can guarantee inter-vehicle time gaps smaller

than 1 second, whereas ACC can not [77, 88].

Common metrics for CACC are individual vehicle stability and string stability. The

former refers to the reduced distance between vehicles and leads to higher traffic throughput

and higher fuel economy [99, 105]. The latter refers to the attenuation of disturbances and

shock waves throughout the string of vehicles and improves traffic flow by avoiding the
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so-called phantom traffic jam [88, 105] due to an amplification of disturbance, i.e., a speed

variation of the first vehicle that propagates throughout the string of vehicles leads to

excessive breaking [88].

Besides the benefits introduces by IVC, this wireless network exposes vehicle control

systems to network induced imperfections, i.e., packet dropping and network delays [43],

and network vulnerabilities, i.e., cyber attacks [20]. Such an unreliable and compromised

network can affect vehicle platoons by leading to loss of performance and safety-related

issues such as collisions, which could lead to loss of human lives [3, 20, 82].

The packet-based nature of communication networks introduces imperfections such

as limits on the transmission rates and variable delays on the communication channel. As

shown in [82], these network-induced imperfections can compromise the performance of

vehicle platoons when transmission rates are too slow, or network induced delays are too

large. However, having high transmission rates can degrade the performance of the DSRC

network, as shown in [90].

From a security perspective, in this dissertation, we focus on Denial-of-Service (DoS)

attacks. To this end, it is worth mentioning that DoS is the easiest attack to accomplish

and aims at making the network unavailable for the longest time possible by generating

consecutive packet dropouts [24, 114]. Notice that DoS attacks generate a totally differ-

ent pattern compared to communication losses naturally present in the IVC [5]. Natural

packet dropouts are generally unpredictable and follow a random pattern according to the

packet rate associated with the network protocol [69, 90]. For such a reason, DoS-resilient

design approaches differ from traditional ones. In particular, DoS-resilient approaches must

maximize the number of consecutive packet dropouts while maintaining the stability and

performance of the vehicle platooning.
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Literature Review

In the literature, several results can be found about modeling and design of vehicle

platoons with the CACC controller, as it emerges from [57, 77, 82, 85, 87] and references

therein, to cite a few. Ploeg et al. [85] introduce a continuous-time based decentralized

string stable CACC design where the maximum allowable network delay is computed after

designing the controller. The same authors propose in [87] a H∞ controller design for

one and two-vehicle look-ahead string stable platooning. In this case, the design procedure

focuses on string stability, with only general considerations about the vehicle’s performance.

Both the above-mentioned contributions model the signal exchanged through the network as

a continuous-time signal affected by a delay. Indeed, such designs are based on continuous-

time control techniques that do not consider the discrete packet-based nature of the IVC.

To this end, the research community has analyzed and enhanced the CACC in [85] by

considering an unreliable packet-based network. In [83], hybrid modeling is used to analyze

the stability of vehicle platoons controlled by CACC, where IVC is employed by adopting

scheduling protocols. In [38] a sampled-data design approach is proposed, whereas [23, 59]

discuss event-triggered control strategies. The event-driven communication strategies aim

at using the communication channel only when the transmissions of new data are needed. To

cope with communication losses, [86] introduces a graceful degradation algorithm, Harfouch

et al. [41] propose a switching strategy between CACC and ACC, and Wu et al. [111]

enhance CACC with an adaptive Kalman filter.

While the design of stable vehicle platoons with cars connected via an unreliable

network has been widely investigated, the design of control systems for connected vehicles

in the presence of cyber-attacks is still an active research area despite being significantly

critical. Indeed, compromised networks lead to severe consequences with the involvement of

human lives and safety; see, i.e., Dadras et al. [20]. DoS jamming attack is investigated in

[4], where string stability is analyzed under packet dropping generated by jamming actions.

Biron et al. [10, 11] detect and estimate the entity of a DoS attacks in a vehicle platoon
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by modeling it as an unknown constant delay and propose a control architecture able to

mitigate the effect of the attack. In [10], DoS attacks are modeled as an unknown constant

delay. Attacks detection is performed by adopting a set of Luenberger’s observer and a

delay estimator, while attack compensation is achieved by modifying the CACC control

architecture. Savaia et al. [94] build upon [10] and propose a DoS-resilient receding horizon

switching control approach. In [81], a decision support system (DSS) based on a fuzzy

detector is developed to predict the speed of the leader vehicle using state estimator and

adjusts the safe distance. Dolk et al. [24] employ the CACC as a case study for evaluating

a design procedure for DoS-resilient event-triggered mechanisms. Another event trigger

design approach is presented in [103]. The proposed approach is capable of mitigating DoS

attacks when their frequency of occurrences satisfies specific regularity criteria.

Contributions

The contributions of this part of the dissertation aims at proposing new tools for

the design of network-resilient and DoS-resilient vehicle platooning controlled by CACC.

To the best of our knowledge, none of the existing works propose a tuning strategy

for the CACC with the purpose of increasing the resilience to consecutive communication

losses or network delays. Such a tuning could increase the resilience of the CACC to DoS

attacks and unreliable networks. Furthermore, few control strategies deal with the vehicle’s

performance in regulating the distance gap between cars, along with improving resiliency.

In this part of the dissertation, we focus on addressing these research gaps by proposing two

design approaches for CACC that aims at maximizing the resiliency to unreliable network

and to DoS attacks while guaranteeing required performance and string stability.

We propose a decentralized hybrid controller that modifies the continuous-time pro-

portional derivative regulator in [85] by adding a Zero Order Hold (ZOH) device that allows

taking into account the packet-based nature of the IVC.

Regarding the design of network-resilient CACC, we consider the problem of design-
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ing a decentralized CACC controller with quantifiable robustness margin to transmission

intervals and network delays in the presence of performance requirements. The conditions

for the solution of the control design problem leads to dealing with an optimization problem

over non-linear matrix inequality constraints, whose solution is difficult from a numerical

standpoint [12]. Therefore, we propose an algorithm that is tailored to the CACC appli-

cation, which allows overcoming this numerical complexity. Our approach allows finding a

suboptimal solution to the non-linear optimization problem by using a one-parameter line

search over a compact interval where lower and upper bounds can be computed.

Related to DoS-resilient CACC, the main contributions of this part of the disserta-

tion are as follows. We devise a numerically efficient tuning algorithm based on linear matrix

inequalities (LMI), which aims at finding optimal gains for the controller, with the aim of

maximizing the resiliency to DoS while guaranteeing performance requirements and string

stability of the vehicle platooning. The proposed algorithm estimates the value of the max-

imum allowable number of successive packet dropouts (MANSD) that identifies the worst

DoS attack that the control system can overcome without compromising string stability.

It is worth mentioning that the design approaches proposed in this part of the

dissertation are not meant to be concurrent with those presented in the literature review

introduced in the previous section. Indeed, these design strategies could be used with

those to enhance the resilience of the vehicle platoons. In fact, they allow having a higher

resilience that leads to postponing or improving fallback to safer strategies, e.g., ACC.

Part II of the dissertation is organized as follows:

• Chapter 6 introduces the design of network-resilient CACC. Some of the results pre-

sented in this chapter can be found in [67].

• Chapter 7 describes the design approach for DoS-resilient CACC. Some of the results

presented in this chapter are published in [66].

82



This page is intentionally left blank.



Chapter 6

Tuning Algorithm for

Network-Resilient Control of

Vehicle Platooning

6.1 Introduction

In this chapter, we model the CACC strategy in [85] as a hybrid controller by

considering the packet-based nature of the inter-vehicle communication (IVC) network. We

consider the problem of designing a decentralized CACC controller with quantifiable robust-

ness margin to transmission intervals and network delays in the presence of performance

requirements. The conditions for the solution of the control design problem leads to dealing

with an optimization problem over non-linear matrix inequality constraints, whose solution

is difficult from a numerical standpoint. In this chapter, we propose an algorithm that is

tailored to the CACC application, which allows overcoming this numerical complexity. Our

approach allows finding a suboptimal solution to the non-linear optimization problem by

using a one-parameter line search over a compact interval where lower and upper bounds

can be computed.
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6.2 Modeling

6.2.1 Platooning Dynamics

We consider a homogeneous vehicle platooning formed by m identical cars. The

vehicle that leads the platoon is denoted by V0, whereas Vi, i ∈ Pm := {1, 2, . . . ,m},

identifies the following vehicles. As a target of the vehicle platooning, Vi must maintain

the reference distance dri from its preceding vehicle Vi−1 by employing a constant time gap

policy reference. In particular, dri = ri + h vi, i ∈ Pm, where ri and vi are, respectively,

the standstill reference distance and the speed of Vi, and h ∈ R>0 is the constant time gap

between vehicles. The spacing error ei is given by

ei := (qi−1 − qi − L)− (ri + h vi) = di − dri (6.1)

where qi, L, and di := qi−1− qi−L denote, respectively, the position, the length of vehicles

in the platoon, and the distance between vehicles Vi and Vi−1.

The longitudinal vehicle dynamics of Vi can be described by a nonlinear model [39].

However, by applying a control law that achieves feedback linearization, one can assume that

each vehicle in the platooning can be modeled as a continuous-time linear time-invariant

dynamical system; see [101] for further details. In particular, we consider

V0 :


 v̇0

ȧ0


 =


 a0

− 1
τd
a0 +

1
τd
u0


 (6.2)

Vi :




ėi

v̇i

ȧi



=




vi−1 − vi − hai

ai

− 1
τd
ai +

1
τd
ui



, i ∈ Pm (6.3)

where vi (v0), ai (a0), and ui (u0) are, respectively, the speed, the acceleration, and the

control input of Vi (V0), and τd represents the time constant of the powertrain dynamics of

the vehicles in the platooning. Since we consider a homogeneous vehicle platooning, h and

85



τd are identical for each vehicle.

We modify the decentralized CACC controller in [85] by considering a more realistic

network behavior that takes into consideration aperiodic transmission intervals and variable

network delays. Such a controller is given by the following dynamics

u̇i = Kh(ui, χi) (6.4a)

χi = KPD(ei) + ui−1 (6.4b)

where ui−1 is the control signal of Vi−1, Kh(ui, χi) := − 1
h
ui +

1
h
χi, and KPD(ei) := kpei +

kdėi, and kp and kd are the controller gains. Observe that each vehicle is controlled by a

dynamic controller as in (6.4), where gains kp and kd are independent from the vehicle’s

index. Controller (6.4) is designed to rely on on-board sensors (e.g., radars, lidars and

accelerometers) for measurements of ei and ėi, and IVC for the signal ui−1 of the preceding

vehicle Vi−1. However, in [85], the remote signal ui−1 is treated as a continuous-time signal

even though it is shared through a network. We modify the structure of the controller (6.4)

by proposing a hybrid controller able to deal with the discrete behavior of the packet-based

network communication used to share the value of ui−1. Notice that in real scenarios,

also measurements of ei and ėi are gathered via a packet-based network, e.g., Controller

Area Network (CAN bus). However, we realistically assume that measurements from on-

board sensors have a much higher sampling rate. Therefore, we assume those as available

continuously over time. A similar assumption is used in [83].

6.2.2 Communication Network

We assume that the measurement of ui−1 is sampled and sent over a data network

from vehicle Vi−1 at time tki−1
, ki−1 ∈ N, not known in advance, and that ui−1 is received

by the controller of vehicle Vi after a bounded, possibly time varying, network delay τdki−1
.

Specifically, we suppose that the sequence {tki−1
}∞ki−1=1 is strictly increasing and unbounded,

that the sampling and transmissions occur at the same time, and that there exists T1 > 0
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such that T1 ≤ tki−1+1 − tki−1
< T2 for all ki−1 ∈ N, where T2 represents the maximum

allowable transmission interval (MATI). Furthermore, the delay τdki−1
is bounded by Tmad,

i.e., 0 ≤ τdki−1
≤ Tmad, ki−1 ∈ N, where 0 ≤ Tmad ≤ T2 is the maximum allowable delay

(MAD). This assumption, which has been already considered in Chapter 3 , ensures that

the transmitted output measurement must be received by the controller before the next

measurement is sampled and sent.

6.3 Controller Outline and Problem Formulation

6.3.1 Proposed Networked Controller

We propose a modified version of the controller in (6.4) that takes into account the

discrete nature of the data available through the network. The control scheme is depicted

in Fig. 6.1, where H represents the spacing policy filter, which is given by H(s) = hs + 1

[23].

H−1 Vi−1 KPD H−1 Vi

H

ZOH
K

eτdi−1
s

Network tkitki−1

ωi−1 ui−1 qi−1 ei ωi ui qi

Lr

−

ûi−1

Vehicle iVehicle i− 1

Figure 6.1: Schematic of the dynamics of vehicles i − 1 and i, along with the proposed
hybrid controller K (in the gray area) and the network delays.

For each i, the proposed hybrid controller handles discrete measurements of ui−1,

which are available through network packets only at time tki−1
, ki−1 ∈ N. Specifically,

the controller in (6.4) is augmented with a memory state ûi−1 ∈ R, which stores the last

received value of ui−1. The arrival of a new packet with the information of ui−1(tki−1
)

triggers an instantaneous jump in ûi−1, which is updated to the last received value of ui−1.

Then, in between received packets, ûi−1 is kept constant in a ZOH fashion. More precisely,
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dynamics of ûi−1 can be modeled as a system with jumps in its state. In particular, its

dynamics are as follows for all ki−1 ∈ N:





˙̂ui−1(t) = 0 ∀t 6= tki−1
+ τdki−1

ûi−1(t
+) = ui−1(tki−1

) ∀t = tki−1
+ τdki−1

(6.5)

Differently from (6.4), the controller is fed with ûi−1, and its continuous-time dynamics are

given by:

u̇i = Kh(ui, ωi), ωi := KPD(ei) + ûi−1 (6.6)

The interconnection between the ZOH device in (6.5) and the controller in (6.6) is denoted

by K and represents the proposed hybrid controller.

6.3.2 Hybrid Modeling

The stability of the vehicle platooning is studied by analyzing the dynamics of the

closed-loop system obtained by the interconnection of (6.3), (6.5), and (6.6). To this end,

let e1,i := ei, e2,i := ėi and e3,i := ëi. By straightforward calculations one obtains that for

all ki−1 ∈ N the continuous-time dynamics of the closed-loop system are defined as





ė1,i = e2,i

ė2,i = e3,i

ė3,i = −
kp
τd

e1,i −
kd
τd

e2,i −
1

τd
e3,i +

1

τd
ui−1 −

1

τd
ûi−1

u̇i−1 = −
1

h
ui−1 +

1

h
ωi−1

˙̂ui−1 = 0

∀t 6= tki−1
+ τdki−1

(6.7)

88



whereas the state instantaneous updates due to communication events are defined as





e1,i(t
+) = e1,i(t)

e2,i(t
+) = e2,i(t)

e3,i(t
+) = e3,i(t)

ui−1(t
+) = ui−1(t)

ûi−1(t
+) = ui−1(t)

∀t = tki−1
+ τdki−1

(6.8)

For the sake of notation, notice that the dependence on time in continuous-time dynamics

is omitted. Due to the hybrid controller and the network behavior, such error dynamics are

characterized by the interplay of differential equations and instantaneous jumps. Therefore,

we model such a system into the hybrid systems framework in [37], for which preliminary

information is in Chapter 2. To reformulate the model as a hybrid dynamical system, we

introduce the auxiliary variables sui−1
∈ R, τi−1 ∈ R≥0, and li−1 ∈ {0, 1}. Variable sui−1

represents a storage variable of the measurement ui−1 when ui−1 is sampled and sent at

time tki−1
. τi−1 is a timer that keeps track of the duration of the sampling intervals and

the network delays, and triggers jumps whenever conditions on τi−1 are verified. Variable

li−1 keeps track of the fact that the next event is either a sampling event (when li−1 = 0)

or an updating event (when li−1 = 1). At this stage, consider the change of coordinates

si−1 := sui−1
−ûi−1 and ηi−1 := ûi−1−ui−1, where si−1 defines the error between the sampled

and transmitted value of ui−1 and its stored value in the ZOH, whereas the variable ηi−1

defines the network-induced error. Similar approach is employed in Section 4.3.

From (6.7) and (6.8), one can define the hybrid system Hi as follows:





ẋi = f(xi, ωi−1) xi ∈ Ci, ωi−1 ∈ R

x+i = g(xi) xi ∈ Di

(6.9)

where xi := (x̃i, ηi−1, si−1, τi−1, li−1) ∈ R
8 is the state, x̃i := (e1,i, e2,i, e3,i, ui−1) and ωi−1 is
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the input. For every xi ∈ Ci, ωi−1 ∈ R, the flow map is given by

f(xi, ωi−1) := (fx̃(x̃i, ηi−1, ωi−1), fη(x̃i, ωi−1), 0, 1, 0) (6.10)

where

fx̃(x̃i, ηi−1, ωi−1) := A11x̃i +A12ηi−1 +A13ωi−1

fη(x̃i, ωi−1) := A21x̃i +A23ωi−1, A23 = − 1
h

(6.11)

and

A11 =


 Ae 0

0 − 1
h


 , A12 =

[
0 0 − 1

τd
0

]⊤

A13 =
[
0 0 0 1

h

]⊤
, A21 =

[
0 0 0 1

h

]
(6.12)

with

Ae =




0 1 0

0 0 1

−kp
τd
−kd

τd
− 1

τd




(6.13)

For every xi ∈ Di, the jump map is given by

g(xi) := (x̃i, ηi−1 + li−1si−1,−(1− li−1)ηi−1, li−1τi−1, 1− li−1) (6.14)

The flow set Ci and the jump set Di are respectively

Ci := {xi ∈ R
8|(li−1 = 0 ∧ τi−1 ∈ [0, T2]) ∨ (li−1 = 1 ∧ τi−1 ∈ [0, Tmad])} (6.15)

and

Di := {xi ∈ R
8|(li−1 = 0 ∧ τi−1 ∈ [δT , T2]) ∨ (li−1 = 1 ∧ τi−1 ∈ [0, Tmad])} (6.16)

To evaluate the string stability an input-output relation is needed. As already

done in [23], we select the signal ωi as performance output of the hybrid system Hi and

90



we study the input-output stability from input ωi−1 to output ωi := Cx̃i + Dηi−1 where

C =
[
kp kd 0 1

]
and D = 1. The hybrid system model Hi expanded with the output

ωi is denoted by Hω
i .

Remark 6.3.1. The hybrid model Hi in (6.9) considers the error dynamics of a single

vehicle in the platooning. Therefore, values of T2 and Tmad that characterize the network

imperfections can assume different values for each vehicle i, for i ∈ Pm.

Remark 6.3.2. Vehicle platooning can be characterized by different network topology, such

as, e.g., two vehicles ahead or one vehicle ahead and leader; see, e.g., [22, 87, 121]. In those

cases, the hybrid model Hi in (6.9) could be appropriately modified by introducing further

auxiliary variables that take into account instantaneous jumps related to the communication

events that occur between the vehicles. Notice that less auxiliary variables would be necessary

if the vehicles are assumed to send information in a synchronized fashion.

6.3.3 Problem Formulation

A platoon of vehicles controlled by CACC needs to accomplish two main goals [23]:

1) regulate the spacing error in (6.1), and 2) attenuate disturbance and shock waves along

the vehicle platooning, due, e.g., to speed variations of the leader vehicle.

The first property we want to guarantee is usually referred to as individual vehicle

stability. When satisfied, if V0 travels at some constant speed, the CACC ensures that

limt→∞ ei(t) = 0 for the rest of the vehicles in the platoon. Therefore, the individual vehicle

stability is strictly connected with the eigenvalues of Ae, which depend on the gains kp and

kd. Moreover, the error dynamics reflect the dynamic response of the vehicle platooning

and can influence the passenger’s comfort. To this end, performance requirements need to

be taken into account along with the satisfaction of the individual vehicle stability. In this

chapter, we characterize performance requirements by introducing the set

P(λM , ζm) := {A ∈ R
n×n|Λmax(A) = λM , ζmin(A) ≥ ζm} (6.17)
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where λM < 0 and ζm ∈ (0, 1] are design parameters. The set P(λM , ζm) defines constraints

on the location of the eigenvalues of Ae in the complex plane. In particular, the eigenvalues

of Ae associated with the slowest mode of the error dynamics must have real part equal

to λM , and, if complex, also have damping ratio greater than ζm (i.e., lying on the dashed

segment in Fig. 6.2), whereas the other eigenvalues must have real part smaller than λM

and, if complex, damping ratio greater than ζm (i.e., being within the gray area in Fig. 6.2).

To meet the required performance, we design controller gains such that Ae ∈ P(λM , ζm).

λM

sin−1ζm

ℜ(λ)

ℑ(λ)

Figure 6.2: Representation of the set P(λM , ζm) in the complex plane. To satisfy perfor-
mance requirements, the proposed design procedure aims at placing the eigenvalues of Ae

within the gray area represented in the picture.

The second property we want to guarantee is also referred to as the string stability of

the vehicle platooning. It is related to the notion of input-output stability. String stability

is widely investigated and analyzed via Lp stability [88]. In particular, L2 stability, e.g,

in [23, 83, 87], and L∞ stability, e.g., in [85, 88], are commonly used. Generally, string

stability analyzed via L2 stability finds physical motivation in the energy dissipation across

the platoon. In contrast, the usage of L∞ stability is motivated by enforcing traffic safety

due to the fact that L∞ norm correlates to maximum overshoot [88]. In this chapter, we

adopt the following notion of L2-stability, introduced in Definition 2.3.3, to study string

stability of the vehicle platooning.

Definition 6.3.1 (String stability). The vehicle platooning given by (6.2), (6.3), (6.5), and

(6.6) is said to be string stable if the hybrid systems Hω
i , i ∈ Pm, are L2-stable from the
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input ωi−1 ∈ L2 to the output ωi ∈ L2 with an L2-gain less than or equal to one.

Remark 6.3.3. Because of vehicle homogeneity, the analysis of string stability of the whole

vehicle platooning, regardless of its length, can be streamlined by focusing on the input-

output properties of the single vehicle, i.e., on the L2-stability of Hω
i , for i ∈ Pm. A similar

approach can be found in [23].

A critical aspect of the string stability is that it is negatively influenced by the IVC.

Indeed, string stability can be degraded or compromised when network imperfections lead

to prolonged unavailability of updated measurements; see [51, 60, 82, 83, 96]. Therefore,

it is important to estimate the largest values of T2 and Tmad, such that string stability

is maintained. Indeed, knowing the trade-off curve between T2 and Tmad allows one to

be aware of the maximum values of transmission intervals and network delays such that

string stability is guaranteed, which provides an important metric for the evaluation of the

network-resiliency of the overall platooning.

Given the structure of the controller in (6.6), the gains kp and kd have an important

role in satisfying the properties stated above. Therefore, it is crucial to design the pa-

rameters of the CACC controller in such a way to guarantee individual stability and string

stability of the vehicle platooning for the largest transmission intervals and the largest delays

as possible within acceptable limits in performance and comfort.

The problem we solve in this chapter can now be introduced as follows.

Problem 6.3.1. Given the values of the constant time gap h, the time constant of the

drive-line dynamics τd, and the performance requirements P, determine the values of the

gains kp and kd of the controller (6.6) such that:

(P1) each vehicle is individually asymptotically stable with performance requirements P sat-

isfied;

(P2) the vehicle platooning is string stable, i.e., Hω
i is L2-stable from the input ωi−1 to the

output ωi with an L2-gain less than or equal to one, and with the largest achievable

values of T2 and Tmad.
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6.4 Tuning Algorithm

In this section, we illustrate our approach to solve Problem 6.3.1. After describing

how to meet the required performance for the individual vehicle stability, we provide suffi-

cient conditions for L2-stability of Hω
i , i.e., string stability of the vehicle platoon. Finally,

we describe a procedure to design the controller gains to maximize the trade-off curves

between T2 and Tmad, while satisfying the two stability properties described in the previous

section.

6.4.1 Individual Vehicle Stability with Performance Requirements

To ensure individual vehicle stability with satisfactorily performance, we design kp

and kd such that Ae ∈ P(λM , ζm). In particular, we aim at identifying numerical values of

kp and kd such that for any matrix Ae ∈ P(λM , ζm) one of the following conditions holds:

(C1) the real eigenvalue is equal to λM and, the other two eigenvalues have real part less

than or equal to λM with damping ratio greater than ζm;

(C2) the spectrum of Ae is characterized by a single couple of complex eigenvalues with real

part equal to λM and damping ratio greater than ζm, and the other real eigenvalue is

less than λM .

Remark 6.4.1. Notice that, due to Ae ∈ R
3×3, Ae ∈ P if and only if either C1 or C2 are

satisfied. In particular, to satisfy Ae ∈ P either C1 or C2 must hold. To this end, notice

that conditions C1 and C2 can hold simultaneously for some specific selection of kp and kd.

When this happens, all the eigenvalues of Ae have the same real part which is equal to λM .

Next, we provide necessary and sufficient conditions on kp and kd such that C1 or

C2 hold.

Proposition 6.4.1 (N.S.C. for C1). Let kp, kd ∈ R, λM ∈ R<0, and ζm ∈ R>0. Then, C1
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is satisfied if and only if the following conditions hold:

kd = fC1(kp) := −
1

λM
kp − λ2

Mτd − λM (6.18a)

kp ≤
|λM |(λM τd + 1)2

4τdζ2m
:= k̄pC1

(6.18b)

kp ≥ 2τdλ
3
M + λ2

M :=
¯
kpC1

(6.18c)

λM > − 1

3τd
(6.18d)

Now we provide necessary and sufficient conditions on the gains kp and kd to guar-

antee C2.

Proposition 6.4.2 (N.S.C. for C2). Let kp, kd ∈ R, λM ∈ R<0, and ζm ∈ (0, 1). Then,

C2 holds if and only if the following conditions hold:

kd = fC2(kp) := −
8λ3

M τ2d + 8λ2
M τd + 2λM − τdkp

2λM τd + 1
(6.19a)

kp ≤
λ2
M (2λM τd + 1)

ζ2m
:= k̄pC2

(6.19b)

kp > 2τdλ
3
M + λ2

M :=
¯
kpC2

(6.19c)

λM > − 1

3τd
(6.19d)

Proofs of Proposition 6.4.1 and Proposition 6.4.2 are given in Appendix C.

Remark 6.4.2. Conditions (6.18d) and (6.19d) impose constraints that connect the time

constant τd to the performance parameter λM . In particular, if the performance P requires
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that the slowest mode of the error dynamics is characterized by time constant smaller than

3τd, then the proposed design procedure cannot be employed.

6.4.2 String Stability: L2-Stability Analysis

In this section, we analyze L2-stability of Hω
i when the matrices in (6.12) and (6.13)

are given. Consider the following two assumptions:

Assumption 6.4.1. There exist constants γ, ǫ ∈ R≥0, µ ∈ R>0 and P = P⊤ > 0 such

that




He(PA11) +A⊤
21A21 + µC⊤C PA12 + µC⊤D A⊤

21A23 + PA13

• µD⊤D − γ2 0

• • AT
23A23 − µ(1 + ǫ)



≺ 0 (6.20)

holds with A11, A12, A13, A21 and A23 as in (6.12).

Assumption 6.4.2. There exists a pair of values (T2, Tmad) such that

γ1φ1(τi−1) ≥ γ0φ0(τi−1), ∀τi−1 ∈ [0, Tmad] (6.21a)

γ0φ0(τi−1) ≥ λ2γ1φ1(0), ∀τi−1 ∈ [0, T2] (6.21b)

with T2 ≥ Tmad ≥ 0, λ ∈ (0, 1), constants γ0 := γ and γ1 := γ
λ
, and where φli−1

: R≥0 7→

R, li−1 ∈ {0, 1} is solution of

φ̇li−1
= −γli−1

(φ2
li−1

+ 1) (6.22)

with initial conditions φ1(0) ≥ φ0(0) ≥ λ2φ1(0), φ0(T2) ≥ 0.

Relying on Assumptions 6.4.1 and 6.4.2 it is possible to state the following result.

Theorem 6.4.1. Let the Assumption 6.4.1 with ǫ = 0 and Assumption 6.4.2 hold, then

the hybrid system Hω
i is L2-stable from the input ωi−1 to the output ωi with an L2-gain less

than or equal to one.
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Theorem 6.4.1 is a particular case of the results presented in [43], which has been

customized for the string stability in [23]. For such a reason, we omit the proof, which

follows the same approach as in Theorem 4.3.1.

Remark 6.4.3. As in [23], we consider a small value of ǫ to make (6.20) numerically

treatable.

To find the trade-off curve between T2 and Tmad such that the string stability is

satisfied, we need to employ the result described in Theorem 6.4.1. As first step, given the

matrices in (6.12), the values of γ, µ and P can be computed by solving the optimization

problem in which γ is minimized subject to (6.20) with ǫ selected small. Next, one can

determine (Tmad, T2) trade-off curves by employing the differential equation in (6.22) and

conditions (6.21). Refer to [43] for further details.

6.4.3 Controller Tuning Algorithm

The proposed tuning algorithm relies on the fact that γ represents the influence of

the networked-induced error ηi−1 on x̃i. Therefore, the higher the value of γ, the higher the

influence of ηi−1 on x̃i. As such, a smaller value of γ is more likely to induce larger values of

the MATI and MAD. On the other hand, as illustrated in Section 6.4.1, we want to enforce

suitable performance on the “networked-free” closed-loop dynamics. Building upon these

facts, our approach aims at designing the controller gains kp and kd, such that the following

properties hold:

• the closed-loop matrix Ae ∈ P;

• Hω
i is L2-stable with L2-gain γ ≤ 1.

Observe that finding (kp, kd) such that the above conditions are satisfied, constitutes a

solution to Problem 6.3.1.

Thanks to Theorem 6.4.1, Problem 6.3.1 can be recast as the following optimization
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problem:

minimize
P,kp,kd,µ

γ

subject to Ae ∈ P, (6.20)

(6.23)

Notice that optimization problem (6.23) is nonlinear in the decision variables. For this

reason, the solution to (6.23) is difficult from a numerical standpoint [12]. On the other

hand, when the gains kp and kd are selected, (6.23) is a semidefinite program and its

solution can be efficiently obtained via available solvers. One possible strategy to obtain

a suboptimal solution to (6.23) consists of performing a bidimensional line search on the

parameters kp and kd. However, this approach can be computationally expensive if the

values of the gains are not chosen wisely. We propose to solve (6.23) by employing the

results introduced in Propositions 6.4.1 and 6.4.2, which essentially provide upper and

lower bounds on kp and allow one to eliminate kd from the design problem. Following this

approach, kp becomes the only design parameter. This, of course, dramatically reduces the

complexity of the design algorithm, which reduces to a one-parameter line search over a

compact interval. Therefore, for each couple (kp, kd) obtained by using Propositions 6.4.1

and 6.4.2, one can employ Theorem 6.4.1 by following the procedure described in Section

6.4.2. The sub-optimal tuning will be obtained for the couple (kp, kd) such that the value

of γ is minimum. Next, one can use the minimum value of γ for the computation of the

(Tmad, T2) trade-off curves.

6.5 Simulation Results

In this session, we apply the previously described LMI-based approach to tune the

controller in (6.6) for a homogeneous platoon of 6 vehicles. All the following numerical

results are obtained through the solver SEDUMI [102] and coded in MatlabR© via YALMIP

[61].

We aim at showing that by choosing the suitable P we can tune the hybrid controller

in (6.6) such that the platoon of vehicles can achieve performances that are as close as in

98



[85], while being resilient to higher transmission intervals and delays. Notice that [85] does

not consider network behaviors, and it is tuned by following continuous-time control design

techniques.

From [85], we select h = 0.7 and τd = 0.1 for the platooning parameters, and

λM = −0.367 and ζm = 0.7 for the performance P. Furthermore, in [85] the controller is

tuned with kp = 0.2 and kd = 0.7 based on speed of response and passenger comfort.

The values of kp and kd such that Conditions C1 and C2 are satisfied are depicted in

in Fig. 6.3. The value of γ as function of the controller gain kp is shown in Fig. 6.4. Notice

that the design algorithm leads to obtain the minimum γ∗ = 2.17 with (kp, kd) = (1.15, 3.5).
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k
d

Figure 6.3: Locus of (kp, kd) such that Conditions C1 (black) and C2 (magenta) for Λ(Ae)
are satisfied. The blue diamond and the red square respectively identify Λ(Ae) and (kp, kd)
for the controller tuned as [85] and tuned by following the proposed approach.

Figure 6.5 depicts the (Tmad, T2) trade-off curves for γ = 5.66, obtained from the

gains in [85], and for γ∗. The lines depicted in Fig. 6.5 represent the upper bounds in

(Tmad, T2). Beyond those limits, the string stability is no longer guaranteed. Therefore, we

can state that the controller tuned with our approach is able to guarantee string stability

for larger allowable transmission intervals and larger allowable delays than the controller
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Figure 6.4: Locus of (kp, γ) such that Conditions C1 (black) and C2 (magenta) for Λ(Ae)
are satisfied. The blue diamond and the red square respectively identify the final tuning
(kp, γ) for the controller tuned as [85] and tuned by following the proposed approach.

tuned in [85].

To validate our approach we consider a platoon of six vehicles where the leader

vehicle performs a step variation in velocity. We select three different network conditions:

1. Transmission intervals and network delays equal to 150.4ms.

2. Transmission intervals of 400ms and network delays equal to 60ms.

3. Transmission intervals of 700ms and no network delays.

Simulation results of the considered vehicle platooning with the three network conditions

described above are represented respectively in Fig. 6.6, Fig. 6.7, and Fig. 6.8. In particu-

lar, these figures depict velocity and distance profiles for vehicle platoons with the controller

tuned as in [85] (in subplots (a)-(b)), and tuned with the proposed approach (in subplots

(c)-(d)) for different network configurations: Figure 6.6 depicts the case of network delays

and transmission intervals equal to 150.4ms; Figure 6.7 shows the case of network charac-

terized by transmission intervals of 400ms and network delays equal to 60ms; Figure 6.8
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Figure 6.5: (Tmad, T2) trade-off curves. In blue the (Tmad, T2) trade-off curve for the con-
troller as tuned in [85]. In red the (Tmad, T2) trade-off curve computed with the controller
tuned by the proposed approach. The dashed lines represent Tmad = T2.

depicts the case of transmission intervals of 700ms and no network delays. Moreover, those

figures depict in red the speed of V0 (in subplots (a)-(c)), and the relative distance between

V0 and V1 (in subplots (b)-(d)). From light grey to black are respectively depicted speeds

of vehicles with indexes from 1 to 5 and relative distances of vehicles with indexes from 2

to 5.

Figures 6.6, 6.7, and 6.8 show that the controller tuned with the proposed approach

is less influenced by network imperfections. It is noticeable by the increase in overshoot for

increasing vehicle index in case of the vehicle platoon controlled by the tuning in [85].

6.6 Conclusion

In this chapter, we consider the problem of designing a CACC controller with quan-

tifiable robustness margin to variable transmission intervals and variable network delays in

the presence of performance requirements.
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Figure 6.6: Vehicle platoons characterized by network delays and transmission intervals
equal to 150.4ms.
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Figure 6.7: Vehicle platoons characterized by transmission intervals of 400ms and network
delays equal to 60ms.
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Figure 6.8: Vehicle platoons characterized by transmission intervals of 700ms and no net-
work delays.

Conditions are provided to design the controller in such a way that the performance

requirements and string stability are satisfied. Furthermore, we describe an algorithm

tailored to this particular application, which allows solving the control problem in a compu-

tationally efficient way by employing a one parameter line search over a compact interval.

Simulation results show the effectiveness of our approach. We show that the hybrid

controller designed in this chapter is more resilient to network imperfections compared to

[85], which is designed with a continuous-time control approach.
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Chapter 7

A Hybrid Controller for

DoS-Resilient String-Stable Vehicle

Platoons

7.1 Introduction

In this chapter, we introduce a decentralized hybrid controller that modifies the

continuous-time proportional-derivative regulator in [85]. Closer to real implementation,

our controller takes into account the packet-based nature of the IVC. To overcome the

network imperfections due to the intermittent remote measurements exchanged through

IVC, we equip our controller with a Zero Order Hold (ZOH) device that stores the last

received measurements in between IVC packet updates.

We consider DoS attacks as a sequence of limited time intervals in which the at-

tacker interrupts the communication channel. During each DoS attack, the communication

network experiences a limited number of packet dropouts. The maximum number of packet

dropouts that the CACC can overcome without compromising the stability of the vehi-

cle platooning is denoted as the maximum allowable number of successive packet dropouts

(MANSD). In this chapter, MANSD is considered as the evaluation metric of the resiliency
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of the vehicle platooning to DoS attacks.

The design approach is based on a numerically efficient tuning algorithm based on

linear matrix inequalities (LMI), which aims at finding optimal gains for the controller that

maximizes the resiliency to DoS while guaranteeing performance requirements and string

stability of the vehicle platooning. Furthermore, the proposed algorithm estimates the value

of MANSD, which identifies the worst DoS attack that the control system can overcome

without compromising string stability.

7.2 Modeling

7.2.1 Platooning Dynamics

In this section, we briefly recall the dynamics of the platooning, which is wholly

presented in Section 6.2.1.

We consider a homogeneous vehicle platooning formed by m identical cars. The

i-th vehicle in the platoon is identified as Vi. Each vehicle must maintain the reference

distance dri from its preceding vehicle by employing a constant time gap policy reference.

The longitudinal vehicle dynamics of Vi can be described as follows

Vi :




ėi

v̇i

ȧi



=




vi−1 − vi − hai

ai

− 1
τd
ai +

1
τd
ui



, i ∈ Pm (7.1)

where vi, ai, and ui are, respectively, the speed, the acceleration, and the control input of

Vi, and τd represents the time constant of the powertrain dynamics of the vehicles in the

platooning. Since we consider a homogeneous vehicle platooning, h and τd are identically

for each vehicle.

The continuous-time controller introduced in [85] is given by the following dynamics
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u̇i = Kh(ui, χi) (7.2a)

χi = KPD(ei) + ui−1 (7.2b)

where ui−1 is the control signal of Vi−1, Kh(ui, χi) := − 1
h
ui+

1
h
χi, andKPD(ei) := kpei+kdėi,

and kp and kd are the controller gains.

7.2.2 Communication Network and DoS Attacks

We assume that the measurement ui−1 is sampled and sent periodically at instants

tki−1
, ki−1 ∈ N with constant transmission interval Ts ∈ R>0, i.e., tki−1+1 − tki−1

= Ts,

t0 = 0. In addition, we consider that the presence of IVC exposes the vehicle platooning to

DoS attacks. DoS attacks aim at making the network unavailable, e.g., by injecting excessive

traffic [5, 114] or by adopting jamming strategies [89]. Hence, under DoS attacks, the IVC

experiences packet dropouts and connected vehicles are unable to cooperate properly [6].

Indeed, during DoS attacks, vehicles in the platooning do not receive any signal from the

preceding vehicles, hence, ui−1 is unavailable to the controllers.

7.2.3 Adversarial Model of DoS attacks

We consider that the objective of the attacker is to perform a DoS attack by using

a radio jamming strategy, which deliberately disrupts communications over a geographic

area [6]. The jamming strategy is unknown to the controller. However, it is assumed

that it is energy and geography constrained: the attacker can perform DoS attacks that

generate packet dropouts only for a finite period in time due to limited amount of resources

and because the platoon could move to an attack-free area. Notice that detection and

mitigation techniques could be implemented in the vehicle network to reduce the duration

of the DoS attacks further [6, 40]. As such, packet losses due to DoS attacks can be assumed

to be persistent only for a limited period of time [5], and can be modeled by considering an
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upper bound to the maximum number of successive packet dropouts.

Inspired by [24, 27], we model a DoS attack as a limited time period where an

attacker succeeds in blocking the signal ui−1 in such a way that it cannot reach the controller

in vehicle Vi. Therefore, several DoS attacks can be seen as a sequence of intervals {Hn}n∈N,

each one of finite length, where the IVC network is interrupted. Specifically, we assume that

the n-th DoS attack produces ιn ∈ {0, 1, . . . ,∆},∀n ∈ N, consecutive packet dropouts, where

∆ ∈ N0 is the maximum allowable number of successive packet dropouts (MANSD), i.e., the

maximum number of consecutive packet losses such that the vehicle platooning maintains

his stability properties. Furthermore, we assume that at least one successful transmission

is expected to occur in between intervals {Hn}n∈N. A feasible sequence {Hn}n∈N is shown

in Fig. 7.1.

t0 t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 t11

transmission failed transmission succeeded

H1 H2

Figure 7.1: Evolution of packet dropouts due to DoS attacks.

It is worth mentioning that, as discussed in [21], there are less conservative models for

DoS attacks. However, we employ a characterization of DoS attacks via MANSD to reduce

the complexity of the design procedure. Nevertheless, regardless the selected adversarial

model, prolonged unavailability of network data can degrade or compromise string stability;

see [51, 60, 82, 83, 96]. Therefore, tuning the CACC in such a way to maximize the resilience

to DoS attacks is of paramount importance. This is achieved by selecting the controller

gains to maximize the value of MANSD. Moreover, notice that the estimation of MANSD

is significant as a resiliency metric that allows one to be aware of the limits of the design

approach.
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7.3 Controller Outline and Problem Formulation

7.3.1 Proposed Networked Controller

In this section, we propose a modified version of the controller in (7.2) that takes

into account the discrete nature of the data available through the network. The control

scheme is depicted in Fig. 7.2.

Vi−1 KPD ZOH Vi

Kf
KNetwork

with DoS

tkitki−1

ui−1 qi−1 ei ωi ui qi

driL

−

ûi−1

Vehicle iVehicle i− 1

Figure 7.2: Schematic of the control system in Vi. In particular, signal connections between
vehicles Vi−1 and Vi along with the proposed hybrid controller K (in the purple area) are
shown.

For each i, the proposed hybrid controller handles discrete measurements of ui−1,

which are available through network packets only at time tki−1
, ki−1 ∈ N0. Specifically, the

controller in (7.2) is augmented by the state ûi−1 ∈ R, which stores the network signal ui−1.

The arrival of a new packet with the information of ui−1(tki−1
) triggers an instantaneous

jump in ûi−1, which is updated to the last received value of ui−1. Then, in between received

packets, ûi−1 is kept constant in a Zero Order Hold (ZOH) fashion. More precisely, dynamics

of ûi−1 can be modeled as a system with jumps in its state. In particular, its dynamics can

be given as follows for all ki−1 ∈ N0:





˙̂ui−1(t) = 0 ∀t 6= tki−1
∨ tki−1

∈
⋃

n∈N Hn

ûi−1(t
+) = ui−1(tki−1

) ∀t = tki−1
∧ tki−1

/∈ ⋃
n∈N Hn

(7.3)

Notice that ûi−1 is set to ui−1(tki−1
) only in case of successful transmissions.

Differently from (7.2), the controller is fed with ûi−1, and its continuous-time dy-
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namics are given by:

u̇i = Kh(ui, ωi), ωi := KPD(ei) + ûi−1 (7.4)

The interconnection between the ZOH device in (7.3) and the controller in (7.4) is denoted

by K and represents the proposed hybrid controller.

7.3.2 Hybrid Modeling

The stability of the vehicle platooning is studied by analyzing the dynamics of the

closed-loop system obtained by the interconnection of (7.1), (7.3), and (7.4). To this end,

let e1,i := ei, e2,i := ėi and e3,i := ëi, by straightforward calculations one obtains that for

all ki−1 ∈ N0





ė1,i = e2,i

ė2,i = e3,i

ė3,i = −
kp
τd

e1,i −
kd
τd

e2,i −
1

τd
e3,i +

1

τd
ui−1 −

1

τd
ûi−1

u̇i−1 = −
1

h
ui−1 +

1

h
ωi−1

˙̂ui−1 = 0

∀t 6= tki−1
∨

tki−1
∈

⋃

n∈N
Hn





e1,i(t
+) = e1,i(t)

e2,i(t
+) = e2,i(t)

e3,i(t
+) = e3,i(t)

ui−1(t
+) = ui−1(t)

ûi−1(t
+) = ui−1(t)

∀t = tki−1
∧

tki−1
/∈

⋃

n∈N
Hn

(7.5)

For the sake of notation, notice that the dependence on time in continuous-time dynamics is

omitted. By following the same approach in Section 6.3.2, we model we model the impulsive

system (7.5) into the hybrid systems framework in [37], , for which preliminary information

is in Chapter 2. To this end, we introduce the auxiliary variable τi−1 ∈ R≥0 and the
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change of coordinates ηi−1 := ûi−1 − ui−1. This leads, by straightforward calculation, to

the following hybrid system:

Hω
i





ẋi = f(xi, ωi−1) xi ∈ C,ωi−1 ∈ R

x+i = g(xi) xi ∈ D

ωi = Cωx̃i + ηi−1

(7.6)

where xi := (x̃i, ηi−1, τi−1) ∈ R
6 is the state, and x̃i := (e1,i, e2,i, e3,i, ui−1) ∈ R

4, and

ωi, with Cω =
[
kp kd 0 1

]
, is the performance output employed to evaluate string

stability. The flow map is given by

f(xi, ωi−1) := (fx̃(x̃i, ηi−1, ωi−1), fη(x̃i, ηi−1, ωi−1), 1) (7.7)

where

fx̃(x̃i, ηi−1, ωi−1) := Axxx̃i +Axηηi−1 +Axωωi−1

fη(x̃i, ηi−1, ωi−1) := Aηxx̃i − 1
h
ωi−1

(7.8)

with

Axx =


 Ae 0

0 − 1
h


 , Axη =

[
0 0 − 1

τd
0

]⊤

Axω =
[
0 0 0 1

h

]⊤
, Aηx =

[
0 0 0 1

h

]

and

Ae =




0 1 0

0 0 1

−kp
τd
−kd

τd
− 1

τd




The jump map is given by

g(xi) := (x̃, 0, 0) (7.9)

whereas the flow set and the jump set are respectively given by

C := R
5 × [0, (∆ + 1)Ts] (7.10)
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and

D := R
5 × TsΘ∆ (7.11)

where Θ∆ := {1, 2, . . . ,∆+ 1}.

Remark 7.3.1. The model in (7.6) considers only successful transmissions. In particular,

successful transmissions occur for τi−1 = Ts when no DoS occurs, whereas they occur for

τi−1 ∈ ιTs, with ι := {2, . . . ,∆ + 1}, for DoS attacks generating a number of consecutive

packet dropouts within 1 and ∆. This characteristic is captured by the definition of Dξ.

Furthermore, by definition, Cξ and Dξ overlap each other, and, when ξ belongs to Cξ ∩Dξ,

the state of the system can either flow or jump because of a successful transmission. As

such, solutions to (7.6) are not unique. For this reason, our model captures all possible

network behaviors, in presence or not of DoS attacks, in a unified fashion.

7.3.3 Problem Formulation

As extensively described in Chapter 6, a platoon of vehicles controlled by CACC

needs to accomplish two main goals [23]: 1) regulate the spacing error in (6.1) (also known

as individual vehicle stability), and 2) attenuate disturbance and shock waves along the

vehicle platooning (also known as string stability). In the following, we briefly introduce

those two properties; refer to Section 6.3.3 for further details.

The first property we want to guarantee is usually referred to as individual ve-

hicle stability. When satisfied, if V0 travels at some constant speed, the CACC ensures

that limt→∞ ei(t) = 0 for the rest of the vehicles in the platoon. This property is strictly

connected with the eigenvalues of Ae, which depend on gains kp and kd. To guarantee indi-

vidual vehicle stability with some performance, we characterize performance requirements

by introducing the set

P(λM , ζm) := {A ∈ R
n×n|Λmax(A) = λM , ζmin(A) ≥ ζm} (7.12)

where λM < 0 and ζm ∈ (0, 1] are design parameters. The set P(λM , ζm) defines constraints
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on the location of the eigenvalues of Ae in the complex plane.

The second property we want to guarantee is also referred to as the string stability

of the vehicle platooning. It is related to the notion of L2-stability. In particular, concerning

string stability, we refer to Definition 6.3.1 available in Section 6.3.3. It is worth mentioning

that, as in Chapter 6, the analysis of string stability of the whole vehicle platooning can

be analyzed by focusing on the input-output properties of the single vehicle, i.e., on the

L2-stability of Hω
i , for i ∈ Pm. String stability can be addressed from the single-vehicle

viewpoint since we consider homogeneous vehicle platoons.

A critical aspect of the string stability is that it is negatively influenced by the IVC.

Indeed, string stability can be degraded or compromised when network imperfections lead

to prolonged unavailability of updated measurements; see [51, 60, 82, 83, 96]. Therefore, it

is important to design a CACC such that the vehicle platooning maintains string stability

for the largest achievable value of MANSD (identified by ∆). Furthermore, estimating ∆

provides an important metric for the evaluation of the resiliency of the overall platooning

concerning the DoS attacks.

The problem we solve in this chapter can now be introduced as follows.

Problem 7.3.1. Given the platooning parameters h and τd, and P as in (7.12), design

gains kp and kd for the hybrid controller K such that the vehicle platooning given by (6.2),

(7.1), (7.3), and (7.4) satisfies the following properties with the largest achievable value of

∆:

(P1) Individual vehicle stability with performance P, i.e., Ae ∈ P.

(P2) String stability.

7.4 Controller Design

In this section, we illustrate our approach to solve Problem 7.3.1. After describing

how to meet the required performance for the individual vehicle stability, we provide suffi-

cient conditions for L2-stability of Hω
i , i.e., string stability of the vehicle platoon. Finally,
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we describe a procedure to design the controller gains to maximize the value of ∆, while

satisfying the two stability properties.

7.4.1 Individual Vehicle Stability with Performance Requirements

In this section, we briefly review conditions for individual stability extensively dis-

cussed in Section 6.4.1. To this end, to ensure individual vehicle stability with satisfactorily

performance, we design kp and kd such that Ae ∈ P(λM , ζm). In particular, we aim at

identifying numerical values of kp and kd such that for any matrix Ae ∈ P(λM , ζm) one of

the following conditions holds:

(C1) the real eigenvalue is equal to λM and, the other two eigenvalues have real part less

than or equal to λM with damping ratio greater than ζm;

(C2) the spectrum of Ae is characterized by a single couple of complex eigenvalues with real

part equal to λM and damping ratio greater than ζm, and the other real eigenvalue is

less than λM .

Next, we provide necessary and sufficient conditions on kp and kd such that C1 or

C2 hold.

Proposition 7.4.1 (N.S.C. for C1). Let kp, kd ∈ R, λM ∈ R<0, and ζm ∈ R>0. Then, C1

is satisfied if and only if the following conditions hold:

kd = fC1(kp) := −
1

λM
kp − λ2

Mτd − λM (7.13a)

kp ≤
|λM |(λM τd + 1)2

4τdζ2m
:= k̄pC1

(7.13b)

kp ≥ 2τdλ
3
M + λ2

M :=
¯
kpC1

(7.13c)
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λM > − 1

3τd
(7.13d)

Now we provide necessary and sufficient conditions on the gains kp and kd to guar-

antee C2.

Proposition 7.4.2 (N.S.C. for C2). Let kp, kd ∈ R, λM ∈ R<0, and ζm ∈ (0, 1). Then,

C2 holds if and only if the following conditions hold:

kd = fC2(kp) := −
8λ3

M τ2d + 8λ2
M τd + 2λM − τdkp

2λM τd + 1
(7.14a)

kp ≤
λ2
M (2λM τd + 1)

ζ2m
:= k̄pC2

(7.14b)

kp > 2τdλ
3
M + λ2

M :=
¯
kpC2

(7.14c)

λM > − 1

3τd
(7.14d)

7.4.2 Sufficient Conditions for Platooning Stability

The previous subsection describes how to obtain the set of gains kp and kd such

that the individual vehicle stability has satisfactory performance. In this subsection, we

consider kp and kd as given, and we study the stability of Hω
i , which also includes the

network dynamics.

Our approach aims at formulating the control problem as a set stabilization problem.

In particular, our approach consists of analyzing the stability properties of the following

compact set

A := {0} × {0} × [0, (∆ + 1)Ts] (7.15)
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Definition 2.3.1 formalizes these properties. Moreover, to satisfy string stability, Hω
i , i ∈ Pm,

must be L2-stable from the input ωi−1 to the output ωi with an L2-gain less than or

equal to one. It is worth mentioning that whenever eISS and L2-stability are satisfied,

the vehicle platooning given by (6.2), (7.1), (7.3), and (7.4) satisfies individual vehicle

stability and string stability. In the following, we identify sufficient conditions to ensure

those two stability properties. First, we employ Lyapunov theory for hybrid systems to

provide conditions for eISS and L2-stability of Hω
i (Assumption 7.4.1 and Theorem 7.4.1).

Then, we give sufficient conditions for eISS and L2-stability in the form of matrix inequalities

(Theorem 7.4.2 and Lemma 7.4.1).

Consider the following assumption.

Assumption 7.4.1. There exist two continuously differentiable functions V1 : R4 → R,

V2 : R
2 → R and positive real numbers α1, α2, β1, β2, λt, and ǫ such that

(A1) α1|x̃i|2 ≤ V1(x̃i) ≤ α2|x̃i|2, ∀xi ∈ C

(A2) β1|ηi−1|2 ≤ V2(ηi−1, τi−1) ≤ β2|ηi−1|2, ∀xi ∈ C

(A3) V2(0, 0) ≤ V2(ηi−1, τi−1), ∀ηi−1 ∈ R, τi−1 ∈ TsΘ∆

(A4) the function xi 7→ V (xi) := V1(x̃i) + V2(ηi−1, τi−1) satisfies 〈∇V (xi), f(xi, ωi−1)〉 ≤

−2λtV (xi)− ω2
i + θ2ω2

i−1 for each xi ∈ C,ωi−1 ∈ R, where ω2
i = x̃⊤i C

⊤
ω Cωx̃i + η2i−1 +

2Cωx̃iηi−1 from performance output in (7.6).

Based on Assumption 7.4.1, the result given next provides sufficient conditions for

eISS and L2-stability of Hω
i .

Theorem 7.4.1. Let Assumption 7.4.1 hold. Then:

(i) The hybrid system Hω
i is eISS with respect to A;

(ii) The hybrid system Hω
i is L2-stable from the input ωi−1 to the output ωi with an L2-

gain less than or equal to θ.

The proof is given in Appendix C.

115



Theorem 7.4.2. Given the platooning parameters τd, h, kp, kd, the transmission interval

Ts, the MANSD ∆, and θ ∈ R, if there exist P1 ∈ S4+, p2 ∈ R>0, and δ ∈ R>0 such that

M(τi−1) ≺ 0, ∀τi−1 ∈ [0, (∆ + 1)Ts] (7.16)

where the function [0, (∆ + 1)Ts] ∋ τi−1 7→ M(τi−1) is given by

M(τi−1) =



He(P1Axx) + C⊤
ω Cω P1Axη + C⊤

ω + e−δτi−1p2A
⊤
ηx P1Axω

• −δp2e−δτi−1 + 1 −e−δτi−1p2/h

• • −θ2




(7.17)

Then, functions x̃i 7→ V1(x̃i) := x̃⊤i P1x̃i, and (ηi−1, τi−1) 7→ V2(ηi−1, τi−1) := p2η
2
i−1e

−δτi−1

satisfy Assumption 7.4.1.

The proof is given in Appendix C. The following lemma is employed to reduce the complexity

in the use of Theorem 7.4.2.

Lemma 7.4.1. Let P1 ∈ S4+, p2, δ, τd, h, and Ts be given positive real number, ∆ ∈ N0, and

kp, and kd be given real numbers. For each τi−1 ∈ [0, (∆+1)Ts], defineM : τi−1 7→ M(τi−1).

Then, rgeM = Co{M(0),M((∆ + 1)Ts)}. Therefore, (7.16) holds if and only if

M(0) ≺ 0, M((∆ + 1)Ts) ≺ 0 (7.18)

The proof is given in Appendix C.

The satisfaction of Theorem 7.4.2 leads to stability of Hω
i with L2-gain less than or

equal to θ. However, notice that the requirement for string stability is L2-gain less than or

equal to one. Moreover, consider that the individual vehicle stability leads to an L2-gain

lower-bounded by one. Therefore, considering θ = 1 would make (7.18) infeasible. For such

a reason, one needs to consider a L2-gain less than or equal to θ =
√
1 + ǫ, where ǫ is a

small strictly positive value. A similar approach is employed in [23].
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Remark 7.4.1. Notice that using Lemma 7.4.1 significantly reduces the complexity of re-

sults in Theorem 7.4.2. Indeed, it allows to convert the infinite set of matrix inequalities in

(7.16) to only two matrix inequalities in (7.18).

7.4.3 Controller Tuning Algorithm

In the following, we show how to employ Proposition 7.4.1, Proposition 7.4.2, and

Theorem 7.4.2 to devise a procedure for the selection of gains kp and kd able to solve

Problem 7.3.1.

Employing Theorem 7.4.2 and Lemma 7.4.1, one can reformulate Problem 7.3.1 as

the following optimization problem:

maximize
P1,p2,δ,kp,kd

∆

subject to Ae ∈ P, (7.18)

(7.19)

Notice that the optimization problem (7.19) is nonlinear in the decision variables. For this

reason, the solution to (7.19) is difficult from a numerical point of view [12]. In particular,

notice that sufficient conditions (7.18) are in the form of matrix inequalities that are non-

linear in P1, p2, δ, kp, and kd. Therefore, they cannot be directly used as a computationally

tractable design tool. On the other end, when δ, ∆, kp, and kd are fixed, (7.18) is linear

in variables P1 and p2, hence, (7.19) becomes a semidefinite program and can be solved by

using available solvers.

Our proposed strategy to obtain a suboptimal solution to (7.19) consists of operating

a two-stage line search for the scalars kp, kd, δ, and ∆. The first stage consists of choosing

values (kp, kd) such that Ae ∈ P. The second stage considers (kp, kd) as given, and targets

estimating the largest value of ∆ by checking the feasibility of (7.18) through line searches

for δ and ∆. Observe that while a line searches for δ and ∆ can be easily implemented with

numerical algorithms, exploring values (kp, kd) such that Ae ∈ P can be computationally

expensive if (kp, kd) are not suitably selected, e.g., by using gridding techniques on both kp

and kd. In this chapter, we choose values (kp, kd) by employing Propositions 7.4.1 and 7.4.2,
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which give upper and lower bounds on kp and yield to obtain kd as a function of kp; see

(7.13) and (7.14). By following this approach, kp becomes the only parameter for the first

stage of the design algorithm, which employs only a bounded line search on kp with bounds

known in advance. Hence, Propositions 7.4.1 and 7.4.2 dramatically reduce the complexity

of the design procedure.

To summarize, the design procedure we propose to solve Problem 7.3.1 is outlined

in Algorithms 2 and 3. In particular, Algorithm 2 provides the overall design procedure

and calls Algorithm 3 for the second stage of the design strategy, i.e., estimating the value

of ∆ for given (kp, kd).

Algorithm 2 Tuning algorithm for performance P, string stability, and the largest achiev-
able ∆

Input: Ts, τd, h

1: Step 1: Explore (kp, kd) such that Λ(Ae) as in C1.

2: Define an array
−→
k pC1

, with elements in [
¯
kpC1

, k̄pC1
].

3: For each kp in
−→
k pC1

:
4: Feed Algorithm 3 with (kp, fC1(kp)).
5: Store returned values of ∆.
6: Identify kp, kd such that ∆ is the largest.
7: End Step 1.

8: Step 2: Explore (kp, kd) such that Λ(Ae) as in C2.

9: Define an array
−→
k pC2

, with elements in (
¯
kpC2

, k̄pC2
].

10: For each kp in
−→
k pC2

:
11: Feed Algorithm 3 with (kp, fC2(kp)).
12: Store returned values of ∆.
13: Identify kp, kd such that ∆ is the largest.
14: End Step 2.

15: Step 3: Parameters of controller K are assigned with values of kp, kd such that ∆ is
the largest among Step 1 and Step 2.

7.5 Numerical Results

In this section, we apply Algorithm 2 to tune the controller K for a homogeneous

platooning of 11 vehicles. In particular, we select performance P from [85], and we show

the outcome of tuning the controller parameters kp, kd by following the approach proposed
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Algorithm 3 Given (kp, kd), estimate the largest achievable ∆

Input: Ts, τd, h, kp, kd

1: Initialize ∆i, ∆, stop to zero.
2: while stop = 0 do

3: line search on δ for given ∆i such that (7.18) is feasible.
4: if (line search succeeded) then
5: ∆← ∆i, ∆i ← ∆i + 1
6: else

7: stop← 1
8: end if

9: end while

10: return ∆

in this chapter. All numerical results are obtained by using MatlabR©. Semidefinite opti-

mizations are performed by using YALMIP [61] with solver SEDUMI [102].

Numerical results are obtained by assuming a transmission rate for measurement

ui−1 equal to 20 Hz (Ts = 0.05 s), as adopted in [36]. Moreover, we select parameters

h = 0.7, τd = 0.1, λM = −0.367 from [85], and ζm = 0.7. Let K̄ be the controller in (7.4)

with gains (kp, kd) = (0.2, 0.7), as in [85], and consider K̂ the same controller tuned with

our approach. The design of K̂ through Algorithm 2 results in a final tuning characterized

by (kp, kd) = (0.82, 2.6).

To better understand the approach, consider Fig. 7.3, Fig. 7.4, and Fig. 7.5, which

respectively represent the locus of Λ(Ae) in the complex plane, the locus (kp, kd) such that

Ae ∈ P, and the locus (kp,∆) such that Ae ∈ P and string stability are satisfied. Notice

that the tuning of K̂ aims at selecting the minimum value of kd such that ∆ is maximum.

This choice allows reducing at minimum the effect of the derivative action on the controlled

vehicles. By analyzing the tuning of controllers K̄ and K̂ in Fig. 7.5, one can conclude

that K̂, tuned with Algorithm 2, guarantees performance P and string stability with higher

resiliency to DoS attacks with respect to K̄. This emerges from the fact that the value

of ∆ obtained for K̂ is equal to 5, whereas ∆ is equal to 1 for K̄. Notice that, according

to the adversarial model introduced in Section 7.2.3, this means that controllers K̂ and

K̄ guarantee resiliency to DoS attacks that generates, respectively, no more than 5 and
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Figure 7.3: Locus of Λ(Ae) for K̄ and K̂ in the complex plane. The blue diamond and the
red square respectively identify Λ(Ae) and (kp, kd) for K̄ and K̂.
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Figure 7.4: Locus of (kp, kd) such that Conditions C1 (black) and C2 (magenta) for Λ(Ae)
are satisfied. The blue diamond and the red square respectively identify Λ(Ae) and (kp, kd)
for K̄ and K̂.
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Figure 7.5: Locus of (kp,∆) such that Conditions C1 (black) and C2 (magenta) for Λ(Ae)
are satisfied. The blue diamond and the red square respectively identify the final tuning
(kp,∆) for K̄ and K̂.

1 successive packet dropouts. To this end, to show how platoons controlled by K̂ and K̄

behave under attacks, we consider the worst DoS attack case scenario: We induce DoS

attacks with intervals characterized by 5 consecutive packet dropouts and only 1 packet

successfully delivered in between DoS intervals.

To validate our approach, we simulate a platoon of 11 vehicles where the leader

performs an acceleration of 2m/s2, and a deceleration of 4m/s2. This acceleration profile

is similar to that one used in [87]. Figure 7.6 and Fig. 7.7 depict velocity and distance

profiles for vehicle platoons controlled by K̄ (in subplots (a)-(b)) and K̂ (in subplots (c)-

(d)) respectively in case of “attack-free” IVC and IVC affected by DoS attacks. Moreover,

those figures depict in red the speed of V0 (in subplots (a)-(c)), and the relative distance

between V0 and V1 (in subplots (b)-(d)). From light grey to black are respectively depicted

speeds of vehicles with indexes from 1 to 10 and relative distances of vehicles with indexes

from 2 to 10.

Figures 7.6 and 7.7 show that, in case of “attack-free” IVC, the two controllers
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provide the same behavior. In the case of occurring DoS attacks, instead, the behavior of

the vehicle platooning controlled by K̄ is degraded compared to the same controller with an

“attack-free” network and compared to vehicle platoons controller by K̂ under DoS attacks.

This is noticeable by the increase in overshoot for increasing vehicle index.
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Figure 7.6: Vehicle platoons in case of “attack-free” communication network.

To conclude our numerical analysis, we gathered, in Table 7.1, the outcomes of

Algorithm 2 for different values of h, the constant time gap between vehicles. It emerges

that the resiliency to DoS attacks increases with h.

Table 7.1: Values of ∆ and tuned parameters obtained for K̂ for different values of h by
using Algorithm 2.

h [s] 0.4 0.5 0.6 0.7 0.8 0.9 1 1.1

∆ 1 2 4 5 6 7 8 9

kp 0.5 0.5 1.05 0.82 0.69 0.59 0.52 0.46

kd 1.73 1.73 3.23 2.6 2.25 1.97 1.78 1.62
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Figure 7.7: Vehicle platoons in case of communication network under DoS attacks.

7.6 Conclusion

This chapter proposes a hybrid controller for string stable homogeneous vehicle

platoons. In particular, the proposed controller and tuning algorithm provides a tool to

design a DoS-resilient CACC that also satisfies performance requirements. In addition,

the tuning algorithm returns a metric to evaluate the resiliency of the vehicle platoon to

DoS attacks. Indeed, our approach allows estimating the maximum number of consecutive

packet dropouts occurring during the DoS attacks that the proposed CACC can tolerate

without losing string stability of the vehicle platooning. The effectiveness of our approach

is shown throughout numerical results.
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Conclusion of Part II

In the second part of the dissertation, we describe tools for the design of CACC for

vehicle platoons that are resilient to network unreliability and DoS attacks.

In Chapter 6, we consider the problem of designing a CACC controller with quan-

tifiable robustness margin to variable transmission intervals and variable network delays in

the presence of performance requirements. Conditions are provided to design the controller

in such a way that the performance requirements and string stability are satisfied. Further-

more, we describe an algorithm tailored to this particular application, which allows solving

the control problem in a computationally efficient way by employing a one parameter line

search over a compact interval.

Chapter 7 proposes a hybrid controller for string stable homogeneous vehicle pla-

toons resilient to DoS attacks. In particular, the proposed controller and tuning algorithm

provides a tool to design a DoS-resilient CACC that also satisfies performance requirements.

In addition, the tuning algorithm returns a metric to evaluate the resiliency of the vehicle

platoon to DoS attacks. Indeed, our approach allows estimating the maximum number of

consecutive packet dropouts occurring during the DoS attacks that the proposed CACC

can tolerate without losing string stability of the vehicle platooning.

The effectiveness of the proposed approaches is showcased throughout numerical

examples throughout this part of the dissertation. In particular, we show that the designed

hybrid controllers are more resilient to network unreliability and DoS attacks compared to

[85], which is designed with a continuous-time control approach.

Future directions aim at extending the proposed approach to account for:
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• Heterogeneous vehicle platooning. This could lead to considering platoons where

vehicles are characterized by different dynamics.

• Control input saturation, which would make the approach even more realistic from a

real implementation point of view.

• Generalized holding devices, which could further increase the resiliency of the vehi-

cle platooning by predicting or estimating the shared measurements by employing

on-board sensors. This future direction aims at overcoming the limitation of ZOH

holding mechanisms that keep the received measurements constant in between net-

work updates.

• Less conservative DoS attack models; see, e.g., [21]. The proposed approach considers

that DoS attacks generate packet dropouts characterized by the maximum allowable

number of successive packet dropouts (MANSD). Less conservative models, e.g., [21],

consider that DoS attacks lead to a pattern of packet dropouts that can be constrained

in a “average” sense. This future direction considers a more authentic network be-

havior in the case of DoS attacks. Another way to approach this future direction is to

consider the maximum number of successive packet dropouts as a stochastic variable.

• Including fuel consumption aspects in the design procedure.

• Extending the approach to vehicle platoons characterized by lateral and longitudinal

dynamics.

• Extending the approach to vehicle platoons characterized by different communication

topologies; see, e.g., [22, 87, 121].

• The capability of distinguishing between faults in the communication device and net-

work unreliability.
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Appendix A

Some Useful Results

Definition A.0.1 (Congruent Matrices [12]). Two matrices X,Y ∈ Sn+ are said to be

congruent if there exists a nonsingular matrix T ∈ R
n×n such that Y = T⊤XT .

Proposition A.0.1 (Congruence Transformation [12]). If X and Y are congruent then

Y ≻ 0 if and only if X ≻ 0.

Lemma A.0.1 (Schur Complement [12]). For all Q ∈ Sn+, R ∈ Sm+ , and Z ∈ R
m×n. The

condition 
 Q Z⊤

Z R


 ≻ 0 (A.1)

is equivalent to

R ≻ 0, Q− Z⊤R−1Z ≻ 0 (A.2)

Lemma A.0.2. Let P1 ∈ S
nxcl
+ , P2,0, P2,1, P3,0 and P3,1 ∈ Sny

+ , δ, T2 and Tmad ≤ T2 be

given positive scalars. For each τ ∈ [0, T2], l = {0, 1} define M : (τ, l) 7→ M(τ, l). Then

rgeM(τ, 1) = Co{M(0, 1),M(Tmad , 1)} and rgeM(τ, 0) = Co{M(Tmad, 0),M(T2, 0)}.
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Proof. Let us consider the following partitioning of the matrixM(τ, l) in (4.29)

M(τ, l) =




M1 M2 + e−δτM3,l e−δτM4,l M5

• e−δτM6,l e−δτM7,l e−δτM8,l

• • e−δτM9,l e−δτM10,l

• • • M11




where each block can be determined by comparison of M(τ, l) in (4.29). Observe that for

any τ ∈ [0, Tmad] one has:

e−δτ =
e−δτ − e−δTmad

1− e−δTmad︸ ︷︷ ︸
λ1,1(τ)

+
1− e−δτ

1− e−δTmad︸ ︷︷ ︸
λ2,1(τ)

e−δTmad (A.3)

and for any τ ∈ [Tmad, T2] one has:

e−δτ =
e−δτ − e−δ(T2−Tmad)

1− e−δ(T2−Tmad)︸ ︷︷ ︸
λ1,0(τ)

+
1− e−δτ

1− e−δ(T2−Tmad)︸ ︷︷ ︸
λ2,0(τ)

e−δ(T2−Tmad) (A.4)

where for each τ ∈ [0, Tmad], λ1,1(τ) and λ2,1(τ) are nonnegative and such that λ1,1(τ) +

λ2,1(τ) = 1. Moreover, for each τ ∈ [Tmad, T2], λ1,0(τ), λ2,0(τ) are also nonnegative and

such that λ1,0(τ) + λ2,0(τ) = 1. Therefore, for each τ ∈ [0, Tmad]

M(τ, 1) = λ1,1(τ)M(0, 1) + λ2,1(τ)M(Tmad, 1) (A.5)

and for each τ ∈ [Tmad, T2]

M(τ, 0) = λ1,0(τ)M(Tmad, 0) + λ2,0(τ)M(T2, 0) (A.6)

which respectively imply that rgeM(τ, 1) = Co{M(0, 1),M(Tmad , 1)} and rgeM(τ, 0) =

Co{M(Tmad, 0),M(T2, 0)}. To show that rgeM(τ, 1) = Co{M(0, 1),M(Tmad , 1)} for each

τ ∈ [0, Tmad], pick M̂ ∈ Co{M(0, 1),M(Tmad , 1)}, then there exists λ̂ ∈ [0, 1] such that
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M̂ = λ̂M(0, 1) + (1− λ̂)M(Tmad, 1). Pick

τ̂ = −
ln
Ä
λ̂(1− e−δTmad) + e−δTmad

ä

δ
∈ [0, Tmad]

and observe that from (A.3) one has λ1,1(τ̂) = λ̂. Therefore, thanks to (A.5), one gets

M(τ̂, 1) = M̂. In the same way, to show that rgeM(τ, 0) = Co{M(Tmad, 0),M(T2, 0)} for

each τ ∈ [Tmad, T2], pick M̄ ∈ Co{M(Tmad, 0),M(T2, 0)}, then there exists λ̄ ∈ [0, 1] such

that M̄ = λ̄M(Tmad, 0) + (1− λ̄)M(T2, 0). Pick

τ̄ = −
ln
Ä
λ̄(1− e−δ(T2−Tmad)) + e−δ(T2−Tmad)

ä

δ

τ̄ ∈ [Tmad, T2] and observe that from (A.4) one has λ1,0(τ̄) = λ̄. Therefore, thanks to (A.6),

one getsM(τ̄, 0) = M̄.
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Appendix B

Proofs of Part I

Proof of Theorem 4.3.1. Driven by the results shown in [23, 43], we consider the following

positive semi-definite storage function for the hybrid system HclI

U(xI) := V (xcl) + γlφl(τ)W
2(η, s, l) (B.1)

where V : Rnp+nc 7→ R≥0 and φl satisfy, respectively, Assumption 4.3.1 and Assump-

tion 4.3.2, and function W is defined as

W (η, s, l) := max{λl|η|, |η + s|} (B.2)

where λ ∈ (0, 1) is a constant. Observe that the functions V and W are semi-positive

definite, and that φ(τ) > 0 for all τ ∈ R≥0 due to (4.9) and (4.11). Hence, the candidate

storage function U is positive semidefinite. Now we show that the storage function U in (B.1)

is a suitable function for the hybrid system HclI . First, we will show that U(x+I ) ≤ U(xI) is

verified whenever HclI with ω = 0 experiences resets. For jumps at time τ ∈ [T1, T2], when

l = 0, one has x+I = (xcl, η,−η, 0, 1), xI = (xcl, η, s, τ, 0) and

W (η,−η, 1) = max{λ|η|, 0} = λ|η| ≤ λmax{|η|, |η + s|} = λW (η, s, 0) (B.3)
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which leads to

U(x+I )− U(xI) = γ1φ1(0)W
2(η,−η, 1) − γ0φ0(τ)W

2(η, s, 0)

(B.3)

≤ (λ2γ1φ1(0)− γ0φ0(τ))W
2(η, s, 0)

(4.9b)

≤ 0

(B.4)

For jumps at time τ ∈ [0, Tmad], when l = 1, one has x+I = (xcl, η + s, 0, τ, 0), xI =

(xcl, η, s, τ, 1) and

W (η + s, 0, 0) = max{|η + s|, |η + s|} = |η + s|

≤ max{λ|η|, |η + s|} = W (η, s, 1)

(B.5)

which leads to

U(x+I )− U(xI) = γ0φ0(τ)W
2(η + s, 0, 0) − γ1φ1(τ)W

2(η, s, 1)

(B.5)

≤ (γ0φ0(τ)− γ1φ1(τ))W
2(η, s, 1)

(4.9a)

≤ 0

(B.6)

By employing an approach similar to that one presented in [23, 43], one can show that for

all τ ∈ {0, T2}

〈∇U(xI), fI(xI , ω)〉 ≤ µ(|ω|2−|yo|2)− (|A21xcl+A24ω|−γlφlW (η, s, l))2 ≤ µ(γ2|ω|2−|yo|2)

(B.7)

Since µ > 0, we can assume, without loss of generality, that µ = 1 by scaling U(xI) to

1
µ
U(xI). Pick ω ∈ L2, let (xI , ω) be a maximal solution of the system HclI for initial

condition xI(0, 0) and input ω and pick (t, j) ∈ domxI = ∪J−1
j=0 ([tj , tj+1], j) with t = tj and

J possibly∞ and/or tJ =∞. By using the hybrid time domain domxI we can reformulate

(B.4) and (B.6) and state that for each j = 0, ..., J − 1 one has

U(xI(tj+1, j + 1)) ≤ U(xI(tj+1, j)) (B.8)
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and that by integration of (B.7) for each (t′, j) ∈ dom(xI) and (t′′, j) ∈ dom(xI) with t′ ≤ t′′

one has ∫ t′′

t′
|yo(t)|2dt ≤ −U(xI(t

′′, j)) + U(xI(t
′, j)) + γ2

∫ t′′

t′
|ω(t)|2dt (B.9)

Now, the L2 norm of yo gives

‖yo‖2L2
=

J−1∑

j=0

∫ tj+1

tj

|yo(t, j)|2dt
(B.9)

≤
J−1∑

j=0

[
− U(xI(tj+1, j)) + U(xI(tj, j)) + γ2

∫ t′′

t′
|ω(t)|2dt

]

= U(xI(0, 0)) − U(xI(tJ , J − 1)) + γ2‖ω‖2L2
+

J−2∑

j=0

[
U(xI(tj+1, j + 1)) − U(xI(tj+1, j))

]

(B.8)

≤ U(xI(0, 0)) + γ2‖ω‖2L2
≤ (U(xI(0, 0))

1

2 + γ‖ω‖L2
)2

(B.10)

which leads to have ‖yo‖L2
≤ U(xI(0, 0))

1

2 + γ‖ω‖L2
; hence, equation (2.10) holds with

β(|xI(0, 0)|) = U(xI(0, 0))
1

2 . The latter shows that the hybrid system HclI is L2-stable

from the input ω to the output yo with an L2-gain less than or equal to γ; hence, it

concludes the proof.

Proof of Theorem 4.4.1. Consider the following Lyapunov function candidate V (x) := V1(xcl)+

V2(η, τ, l) + V3(σ, τ, l) for the hybrid system (3.6) defined for every x ∈ R
nx . We prove (i)

first. By setting ρ1 = min{α1, β1, θ1}, ρ2 = max{α2, β2, θ2} and in view of the definition of

the set A in (4.23) one gets

ρ1|x|2A ≤ V (x) ≤ ρ2|x|2A ∀x ∈ C ∪ D (B.11)

Moreover, from Assumption 4.4.1 item (A6) one has that ∀x ∈ C,ω ∈ R
nω

〈∇V (x), f(x, ω)〉 ≤ −2λtV (x) + γ2ω⊤ω (B.12)

and from Assumption 4.4.1 items (A4) and (A5), one has that for all x ∈ D

V (g(x)) ≤ V (x) (B.13)
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Let (φ, ω) be a maximal solution pair to (3.6). Following the same steps as in [28, proof of

Theorem 1], using (B.11), (B.12) and (B.13), for all (t, j) ∈ domφ one has

|φ(t, j)|A ≤ max

ß
2

…
ρ2
ρ1

e−λtt|φ(0, 0)|A ,
2γ√
2λtρ1

‖ω‖∞
™

(B.14)

This shows that (2.8) holds with κ = 2
√

ρ2/ρ1, λ = λt and r 7→ p(r) := (2γ/
√
2λtρ1)r.

Hence, since every maximal solution pair toHclD is complete, (i) is established. To conclude,

let (φ, ω) be a maximal solution pair to HclD and pick t > 0. Again, by using the same

approach as in [28, proof of Theorem 1], thanks to Assumption 4.4.1 items (A4) and (A5),

since V is nonincreasing at jumps, one gets

∫

I(t)
xcl(r, j(r))

⊤C̄⊤
o C̄oxcl(r, j(r))dr ≤ V (φ(0, 0)) + γ2

∫

I(t)
|ω(r, j(r))|2dr (B.15)

where I(t) := [0, t] ∩ domtφ. Therefore, by taking the limit for t approaching supt domφ,

thanks to (B.11), one gets (ii) with α = ρ2. Hence, the result is established.

Proof of Theorem 4.4.2. Let V1, V2 and V3 be defined as in (4.26). By selecting

α1 = λmin(P1), α2 = λmax(P1)

β1 = min{λmin(P2,0)e
−δT2 , λmin(P2,1)e

−δTmad}

β2 = max {λmax(P2,0), λmax(P2,1)}

θ1 = min
{
λmin(P3,0)e

−δT2 , λmin(P3,1)e
−δTmad

}

θ2 = max {λmax(P3,0), λmax(P3,1)}

(B.16)

items (A1), (A2) and (A3) of the Assumption 4.4.1 are satisfied. By using (4.27a), and

(4.27b) one can show that items (A4) and (A5) hold. Regarding item (A4), one has that,

for all x ∈ D with l = 0,

V2(η, 0, 1) + V3(0, 0, 1) − V2(η, τ, 0) − V3(σ, τ, 0) ≤ η⊤
Ä
P2,1 − e−δτP2,0

ä
η (B.17)

135



Notice that, since δ > 0, for all τ ∈ [T1, T2],

P2,1 − e−δτP2,0 � P2,1 − e−δT2P2,0 (B.18)

Therefore, the satisfaction of (4.27a) implies

P2,1 − e−δτP2,0 � 0 ∀τ ∈ [T1, T2] (B.19)

which shows that (A4) holds. For item (A5), one has that for all x ∈ D with l = 1 due to

(4.27b), it follows that

V2(σ, τ, 0) + V3(σ, τ, 0)−V2(η, τ, 1)− V3(σ, τ, 1) ≤ e−δτσ⊤ (P2,0 + P3,0 − P3,1)σ ≤ 0 (B.20)

which shows that (A5) holds because of (4.27b). Regarding item (A6) of Assumption 4.4.1,

let

V (x) = V1(xcl) + V2(η, τ, l) + V3(σ, τ, l) (B.21)

Then, from the definition of the flow map in (3.7), for each x ∈ C, ω ∈ R
nω one can define

Ω(x, ω) := 〈∇V (x), f(x, ω)〉 + x⊤clC̄
⊤
o C̄oxcl − γ2ω⊤ω (B.22)

Therefore, by defining Ψ(x, ω) := (xcl, η, σ, ω), for each x ∈ C and ω ∈ R
nω , one has

Ω(x, ω) = Ψ(x, ω)⊤M(τ, l)Ψ(x, ω) where the symmetric matrixM is given in (4.29). Fur-

thermore, by employing Lemma A.0.2 in Appendix A, it is straightforward to show that

there exists λ̂ : [0, τ ] 7→ [0, 1] such that for each τ ∈ [0, Tmad]

M(τ, 1) = λ̂(τ)M(0, 1) + (1− λ̂(τ))M(Tmad, 1) (B.23)

and there exists λ̄ : [0, τ ] 7→ [0, 1] such that for each τ ∈ [Tmad, T2]

M(τ, 0) = λ̄(τ)M(Tmad, 0) + (1− λ̄(τ))M((∆ + 1)Ts, 0) (B.24)
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Therefore, one has that the satisfaction of (4.28) implies

M(τ, l) ≺ 0, ∀(τ, l) ∈ [0, T2]× {0, 1} (B.25)

which lead to

ς := max
(τ,l)∈[0,T2]×{0,1}

λmax(M(τ, l)) < 0 (B.26)

Observe that the above quantity is well defined, (τ, l) 7→ M(τ, l) being continuous on

[0, T2]× {0, 1}. Therefore, one has that

Ω(x, ω) ≤ −ςx⊤clxcl = −ς|x|2A, ∀x ∈ C,ω ∈ R
nω (B.27)

Defining ρ2 = max{α2, β2, θ2}, using (B.11) and the definition of Ω, one finally gets

〈∇V (x), f(x, ω)〉 ≤ − ς

ρ2
V (x)− x⊤clC̄

⊤
o C̄oxcl + γ2ω⊤ω, ∀x ∈ C,ω ∈ R

nω (B.28)

which reads as (A6). Hence, the result is established.

Proof of Theorem 5.3.1. For all x ∈ X , define V (x) := V1(xcl)+V2(η, τ). We prove (i) first.

Select

χ1 := min{cv1 , cv2}

χ2 := max{cv1 , cv2}
(B.29)

Then, using (5.18a) and (5.18b) for all x ∈ C, one gets

χ1|x|2A ≤ V (x) ≤ χ2|x|2A ∀x ∈ C ∪ D ∪ G(D) (B.30)

Moreover, by using (5.18b), for each ḡ = (xcl, 0, z) ∈ G(x), x = (xcl, η, τ) ∈ D one has

V (g) − V (x) = V2(0, z) − V2(η, 0) ≤ −cv2 |η|2 ≤ 0 (B.31)
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Now observe that, from (5.18c) and (5.18d), for all x ∈ C, ω ∈ R
nω

〈∇V (x), f(x)〉 = 〈∇V1(xcl),Axcl + Bη + Vω〉+ 〈∇V2(η, τ),Hη + Jxcl +Wω〉
(5.18c),(5.18d)

≤ −ρ1(xcl) + ρ2(η)− σ1(η) + σ2(xcl) + ρ3(xcl, ω) + σ3(ω)

(5.18e),(5.18f),(5.18g)

≤ −kv1 |xcl|2 − kv2 |η|2 − x⊤clC̄
⊤
o C̄oxcl + γ2ω⊤ω

(B.32)

which gives for all x ∈ C, ω ∈ R
nω

〈∇V (x), f(x)〉 ≤ −min{kv1 , kv2}︸ ︷︷ ︸
χ3

|x|2A − x⊤clC̄
⊤
o C̄oxcl + γ2ω⊤ω (B.33)

Using (B.30), the above relationship yields for all x ∈ C, ω ∈ R
nω

〈∇V (x), f(x)〉 ≤ −2λtV (x)− x⊤clC̄
⊤
o C̄oxcl + γ2ω⊤ω (B.34)

where λt :=
χ3

2χ2
. Let (φ, ω) be a maximal solution pair to Hcl. Following the same steps as

in [28, proof of Theorem 1], using (B.30), (B.31), and (B.34), for all (t, j) ∈ domφ one has

|φ(t, j)|A ≤ max

ß
2

…
χ2

χ1
e−λtt|φ(0, 0)|A ,

2γ√
2λtχ1

‖ω‖∞
™

(B.35)

This shows that (2.8) holds with κ = 2
√

χ2/χ1, λ = λt and r 7→ p(r) := (2γ/
√
2λtχ1)r.

Hence, since every maximal solution pair to Hcl is complete, (i) is established. To conclude,

let (φ, ω) be a maximal solution pair to Hcl and pick t > 0. Again, by using the same

approach as in [28, proof of Theorem 1], thanks to (B.31), since V is nonincreasing at

jumps, one gets

∫

I(t)
xcl(r, j(r))

⊤C̄⊤
o C̄oxcl(r, j(r))dr ≤ V (φ(0, 0)) + γ2

∫

I(t)
|ω(r, j(r))|2dr (B.36)

where I(t) := [0, t] ∩ domt φ. Therefore, by taking the limit for t approaching supt domφ,

thanks to (B.11), one gets (ii) with α = χ2. Hence, the result is established.
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Proof of Proposition 5.3.1. Let V1 and V2 be as defined in (5.20),

ρ1(xcl) := x⊤clSxcl, ρ2(η) := η⊤Qη, ρ3(xcl, ω) := −x⊤clC̄⊤
o C̄oxcl + γ1ω

⊤ω (B.37a)

σ1(η) := η⊤Tη, σ2(xcl) := x⊤clRxcl, σ3(ω) := γ2ω
⊤ω (B.37b)

By selecting

cv1 = λmin(P1), cv1 = λmax(P1), cv2 = λmin(P2), cv2 = λmax(P2)e
δT2 (B.38)

conditions (5.18a) and (5.18b) are respectively satisfied. Regarding condition (5.18c) of

Property 5.3.1, from the definition of the flow map in (5.11), for each x ∈ C,ω ∈ R
nω , one

can define

Ω1(xcl, η, ω) := 〈∇V1(xcl),Axcl + Bη + Vω〉+ x⊤cl(S + C̄o
⊤C̄o)xcl − η⊤Qη − γ1ω

⊤ω

= (xcl, η, ω)
⊤M1(xcl, η, ω)

(B.39)

where the symmetric matrix M1 is given in (5.21c). Therefore, the satisfaction of (5.21c)

implies (5.18c). Concerning condition (5.18d) of Property 5.3.1, observe that from the

definition of the flow map in (5.11), for each x ∈ C, ω ∈ R
nω , one can define

Ω2(xcl, η, τ, ω) := 〈∇W2(xcl), Ĥη + Jxcl +Wω〉+ η⊤Tη − x⊤clRxcl − γ2ω
⊤ω

= (η, xcl, ω)
⊤M2(τ)(η, xclω)

(B.40)

where the symmetric matrix M2(τ) is given in (5.22) for all τ ∈ [0, T2]. Furthermore,

notice that it is straightforward to show that there exists λ : [0, τ ] 7→ [0, 1] such that

for each τ ∈ [0, T2], M2(τ) = λ(τ)M(0) + (1 − λ(τ))M2(T2); see [30] for further details.

Therefore, one has that the satisfaction of (5.21d) implies M2(τ) � 0, ∀τ ∈ [0, T2], hence
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(5.18d). Concerning conditions (5.18e) and (5.18f), select

kw1
= −λmax(R − S), kw2

= −λmax(Q− T ) (B.41)

and observe that these quantities are strictly positive due to (5.21b) and (5.21a). Hence,

one has

x⊤cl(R− S)xcl ≤ −kw1
|xcl|2, η⊤(Q− T )η ≤ −kw2

|η|2 (B.42)

which respectively read as (5.18e) and (5.18f). To conclude, observe that, due to (5.21e),

for all xcl ∈ R
np+nc , ω ∈ R

nω one gets

ρ3(xcl, ω) + σ3(ω) = −x⊤clC̄⊤
o C̄oxcl + (γ1 + γ2)ω

⊤ω ≤ −x⊤clC̄⊤
o C̄oxcl + γ2ω⊤ω (B.43)

which reads as (5.18g), and concludes the proof.

Proof of Lemma 5.4.1. Since F ∈ Sn+, for any α ∈ R one has

(F−1 − αI)⊤F (F−1 − αI) � 0 (B.44)

Expanding the above expression yields (5.23). Therefore, the result is established.

Proof of Theorem 5.4.1. Nonsingularity of I − XY follows from (5.24a). Indeed, from [9,

Proposition 2.8.3, page 116]

detΘ = det(Y ) det(X − Y −1) (B.45)

which by using the symmetry of X and Y , via some simple algebra, yields

detΘ = det(Y X − I) = (−1)np det(I−XY ) (B.46)

The remainder of the proof aims at showing that the hypotheses of the theorem

imply all the conditions in the Proposition 5.3.1. Notice that conditions (5.21a) and (5.24b)
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are unchanged. After a preliminary step, other conditions are shown below.

Preliminary step. Next, we select

P1 =


 X U

U⊤ −V −1(Y − Y XY )V −⊤


 (B.47)

S = F−1 (B.48)

Proof of P1 ≻ 0. Pick P1 as in (B.47), and notice that matrix Φ in (5.26) is nonsingular

because V is nonsingular. Using (5.28), it can be shown that Θ = Φ⊤P1Φ. Hence, (5.24a)

implies P1 ≻ 0.

Proof of (5.21b). From Lemma 5.4.1, it follows that

−F−1 + 2αI − α2F � 0 (B.49)

Hence, by using (5.24c), one has

R− F−1 ≺ 0 (B.50)

which reads as (5.21b) with S = F−1.

Proof of (5.21c). By following an approach similar to [95], we show that (5.24d) is equivalent

to (5.21c) for the proposed selection of the controller parameters and of the variables P1

and S. By Schur complement (see Lemma A.0.1), (5.21c) is equivalent to

M1 :=




He(P1A) P1B P1V I C̄⊤
o

• −Q 0 0 0

• • −γ1I 0 0

• • • −F 0

• • • • −I




� 0 (B.51)
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Now let us perform the following congruence transformation (see Proposition A.0.1)

M̃1 := diag{Φ⊤, I, I, I, I}M1 diag{Φ, I, I, I, I}

=




He(Φ⊤P1AΦ) Φ⊤P1B Φ⊤P1V Φ⊤ Φ⊤C̄⊤
o

• −Q 0 0 0

• • −γ1I 0 0

• • • −F 0

• • • • −I




(B.52)

Notice that M̃1 differs from M̂1 in (5.24d) only in the entries (1, 1), (1, 2), (1, 3), and

their transposed (2, 1) and (3, 1). Before showing that Λ = Φ⊤P1AΦ, Π = Φ⊤P1B, and

Ξ = Φ⊤P1V, we first invert the left equation in (5.29) as




K −XApY L

M N


=


 U XBp

0 I







Ac Bc

Cc Dc





 V ⊤ 0

CpY I


 (B.53)

Using (5.28), by straightforward calculations one can obtain:

Φ⊤P1AΦ =


ApY +Bp(DcCpY +CcV

⊤) Ap+BpDcCp

Γ XAp+(XBpDc + UBc)Cp


 (B.54a)

Φ⊤P1B = −


 BpDc

XBpDc + UBc


 (B.54b)

Φ⊤P1V = −


 W

XW


 (B.54c)

where Γ := X(Ap + BpDcCp)Y + U(BcCpY + AkV
⊤) +XBpCcV

⊤. By employing (B.53),

equations (B.54a), (B.54b) and (B.54c) read as, respectively, Λ, Π, and Ξ in (5.27). This

shows that (5.24d) is equivalent to (5.21c) for the proposed selection of the controller pa-

rameters and variables P1 and S.
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Proof of (5.21d). By setting Ĥ = P−1
2 J and “E = P−1

2 Z in (5.22) yields (5.25). This shows

that the satisfaction of (5.25) is equivalent to the satisfaction of (5.22). Hence, (5.24e) is

equivalent to (5.21d).

To conclude the proof, notice that conditions (5.24f) and (5.21e) are the same.
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Appendix C

Proofs of Part II

Proof of Proposition 6.4.1. Sufficiency : Assume that (6.18) hold and let

rho(s; kp, kd) := det(sI −Ae) =
kp
τd

+
kd
τd

s+
1

τd
s2 + s3 (C.1)

be the characteristic polynomial of Ae. By replacing the expression of kd in (6.18a), one

gets

ρ(s; kp) := ρ1(s; kp)(s − λM ) (C.2)

where

ρ1(s; kp) := s2 +
λMτd + 1

τd
s− kp

λMτd
(C.3)

This shows that λM is an eigenvalue of Ae. Now, observe that

ζ(ρ1(s; kp)) = (λM τd + 1)/(2τd

 
− kp
λMτd

) (C.4)

hence, from (6.18b) it follows that ζ(ρ1(s; kp)) ≥ ζm. To conclude, it suffices to observe

that, thanks to the Routh-Hurwitz criterion, (6.18c) and (6.18d) ensure that the real part

of the eigenvalues of ρ1(s; kp) is less than or equal to λM . Hence, (6.18) implies C1. This

concludes the proof of sufficiency.

Necessity : Assume that C1 holds. Then, it follows that ρ(s; kp, kd) can be factorized
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as follows

ρ(s; kp, kd) = (s− λM )ρ1(s; kp, kd) (C.5)

and ρ1 is such that ζ(ρ1(s; kp, kd)) ≥ ζm and Re(ρ1(s; kp, kd)) ≤ λM . Straightforward

calculations yields

ρ1(s; kp, kd) = s2 +
λMτd + 1

τd
s+

λ2
Mτd + λM + kd

τd
(C.6)

which, in turn, shows that ζ(ρ1(s; kp, kd)) ≥ ζm and Λmax(ρ1(s; kp, kd)) ≤ λM implies (6.18).

This concludes the proof of necessity.

Proof of Proposition 6.4.2. Sufficiency : Assume that (6.19) hold and let ρ(s; kp, kd) be the

characteristic polynomial of Ae. By using the expression of kd in (6.19a), one gets

ρ(s; kp) =

Å
s+

2λMτd + 1

τd

ã

︸ ︷︷ ︸
ρ1(s;kp)

Å
s2 − 2λMs+

kp
2λMτd + 1

ã

︸ ︷︷ ︸
ρ2(s;kp)

(C.7)

At this stage, notice that (6.19d) implies that the unique root of ρ1 is smaller than λM . To

conclude, we analyze the roots of ρ2. Specifically, from the definition of ρ2 it turns out that

ζ(ρ2(s; kp)) = −λM/(

 
kp

2λM τd + 1
) (C.8)

which from (6.19b)-(6.19c) gives 1 > ζ(ρ2(s; kp)) ≥ ζm; this ensures that Im(ρ2(s; kp)) 6= 0.

Moreover, straightforward calculations show that Λmax(ρ2(s; kp)) = λM . Thus, C2 holds

and this concludes the proof of sufficiency.

Necessity : Assume that C2 holds. Then, it follows that ρ(s; kp, kd) can be factorized

as follows

ρ(s; kp, kd) = (s− λ) (s − λM + jω)(s − λM − jω)︸ ︷︷ ︸
ρ3(s;kp,kd)

(C.9)

with λ ≤ λM , ω > 0, and ρ3 is such that 1 > ζ(ρ3(s; kp, kd)) ≥ ζm. By solving the system

of equation Re(ρ(λM + jω; kp, kd)) = 0 and Im(ρ(λM + jω; kp, kd)) = 0 in the variables kp
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and ω one obtains (6.19a). By replacing (6.19a) in ρ3 one gets

ρ3(s; kp) := s2 − 2sλM +
kp

2λMτd + 1
(C.10)

At this stage, straightforward calculations yield 1 > ζ(ρ3(s; kp)) ≥ ζm and Λmax(ρ3(s; kp)) =

λM , which, in turn, implies, respectively, (6.19b) and (6.19c). Moreover, from ρ(s; kp, fC2(kp)),

one has that

λ := −2λMτd + 1

τd
(C.11)

and since λ ≤ λM , (6.19d) holds. This concludes the proof of necessity.

Proof of Theorem 7.4.1. Let V (xi) := V1(x̃i) + V2(ηi−1, τi−1) be the Lyapunov function

candidate for the hybrid system Hω
i , which is defined for every xi ∈ R

6. We prove (i) first.

Select ρ1 = min{α1, β1}, ρ2 = max{α2, β2}. By considering the definition of the set A in

(7.15), one obtains

ρ1|xi|2A ≤ V (xi) ≤ ρ2|xi|2A ∀xi ∈ C ∪ D (C.12)

Moreover, from Assumption 7.4.1 item (A4) one has that ∀xi ∈ C,ωi−1 ∈ R

〈∇V (xi), f(xi, ωi−1)〉 ≤ −2λtV (xi) + θ2ω2
i−1 (C.13)

and from Assumption 7.4.1 item (A3), one has that for all xi ∈ D

V (g(xi)) ≤ V (xi) (C.14)

Let (φi, ωi−1) be a maximal solution pair to Hω
i . By using (C.12), (C.13), and (C.14)

through the same steps in [28, proof of Theorem 1], one obtains that for all (t, j) ∈ domφi

|φi(t, j)|A ≤ max

ß
2

…
ρ2
ρ1

e−λtt|φi(0, 0)|A,
2θ√
2λtρ1

‖ωi−1‖∞
™

(C.15)

which reads as (2.3.1) with κ = 2
»

ρ2
ρ1
, λ = λt and r 7→ p(r) := (2θ/

√
2λtρ1)r. Hence,
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since every maximal solution pair to Hω
i is complete, (i) is established. Now we prove (ii).

Let (φi, ωi−1) be a maximal solution pair to Hω
i and select t > 0. Notice that because of

Assumption 7.4.1 item (A3) V is nonincreasing at jumps. Therefore, by following the same

approach in [28, proof of Theorem 1], one obtains

∫

I(t)
ωi(r, j(r))

2dr ≤ V (φi(0, 0)) + θ2
∫

I(t)
ωi−1(r, j(r))

2dr (C.16)

where I(t) := [0, t] ∩ domt φi. To conclude, one can take the limit for t approaching

supt domφi, and by considering (C.12), one obtains (2.3.3) with β(xi(0, 0)) = ρ2|xi(0, 0)|A.

Hence, the result (ii) is established.

Proof of Theorem 7.4.2. Consider the functions x̃i 7→ V1(x̃i) := x̃⊤i P1x̃i, and (ηi−1, τi−1) 7→

V2(ηi−1, τi−1) := p2η
2
i−1e

−δτi−1 . By choosing α1 = λmin(P1), α2 = λmax(P1), β1 = p2e
−δ(∆+1)Ts ,

β2 = p2 turns out that items (A1) and (A2) of the Assumption 7.4.1 hold. To show that

item (A3) holds, notice that, by employing the jump map of Hω
i , for all ηi−1 ∈ R and for

all τi−1 ∈ TsΘ∆ one has that

V2(0, 0) − V2(η, τi−1) = −p2η2i−1e
−δτi−1 ≤ 0 (C.17)

Regarding item (A4) of Assumption 7.4.1, let V (xi) = V1(x̃i) + V2(ηi−1, τi−1). Then, from

the definition of the flow map in (7.7), for each xi ∈ C, ωi−1 ∈ R one can define

Ω(xi, ωi−1) := 〈∇V (xi), f(xi, ωu−1)〉+ x̃⊤i C
⊤
ω Cωx̃i + η2i−1 + 2Cωx̃iηi−1 − θ2ω2

i−1 (C.18)

Therefore, by defining Ψ(xi, ωi−1) := (x̃i, ηi−1, ωi−1), for each xi ∈ C and ωi−1 ∈ R, one

has

Ω(xi, ωi−1) := Ψ(xi, ωi−1)
⊤M(τi−1)Ψ(xi, ωi−1) (C.19)
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where the symmetric matrixM(τi−1) is given in (7.17). The satisfaction of

M(τi−1) ≺ 0, ∀τi−1 ∈ [0, (∆ + 1)Ts] (C.20)

leads to

ς := max
τi−1∈[0,(∆+1)Ts]

λmax(M(τi−1)) < 0 (C.21)

Observe that, since τi−1 7→ M(τi−1) is continuous on [0, (∆ + 1)Ts], ς is well defined.

Therefore, one has that for all xi ∈ C, ωi−1 ∈ R

Ω(xi, ωi−1) ≤ −ςx̃⊤i x̃i = −ς|xi|2A (C.22)

To conclude, let ρ2 = max{α2, β2}, and use (C.12) and the definition of Ω. Then, for all

xi ∈ C, ωi−1 ∈ R

〈∇V (xi), f(xi, ωi−1)〉 ≤ −
ς

ρ2
V (xi)− x̃⊤i C

⊤
ω Cωx̃i − η2i−1 − 2Cωx̃iηi−1 + θ2ω2

i−1 (C.23)

which reads as (A4). Hence, item (A4) holds.

Proof of Lemma 7.4.1. Following same steps as in Lemma A.0.2, it is straightforward to

show that there exists λ : [0, τi−1] 7→ [0, 1] such that for each τi−1 ∈ [0, (∆ + 1)Ts],

M(τi−1) = λ(τi−1)M(0) + (1− λ(τi−1))M((∆ + 1)Ts) (C.24)

Therefore, one has that the satisfaction of (7.18) implies

M(τi−1) ≺ 0, ∀τi−1 ∈ [0, (∆ + 1)Ts] (C.25)

which concludes the proof.
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