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#### Abstract

Optical information media printed on paper use printing materials to absorb visible light. There is a 2D code, which may be encrypted but also can possibly be copied. Hence, we envisage an information medium that cannot possibly be copied and thereby offers high security. At the surface, the normal 2D code is printed. The inner layers consist of 2D codes printed using a variety of materials, which absorb certain distinct wavelengths, to form a multilayered 2D code. Information can be distributed among the 2D codes forming the inner layers of the multiplex. Additionally, error correction at cell level can be introduced.
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## I. NTRODUCTION

THIS paper discusses the advancement of confidentiality by hiding information within an optical information medium based on a paper medium.

## A. Background

In optical information media, one-dimensional codes (barcodes) and two-dimensional codes (2D codes) are used as information symbols. Since little data volume can be accommodated, a barcode is applicable when accommodating only identification numbers, such as product numbers. When accommodating comparatively many data, a 2D code is used. The same quantity of data can be printed within a smaller area, so 2D codes have found use in various fields. Moreover, a Web address can be accommodated by a 2D code, making it readable with a mobile cellular telephone. Thus, it is becoming easy for someone to read a 2D code and be guided to a Web site.

## B. Motivation

The usual 2D code was developed for ease of reading, like in the abovementioned invocation of a Web site. However, the usual 2D code is not suitable for a use that requires confidentiality, like a credit card transaction. In particular, the usual 2D code is easy to copy, and the fact that the duplicate can be read instead the original is a great defect for such use.

## C. Previous Work

In order to prevent reading by a third party, a 2D code that has a secret fill area has been developed [1]. Although this also has an open fill area that can be read as a normal 2D code, the secret fill area can only be read by a unit that possesses the encryption key.

For detecting a manipulation attack and forgery, inserting a digital watermark into a 2D code has been proposed [2]-[5]. Similarly, hiding input data by using steganography has been proposed [6]. Further, embedding data in the 2D code of a multi-stage barcode format by using spectrum spreading has been proposed [7]-[9].

Although a 2D code with the abovementioned secret fill area offers confidentiality and cannot be read by a third party, making a copy of the 2D code is easy. Since it is possible to make a copy that reads like the original, this remains a subject of concern in applications.

A 2D code with a digital watermark inserted can disclose a manipulation attack and forgery at the time of reading, and it can prevent data input. However, the content will probably be accessible to a third party and hence lack confidentiality.

## D. Our Contribution

This paper considers improvements in confidentiality and copy protection, which are challenges faced by current optical information media. Furthermore, a basic configuration for a 2D code that solves these two problems simultaneously is proposed.

In the present research, a 2D code using ink that absorbs ordinary visible light is printed on the surface of a paper medium. Two or more 2D codes using inks that absorb different wavelengths of the infrared region are printed in a pile as the inner layers at the bottom, and so a multilayer 2D code is formed. A high degree of confidentiality is realized by distributing the information among the 2D codes forming the inner layers of the multiplex. The encoding table used for distributing information plays the role of an encryption key. The number of combinations for an encoding table is immense. In fact, decryption by a round-robin attack is impossible.

Copying a 2D code of such a configuration by using visible light is also impossible, since the inks of the inner layers are penetrated by visible light. Moreover, a third party who does not know the encoding table used for distributing the information cannot restore the original 2D code. Thus, a 2D
code that simultaneously affords great confidentiality and copy protection is realizable. This enables its safe employment on theatre tickets, parking stubs, highway toll coupons, betting slips, etc.

## E. Comparison with Related Work

In order to embed discriminable information visibly in a 2D code, an encoding of three bits is utilized. The encoding adds 1 bit of visual data to 2 bits of regular data and arranges these in the shape of an $L$ character. A visual check is made of whether the data are correct [10]. An encoding table approach is proposed for encoding the module in the shape of the L character.

In the present research, the virtual 2D code that incorporates an actual data bit is distributed between two or more real 2D codes using an encoding table, and the pixels of the virtual 2D code are distributed as many small bits using an encoding table.

Whereas the related work mentioned above was aimed at the authentication of the 2D code through a visual inspection by a person, the present research is aimed at improvement of confidentiality through encryption by data variance.

## F. Related Work on Identification using an Image

Information media and persons can be objects of automatic identifications using image data. As examples of information media that are identified from images there are barcodes and two-dimensional codes. The main aims of identifying a person are to maintain security and perform an authentication of the person. In the case of information media, such as a twodimensional code, the data memorized according to the rule of the structure is read. However, the approach to identifying a person involves learning an individual characteristic beforehand and judging the degree of similarity to the person by comparing with the learned pattern. On occasions when the similarity is high, the algorithm will judge the person to be authentic. The body trait used for this identification can be a fingerprint [11], an iris [12], [13], the face [14], etc., and is put to practical use. Since these approaches use a biological feature of the person, they are called biometrics.

## II. Hiding Optical Information

## A. Optical Information Media

Although optical information media were originally conceived for identification of alphanumeric characters, this was difficult with the processing capability in those days. Then, symbols representing characters were conceived for computing devices. Even though interpretation would be difficult for people, a symbol easily discerned by a computing device was conceivable. At a time when the microprocessor unit (MPU) had not quite been invented yet, the blue-eye code was devised. Then, the barcode as shown in Fig. 1 was invented with the advent of the MPU and the appearance of a one-dimensional linear sensor. Based on the class of data
(numbers, letters, symbols, etc.) accommodated in a barcode, various kinds of barcodes have been devised and currently are in practical use. Moreover, these follow an international standard fixed by the ISO/IEC.


Fig. 1. Examples of EAN-13 [15] and Code 39 [16].
A barcode contains information only in the transverse direction, not in the longitudinal direction. Thus, the lengthwise direction of the symbol functions to provide redundancy. When the central part cannot be read, due to dirt etc., it may be possible to read the upper or lower part instead. However, a large area was needed for printing, and there arose the problem that little data volume was contained. Although the barcode was initially put into practical use by encoding only identification, the need for memorizing a larger volume of data has gradually evolved.

The matrix type and stack type of 2D code, as shown in Figs. 2 and 3, were devised in order to meet that need. These have various characteristics, depending on the specific needs.


Fig. 2. QR code [17] and data matrix [18] as examples of the matrix type.


Fig. 3. PDF417 code [19] as an example of the stack type.

## B. Security of $2 D$ Code

The following are important for the security of a 2D code: confidentiality of data, impossibility of copying, and impossibility of forgery. The proposed scheme not only realizes confidentiality and copy protection but also prevents forgery.

## C. Improvements in Confidentiality

The specifications of 2 D codes, such as the QR code, are disseminated and readers are put on the market by assorted manufacturers. Nowadays, codes can also be read with a mobile cellular telephone. The 2D code provides confidentiality in comparison with characters, in that a person can see it but cannot understand it. However, for those who have a reader, the content can be read easily. In addition, the following two approaches are used to guarantee confidentiality: decryption at application level and decryption at system level.

## Decryption at Application Level

The decryption at application level involves a system that performs data encryption with an application, creates a 2D code, and then performs data decryption with an application at the time of reading. Since it becomes impossible for a third party to interpret data without the decryption key, a guarantee of confidentiality is feasible. However, the facility to process both encryption and decryption is needed for every individual application, and there is the disadvantage of complexity.

## Decryption at System Level

The decryption at system level involves both a system that performs data encryption with an application and a reader that performs data decryption using the encryption key chosen beforehand. A 2D code is created by the application to memorize the data encryption. This may include not only the case where all the storage areas are encryption data areas but also the case where the usual non-enciphering fill area combines with an encryption fill area. Although encryption with an application is required by this system, there is the advantage that decoding is unnecessary. Moreover, in the case of a non-enciphering fill area, reading as with a normal 2D code is possible. It can be said that decryption at system level enabled users easily to keep data secret from a third party.

## D. Copy Protection

It is impossible to prevent copying of common optical information media. This is because the reading unit operates by receiving the waves reflected from the medium and a copying machine receives a reflection in the same way. Hence, for copy protection, a theoretically different system is required.

Incidentally, optical information media are very easy to reproduce. Thus, in the case of application to a credit card, the account number is not easily read by others, but uses of replicas cannot be prevented.

## III. Physical Principle

For secure optical information media, prevention of reading and protection from copying are important. Thus, an information hiding method for simultaneously realizing both objectives has been developed.

With the usual optical information media, as shown in Fig. 4, a wavelength of the visible light region is used for reading. Conversely, with multilayer optical information media, as shown in Fig. 5, there is a characteristic present so that wavelengths of the infrared light region can be used for reading. On materials that reflect infrared light (e.g., paper), a 2D code is printed using a material that absorbs infrared light as shown in Fig. 6. Therefore, a printed segment and unprinted segment that are irradiated with infrared light become possible to discriminate in a manner similar to that for black and white in visible light. Moreover, different segments can be printed using materials with different peak absorption wavelengths in the infrared light region as shown in Fig. 7. It thus becomes
possible to acquire the image of a 2 D code by using a luminous source that matches the absorption wavelength of each layer at the time of reading, even if the code is printed on top of a multilayer.

The 2D code is printed on the surface of the information medium in a material that transmits infrared light but absorbs visible light. Since only a superficial 2D code can be seen when this configuration is irradiated with visible light, it becomes impossible to copy a lower layer.


Fig. 4. Principle for reading an optical information medium.


Fig. 5. Multilayer structure.


Fig. 6. Principle for reading an optical information medium.


Fig. 7. Light absorption wavelengths of optical multilayer.

## IV. Proposed Security System

As mentioned above, copy protection is realized by the hardware for the information media. In multilayer optical information media with the prescribed structure, the number of layers and the absorption wavelengths of the printing materials are used as the means of confidentiality. The information is memorized by distributing it among two or more layers. The confidentiality of the data is realized by introducing an information variance into the hardware configuration.

Various software approaches to confidentiality may be followed. Here, application of the visual secret sharing scheme is examined. With the visual secret sharing scheme the original image is disassembled into two or more images. Consequently, the image data cannot be identified through human vision unless those images are superposed.

In the decryption of a 2 D code, the image (symbol) identification is done by image sensors, so the image editing and identifying capabilities of humans cannot be used. However, since the image sensing capability of an image sensor is greater than that of a human, this identification approach is employed profitably.

## A. Encryption and Decoding at Cell Level

A data distribution at cell level is realized by distributing the monochrome data of the original 2D code among the 2D codes of the inner layers. For example, the case of three inner layers shown in Fig. 8 will be examined. The data distribution follows the logical table listed as Table I. Four alternative data encodings are possible for white and black, respectively. These are chosen with a random number.


Fig. 8. Distribution to each layer.
TABLE I
Coding Table

| Coding |  |  | Decoding |
| :---: | :---: | :---: | :---: |
| W | W | W | B |
| W | W | B | W |
| W | B | W | W |
| W | B | B | B |
| B | W | W | W |
| B | W | B | B |
| B | B | W | B |
| B | B | B | W |

W:White B:Black

Even if a third party is able to read all three of the inner layers, decryption is impossible unless the logical table used for the encoding is known. For three inner layers, there are eight merged colors to distribute, from white-white-white to black-black-black, and four of these are chosen for black (or white). The number of encoding tables is ${ }_{8} C_{4}$, which becomes 70 .

When the number of inner layers, $N$, is equal to $n$, the number of hue combinations to distribute, $D$, is

$$
\begin{equation*}
D=2^{n} \tag{1}
\end{equation*}
$$

Since the black (white) half is chosen from these combinations, the number of cell encoding tables, $T_{\mathrm{S}}$, is

$$
\begin{equation*}
T_{\mathrm{S}}(n)=D C D / 2=\left(2^{n}\right) C\left(2^{n_{-1}}\right) . \tag{2}
\end{equation*}
$$

The number of encoding tables for each number of inner layers is listed in Table II. This is introduced here in order to apply several different encoding tables to each cell. The number of different encoding tables is denoted by $L$.

TABLE II
Number of Encoding Tables

| $N$ | $\mathrm{~T}_{\mathrm{S}}$ |  |  |  |
| :--- | ---: | ---: | ---: | ---: |
|  | $\mathrm{L}=1$ | $\mathrm{~L}=2$ | $\mathrm{~L}=4$ | $\mathrm{~L}=8$ |
| 1 | 2 | 4 | 8 | 16 |
| 2 | 6 | 36 | 12966 | $1.68 \mathrm{E}+08$ |
| 3 | 70 | 4900 | $2.4 \mathrm{E}+07$ | $5.76 \mathrm{E}+14$ |
| 4 | 12870 | $1.65 \mathrm{E}+08$ | $2.74 \mathrm{E}+16$ | $7.53 \mathrm{E}+32$ |
| 5 | $6.01 \mathrm{E}+08$ | $3.61 \mathrm{E}+17$ | $1.30 \mathrm{E}+35$ | $1.70 \mathrm{E}+70$ |

Since a layout is chosen with a random number, the inner layers that carry out a cell distribution may become a hue layout that is greatly inclined toward black or white. In that case, since identification of an optical cell becomes difficult, filtering to generate a uniform layout of white and black is needed. However, in the subcell distribution described below, white and black are represented by a subcell that undergoes the same number of occurrences for each, and so this polarization is corrected.

## B. Encryption and Decoding at Subcell Level

A data distribution (information hiding) at subcell level is realized by dividing a cell into several squares (subcells) and distributing those bits among the subcells of the inner layers as shown in Fig. 9.


Fig. 9. Units of cell and subcell.

There exist both a horizontal manner and a vertical manner for data distribution at subcell level. For a horizontal distribution system as shown in Fig. 10, after first distributing a cell among the cells of an inner layer, the subcells of the same layer are made to redistribute the distributed cell. Conversely, for a vertical distribution system as shown in Fig. 11, after first distributing a cell among virtual subcells, the subcells of the same layer are made to redistribute the distributed subcells.


Fig. 10. Horizontal distribution.


Fig. 11. Vertical distribution.
Here, we argue by using the horizontal manner of distribution for the case in which the number of inner layers is three, and so a cell is decomposed into $3 \times 3$ subcells. Moreover, in order to employ the same number of white and black subcells, have symmetry, and make identification of a subcell easy, a central subcell is removed from an encoding area and is always considered white. Then, the number of subcells is set to eight. The distribution to the subcells of a cell is performed using the distribution table (encoding table) listed as Table III. This is the same as the case of the previous cell distribution.

TABLE III
Coding Table

| Coding |  |  |  |  |  |  |  | Decoding |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| B | B | B | B | W | W | W | W | B |
| B | B | B | W | B | W | W | W | W |
| B | B | B | w | W | B | W | W | W |
| B | B | B | W | W | W | B | W | B |
| B | B | B | w | W | W | W | B | W |
| B | B | W | B | B | W | W | W | B |
| ... |  |  |  |  |  |  |  | B |
| W | W | W | W | B | B | B | B | W |

W:White B:Black
The number of hue combinations to distribute is ${ }_{8} C_{4}$ (i.e., 70). Since these 70 are assigned equally to black and white, the number of bit encoding tables, $T_{\mathrm{B}}$, becomes

$$
\begin{equation*}
T_{\mathrm{B}}={ }_{75} C_{35} \fallingdotseq 1.12 \times 10^{20} \tag{3}
\end{equation*}
$$

In general, the bit count to distribute is $M^{2}$. When the number $M^{2}$ is even, the number of hue combinations to distribute, $D$, becomes

$$
\begin{equation*}
D=\left(M^{2}\right) C\left(M^{2} / 2\right) \tag{4}
\end{equation*}
$$

Since these combinations are assigned equally to black and white, the number of bit encoding tables, $T_{\mathrm{B}}$, becomes

$$
\begin{align*}
T_{\mathrm{B}} & =D C D / 2 \\
& =\left(\left(M^{2}\right) C\left(M^{2} / 2\right)\right) C\left(\left(M^{2}\right) C\left(M^{2} / 2\right) / 2\right) . \tag{5}
\end{align*}
$$

Moreover, since a central subcell is eliminated from an encoding area when the number $M^{2}$ is odd, the number of blacks, $B$, becomes

$$
\begin{equation*}
B=M^{2}-1 \tag{6}
\end{equation*}
$$

Since the black (white) half is chosen, the number of hue combinations of a subcell, $D$, becomes

$$
\begin{equation*}
D={ }_{B} C_{B / 2} \tag{7}
\end{equation*}
$$

Since these combinations are assigned equally to black and white, the number of encoding tables, $T_{\mathrm{B}}$, becomes

$$
\begin{equation*}
T_{\mathrm{B}}={ }_{D} C_{D / 2} \tag{8}
\end{equation*}
$$

For $M$ from 1 to 3, the number of hue combinations, $D$, and the number of encoding tables, $T_{\mathrm{B}}$, are listed in Table IV.

TABLE IV
Number of Encoding Tables

| $M$ | $T_{B}$ |
| :---: | :---: |
| 1 | 2 |
| 2 | 20 |
| 3 | $1.12 \mathrm{E}+20$ |

## C. Number of Effective Encoding Tables

When the extent of the target 2D code is small and there are few cells, the rule used for the encoding is evident in many of the encoding tables, and so the number of effective encoding tables can be considered to decrease.

If the case of $M=3$ is examined, the hue combinations amount to 224 . Thus, when the cells exceed this number, the previous argument holds. In the case of a cell size of not more than $15 \times 15$, if the number of cells is set to $j$, the number of effective encoding tables becomes ${ }_{j} C_{j / 2}$

## V.VERIFICATION OF PROPOSED SECURITY SySTEM

When the number of layers $N$ increases, the number of combinations of cell distributions and subcell distributions (horizontal or vertical) will increase. Here, the number of combinations in the case of the encoding table is examined in the cases of from one to three layers and in the general case of $n$ layers. When the number of inner layers is set to $N$ and the number of subcell distributions is set to $M^{2}$, the distribution state can be expressed as $P(N, M)$. Below, the number of cases in a distribution is examined using this expression.

## A. In the Case of $N=1$

Since there is one inner layer in the case of $N=1$, there is no distribution to the orientation of an inner layer and only a horizontal subcell variance is possible, as shown in Fig. 12.


Fig. 12. The case $N=1$.
If the number of encoding tables for a subcell distribution is set to $T_{\mathrm{B}}(M)$, the number of cases becomes

$$
\begin{equation*}
P(1, M)=T_{\mathrm{B}}(M) \tag{9}
\end{equation*}
$$

This is equal to the number of encoding tables for a subcell distribution.

## B. In the Case of $N=2$

In the case of $N=2$ there are two kinds of distributions, as shown in Fig. 13. The first distribution is one in which a horizontal subcell distribution of each cell is carried out after performing a cell variance. The other distribution is one in
which a vertical subcell distribution is carried out.
$\mathrm{N}=2$


Fig. 13. The case $N=2$.
If the number of cases at the $i$ th subcell of a virtual cell is set to $S(k)$, the total number of cases is obtained as follows:

$$
\begin{align*}
P(2, M) & =S(1)+S(2) \\
S(1) & =T_{\mathrm{S}}(2) \cdot T_{\mathrm{B}}(\mathrm{M})  \tag{10}\\
S(2) & =T_{\mathrm{B}}(\mathrm{M}) \cdot T_{\mathrm{S}}(2)
\end{align*}
$$

Here, the encoding table of the subcell distribution is assumed identical for each layer. Hereinafter, the same is true.

## C. In the Case of $N=3$

In the case of $N=3$ there are four kinds of distributions, as shown in Fig. 14. A characteristic is that not only the horizontal subcell distribution and vertical subcell distribution appear but also the pair in combination.

The number of cases is obtained as follows:

$$
\begin{align*}
P(3, M) & =S(1)+S(2)+S(3), \\
S(1) & =T_{\mathrm{B}}(M) T_{\mathrm{S}}(3), \\
S(2) & =2 T_{\mathrm{S}}(2) T_{\mathrm{S}}(2) T_{\mathrm{B}}(M),  \tag{11}\\
S(3) & =T_{\mathrm{S}}(3) T_{\mathrm{B}}(M) .
\end{align*}
$$



Fig. 14. The case $N=3$.

## D. In the Case of $N=n$

The general case of $N=n$ cannot be illustrated like the examples above, but it can be evaluated. If $k$ is the number of virtual cells, the number of cases is obtained as follows:

$$
\begin{align*}
P(n, M) & =\Sigma S(k) \\
& =\Sigma E(n, k) \cdot T_{\mathrm{S}}(k) \cdot T_{\mathrm{B}}(M) \tag{13}
\end{align*}
$$

Here, $T_{\mathrm{S}}(k)$ and $T_{\mathrm{B}}(M)$ are given by (2) and (4), respectively, while $E(n, k)$ is a coefficient listed in Table V. The number of patterns is determined from the numbers for the case of one fewer layer and the case of one fewer layer with one fewer virtual cell. Therefore, the coefficient obeys the following recurrence formula:

$$
\begin{equation*}
E(n, k)=E(n-1, k-1)+E(n-1, k) \tag{14}
\end{equation*}
$$

TABLE V
Coefficient Values

|  | $\mathrm{E}(\mathbf{n}, \mathbf{k})$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{n}$ | 1 | 2 | 3 | 4 | 5 | 6 |
| 1 | 1 |  |  |  |  |  |
| 2 | 1 | 1 |  |  |  |  |
| 3 | 1 | 2 | 1 |  |  |  |
| 4 | 1 | 3 | 3 | 1 |  |  |
| 5 | 1 | 4 | 6 | 4 | 1 |  |
| 6 | 1 | 5 | 10 | 10 | 5 | 1 |

## VI. CONFIDENTIALITY ESTIMATION

Based on the formula given in the preceding section, the number of calculated encoding tables is listed in Table VI. The subcell distribution table and the table in which the cell encodings differ for each number of inner layers were calculated with the same table.

TABLE VI
Number of Encoding Tables

| $N$ | M |  |  |
| :---: | ---: | ---: | :---: |
|  | $1(\mathrm{~L}=8)$ | $2(\mathrm{~L}=8)$ | $3(\mathrm{~L}=1)$ |
| 1 | 128 | 1280 | $7.17 \mathrm{E}+21$ |
| 2 | $3.36 \mathrm{E}+08$ | $3.36 \mathrm{E}+09$ | $1.88 \mathrm{E}+28$ |
| 3 | $1.15 \mathrm{E}+15$ | $1.15 \mathrm{E}+16$ | $6.45 \mathrm{E}+34$ |
| 4 | $1.50 \mathrm{E}+33$ | $1.50 \mathrm{E}+34$ | $8.43 \mathrm{E}+52$ |
| 5 | $3.40 \mathrm{E}+70$ | $3.40 \mathrm{E}+71$ | $1.90 \mathrm{E}+90$ |

This result means that for $N=1, M=3$, and $L=1$, or for $N=3, M=1$, and $L=8$, the configuration is easily realized and is effective. Furthermore, the number of cases increases
with an encoding table, so the number of subcell slices, $M$, is large and confidentiality becomes great. However, a subcell image becomes difficult for a person to read, because its resolution falls. Thus, confidentiality and legibility form the basis of a trade-off in terms of $M$.

## VII. Introduction of Error Correcting Code

The size of the subcells introduced above is comparatively small, and so the possibility of a mistaken reading as a result of dirt or other blemishes on the 2D code is larger than with a regular cell. Accordingly, we now discuss the introduction of an error-correction function for the data in the subcells.

## A. Extended Hamming Code

A Hamming code corresponding to the whole number $m$ is constituted with a code length $n=2^{m}-1$ and data length $k=n-m$. The data length is the bit count of the original data, and the code length is the bit count of the whole code that is generated. Furthermore, an extended Hamming code has a parity bit added, in order to distinguish between 1- and 2-bit errors.

In the case of $m=3$, each eight bits consists of four data bits, three error-correction bits, and one parity bit. We now discuss performing error correction using this 8-bit extended Hamming code.

TABLE VII
Example of an Extended Hamming Code

| DATA BITS |  |  |  | CORRE <br> CTION |  |  | PAR <br> ITY |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 1 | 0 | 1 | 1 | 1 |
| 0 | 0 | 1 | 0 | 1 | 1 | 0 | 1 |
| 0 | 0 | 1 | 1 | 1 | 0 | 1 | 0 |
| 0 | 1 | 0 | 0 | 1 | 1 | 1 | 0 |
| 0 | 1 | 0 | 1 | 1 | 0 | 0 | 1 |
| 0 | 1 | 1 | 0 | 0 | 0 | 1 | 1 |
| 0 | 1 | 1 | 1 | 0 | 1 | 0 | 0 |


| DATA BITS |  |  |  | CORRE <br> CTION |  |  | PAR <br> ITY |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 0 | 0 | 0 | 1 | 0 | 1 | 1 |
| 1 | 0 | 0 | 1 | 1 | 1 | 0 | 0 |
| 1 | 0 | 1 | 0 | 0 | 1 | 1 | 0 |
| 1 | 0 | 1 | 1 | 0 | 0 | 0 | 1 |
| 1 | 1 | 0 | 0 | 0 | 1 | 0 | 1 |
| 1 | 1 | 0 | 1 | 0 | 0 | 1 | 0 |
| 1 | 1 | 1 | 0 | 1 | 0 | 0 | 0 |
| 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |

The $3 \times 3$ subcell configuration has eight subcells because a central subcell is eliminated from the encoding area. We now consider layouts that correspond to the bit array of the extended Hamming code listed in Table VII, where 0 and 1 represent opposite hues. During decryption, subcells with the same hue as the cell are assigned 0 while subcells of the opposite hue are assigned 1 , and the extended Hamming code is checked. In this case, on the occasions that a subcell is incorrectly identified due to dirt or blemishes on the 2D code, errors in two subcells can be detected and those in one subcell can be corrected. In addition to this error checking at the subcell level, the 2D code has an error-correction function at the cell level. Thus, correction may occur even when not possible at the subcell level.

The encoding examples shown in Table VIII correspond to the extended Hamming code shown in Table VII.

TABLE VIII
Encoding Examples Corresponding to an Extended Hamming Code

| Coding |  |  |  |  |  | Decoding |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| B | B | B | W | B | W | W | W | B |
| B | B | W | B | W | W | B | W | W |
| B | B | W | W | W | B | W | B | W |
| B | W | B | B | W | W | W | B | B |
| B | W | B | W | W | B | B | W | W |
| B | W | W | B | B | B | W | W | B |
|  |  |  |  |  |  |  |  |  |

W:White B:Black

## B. Number of Encoding Tables

In the full encoding list, there are 14 lines (Table VIII gives 8 examples) in which four subcells become of the opposite hue. This is adopted as an encoding bit stream. Therefore, the number of encoding patterns $D$ is

$$
\begin{equation*}
D=14 \tag{15}
\end{equation*}
$$

Then, $T_{\mathrm{B}}$ becomes

$$
\begin{align*}
T_{\mathrm{B}} & ={ }_{D} C_{D / 2}={ }_{14} C_{7} \\
& \fallingdotseq 1.7 \times 10^{7} . \tag{16}
\end{align*}
$$

This value is comparatively small in order to correspond with a round-robin attack. When two encoding tables are used ( $L=$ 2), $T_{\mathrm{B}}$ becomes

$$
\begin{equation*}
T_{\mathrm{B}} \fallingdotseq 3.0 \times 10^{14} \tag{17}
\end{equation*}
$$

This result means that for $N=1, M=3$, and $L=2$ the configuration is suitable for introduction of error correction.

## VIII.EXAMPLE OF VERTICAL DISTRIBUTION

A detailed image of the 2D code that introduces the errorcorrection function using the extended Hamming code is shown in Fig. 15. The left-hand side is the 2D code before a data distribution, and the right-hand side is the image after the data distribution. A random number was used when encoding each cell of the original 2D code into subcells.


Fig. 15. Images of 2D code.

## IX. CONSIDERATION OF PRACTICAL DIFFICULTIES

## A. Anti-copying Prerequisites

This paper has discussed the prerequisites that the following three be kept secret: the contents of the inner layers of the 2D code, an infrared wavelength, and the encoding table at the time of data distribution. Therefore, if these pieces of information are known and printing material corresponding to the infrared wavelength is prepared, then creating a replica becomes possible, even though simple copying is impossible.

## B. Printing Material and LEDs

The infrared absorption properties of the printing materials now on the market are insufficient to realize multilayer information media [23]. This is because the printing materials now offered have wavelength windows that are wide for absorption of infrared light, so multilayering is not easy. Hence, the development of a marking material with a narrow wavelength window for infrared absorption is expected.

Various LEDs that emit infrared rays have been developed, put on the market, and used for lighting. However, the wavelength range of their infrared light is limited, so infrared LEDs corresponding in wavelength to printing materials still are needed for multilayering.

## C. Camera Shake and Focus

In a horizontal distribution, a cell is divided into small subcells and the data are distributed. In order to identify the small subcells, the picturized data need to reveal these as either white or black. However, at the time of image capture, the adjoining subcells of the image may overlap under the effect of camera shake and a clear image may not be obtained. Moreover, identification becomes impossible when the image is not assembled in sharp focus. Camera shake and resultant blurriness that do not pose a concern a cell level may pose a concern at subcell level.

## D. Image Resolution

The reading unit of the present 2D code uses about 4 million CCD pixels. Assuming that image formation is carried out with one-quarter of the imaging device, this becomes 1 million pixels or 1000 pixels in each direction. Conversely, when each of the $50 \times 50$ cells in a 2 D code is divided into nine, there will be only 150 bits in each direction. Hence, $6 \times 6$ pixels will generally be assigned to each bit. According to conventional wisdom, stable identification is possible when there are
$3 \times 3$ pixels in the identification of a so-called atomic unit. Thus, in the identification of the subcells mentioned above, there will be sufficient image resolution.

## X.Conclusion

In this paper, multilayer information media using inks that absorb infrared light were introduced, and information media that cannot be copied were proposed. By distributing data among layers, information media with a high degree of confidentiality are realizable. Indeed, the confidentiality has been verified, since combinations of the number of layers and the number of bit distributions that ensure good confidentiality were ascertained.
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