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Abstract

This research presents a novel aggregating method for constructing an aggregated topic
model that is composed of the topics with greater coherence than individual models. When
generating a topic model, a number of parameters have to be specified. The resulting
topics can be very general or very specific, which depend on the chosen parameters. In
this study we investigate the process of aggregating multiple topic models generated using
different parameters with a focus on whether combining the general and specific topics
is able to increase topic coherence. We employ cosine similarity and Jensen-Shannon
divergence to compute the similarity among topics and combine them into an aggregated
model when their similarity scores exceed a predefined threshold. The model is evaluated
against the standard topics models generated by the latent Dirichlet allocation and Non-
negative Matrix Factorisation. Specifically we use the coherence of topics to compare the
individual models that create aggregated models against those of the aggregated model
and models generated by Non-negative Matrix Factorisation, respectively. The results
demonstrate that the aggregated model outperforms those topic models at a statistically
significant level in terms of topic coherence over an external corpus. We also make use
of the aggregated topic model on social media data to validate the method in a realistic
scenario and find that again it outperforms individual topic models.

Keyword: Topic models, data fusion, topic coherence, ensemble methods, social
media

1 Introduction

In the modern era of digital technology and with the advent of big data there is unrivalled
access to masses of data that would have been unimaginable in the past. One of the challenges
faced is how to extract the underlying information from these masses of data. A particular
interesting development of the Internet has been the emergence of social networks, specifi-
cally microblogs. Many Internet users have been abandoning traditional methods of online
communication such as blogs and newsgroups, in favour of social networks that enable mi-
croblogging, for instance, Twitter. These microblog platforms have enabled millions of users
to quickly and concisely express opinions about anything from products to politics. For this
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reason these microblogs have become an invaluable source of information for many companies
and institutions to gauge consumer opinion and help shape future product development or
marketing campaigns.

Textual data is difficult to analyse due to their varied linguistic characteristics and se-
mantics. A method that attempts to identify the underlying topical structure of textual data
is topic models such as Latent Dirichlet Allocation (LDA) [1]. Topic models are a type of
statistical and unsupervised model that can quickly discover the latent topics within large
corpora of documents. When generating a topic model by LDA, a number of parameters have
to be set, which have effects on the output of topics. Without prior knowledge of the corpus
being modelled, setting a small number of topics will result in very broad topics that contain
mostly common words and stopwords. However, when the number of topics is set too high,
the models generated will be very granular and overfitted to the corpus. Other parameters,
such as α and β Dirichlet prior values in LDA, are also crucial in generating the good quality
of the model [2].

To prevent the very general or very specific topics that could be generated using non-
optimal initial parameters, we propose a novel method of aggregating topic models. With our
method, a user needs to define a set of parameters, and multiple topic models are generated
using these parameters; the topics that are found to be similar amongst these models are then
aggregated. The main contribution of this proposed approach is that the aggregated models
are able to increase topic coherence. This has the advantage of allowing granular topics,
which might only be produced in a model with many topics, to have a presence in a topic
model that has a small number of topics and is more representative to the corpus as a whole.
The proposed method is also advantageous as it requires no changes to the underlying topic
model’s generative method. This makes implementation of this method more convenient.

In order to examine the overall coherence of the topics generated in the new aggregated
model, we propose to use two intrinsic and extrinsic measures. The first coherence measure
allows us to assess the coherent extent that topic models accurately represent the content
of a corpus used to generate the topic models based on word co-occurrences (WCO). The
extrinsic measure allows for the examination of the generated topics against a corpus of
general English documents to ensure that the topics are generally coherent in daily language,
which is similar to how a human observing the topics would decide whether they are coherent
or not. Moreover, a statistical significance test has been calculated to examine how the
aggregated model is statistically different from the base model.

1.1 Research Goal and Contributions

The main goal of this research is to construct an aggregated topic model that produces
topics with greater topic coherence than the base models used to create the aggregated topic
model. In this sense, topic coherence refers to evaluation methods that analyse words in each
topic to ensure that they would make sense together from a human-like perspective. This is
in contrast to other statistical methods of topic model evaluation that may not necessarily
reflect human evaluation. When generating topic models, a resulting model may produce
very granular topics or it could produce very general topics populated with words common
across all documents, which depends on how parameters are set in topic modelling. This
research shows the theoretical framework of aggregating models, which is to combine several
topic models in an ensemble-like approach with the goal of increasing overall topic coherence.
The work has significant practical impact as it can be used directly in any topic modelling

2



systems to increase topic coherence, especially noisy domains, such as social media.
The aggregated topic model method has been evaluated in four experiments. The first

two experiments makes use of a set of 2246 Associated Press articles that were used in the
original LDA paper. The third experiment uses a set of 300,000 Tweets captured during
the final Presidential Debate of the 2016 election campaign. Using these datasets a series of
experiments were carried out by creating a series of topic models with varying parameters,
such as α priors, β priors, and number of topics. Using these models aggregated topic models
were constructed for each experiment, and the effect of altering the similarity thresholds
in constructing the aggregated model was observed. When calculating topic coherence, an
external corpus − the full set of English Wikipedia articles − was used, which is part of
calculating coherence. The last experiment is a comparative study on the aggregated topic
models with the Non-negative Matrix Factorisation with the same setting as in the first two
experiments.

This research makes the following contributions:

1. The study introduces a novel method for aggregating multiple topic models in an
ensemble-like way to create an aggregated topic model that contains topics with greater
semantic coherence than individual models.

2. The aggregated model is constructed on the basis of cosine similarity and Jensen-
Shannon divergence when exceeding a similarity threshold.

3. The experiment results show that the aggregated model outperforms standard topic
models and Non-negative Matrix Factorisation at a statistically significant level in terms
of topic coherence.

4. The aggregate topic model has been evaluated on social media data to validate the
method in the third 2016 American Presidential Debate scenario, demonstrating the
competitiveness of the proposed method in real work applications.

The remainder of this research article is structured as follows. Section 2 provides a litera-
ture review of work related to this area and an overview of topic coherence. In Section 3, an
overview of standard topic models, such as LDA, is given. Next, in Section 4, the theoretical
framework of aggregated topic models is introduced, including analysis of similarity measures,
and the full algorithms for finding similar topics and combining these similar topics. Section
5 contains the three experiments conducted, this includes initial parameters used and tuning
the aggregated model for each of the experiments. In Section 6 the results of these experi-
ments are evaluated and the significance of each result is presented. Finally, in Section 7, the
work is concluded and a discussion of the aggregated topic models is presented.

2 Related Work

The main difference between the current work and the existing studies discussed in this section
is that the method presented in this research is focused on the aggregation process of topics
after the models have been generated. This is different from other methods that are often
used in aggregating text by various factors, such as author or hashtag, before the model is
generated in order to create larger documents [3]. The advantage of the method described
here is that this method does not rely on arbitrary manipulations of the model structures
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of underlying topic models or input data, thereby producing a less complex model structure
that requires no additional context specific information such as seed words or part-of-speech
tagging. The remainder of this section reviews how related approaches work in the context
of an ensemble-like method and topic modelling.

There has been some studies in respect of combining multiple topic models and topic
model ensembles. One method proposed in the area of aggregating multiple topic models is
not directly related to textual data but is used on medical data for predicting a patient’s risk
of disease [4]. In that ensemble, component models were trained with respective datasets,
including poverty level, gender, age and race. The topics discovered in each model are then
aggregated into a single matrix (φk=1,...,K), where φk is a topic and K is the total number
of topics. This aggregated topic matrix is then used to derive a distribution (θd=1,...,D) over
new patients to predict the disease risk they have, where θd is a topic distribution from a set
of data D.

Another significant piece of study on combining topic models is to concern the utilisation of
document-word tuples co-occurring in documents and their assigned topics [5]. That method
assumes an element vector T where each element is a topic assignment of a document-word
tuple (di, wi), word wi from document di. The corpus is then divided into a set of sub-corpora,
where each sub-corpus is represented by Ti that can be merged into one vector T . That is
then used to derive topic distributions over documents. That method has been introduced as
both LDA and latent semantic analysis (LSA) ensembles. The evaluation conduced on both
real and synthetic data demonstrates that the LDA ensemble outperforms the LSA in terms
of perplexity, however, the performance of the LSA ensemble is better than that of the LDA
in terms of efficiency.

A few studies have been conducted on the application of classic ensemble methods to topic
models. The boosting ensemble method has been applied to generating topic models with
good results and generalisation ability as LDA has the ability to map features to topic space
rather than word space [6]. Another interesting work is to integrate a supervised component
into LDA, for instance, through defining one-to-one correspondence between LDA’s latent
topics and classification labels [7], or incorporating a supervised hidden Markov model into
LDA, resulting in a further enhancement of the boosting method for topic models [14].

A method for generating a pachinko allocation model (PAM) has also been proposed in
[15]. That method utilises correlations between topics to create a tree-like structure, in which
leaves are words from the vocabulary and interior nodes represent the correlation between the
child nodes. Another similar work is related to hierarchical topic models [16]. In that model
a document is generated by creating a path from the root node to a leaf node, where the root
is a very general word and the further the tree is traversed, the more specific words along the
path get. The method assumes that the corpus can be organised into a hierarchical structure
of topics and also has the advantages of easily accommodating the growth of corpora and
having nonparametric priors. That work is similar to the study published in [17].

Studies have also been conducted to bring together two separate LDA models in a two-fold
method, one model for aspects and one for sentiment [18]. That method was also extended
further to allow for multiple aspects to be present in a sentence as the initial version assumed
only one aspect per sentence [19]. The extended two-fold model which used the Jaccard index
to identify the number of aspects in a document outperformed the original two-fold model,
producing more relevant results for the documents modelled but at the expense of there being
slightly more results produced.

The idea of using similarity measures to compare aspects of topic models has been studied

4



in the past years. Cosine similarity has been used to measure the similarity among the top
words in topics generated using two different methods [20], while Jensen-Shannon divergence
has been used to compare the similarity of topic distributions over documents [21]. The work
in this paper differs from those previous works by using the similar topics by combining them
to produce new topics; the previous studies used the similarity measure as an evaluation tool.
In combining the topics, new topics are generated that take aspects from different models; this
results in a new set of topics that may be more coherent on the whole. Taking aspects from
different models refers to how words that appear in specific topics may be introduced into a
general topic to change the underlying topic structure and increase that topic’s coherence.

A method for modelling consensus topics across a range of contexts has been proposed
[22]. That method implements a co-regularisation framework to create pseudo-documents
using a centroid-based regularisation framework to make topics from different contexts agree
with each other based on a set of general topic distributions. It allows for context specific
topics to be bridged together by the general topics. That method outperformed the standard
LDA in terms of topic coherence when modelling Tweets.

A system called collaborative topic regression has also been proposed [23]. The proposed
system has been used with social trust ensembles to provide a method for social media content
recommendation. This system uses a modified version of LDA and takes into account social
influence from a user’s trusted friends for recommending content. It performs this function
by using a similarity metric to assess friends’ similar interests to recommend content.

Most of topic modelling so far has an underlying assumption, that is each topic discovered
contains a characteristic anchor word and it does not appear in the other topics. In [48], the
authors proposed an anchor-free topic model based on a matrix of word-topic probability mass
functions and a matrix of the topic-topic correlation derived via minimizing the determinant
of the topic-topic correlation matrix. Likewise Dirichlet Multinomial Mixture (DMM) topic
model assumes that each piece of short texts is generated by a single topic. To make DMM to
fit in more general cases, the utilisation of general word semantic relations in word embeddings
has been proposed in the topic inference process [47]. The word embeddings is incorporated
into the topic inference process by the generalised GPU model, which effectively accesses
background knowledge external to the given short text corpus and tackles the data sparsity
issue.

More recently artificial neural networks have become state-of-the-art methods for build-
ing language modelling on textual corpora. Particularly Long Short-Term Memory (LSTM)
neural network has the advantage of discovering both long and short patterns from data and
alleviate the problem of vanishing gradient in training a recurrent neural network (RNN) [44].
In opposed to LSTM, a RNN-based topic model, called TopicRNN, has been proposed in [46].
TopicRNN captures local (syntactic) dependencies using an RNN and global (semantic) de-
pendencies by latent topics in an end-to-end learning fashion, instead using pre-trained topic
model features as an additional input to the hidden states and/or the output of the RNN.

Three different neural structures for constructing topic distributions have been evaluated
in [45], including the Gaussian Softmax distribution, the Gaussian Stick Breaking distribu-
tion, and the Recurrent Stick Breaking process, all of these structures are conditioned on a
draw from a multivariate Gaussian distribution. The combination of neural structures and
conventional probabilistic topic models provides parameterisable distributions over topics,
thereby allow the models to be trained by backpropagation in the framework of neural varia-
tional inference, scaled to large data sets, and easily conditioned on any available contextual
information.
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A similar method to our approach is a Non-negative Matrix Factorisation (NMF) based
method [9, 24]. That method, however, does not directly deal with improving coherence but
rather stabilizing the output of the NMF that has a tendency to be more unstable than prob-
abilistic methods like LDA. In that sense, stability almost equates to model reproducibility.
Similar to the method proposed in this paper the model begins with a series of base models
being created, the outputs are then combined into a single topic-term matrix (similar to work
presented previously in [5, 8]) before non-negative matrix factorization is performed again.

The closest piece of previous study to our work is the self-aggregation process for short
text in the model generation stage of a topic model [25]. That process naturally integrates
clusters of text before the topic modelling process begins. Importantly, it has a fundamental
assumption that each document only contains one latent topic. This allows for the creation
of larger pseudo-documents to be used in the generative procedure of topic models.

3 Topic Coherence Measures

Topic coherence can be defined as how interpretable a topic is based on the degree of relevance
between the words within the topic itself. The topic coherence measures used in this work aims
to evaluate the quality of topics from a human-like perspective. Considerable studies have
been carried out in the evaluation of statistical topic models, however, it has been found that
those methods are not always reflective of how a human views the topics [26]. Consequently, it
was revealed that metrics based on word co-occurrences and a Mutual Information Approach
are more representative of how a human would approach topic evaluation [27]. It is for this
reason that we use these word co-occurrence and the mutual information approach in this
work.

There are two main ways to evaluate the quality of topic models. Firstly, a statistical
measure can be used to estimate the probability of a series of held out documents using a
trained model. The disadvantage of evaluating models in that manner is that it does not
account for the human interpretability of the topics generated. For instance, if a model
overfits the data, the topics may not make much sense when a human examines them but
the probability of held out documents may be quite high [26]. A separate set of evaluation
methods have also been proposed, which use the actual topics generated by the models and
assess if the words within the topics belong together in a coherent manner.

The two main approaches of handling the data when evaluating a model statistically are
to either train on some of the data and then get the probability of heldout documents given
the latent topics discovered during training of the model; or to split each document in half
and train the model with the first half of the document and then get the probability of the
second half of the document given the latent topics discovered from training on the first half
of the documents, this is known as document completion evaluation [28].

Another evaluation method for topic models is the empirical likelihood measure; that
evaluation method is used in the popular topic modelling library, MALLET. A different
approach present in the MALLET library is left-to-right evaluation that produces similar
results to the empirical likelihood but is less prone to overestimation [29]. Additionally, an
evaluation method of utilising the harmonic mean [30] has been proposed but it has been
discovered to drastically overestimate the probability of heldout documents [28]. It should
be noted that despite widespread use due to ease of implementation, that method has been
a source of criticism, even from its original authors [30].
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Although those methods are useful for getting an insight into how the model performed as
a whole, in this work we do not focus on the statistical methods for evaluating topic models.
We are more interested in the coherence of the latent topics that the models output. Topic
coherence measures are used to quantify the similarity degree of the latent topics discovered
by a topic model from a human-like perspective to identify a high degree of semantic coherence
of topic models. In simple terms, topic coherence assesses such a kind of topic extent through
computing word co-occurrences and mutual information, which could reflect how people would
perceive this problem. Although there have been many obscure types of topic coherence
measures and unifying topic coherence measures proposed [31], this research focuses on the
measure which are most popular among the literature in the field, which are detailed in the
following section.

3.1 Extrinsic Topic Coherence Measures

Extrinsic coherence measures can be split into direct and indirect approaches. Direct ap-
proaches require the use of an external corpus to calculate the observed coherence whereas
indirect approaches will use some other test, such as identifying an intruder word in a topic.
In all cases, extrinsic coherence is a useful measure of how coherent a topic would be in daily
language without any context.

One such direct approach to gauging topic coherence is to utilise the pointwise mutual
information (PMI) [27]. This way is extrinsic in nature as it computes PMIs over the top N
words in a sliding window with an external corpus such as a Wikipedia dump file (a plain
text version of every article present on Wikipedia). The calculation can be seen in (1).

PMI(wi, wj) = log
p (wi, wj)

p (wi) p (wj)
(1)

In (1) p(wi, wj) is the probability of two words co-occurring in a document, as seen in
(2); p(wi) and p(wj) is the probability of word wi and word wj occurring in the document,
respectively, as seen in (3). In (2) and (3) Dext represents the number of documents in the
external corpus that contain either one or both words, depending on the calculation. The
external corpus is a set of general documents which allow for the calculation of coherence
based around general English usage.

p(wi, wj) =
Dext(wi, wj)

Dext
(2)

p(wi) =
Dext(wi)

Dext
(3)

Research on the PMI has shown that it tends to have a high degree of correlation with a
human evaluator’s assessment of topic coherence, however, a normalized version of the PMI
approach is able to produce an even higher level of correlation with human judgement (NPMI)
[32]. It has been shown that for social media data, using a large collection of random Tweets
as external data and a modified version of PMI finds high coherence, however, if such a large
collection of Twitter data is not available then using Wikipedia as external data with a PMI
based approach is most closely aligned with human judgement [33]. The use of the PMI
with a general external corpus allows for calculating how frequently words in the topic occur

7



together. Because of a general corpus, it can be loosely seen as how a human would interpret
the topics from everyday language.

Another method for calculating topic coherence is referred to as distributional semantics
[34]. This method uses a similarity measure such as cosine similarity to evaluate a vector of
the top N words in a topic and then weight this result using the PMI between the words.
This method also introduces a variable to put more emphasis on word relationships with a
higher PMI.

Another metric that allows for a measure of topic coherence is normalised Google distance
(NGD) [35]. Unlike PMI, which is a measure of information, NGD allows for the similarity
or dissimilarity of two words/terms to be assessed using the number of pages returned by a
Google search as the probability of words appearing on their own or co-occurring together;
this is then used to determine the distance between the terms. Although the method has
Google in its name, it works with any indexed database or search engine, for example, Yahoo
or Wikipedia. Due to the reliance of an external data source, NGD is an extrinsic coherence
measure. Using search engines or databases allows for a better idea of term coherence in
everyday use of language. The calculation for NGD can be seen in (4), where f(x) and f(y)
is the number of pages containing search term x and y, respectively; f(x, y) is the number of
pages where both x and y occur together; N is the number of pages indexed by the search
engine or database; and κ is a smoothing factor. The bounds of NGD is 0 ≤ NGD ≤ ∞,
where 0 indicates the two terms only occur together and are therefore coherent, and as the
NGD value approaches ∞ the two terms are further apart.

NGD(x, y) =
max (log f(x), log f(y))− log f(x, y)

logNκ−min (log f(x), f(y))
(4)

Equation (4) shows how to find the NGD between two terms. Equation (5) shows the
process to find the average coherence for the top N terms in a topic, where K is the number
of terms to be considered in the topic.

¯NGD =

K∑
i

K∑
j
NGD(xi, yj)

K
(5)

An example of an indirect extrinsic approach to calculating topic coherence is to assess
the detection of intruder words in a topic [32], this is essentially the inverse of previous
work to detect the word that was most representative of a topic [36]. This method works
by finding association features for the top N words in a topic (intruder word inclusive) and
then combining the results using SVMrank (support vector machine) to discover the intruder
words. It was discovered that this method achieves a high level of correlation with human
evaluators. The disadvantage of this method is that it requires manual placing of intruder
words in the topics.

3.2 Intrinsic Topic Coherence Measures

Intrinsic coherence measures show how well a topic represents the corpus from which it was
modelled. Intrinsic measures utilize word co-occurrences in documents from the corpus used
to train the model [37]. The feature of the intrinsic method allows us to better judge the
coherence of a topic based on training documents. The scale of the measure is in a range of
0 − 1, if a measuring value is closer to 1, that means that the model has correctly identified
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words that co-occur frequently in documents as a topic, but this cannot guarantee that they
make semantic sense or that they are interpretable by a human; it simply means that the
topics represent the data known to be in the corpus [38]. Using this method allows for the
identification of poor topics for which word intrusions tests do not account. Given the top N
words in a topic, the word co-occurrence can be calculated as seen in equation (6) [37].

WCO =
N∑
j=2

j−1∑
i=1

log
P (wj , wi)

P (wi)
(6)

4 Standard Topic Models

Standard topic modelling was originated with LSA, however, in the context of an information
retrieval task a standard LDA is often referred as latent semantic indexing [39]. LSA utilises
a document-term matrix along with a singular value decomposition method to find similar
documents. But it has a fundamental assumption that words which frequently co-occur are
relevant to one another. Two notable disadvantages of LSA are that the model is based on
the bag-of-words representation and that it struggles with polysemy. That means that the
order of words in documents is ignored and that it cannot distinguish between the different
meanings of a single word. For example, crane can refer to both a bird as well as a piece of
construction machinery.

LDA is capable of eliminating the polysemy difficulties through incorporating a proba-
bilistic element to the model but it still has the disadvantage with the bag-of-words model,
which is not able to capture sentence structures when creating the model [1].

In this study, the topic model that will be utilised when creating the base models in
experiments is LDA. LDA is a generative probabilistic model that finds latent topics in a
collection of documents by learning the relationship between words (wj), documents (di), and
topics (zj). The data used by an LDA model is input in bag-of-words form, word counts are
preserved but the ordering of the words is lost. The only observed variable in the model are
the words wj , everything else is a latent variable. The generative process for document di
assumes the following:

• There is a fixed number of topics T .

• Each topic z has a multinomial distribution over vocabulary φz drawn from Dirichlet
prior Dir(β).

• i ∈ {1, . . . ,M} where M is the number of documents in the corpus.

• Dir(α) is the document-topic Dirichlet distribution.

The following is the generative process for document di:

1. Choose θi ∼ Dir(α).

2. For word wj ∈ di:

(a) Draw a topic zj ∼ θi.
(b) Draw a word wj ∼ φzj .
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Figure 1: Topic coherence for a standard topic model

It is important to have a baseline result to compare with the results of aggregated topic
models. Therefore a standard LDA topic model is created and the coherence of its topics is
assessed. Specifically, the dataset used for creating a baseline model is a set of Associated
Press articles along with the settings of 10 topics, 2,000 iterations of Gibbs sampling, and
priors of α = 50/t and β = 0.01 as used in [40]. The coherence measure used is PMI with an
external corpus of the English Wikipedia.

Figure 1 shows the coherence for each topic in the base topic model created by LDA. The
mean coherence is 0.386 which is quite low. Topics t8 and t9 have a coherence far higher than
the average, and topic t10 has a coherence far below the average. These results will serve as
a baseline for comparison in later experiments.

5 Aggregated Topic Models

Prior to generating a topic model by LDA, a set of parameters need to be defined. On the one
hand if setting a small number of topics, LDA could produce very broad topics, whereas if the
number of topics is set too large, the topics generated could be very granular and overfitted
to the corpus. However on the other hand, if one of these parameters results in very different
topics to other models’ topics, they are unlikely to be combined with other topics, thereby
making them not have an effect on the aggregated topics.

In order to help alleviate the problem of very general or very specific topics that could be
generated using non-optimal initial parameters, we propose a novel aggregating method for
combining topic models. This method allows a user to define a set of different parameters
and with them to generate multiple topic models. The topics that are found to be similar
amongst these models are then aggregated.

One of the main problems with aggregating topic model outputs in an ensemble-like
style is that unlike conventional classifier ensembles that have a finite set of possible classes
(C1, . . . , Cn), topic models have an infinite number of topic outputs that are unknown until
the models have been created. For this reason, our proposed aggregation method is able to
adjust to the multitude of outputs it may face.

In the area of text analysis there exists many methods for measuring similarity, such as
cosine similarity, Pearson correlation coefficient, and the Jaccard index.

The Jaccard index can be used to find similar topics by simply calculating the similarity
coefficient between the top N words in two given topics. A high value from the result of the
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Jaccard index indicates that there is indeed some similarity between the topics. However, the
downside is that a threshold for similarity needs to be set via introspection as there is no fool
proof method of statistically assessing a similarity threshold.

Previously there has been research into using Jensen-Shannon divergence and Kolmogorov-
Smirnov divergence to assess the similarity of topic probability distributions [41] within the
topic model’s φ distribution, which is the word distribution in each topic.

The Kolmogorov-Smirnov test [42], specifically in this work the two-sample Kolmogorov-
Smirnov test [43] uses the method shown in (7).

Dn,m = sup
x
|Fn(x)− Fm(y)| (7)

Testing Dn,m (where n and m are the sizes of two distributions x and y, and Fn and Fm
are the empirical distributions of the x and y values, respectively) allows for the evaluation of
a null hypothesis that states that x and y are samples from the same underlying distribution.
Proving that the null hypothesis is true allows for the assumption that two topics are very
similar. Despite the usefulness of using a two-sample Kolmogorov-Smirnov test in this situa-
tion, it has been decided that it is not a viable method for finding similar topics. Although
this decision may seem contradictory to what has been discussed, some initial tests using
the two-sample Kolmogorov-Smirnov test gave disappointing results due to the two-sample
Kolmogorov-Smirnov test needing a critical value to be calculated. When this critical value
was calculated for the experiments, it resulted in the need for an exceptionally high similar-
ity value between the two distributions, whereas other methods allow for more flexibility in
setting the similarity threshold.

To perform the aggregation cosine similarity and Jensen-Shannon (JS) divergence will be
used to assess the similarity of topics’ φ distributions. The φ distribution (ϕ) is a T ∗ V
stochastic matrix where each row is a topic (T ) and each column is a non-zero real number
probability for a word from the vocabulary (V ). Both methods will then be evaluated for
performance.

The cosine similarity has more flexibility in setting a similarity threshold and is also not
invariant to shifts in input as opposed to measures such as Pearson correlation coefficient
which is invariant to input shifts. The upper and lower bounds of the cosine similarity are 1
for complete similarity and 0 for complete dissimilarity. The process for aggregating topics
with the cosine similarity is described as follows. Firstly, the user needs to define a set of
parameters that will be used to generate the base models. A threshold for similarity will
then have to be set using a grid search with training data sets to see which threshold can
produce the most coherent topics on average. Although this may be seen as computationally
expensive, on modern hardware these parameter tuning processes using a subset of training
data are relatively quick to conduct and easy to run in parallel. Each topic from each of the
other models is then compared to the base topics in a pairwise way in order to examine their
similarity. If the cosine similarity of the two topics is above the threshold they will be then
combined, which is to combine the similar topics via calculating the mean probability of each
word in the φ distributions. It should be noted that the number of topics in the base model
does not increase or decrease, nor does the number of words in the topic as the alphabet for
each model is the same.

Equation (8) shows the combination process based on the cosine similarity where ϕ̂k is
an aggregated topic, n is the number of similar topics, M is the number of models, Ti is the
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number of topics in a model, ϕ(i,j) is the φ distribution for topic Tj in model Mi, ϕx is the
xth φ distributions from the base model, and γ is the similarity threshold.

ϕ̂k =

M∑
i=1

Ti∑
j=1

n

ϕ(i,j), if
ϕ(i,j)·ϕx

‖ϕ(i,j)‖‖ϕx‖
≥ γ

0, otherwise
(8)

JS divergence allows for the symmetric measurement of similarity between distributions.
Using the base 2 logarithm, the JS divergence has the bounds 0 ≤ DJS(P ‖ Q) ≤ 1 where
0 indicates complete similarity and 1 is complete dissimilarity. The JS divergence is a sym-
metrised and smoothed version of Kullback-Leibler (KL) divergence, using the average KL
divergence for each φ distribution to the average of each φ distribution. It is shown in equation
(9) where P and Q are distributions and M is the average of distributions P and Q.

DJS(P ‖ Q) =
1

2
DKL(P ‖M) +

1

2
DKL(Q ‖M)

M =
1

2
(P +Q)

(9)

The process for using JS divergence to create aggregated topics can be seen in equation
(10) using the same notation as equation (8). The main difference is that the JS divergence
result should be ≤ γ as opposed to cosine similarity where the result should be ≥ γ.

ϕ̂k =

M∑
i=1

Ti∑
j=1

n

{
ϕ(i,j), if DJS(ϕ(i,j) ‖ ϕx) ≤ γ
0, otherwise

(10)

The process for aggregating topic models can be seen in Algorithm 1. In this algorithm
K is the set of aggregated topics, T is the set of base topics, SW is the sliding window size,
γ is the similarity threshold, and ϕ̂ is an aggregated topic.

5.1 Choosing Similarity Threshold

An important aspect of the proposed method for aggregating topic models is the choice of
similarity threshold. The overall problem attempting to be solved can be viewed as optimising
the semantic topic coherence by searching the optimal similarity threshold and sliding window
size. The sliding window size is directly related to measuring coherence as it sets the window
size for calculating word probabilities. For example, if the word co-occurrence probability for
word wi and word wj is calculated using a sliding window of size 50 words, then as long as the
words occur at least once in the 50 word window it will count as the words having co-occurred,
irrelevant as to whether they are in different sentences or paragraphs. However, if a lower
window size such as 10 is used, it is stricter as it limits where the words can co-occur. This
allows for more confidence that the words actually occurred together in the same context.

In this paper a grid search will be used over a set of similarity thresholds and a set of
sliding window sizes. A small subset (10%) of the full dataset will be used for searching the
optimal values. The grid search will then allow for topics to be aggregated and the coherence
calculated using the Cartesian product of the set of similarity thresholds and set of sliding
window sizes. For example, if the set of similarity thresholds Y = {0.1, 0.2, 0.3} and sliding
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Algorithm 1 Aggregating Topic Models

1: procedure AggregateTopics(T, SW, γ, ϕ̂,K)
2: K = ∅
3: for t1 ∈ T do
4: for t2 ∈ T do
5: if t1 6= t2 then
6: if metric = CS then
7: if

ϕt1 ·ϕt2

‖ϕt1‖‖ϕt2‖
≥ γ then

8: K ∪ ϕ̂
9: end if

10: else if metric = JS then
11: if DJS(ϕ(i,j) ‖ ϕx) ≤ γ then
12: K ∪ ϕ̂
13: end if
14: end if
15: end if
16: end for
17: end for
18: end procedure

window sizes Z = {10, 20, 30}, then the set of parameters generated by the Cartesian product
Y × Z will be tested.

The algorithmic version of the process for choosing the similarity threshold and sliding
window size is visible in Algorithm 2 where Γ is the set of similarity thresholds to be tested,
SW is the set of sliding window sizes to be tested, optsw is the current optimal sliding window
size, optγ is the current optimal similarity threshold, max is used to track the maximum
coherence found, T is the subset of the dataset used for testing, ϕ̂ is an aggregated topic, and
K is the set of aggregated topics.

Although methods such as Bayesian optimisation can be used to optimise parameters,
it is unnecessary for this task which, due to its nature, can be easily parallelised regardless
suffering from the curse of dimensionality. This makes grid search a feasible option without
overcomplicating the problem by using more complex methods.

6 Experiments

This section details the four experiments performed using the aggregated topic model. Ex-
periments one and two were experiments designed to show the feasibility of aggregated topic
models and prove their effectiveness when different topic model parameters were changed.
Experiment three shows a real world application of the aggregated topic model. In this ex-
periment we applied the aggregated topic model to Tweets about the third presidential debate.
The last experiment is to compare the aggregated model with the algorithm Non-negative
Matrix Factorisation with the same setting as in Experiments 1 and 2.

In order to show the effectiveness of aggregated topic models two initial experiments were
performed. A number of variables need to be decided on before running a topic model,
including the number of topics, the α Dirichlet prior, and the β Dirichlet prior. In these
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Algorithm 2 Similarity Threshold Selection

1: procedure SimilarityThreshold(Γ, SW, optsw, optγ ,max, T, ϕ̂,K)
2: max = 0
3: optSim = 0
4: optSW = 0
5: for γ ∈ Γ do
6: for s ∈ SW do
7: K = ∅
8: for t1 ∈ T do
9: for t2 ∈ T do

10: if t1 6= t2 then
11: if metric = CS then
12: if

ϕt1 ·ϕt2

‖ϕt1‖‖ϕt2‖
≥ γ then

13: K ∪ ϕ̂
14: end if
15: else if metric = JS then
16: if DJS(ϕ(i,j) ‖ ϕx) ≤ γ then
17: K ∪ ϕ̂
18: end if
19: end if
20: end if
21: end for
22: end for
23: if K̄ ≥ max then
24: optγ = γ
25: optsw = s
26: end if
27: end for
28: end for
29: end procedure

experiments, models with differing variables were created and their outputs aggregated to see
if it can increase topic coherence.

Each experiment involved the use of LDA with 2,000 iterations of Gibbs sampling to
generate the topic models, determination of the similarity threshold, and comparisons of
how the aggregated model competes with the base models used to create the aggregated
model. The topic coherence test makes use of the extrinsic PMI. The reference corpus used
for the extrinsic test is the English Wikipedia. This corpus has over five million articles and
the average of article length in the Wikipedia dump was 133.07 words. Therefore it is a
good reference of general English language for comparison. The assessment of the intrinsic
coherence test has also been conducted to measure the degree to which topics capture the
structure of the underlying corpus.

The data used to generate the models in the following experiments is a set of Associ-
ated Press articles used in the eponymous LDA paper, and supplied with David Blei’s lda-c
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(a) Cosine Similarity (b) Jensen-Shannon Divergence

Figure 2: Average topic coherence for aggregated models using different similarity thresholds
and sliding window sizes for models with different numbers of topics

package1. The corpus contains 2246 documents and 34977 tokens after removal of stopwords.

6.1 Experiment 1: Models with Different Topic Numbers

The first experiment consists of creating ten models each with a different number of topics
T = {10, 20, 30, 40, 50, 60, 70, 80, 90, 100} and an α prior of 50/|T |. Using different numbers
of topics allows for representations of the corpus at different granularity levels, for example,
10 topics provides very general topics overview and 100 provides a very specific set of topics.
An aggregated model that combines the similar topics from multiple models using different
numbers of topics could produce a more coherent set of topics due to the output containing
general topics complemented with more specific topics.

The first step in generating an aggregated model is to choose the similarity threshold at
which similar topics will be combined. A grid search is used on small development sets of
data at different similarity thresholds, starting at 0.1 and increasing to 0.9 in increments of
0.1. The sliding window size can also be changed at intervals of 10 words to 100 words, as well
as using the whole document as the window. The results of these grid searches are presented
in Figure 2a and Figure 2b for cosine similarity and Jensen-Shannon divergence, respectively.
This experiment shows the optimal similarity threshold according to PMI is > 0.7 for cosine
similarity and < 0.5 for Jensen-Shannon divergence. Note that cosine similarity thresholds are
in the form > n as the value for complete similarity is 1, whereas Jensen-Shannon divergence
thresholds are < n as complete similarity is 0. This shows that Jensen-Shannon divergence
is more lenient in the topics that it aggregates, resulting in many more similar topics being
combined, meanwhile allowing for the combination of general and specific topics. Cosine
similarity has a higher similarity threshold meaning that not as many topics will be combined,
however, Jensen-Shannon divergence achieves a higher topic coherence.

Following the tuning experiments, the full experiment was run using Jensen-Shannon
divergence as the similarity measure and a similarity threshold of < 0.5, the results of this
experiment for extrinsic and intrinsic coherence tests can be seen in Figures 3a and 3b,
respectively. It should be noted that when the coherence of base models and aggregated
models are compared, the same sliding window size is used for each model.

1Available at: http://www.cs.columbia.edu/~blei/lda-c/
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Figure 3: Average intrinsic and extrinsic coherence for topics in the base models and aggre-
gated model for models with different numbers of topics

In this experiment m1 is the base model, m2−m10 are the other models to be compared,
and m̂ is the aggregated model. Any model can be the base model, the fact that m1 was
chosen in this experiment is arbitrary. Also, if a different model was chosen as the base, the
same topic similarity comparisons would be made; the only difference of using m1 over the
other models in this case is the number of topics in the final aggregated model. As Figure
3a shows, the aggregated model has an extrinsic PMI value of 0.75, this is much higher than
any of the model used to create it. This shows that the aggregated model’s topics are much
more coherent based on general English language. The aggregated model also has the highest
intrinsic coherence. This means the aggregated model’s topics have been complemented with
additional relevant topic words leading to topics that are more representative of the corpus.

This experiment resulted in some noticeable difference between the base model topics’
top words and the aggregated model’s top words. A comparison between the base model and
aggregated model is visible in Tables 1 and 2, respectively. In t1 the aggregated model has
additional words including ”Nicaragua” and ”Contra”; this supplements the words from the
base model, ”united” and ”states”. It would be logical to connect these words through the
Nicaraguan Revolution, when the United States supported the Contra forces in a campaign
against the Sandinista National Liberation Front. Another major change can be seen in t7
where the aggregated model contains more words about medical research and disease, whereas
the base model includes some less relevant words such as ”children”, ”percent” and ”space”.
Additionally, t8 sees the addition of the words ”index” and ”exchange”; this makes it more
obvious that this topic is about stock markets and finance. The aggregated model also allows
for more subtle changes such as the addition of Jackson in t6, which refers to Jesse Jackson,
the main opponent of Michael Dukakis in the 1988 Democratic presidential primaries.

6.2 Experiment 2: Models with Different Alpha Priors

The second experiment consists of creating ten models each with a different α Dirichlet prior
value α = {1.0, 2.0, 3.0, 4.0, 5.0, 6.0, 7.0, 8.0, 9.0, 10.0} and fixed number of topics T = 10.
Using different α Dirichlet priors will have a noticeable effect on topic distribution. A high α
value means that documents are likely to have a mixture of many topics with no single topic
being dominant. A low α value results in very few (and in some cases, only one) topics being
in the document.
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Table 1: Base model topics for models with different numbers of topics

t1 t2 t3 t4 t5 t6 t7 t8 t9 t10

government air soviet million police bush health percent court year
united miles united company people president people market case school
states people states billion government house children year attorney years

military officials gorbachev year south dukakis percent million judge time
aid fire president workers killed campaign study prices trial people

panama area union corp army bill report billion state don
china city east president africa state program dollar charges world

president flight government based party senate aids rose police mrs
year plane west business city democratic years oil prison show

rights state war federal violence congress space stock law students

Table 2: Aggregated model topics for models with different numbers of topics

t1 t2 t3 t4 t5 t6 t7 t8 t9 t10

government fire soviet company police bush aids percent court year
aid people united million people dukakis health market case years

military miles president corp killed campaign disease dollar trial people
rebels area officials billion government president drug stock judge day
states officials gorbachev stock city house study year attorney time
united water states based army jackson medical prices charges home

nicaragua reported union companies reported bill virus trading prison family
panama north government business today senate research index district don
contra southern meeting offer violence republican blood rose state back

president air told president injured democratic hospital exchange jury life

(a) Cosine Similarity (b) Jensen-Shannon Divergence

Figure 4: Average topic coherence for aggregated models using different similarity thresholds
and sliding window sizes for models with different α priors

As with the first experiment, the first step in generating the aggregated model is to choose
the similarity threshold at which similar topics will be combined. The same method of grid
search will be used for this experiment. The results of these grid searches are presented in
Figure 4a and Figure 4b for cosine similarity and Jensen-Shannon divergence, respectively.
This experiment shows the optimal similarity threshold according to PMI is > 0.9 for cosine
similarity and < 0.1 for Jensen-Shannon divergence. Interestingly, this experiment is much
more stringent in the similarity of topics before aggregation will take place. Experiment 1
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Figure 5: Average intrinsic and extrinsic coherence for topics in the base models and aggre-
gated model for models with different α priors

was much more lenient in the topics it would combine by using lower similarity thresholds.
The results in this experiment mean that only very similar topics will be combined. This may
lead to less of a change in the base model topics as fewer topics will be aggregated.

Following the tuning experiments, the full experiment was run using Jensen-Shannon
divergence as the similarity measure and a similarity threshold of < 0.1, the results of this
experiment for extrinsic and intrinsic coherence tests can be seen in Figures 5a and 5b,
respectively. It should be noted that when the coherence of base models and aggregated
models are compared, the same sliding window size is used for each model.

As in Experiment one, this experiment denotes m1 as the base model, m2 −m10 as other
models for comparison, and m̂ as the aggregated model. As Figure 3a shows, the aggregated
model has an extrinsic PMI value of 0.7, which is much higher than any of the models used to
create it. This also shows that the aggregated model’s topics are much more coherent based
on general English language. The aggregated model also has the highest intrinsic coherence.
This means the aggregated model’s topics have been complemented with additional relevant
topic words leading to topics that are more representative of the corpus.

In terms of how the underlying topics changed in the aggregated model, there are not
as many changes as in Experiment 1. However, the few changes that occur improving topic
coherence by a noticeable amount. For example, in m1 there is a topic about Mikhail Gor-
bachev, the Soviet Union and the United States. In the aggregated model, this topic is
supplemented with the words ”east” and ”Germany”, making the topic more clearly about
the Berlin wall and tensions between the West and East towards the end of the Cold War.
The other major difference between base model topics and aggregated topics is in one about
finances. The base model contains units of money such as ”million” and ”billion”; as well as
words to do with the workforce, such as ”workers” and ”business”. The aggregated model’s
equivalent topic also contains the words ”industry” and ”company”.

This experiment is interesting as its topics are less changes than Experiment 1, but the
few changes result in noticeable increases in topic coherence. This could be because some
topics in the base model are quite specific, but are generalised more in the aggregated model.
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Figure 6: Average topic coherence for different similarity thresholds and sliding window sizes
using social media data

6.3 Experiment 3: Aggregated Topic Models for Social Media

The concept of aggregated topic models has been validated in Experiments 1 and 2, now
it can be evaluated over social media data to replicate a real use case. In this experiment
2,000 Gibbs sampling iterations were performed and a β Dirichlet prior of 0.01 was used.
Ten different models were generated with each having a different number of topics and a
different α prior which reflects this. Models t1-t10 have the following topic numbers T =
{10, 20, 30, 40, 50, 60, 70, 80, 90, 100} and the following α priors α = {5.0, 2.5, 1.67, 1.25, 1.0,
0.83, 0.71, 0.63, 0.56, 0.5}. This will allow for the evaluation of how aggregating diverse social
media models affects coherence.

On 19th October 2016, the third Presidential Debate between Democratic nominee Hillary
Clinton and Republican nominee Donald Trump took place at the University of Nevada, Las
Vegas. The debate lasted 90 minutes and had six topics split roughly into 15 minute seg-
ments. The topics chosen by the chair were on debt and entitlements, immigration, economy,
Supreme Court, foreign hot spots, and fitness to be president. This debate was the climax of
lengthy campaigns which were not without scandal and dishonesty from both parties. The
candidates provoked dissent and discord amongst the American population and this was re-
flected on Twitter. During the debate 300,000 Tweets were captured using various hashtags
and keywords used by supporters of each nominee. These can be seen in Tables 3.

Following the same process as in the previous experiments, the first task was to perform
tuning experiments to find the optimal similarity threshold and sliding window size. Since
Jensen-Shannon divergence was the best performing similarity metric in both tuning exper-
iments it was also use here. The results can be seen in Figure 6. The legend of this figure
details the coherence with red being more coherent and blue being less coherent. This shows
that <= 0.7 is the optimal threshold, meaning that the model is not too strict about which
topics to aggregate, therefore many topics being aggregated.

In the tuning experiment, the full experiment was run with a similarity threshold of <= 0.7
and a sliding window size of 20. The results are presented in Figures 7a and 7b for extrinsic
coherence and intrinsic coherence, respectively.

Figure 7a shows that the extrinsic coherence of the aggregated model increase greatly
compared to the base models used to generate it. This means that the aggregated topics are
a better representation of being coherent in general English language, however, this level of
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Table 3: Keywords used for Tweet Collection

Trump Clinton

#AmericaFirst #ImWithHer
#ImWithYou #LoveTrumpsHate
#MAGA #NeverTrump
#TrumpTrain #Clinton
#MakeAmericaGreatAgain #ClintonKaine16
#TrumpPence16 #ClintonKaine2016
#TrumpPence2016 #DNC
#Trump #OHHillYes
#AltRight #StrongerTogether
#NeverHillary #VoteDems
#deplorable #dems
#TeamTrump #DirtyDonald
#VoteTrump #HillaryClinton
#CrookedHillary #Factcheck
#LatinosForTrump #TrumpedUpTrickleDown
#ClintonFoundation #ClintonKaine
#realDonaldTrump #WhyIWantHillary
#LawAndOrder #HillarysArmy
#pepe #CountryBeforeParty
#DebateSideEffects #TNTweeters
#WakeUpAmerica #UniteBlue
#RNC #p2
#tcot #ctl

#p2b
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Figure 7: Average intrinsic and extrinsic coherence for topics in the base models and aggre-
gated model for social media data

coherence is quite low as expected due to the modelled corpus being quite domain specific.
The more specific a corpus is, the harder it is to have a high extrinsic coherence as the extrinsic
reference corpus have a lot of general English terms not specific to the corpus.
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Figure 7b shows the intrinsic coherence increases slightly compared to the base models.
This means that the aggregated model is a slightly better representation of the underlying
corpus that is being modelled. However, there is not much difference between model m2 and
the aggregated model.

In terms of changes between the base model and the aggregated model, Tables 4 and 5
show the topics before and after, respectively. As can be seen t1 in the base model is mainly
about Trump and his affinity for ”Putin” and ”Russia”, whereas in the aggregated model
this topic also has the words ”woman” and ”issues”, referring to the number of women who
came out before the debate to allege that Trump had made inappropriate advances on them.
Importantly, t2 has the addition of the word ”amnesty”. This is associated with the word
”illegals” in the base model topic and represents Clinton’s desire to grant amnesty to many
illegal immigrants. Topic t10 also shows that the aggregated model has the ability to filter
noise out of topics; in the base model the string ”skhbwg6aq3” appears but is not present in
the aggregated model.

6.4 Experiment 4: Comparison with the NMF algorithm

A NMF algorithm utilises linear algebra to factorise a matrix V into two matrices, W and H
where V = WH. These matrices have the property that they only have positive or zero ele-
ments, means they are non-negative [9]. In the context of topic modelling, V is the document-
term matrix where terms are generally represented by tf -idf (term frequency–inverse doc-
ument frequency) values for example, W is the term-feature matrix, and H is the feature-
document matrix. In this case the feature-document matrix describes the topics found in a
textual corpus.

At its core, NMF approximates the dot product of W and H through iterations, resulting
in the product of V . This iterative process is repeated until a specified amount of iterations is
reached or the approximation error converges to a certain point. Additionally, l2 regularisation
loss is used to prevent weights in the matrices from becoming too large.

In this experiment, the same datasets used in Experiments 1 and 2 have been used again
with NMF, producing a new set of topics. As in the previous experiments, both intrinsic and
extrinsic coherence are calculated. Intrinsic uses the corpus the documents were generated
from and extrinsic uses the English Wikipedia. All other parameters for testing are also the
same as previous experiments. For fairness, 10 topics were generated for each dataset as
this is the same amount of topics that were previously generated using the aggregated topic
model.

NMF was configured to run for a maximum of 2000 iterations if approximate error did
not converge. Initialisation was performed using non-negative double singular value decom-
position [10] with a multiplicative updater solver.

7 Evaluation of the Experimental Results

The experimental results reveal that the aggregating models increase the coherence of topics.
Figures 3a, 3b, 5a and 5b show that the model with the lowest number of topics or highest α
prior (m1 from both experiments) are normally the most coherent topic but after aggregation,
the aggregated topic is the most coherent. This could be because m1 is usually the most
general model, therefore when evaluated extrinsically the words would have a high probability
of co-occurring as they are not specific. What is also interesting is the fact that the aggregated
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Table 4: Base model topics for social media data

t1 t2 t3 t4 t5 t6 t7 t8 t9 t10

trump hillary america states debate clinton people obama corrupt women
donald clinton make president tonight hillary support money change debate
time trump great borders final taxes vote country future puppet
putin american ready drug foundation back abortion don leader wall
bad tax question deport twitter mosul ion world nation won
lies didn election open live plan don run woman street

russia put state border watching lost doesn give weak presidential
wrong pay campaign fact hands one supporter economic oligarchy rights
talk liar response wallace proof wasn two rigged defendable skhbwg6aq3
war talking edu lords skin amendment four haiti nasty proud

Table 5: Aggregated model topics for social media data

t1 t2 t3 t4 t5 t6 t7 t8 t9 t10

trump hillary great america debate clinton support obama corrupt women
donald clinton america president tonight hillary abortion money future debate
talking american make tonight ll back ion country leader won
woman tax ready deport puppet mosul baby don nation rights
issues put question drug hillary tonight hillary world weak retweet
putin dollars states border america taxes supporter run oligarchy presidential
nasty illegals response hillary taxes lost page give defendable respect
god amnesty edu america obama america bi economic change care

clinton thousands campaign ll wall ll term rigged uninformed defend
speaks provide confirmed fact live fact babies haiti democracy final

model also has the highest intrinsic coherence, meaning that combining elements of more
specific models into the general model allows for a greater representation of the modelled
corpus.

However, it was found that to maximise coherence the sliding window size had to be set
to the size of the document being analysed. Using the full document size is not detrimental
to results as the average document length is 133.07 words, which is only 33.07 words more
than the second highest average coherence sliding window size of 100.

7.1 Significance Testing

A paired t-test was performed to compare the topic coherence for the base model and best
aggregated model from each experiment by accounting for the difference between base models
and aggregated models, as well as the mean values, in order to ascertain if there is a statisti-
cally significant difference in topic coherence after aggregating the similar models. The critical
value is α = 0.05.

7.1.1 Experiment 1

There is a significant difference in the topic coherence for the base model (µ = 0.386, σ =
0.179) and aggregated model (µ = 0.736, σ = 0.224); t(9) = 7.173, P = 0.0000523. These
results suggest that aggregating the output of multiple topic models can increase the topic
coherence. The comparison between coherence for each topic in the base model and aggregated
model can be seen in Figure 8a. Interestingly, Figure 8a also shows that the two models are

22



t1 t2 t3 t4 t5 t6 t7 t8 t9 t10
0

0.2

0.4

0.6

0.8

1

1.2

1.4

Topic

C
o

h
er

en
ce

 

 
Aggregate Model

Base Model

(a) Comparison of topic coherences for
the base model and aggregated model
for models with different topic num-
bers

t1 t2 t3 t4 t5 t6 t7 t8 t9 t10
0

0.2

0.4

0.6

0.8

1

1.2

1.4

Topic

C
o

h
er

en
ce

 

 
Base Model

Aggregate Model

(b) Comparison of topic coherences for
the base model and aggregated model
for models with different α priors

Figure 8: Comparison of topic coherences

somewhat positively correlated with a Pearson’s correlation coefficient of ρ = 0.73. This
suggests that each topic in the model has had the same scale of topic coherence improvement.

7.1.2 Experiment 2

There is a significant difference in the topic coherence for the base model (µ = 0.253, σ = 0.17)
and aggregated model (µ = 0.64, σ = 0.229); t(9) = 12.03, P = 0.00000075. These results
suggest that aggregating the output of multiple topic models can increase the topic coherence.
The comparison between coherence for each topic in the base model and aggregated model
can be seen in Figure 8b. Again, the two models are somewhat positively correlated with a
Pearson’s correlation coefficient of ρ = 0.911. This suggests that each topic in the model has
had the same scale of topic coherence improvement.

7.1.3 Experiment 3

There is a significant difference in the topic coherence for the base model (µ = 0.157,
σ = 0.219) and aggregated model (µ = 0.177, σ = 0.227); t(9) = 4.53, P = 0.0014. The
results presented above showing that there is an increase in coherence and this is backed by a
statistically significant difference, this result suggests that aggregating the output of multiple
topic models for social media can increase the topic coherence at a statistically significant
level.

7.1.4 Experiment 4

The coherence of these NMF topics is calculated and compared to the coherence of the
topics discovered using the aggregated topic model. Due to the inherent nature of NMF
one cannot directly create aggregated topics, as the words in the topics do not have well-
defined probabilities. This happens because the NMF algorithm uses the Frobenius norm as
the objective function for loss. Probabilities can be extracted if the generalised Kullback-
Leibler divergence [11] is used for loss, however, this is equivalent to the older, superseded
probabilistic latent semantic indexing [17, 13] which pre-dates LDA and NMF.
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Table 6: Intrinsic and extrinsic coherence for topics generated using non-negative matrix
factorisation compared to aggregated topic models for Associated Press dataset

Topic Intrinsic Extrinsic

Topic 1 0.01 0.08
Topic 2 0.37 0.13
Topic 3 0.15 0.16
Topic 4 0.22 0.01
Topic 5 0.25 0.06
Topic 6 0.19 0.12
Topic 7 0.22 0.26
Topic 8 0.2 0.01
Topic 9 0.28 0.04
Topic 10 0.13 0.17
Mean Coherence 0.202 0.106
Mean Aggreagted Model Coherence 0.39 0.75

The results for the Associated Press dataset can be seen in Table 6. This table shows
the intrinsic and extrinsic coherence for all topics generated by NMF, along with the mean
coherence and mean aggregated topic model coherence. As it shows, intrinsically, both models
performed quite low, however, the aggregated topic model was more coherent by almost double
NMF’s coherence. The most interesting result is how much more coherent the aggregated
model was extrinsically compared to NMF, more than seven times more coherent. From
empirical observation it appears that NMF gives higher weight to fewer words in topics
compared to the LDA models used to create the aggregated topic model. Additionally, it
appears as though NMF does not capture advanced lexical devices such as polysemy as good
as LDA. These could be contributing factors to the lower coherence score.

The results for the presidential debate social media dataset can be seen in Table 7. Again,
in this domain the aggregated topic model outperformed NMF but not by as large a difference
as the previous experiment most likely due to noise in the data. It should be noted that
the zero coherence scores presented are in fact extremely small decimal values. Intrinsically,
both NMF and the aggregated topic model perform similarly with the aggregated topic model
outperforming NMF by only 0.021. This shows that the aggregated topic model’s topics better
capture the underlying topics of the dataset. The aggregated topic model also outperformed
NMF extrinsically, this time by 0.081. The lower score of NMF this time is most likely due to
the top terms in topics being heavily influenced by noise in the data, leading to this noise not
matching anything in the English Wikipedia. The aggregated topic model helps alleviate this
problem by bringing similar terms from other topics in to replace noise which is not prevalent
in other topics, leading to a higher coherence.

8 Discussion and Conclusion

To summarise, the proposed aggregated topic model method was tested in three experiments
(experiments one and two served as a proof-of-concept and experiment three as a real world
example). All experiments showed the aggregated topic model improved topic coherence by
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Table 7: Intrinsic and extrinsic coherence for topics generated using non-negative matrix
factorisation compared to aggregated topic models for social media dataset

Topic Intrinsic Extrinsic

Topic 1 0 0
Topic 2 0.65 0.03
Topic 3 0.15 0.05
Topic 4 0.11 0
Topic 5 0.28 0.03
Topic 6 0.01 0.01
Topic 7 0.03 0.01
Topic 8 0.12 0.01
Topic 9 0.2 0.01
Topic 10 0.24 0.03
Mean Coherence 0.179 0.019
Mean Aggreagted Model Coherence 0.2 0.1

a statistically significant amount.
This work proposes a novel solution for aggregating topic models that can improve the

coherence of the topics produced. The experiments conducted demonstrate that the coher-
ence has been improved through aggregating topic models. The experiments show that the
coherence is improved after creating a number of models with different numbers of topics
or different parameters and applying the aggregation technique. The experimental results
provide an insight into a conjecture of the improvement that when models are created with
different numbers of topics, they create a mix of general, as well as more focused, specific
sets of topics as the number of topics increases. The advantage of this is that the aggregated
models have more general topics which lead to the aggregated model being more representa-
tive of the corpus it was generated from as shown by the intrinsic coherence results. It is also
observed that Jensen-Shannon divergence generally gives better results than cosine similarity.
This could be because Jensen-Shannon divergence assesses if two distributions were drawn
from the same underlying distribution rather than simply assessing similarity, as is the case
with cosine similarity.

The results of the proof-of-concept experiment two were also interesting as despite having
fewer changes in the aggregated model than the first experiment, there was a noticeable
difference in coherence. This suggests that aggregation allows for more general topics, and
that any form of generalisation results in a higher topic coherence.

We also showed that this work can be used successfully in the social media domain. We
demonstrated that it works well at increasing the topic coherence and adding additional
words to topics which make them more coherent. Additionally, the aggregated method has
the feature of being able to filter out noise from topics. Despite the experimental results
showing an increase in coherence, it was not at a statistically significant level.

It is important to note that although the top N words in a topic may not appear to change
much in some cases; the underlying φ distribution of the topics (topic-word distribution) will
change after the aggregated model is formed.

The proposed aggregation technique shows that it outperforms standard topic models in
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topic coherence, but the method can still be improved, for example, by clustering or bagging
the corpus into subsets of data and generating base models using these subsets, which could
then be used for generate aggregated topic models. The topics generated from these subsets
when aggregated could provide a good mix of general topics, as well as specific topics. This
work could also be furthered by creating aggregated topics from different types of topic models.

The comparison between NMF and aggregated topic models demonstrate that the aggre-
gated topic model outperforms NMF in terms of coherence both extrinsically and intrinsically
on both datasets. Both modelling methods performed quite similarly intrinsically showing
that they both capture the underlying topical structure of datasets well, however, the extrin-
sic results are extremely different. The aggregated topic model strongly outperforms NMF
extrinsically. This reveals how the aggregated topic model brings similar terms into a topic
from other similar topics to displace potentially noisy terms, thereby increasing coherence
extrinsically which demonstrates that the topic should be coherent in daily English language.

Another important area of further work is to present the base models and aggregated
models to humans and have them to rank the topics based on human’s perception. This will
allow for examining the correlation of the coherence of the aggregated model with human
opinion.
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