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ABSTRACT Automatic voice pathology detection and classification systems effectively contribute to the
assessment of voice disorders, enabling the early detection of voice pathologies and the diagnosis of the
type of pathology from which patients suffer. This paper concentrates on developing an accurate and robust
feature extraction for detecting and classifying voice pathologies by investigating different frequency bands
using autocorrelation and entropy. We extracted maximum peak values and their corresponding lag values
from each frame of a voiced signal by using autocorrelation as features to detect and classify pathological
samples. We also extracted the entropy for each frame of the voice signal after we normalized its values to be
used as the features. These features were investigated in distinct frequency bands to assess the contribution
of each band to the detection and classification processes. Various samples of the sustained vowel /a/ for
both normal and pathological voices were extracted from three different databases in English, German, and
Arabic. A support vector machine was used as a classifier. We also performed u-tests to investigate if there
is a significant difference between the means of the normal and pathological samples. The best achieved
accuracies in both detection and classification varied depending on the used band, method, and database. The
most contributive bands in both detection and classification were between 1000 and 8000 Hz. The highest
obtained accuracies in the case of detection were 99.69%, 92.79%, and 99.79% for Massachusetts eye and
ear infirmary (MEEI), Saarbrücken voice database (SVD), and Arabic voice pathology database (AVPD),
respectively. However, the highest achieved accuracies for classification were 99.54%, 99.53%, and 96.02%
for MEEI, SVD, and AVPD, correspondingly, using the combined feature.

INDEX TERMS Voice pathology detection and classification, frequency investigation, Arabic voice pathol-
ogy database (AVPD), Saarbrücken voice database (SVD), Massachusetts eye and ear infirmary (MEEI).

I. INTRODUCTION
Individuals are increasingly at risk of pathological voice
problems. Around 25% of the world population whose
professions compel them to speak excessively louder than
the normal level suffer from these kinds of problems.
For instance, singers, actors, lawyers, teachers, auctioneers,
aerobics instructors, and manufacturing supervisors are all
considered to work in professions that make heavy demands
on the voice. As a consequence, working on the digital
processing of speech signals has been found to provide a
noninvasive analytical technique that is considered to be an

effective assisting tool to medical doctors when identify-
ing voice disorders, specifically in their early stages. Voice
pathologies affect the vocal folds during the phonation pro-
cess. They make vocal folds producing irregular vibrations
due to the malfunctioning of different factors contributing to
vocal vibrations. Vocal folds are differently affected by vocal
fold pathologies resulting in variation in the vibratory cycle
of vocal folds because their ability to be closed properly is
decreased. Voice disorders also affect the shape of the vocal
tract (supra-glottal) and produce irregularities in spectral
properties [1]. It is well known that there is no intralaryngeal
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(tracheobronchial tree) effect on the vocal tract during the
production of a vowel if we consider that the voicing source
has infinite resistance. However, an accurate detailed analysis
must realize that the infralaryngeal structures do influence the
vocal tract and that the articulatory configuration in the vocal
tract interacts with the articulation in the vocal folds [38].
Hence, supplementary vocal tract-related information is pre-
dictable and thus enables the detection of the characteristics
of the vocal folds, essentially during phonation [39]. In addi-
tion, voice disorders affect vocal fold vibration differently
depending on the type of disorder and location of the disease
in the vocal folds, making them produce different basic tones.
Vocal fold vibration depends on several factors such as the
mucus present on the vocal fold’s tissue, stiffness, tension,
muscles in the larynx, and the closing and opening of the
folds. These factors are affected differently for various voice
pathologies. Due to the position and size of the pathologies,
the vocal folds are closed differently during vibration. There-
fore, vibration varies from one type of pathology to another.
This vibration produces glottal source excitation frequencies
and affects the supra-glottal (the bottom part of the vocal
tract) area, which in turn contributes to the frequency of the
output voice signal.

Suffering from various voice pathologies like dysphonia
has increased dramatically, with approximately 7.5 million
people in the United States alone suffering from vocal prob-
lems [2]. However, in Saudi Arabia, around 15% of all
patients who visit King Abdul Aziz University Hospital in
Riyadh present with various voice disorders [3]. The influ-
ence of voice problems on teaching professionals is greater
than on other professionals. Different studies in the United
States have exposed that the spread of voice disorders during
the whole life of people is 57.7% for teachers and 28.8%
for non-teachers [4]. Further, in the Riyadh area of Saudi
Arabia, around 33% of male and female teachers experience
voice disorders at some point in their lives [5]. Various cases
were checked by the Communication and Swallowing Dis-
orders Unit at King Abdul Aziz University Hospital, and
they found about 760 cases yearly in people with different
professional and etiological backgrounds. The use of nonin-
vasivemethods (e.g., computer programs) to detect or classify
pathological problems in speech has increased over time,
and in the last decade various studies have been performed
using automatic detection and classification of vocal fold
disorders. However, these need to be investigated because
of the lack of standard methods and equipment for voice
disorders. The first and the most critical step to diagnose
and correctly control a voice disorder is the detection of
pathology. Objective assessment, including acoustical analy-
sis, is independent of human intervention and can assist clin-
icians in making decisions. We firmly believe that clinicians
have the final decision regarding the medical diagnosis, and
an objective assessment can only be used as an assistive tool.
In contrast, the subjective measurement of voice quality
depends on human experience and can vary from one indi-
vidual to another. There are different types of signal analyses

that can be used to perform automatic voice pathology,
such as long-term and short-term signal analyses. Whilst
the parameters of long-term signal analyses can be taken
from the acoustic analysis [6] of a speech signal or Big
data [7], the parameters of short-term signal analyses can be
computed by using linear predictive coefficients [8], wear-
able 2.0 [9], linear predictive cepstral coefficients [10], Mel-
frequency cepstral coefficients [11], [12], and so on. Various
machine-learning algorithms, such as Gaussian mixture
model [13], [14], hidden Markov model [15], support vector
machine (SVM) [16], artificial neural network [17], and so
on, have been used to discriminate between pathological
and normal samples. In reality, there are diverse numbers
of long-term acoustic features such as pitch, shimmer, jitter,
amplitude perturbation quotient, pitch perturbation quotient,
harmonic-to-noise ratio, normalized noise energy, voice tur-
bulence index, soft phonation index, frequency amplitude
tremor, and glottal-to-noise excitation ratio that can be used
to diagnose voice pathology as reported in [2]–[12] and [14].
For example, jitter and shimmer are appropriate features
to extract vocal fold vibratory characteristics from normal
and pathological samples. These parameters are widely used
in other systems [18]. Further, shimmer, jitter, and seven
other parameters were extracted as an iterative residual
signal estimator in Rosa et al. [19], where jitter obtained
54.8% of accuracy for 21 pathologies. In addition, 33 var-
ious long-term acoustic parameters were extracted from
the Multi-Dimensional Voice Program (MDVP) [20], wher
Arjmandi et al. [21] provided the definition of each of these
parameters and used only 22 of them. The selection of these
22 acoustic parameters was dependent on the extracted list
of voice samples in the Massachusetts Eye and Ear Infir-
mary (MEEI) database. After the calculation for each sample
(50 dysphonic and 50 normal) of these parameters, they were
fed to six different classifiers for the sake of comparing
their accuracies. Before applying the classification method,
the authors used two distinctive reduction techniques. The
best acquired accuracy for recognition is 94.26% in the case
of using the binary classification SVM. Wang et al. [22],
Mel-frequency cepstral coefficients and six acoustic parame-
ters (jitter, shimmer, harmonic-to-noise ratio, soft phonation
index, amplitude perturbation quotient, and relative average
perturbation) were extracted, with the results compared with
those of the neural network-based voice pathology detection
system [23]. Sáenz-Lechón et al. compared their proposed
parameters based on wavelet transform with some of the
MDVP parameters to discriminate between pathological and
normal samples [24]. To ensure the reliability of the acoustic
MDVP parameters, some of them were compared with the
same parameters extracted by using Praat. The results showed
no significant difference between the two computer software
approaches [25]. In recent years, different regression-based
features (e.g., MPEG-7 audio descriptors and multidirec-
tional approaches) have been used for determining voice
pathologies, with high accuracy of detection [26], [27].
Another recent study investigated the most discriminative
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frequency region for voice pathology detection [28]. Vowel
formants were also proved to be efficient in voice pathology
detection [40].

Autocorrelation function is considered to be one of the
most common methods for extracting various characteris-
tics from speech signals. Autocorrelation is known to be a
domain that has certain good properties that can be used
as features. When based on a correlation function applied
to a short section of a voice signal, the method can pro-
vide substantial information that enables us to estimate the
irregularity in the vocal folds. For example, these methods
result in many peak values, with a periodicity the same as
that of the input signal. Therefore, to examine the periodicity
of the signal, it is common to examine its autocorrelation
function. This indicates that the correlation function of a
periodic signal is also periodic. Consequently, finding the
pitch and fundamental frequency of the signal will be possible
by using these methods. In much research, it is observed that
a normal voice has more periodicities than a pathological one.
Therefore, performing correlation functions on these types
of classes will provide an excellent indication that it can be
used to discriminate between normal and pathological voices.
For instance, Von Leden, Moore, and Timke observed that
pathological samples have a strong tendency for frequent and
rapid changes in regularity [29]. In addition, Lieberman found
that pathological voices tend to show unusually large cycle-
to-cycle fluctuations in the fundamental period [30]. In this
work, we perform autocorrelation on the signal frame by
frame, and we also perform the entropy on the signal one
frame at a time after we normalize each one. It is preferable
to use a short segment of the voice signal instead of the whole
signal, because the noise tends to be cancelled out in the
autocorrelation process in this short segment [31].

As we observe, every voice disorder produces different
frequencies depending on the type of voice disorder and
its location on the vocal folds, as we described above.
Consequently, observing the frequency bands is very impor-
tant in order to assess which one contributes more to the
detection and classification of voice disorders. For instance,
Pouchoulin et al. [37] found that lower frequencies
(0 3000 Hz) are more suitable for identifying dysphonic
voices than higher frequencies. In addition, Fraile et al. [36]
found that the power of dysphonic voice signal is significantly
less stable in the frequency region between 2000 and 6400 Hz
than the other frequency regions.

In this paper, we are trying to develop a less-expensive
computational method dedicated to detecting and classifying
voice pathology. Particularly, we focus on extracting features
that have low dimension. In the proposed method of this
study, the voice signal is fed to a bank of band pass filters, and
the output of each filter will be divided into different numbers
of overlapped frames. Autocorrelation function is applied one
frame at a time in order to extract the peak and its corre-
sponding lag, which will be finally represented as features.
Moreover, entropy is applied to extract another feature to be
stored as features. To detect and classify the voice pathology,

TABLE 1. Normal and pathological samples from the three databases.

the proposed method is evaluated by using three different
databases that have three voice disorders in common: (i) the
MEEI [32]; (ii) the Saarbrücken Voice Database (SVD) [33];
and (iii) the Arabic Voice Pathology Database (AVPD).

II. MATERIALS AND METHODS
A. DATA
In this study, we used three different databases (MEEI, SVD,
and AVPD) and chose three types of voice pathologies that
were common to all three of the databases — (1) vocal fold
cysts; (2) unilateral vocal fold paralysis; and (3) vocal fold
polyps. The number of samples in each database is shown
in Table 1, where the numbers of male and female speakers
are shown, respectively, inside parentheses. The three used
databases are each described below.

B. MEEI VOICE DISORDER DATABASE
This database, developed by theMEEIVoice and Speech Lab,
contains more than 1,400 voiced samples of the sustained
vowel /a/ and the first part of the Rainbow Passage. It is com-
mercialized by Kay Elemetrics [32] and was recorded in two
different environments. The sampling frequency for normal
samples was 50 kHz, while that of pathological samples was
25 kHz or 50 kHz. It is used inmost studies of voice pathology
detection and classification even though it has many dis-
advantages, such as the different environments and sample
frequencies used to record normal and pathological voices.
In this database, many tools were used to evaluate voice
condition, including stroboscopy, acoustic aerodynamic mea-
sures, and a physical examination of the neck and mouth (this
information is provided by Kay Elemetrics). In the CD pro-
vided by Kay Elemetrics, we filtered the filenames according
to the three diseases; if there were multiple pathologies for a
file, we ignored that file. For normal speakers, we chose all
available 53 samples, and we selected only sustained vowel
/a/ samples.

C. SVD
The Institute of Phonetics at Saarland University was respon-
sible for recording the SVD database, which is freely down-
loadable [33]. This database contains sustained vowels/a/,
/i/, and /u/ with different intonations (normal, low, high,
low-high-low), along with a spoken sentence in German
‘‘Guten Morgen, wie geht es Ihnen?’’ which translates into
English as ‘‘Good morning, how are you?’’ These attributes
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make it a good database for researchers to use when con-
ducting experiments. All recorded voices in the SVD were
sampled at 50 kHz with 16-bit resolution. This database
is new, and thus very few studies of voice pathology
detection have used it. We downloaded the files from
the website mentioned in [33] by using the criteria of
the three diseases, and selected only the sustained vowel/
a/ samples produced at the normal pitch.

D. AVPD
The voice and speech samples in this database were recorded
in different sessions at the Communication and Swallowing
Disorders Unit [3] of King Abdul Aziz University Hospital in
Riyadh, Saudi Arabia. The recording process was performed
by experienced phoneticians in a sound-treated room, and a
standardized recording protocol was used to collect voices
from the patient. The protocol of the database was designed
to avoid the various shortcomings of the MEEI database [24].
The AVPD has recordings of sustained vowels as well as the
speech of patients who have vocal fold pathologies, along
with the same recordings of persons with normal speech.
Normal and pathological vocal folds were determined after
clinical assessment by using a laryngeal stroboscope. In the
case of pathology, the perceptual severity of voice disor-
ders was rated on a scale of 1–3, where 3 represents the
most severe case. A severity rating was associated with each
sample based on the consensus of a panel of three expert
medical doctors. The recording has different types of texts:
(1) three sustained vowels with onset and offset information;
(2) isolated words, including Arabic digits and some other
common words; and (3) continuous speech. The selected text
was carefully chosen to cover all Arabic phonemes. Most of
the speakers recorded three utterances of each vowel,/a/, /u/,
and /i/. However, the isolated words and continuous speech
were recorded only once in order to avoid overburdening
the patients. The sample frequency of all collected normal
and pathological samples in AVPD is 50 kHz. The recording
process was performed by using the computerized speech
lab program. The voice disorders recorded in this database
were evaluated and validated by different specialist doctors
at King Abdul Aziz University Hospital. Among the recorded
samples, only the recordings of patients with vocal fold cysts,
vocal fold polyps, and unilateral vocal fold paralysis were
included in this study. We selected only sustained vowel /a/
samples.

III. PROPOSED METHOD
The key point of this study is to extract features that
can enhance accuracy when detecting and classifying voice
pathology, as well as to investigate the effect of different
frequency regions (bands) on the detection and classification
processes. In this study, we used two different methods to
extract the features: autocorrelation and entropy. These fea-
tures are used to discriminate between normal and patholog-
ical samples and to classify the latter. Figure 1 shows the
block diagram of the proposed method, and reveals that the

FIGURE 1. Detailed block diagram of the proposed method.

voice signal was fed to a filter bank composed of eight band
pass filters. These filters represent the band pass of finite
impulse response (FIR) filters, whose center frequencies are
distributed on an octave scale at 31.25, 93.75, 187.5, 375,
750, 1500, 3000, and 6000 Hz. Although we also performed
experiments with the Mel scale, the octave scale showed
better performance in detection and classification. The main
idea behind using a bank of filters was to investigate the
voiced signal in different frequency regions. The output of
each filter was divided into different numbers of small blocks
called frames, each of which was 40 ms with an overlap
of 50% (20 ms). By using the first method, we applied the
autocorrelation one frame at a time in order to extract the peak
and its corresponding lag for each frame in each individual
filter’s frame, which were finally represented as a vector of
features. The autocorrelation function of a signal in a frame
can be computed as follows:

AC(τ ) =
N−τ−1∑
n=0

s(n)s(n+ τ ) (1)

where 0 ≤ τ ≤ L− 1, AC is the autocorrelation function, s is
the signal, L is the maximum lag value, N is the nu mber of
samples in a frame, and τ is the lag.

In the case of using the second method to extract features
by using entropy, we normalized each frame in each individ-
ual filter by subtracting themean as computed in equation (2):

Normalized(ei) = ei −
1
N

N∑
j=1

ej (2)
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where N is the total number of samples in the frame, and ei
is the ith element in the vector. After that, we computed the
entropy for each frame by using equation (3), considering the
normalized values in each frame as the probability density
function for each value:

Entropy = −
N−1∑
i=0

Pi∗ log2(Pi) (3)

The values of the computed entropy for all frames of
each filter represent a vector of features as in method one.
We passed this vector of features to the SVM classifier to
make the decision about whether the given samples were
pathological or normal. Finally, we combined the extracted
feature by using the two methods to represent a new set of
features and passed them to the SVM classifier to detect and
classify the voice pathology.

IV. EXPERIMENTAL SETUP
All samples of the sustained vowel /a/, which were taken from
the three databases with the three common voice patholo-
gies in these databases, were down sampled to 25 kHz if
the sample frequency of the taken sample was more than
25 kHz, in order to make sure that all samples had the same
sampling frequency. In the case of detection, we performed
two different experiments on each database depending on the
type ofmethod (autocorrelation or entropy) used to extract the
features. After that, we performed one extra experiment on
each database by combining the extracted features (peak and
lag with the entropy). Further, we performed 36 experiments
for each feature on each database (36 × 3 × 3 = 324
experiments). In the case of classification, we performed six
different experiments on each database depending on the type
of method used to extract the features and classification type.
Next, we performed three extra experiments on each database
by combining the features, after which we performed
36 experiments for each feature on each database depending
on the type of classification (36× 3× 9 = 972 experiments).
Moreover, we performed six cross-database experiments on
each feature (peak and lag, entropy, and the combination)
depending on the classification type (3× 3× 2 = 18 experi-
ments). One database was used as the trained database and
the other one was used as the tested database. In addition
to these experiments, we performed different experiments by
using u-tests and XLSTAT software to assess the significant
difference between the means of normal and pathological
samples for each database separately. The output of each filter
of the normal samples represents the normal class, and the
output of each filter of pathological samples represents the
pathological class. The null hypothesis of the u-test is ‘‘there
is no significant difference between the two classes,’’ while
the alternate hypothesis for this test is ‘‘there is a significant
difference between the two classes.’’

V. RESULTS
The results of the performed experiments for pathology
detection and classification are expressed in different terms.

These terms are accuracy (ACC: the ratio between correctly
detected samples and the total number of samples), sensi-
tivity (SN: the proportion of pathological samples positively
identified), specificity (SP: the proportion of normal sam-
ples negatively identified), and the area under the Receiver
Operating Characteristic (ROC) curve, called the Area under
Curve. These terms can be calculated by using the following
distinct equations:

ACC =
TP+ TN

TP+ TN + FP+ FN
(4)

SN =
TP

TP+ FN
(5)

SP =
TN

FP+ TN
(6)

where true negative (TN) means that the system detects a
normal subject as a normal subject, true positive (TP) means
that the system detects a pathological subject as a patho-
logical subject, false negative (FN) means that the system
detects a pathological subject as a normal subject, and false
positive (FP) means that the system detects a normal subject
as a pathological subject.

The features extracted from the three different databases
need to be verified in the detection and classification pro-
cesses. Hence, a number of experiments were performed
to check their reliability and accuracy in both processes.
To ensure accuracy, different experiments for detection
and classification were performed individually for each
filter (1 to 8) and their consequence combination (10 folds
and 108 experiments on each database, which equal
1080 runs). From the experimental results, the acquired accu-
racies not only varied from one database to another, but
also varied in the same database depending on the types
of features (peak and lag, entropy, and their combination)
being tested and the number of features used to carry out the
experiments. In addition, the number of features varied from
one experiment to another depending on how many filters
were used when performing the experiments. For example,
the number of features in each filter could be one, two, or
three features depending on the type of feature, and this
number increased in the case of consecutive combinations
between filters (number of combined filters multiplied by
one, two, or three). In the case of detection, Table 2 shows
the best achieved accuracies for each database with the dif-
ferent types of features. As we can see from this table, the
accuracies varied from one database to another for the same
used feature, and these obtained accuracies also varied for the
same database depending on the type of feature used to carry
out the experiment. We can also notice that the combined
feature had better accuracies than the other two features on
the three used databases. Moreover, the performance of the
used features had the best performance when using the MEEI
database.

Generally, the highest achieved accuracies are 99.96%,
92.79%, and 92.79% for MEEI, SVD, and AVPD, respec-
tively. To check the performance of each filter and combined
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TABLE 2. Best detection accuracies in the three different databases using
various features.

filter on detection and classification, various experiments
were performed, but we report only the best individual filter
and best combination between consecutive filters that have
the highest results. Table 3 shows the performance of the best
one filter, the best combined two filters, and so on, until the
best eight combined filters for each feature. As we can see
from Table 3, the obtained accuracy increased in the case
of the combined filters, and these accuracies differed from
one database to another with the same type of feature. It is
clear that the best accuracies are achieved in the case of
the combination between the peak/lag features and entropy
feature for the three databases. A summary of pathology
detection results using the three features in differing amounts
of filters from the three databases is given in Appendix A.

The highest acquired accuracies in the case of using the
peak and lag feature are 99.67%, 88.70%, and 91.69% for
MEEI, SVD, and AVPD, respectively, while the highest
acquired accuracies in the case of using entropy are 99.56%,
82.01%, and 77.87% for MEEI, SVD, and AVPD, respec-
tively. However, the best acquired accuracies in the case of
using a combination of the two features are 99.96%, 92.79%,
and 99.53% for MEEI, SVD, and AVPD, respectively. In the
case of classification, we performed many different experi-
ments depending on the used database and classification type
of each feature, as shown in Table 4. The highest accura-
cies are achieved in the case of using the combined feature,
where the classification type is ‘‘Cyst vs (Polyp-Paralysis)’’
in each database. The obtained accuracies in this case are
99.54%, 99.53%, and 96.02% for MEEI, SVD, and AVPD,
respectively. In the case of using the peak and lag feature,
the highest achieved accuracies are 98.72%, 99.02%, and
93.60% forMEEI, SVD, andAVPD, respectively. In addition,
in the case of using the entropy feature, the highest obtained
accuracies are 98.92%, 98.78%, and 85.72% forMEEI, SVD,
and AVPD, respectively. As we can see in Table 4, the clas-
sification accuracies were reduced in case the classification
type is ‘‘Paralysis vs (Cyst-Polyp)’’ due to the variation of
this type of voice pathology, which may be unilateral or
bilateral paralysis. For instance, the recorded samples in

AVPD for the paralysis pathology are bilateral paralysis,
whereas we are not sure about the recorded paralysis samples
inMEEI and SVD (i.e., whether they are unilateral or bilateral
paralysis).

Moreover, to assess the contribution of each filter and the
combined filters in the classification, we performed various
experiments on the three databases with three classification
types: Cyst vs (Polyp-Paralysis), Paralysis vs (Cyst-Polyp),
and Polyp vs (Cyst-Paralysis). We reported only the highest
acquired accuracies in the individual filter and consecutive
combined filter with the three features, where C= combined
feature, P = peak and lag feature, and E = entropy feature
(Table 5). As we can see from Table 5, in all cases the best
classification accuracies are achieved using the combined
feature in all databases and for all classification types.We can
infer from the obtained accuracies mentioned in Table 5
that the contribution of the individual filter is less compared
with the combined filters in all cases. It is clear that the
combined feature has more contributions in the classifica-
tion of pathological samples than the other two features.
In the case of using the MEEI database, the highest obtained
accuracies are 99.54%, 98.72%, and 98.92% for combined,
peak and lag, and entropy, respectively, while the highest
acquired accuracies in the case of using SVD are 99.53%,
98.99%, and 98.78%, respectively. In the case of usingAVPD,
the highest achieved accuracies are 96.02%, 93.60%, and
85.72%, respectively. As we can see from Table 5, the best
accuracies for the three databases for the three features
were achieved in the case of classification type ‘‘Cyst vs
(Polyp-Paralysis).’’

A summary of the pathology classification results using
the three features in different numbers of filters on the three
databases is given in Appendix B.

In addition, cross-database experiments were performed in
the voice pathology samples taken from the three databases.

These experiments were performed depending on the
extracted features from each database with different types of
classifications. For example, Table 6 shows the results of the
cross-databases in the case of using the combined feature.
As we can see from this table, the highest accuracies are
achieved in the case of using SVD as the trained database
and the other two databases as testing. The highest acquired
accuracy is 98.38% when we used SVD as the training set
and the MEEI database and AVPD as the testing set. Table 7
shows the result of the cross-databases in the case of using the
peak and lag feature. The highest obtained accuracy is again
98.38% in the case of using SVD as the training test and the
other two databases as the testing set.

Table 8 shows the results of the cross-databases in the case
of using the entropy feature. The highest archived accuracy is
98.38% in the case of SVD as the training set and the other
databases as the testing set.

The reason behind using the cross-databases was to make
sure that the extracted features yielded the same detection
ability and to avoid unfairly over-fitting as a result of error
estimation.
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TABLE 3. Best detection performance for different filter numbers from the three used databases with three different features.

Finally, we performed more additional experiments by
using u-tests to assess the ability of the extracted features
in determining normal and pathological samples for each
individual database.

Table 9 shows the p-values of each feature between normal
and pathological samples for each database.

Figure 2 shows the ROC curve of the extracted feature from
theMEEI database. It demonstrates that the best performance
is obtained in the case of the combined feature, and also
shows that the performance of peak and lag is better than that
of entropy.

Figure 3 also shows the ROC curve of the extracted features
from AVPD with the highest obtained performance for the
combined feature.

Figure 4 shows that the ROC curve of the three features
extracted from SVD has the best performance for the com-
bined feature.

From the three ROC curves mentioned above, it is clear
that the extracted features from each database serve as
a discriminant between normal and pathological samples.
The 95% confidence interval is [0.9449 0.9870], and the

FIGURE 2. ROC curve for MEEI by using the three features.

one-tailed p-value is zero (<0.05), describing the significance
of the data in the two classes.

VI. DISCUSSION
In this study, two different methods were used to extract
the features, as previously discussed. We investigated
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TABLE 4. Best accuracies for classification for the three databases with the three features for a different number of filters.

the extracted features and their combination for differ-
ent frequency regions for voice pathology detection and
classification. From the experimental results mentioned
above, we found a variation in the obtained accuracies in the
same database. This variation relates to the different types of
used features and different bands of each filter. In the case
of the used features, the reason behind these variations is
that each feature has different values than the other features.
In the case of the different filters, the variation in the accu-
racies in the same database also differed from one filter to
another, as the frequency bands of each filter were different,
which indicates that every frequency band has a different
contribution to the detection and classification of pathologies.
Figure 5 reflects this variation in the accuracies in the case
of the extracted features from the MEEI database. As it is

seen from this figure, the greatest contribution for detection
and classification is achieved in the case of filters 4, 5, 6,
and 7. This also confirms the findings of Fraile et al. [36],
who state that ‘‘the power of dysphonic voices’ signal is
significantly less stable in the frequency region between
2000 and 6400 Hz than the other frequency regions.’’ Fur-
ther, as we notice from the experimental results, the highest
achieved accuracies occurred in the combined filters in all
experiments. This is because each filter has the ability to
detect some components in the specified range of frequencies
than another filter. Moreover, when we combine more than
one filter, their frequency range is expanded, which leads to
higher accuracy detection and classification.

The variation of the obtained accuracy from one database
to another may be caused by different reasons: (1) the severity
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TABLE 5. Best classification accuracies (%) for the three used databases
with three different types of classifications for the three features.

TABLE 6. Cross-database experimental results in the case of using the
combined feature.

of voice pathologies, which are not the same for the three
databases, as shown in Table 2 for instance, where sensitivity
(to pathological samples) varies from one database to another;
(2) the recording environment and regulation of the recording,
which are not the same for the three databases; (3) in the
case of the MEEI database, the recording environments for
pathological and normal samples are not the same; and (4) the
number of samples taken from each database in this study
are not the same. The variation of the accuracies in the three
different databases is illustrated in Figure 6. It is obvious from
this figure that the highest accuracies for the eight different
bands are acquired in the case of using the feature that was
extracted from the MEEI database.

In addition, the obtained results from the cross-database
shown in Tables 6, 7, and 8 indicate that the best accuracies

TABLE 7. Cross-database experimental results in the case of using the
peak and lag feature.

TABLE 8. Cross-database experimental results in the case of using the
entropy feature.

were obtained in the case of using SVD as the training set
and the other databases as the testing set. It is also seen
from these tables that the obtained accuracies varied from one
classification type to another. The best acquired accuracy was
in the case of the ‘‘Cyst vs (Paralysis & Polyp)’’ classification
type, while the worst obtained accuracy was in the case of
‘‘Paralysis vs (Cyst & Polyp)’’ for all the different features.
The reason behind the decrease in the achieved accuracies
in the case of ‘‘Paralysis vs (Cyst & Polyp)’’ is that this
type of voice pathology comes with two different types:
unilateral or bilateral paralysis. In the case of usingAVPD, the
types of recorded voices of paralysis were bilateral paralysis,
whereas in the case of using MEEI and SVD, we are not sure
whether the type of paralysis is unilateral or bilateral. From
Tables 6, 7, and 8, we can notice that the obtained accuracies
did not change much in all databases, which indicates that the
features are independent of the used databases.
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TABLE 9. U-test for the three extracted features for the three used databases.

FIGURE 3. ROC curve for AVPD by using the three features.

FIGURE 4. ROC curve for SVD by using the three features.

Moreover, the calculated p-values for the entropy, peak,
and lag features shown in Table 9 indicate that each fea-
ture helped discriminate between normal and pathological

FIGURE 5. Performance of the three extracted features on each filter.

TABLE 10. Comparison of accuracies between methods (pathology
detection).

samples. We can infer from this table that the peak value has
the best contribution than the other two features for the three
databases. On the other hand, the entropy and lag features
have the best contribution in MEEI and AVPD, but their
contributions were reduced in the case of SVD. In general,
we can conclude from this table that the best contribution for
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TABLE 11. Pathology detection results using the three features in different number of filters on the three databases.

FIGURE 6. Performance of the combined features from the three used
databases on each filter.

these features is peak, entropy, and lag in that order. From the
experimental results, we found the following:

• Every extracted feature contributed to the classification
and detection processes, but the combined feature per-
formed better than the other features.

• The performance of the individual filter (frequency
band) varied, and the best performance was in the case

of using filters 4, 5, 6, and 7 (with frequency band range
1000∼8000 Hz).

• The performance of consecutive combined filters was
better than that of the individual filter in the classifica-
tion and detection processes.

• The used features were independent of the databases.
• The severity and variation of voice disorders were not
addressed in this study and are thus left for future work.

Generally, the obtained results in this study are better than,
or comparable with, other reported results using MEEI,
SVD, and AVPD. For instance, the acquired accuracies were
94.26% and 91.55% for detection and classification, respec-
tively in [21], where Arjmandi et al. used the MEEI database
and SVM classifier but different pathological samples.
In addition, Godino-Llorente et al. [14] used the MEEI
database and reported an accuracy of 94.07%, while
Martínez et al. [34] used the SVD and same classifier that
we used and attained an accuracy of 81%. The authors also
used the MEEI database and the acquired accuracy was
94.80%. Furthermore, Markaki et al. [35] used the MEEI
database and the attained accuracy for the classification was
94.10%, while Muhammad andMelhem [26] used theMPEG
feature to detect and classify the voice pathology by using
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TABLE 12. Pathology classification results using the three features in different number of filters on the three databases.

the MEEI database and SVM classifier, obtaining 99.99%
with 45 features and 99.41% accuracy with only seven
features. Moreover, Al-nasheri et al. [41] used the SVD,
AVPD, and MEEI with the SVM classifier and used the
MDVP parameters to detect the pathology, obtaining accura-
cies of 99.68%, 72.53%, and 88.21% for SVD, AVPD, and
MEEI, respectively. In our study, the obtained accuracy in
the case of using SVD is comparable (or slightly inferior)
to the obtained accuracy in [41]; however, the three features
used in [41] were databases dependent or tuned to a specific
database; in our case, the features are database independent.

Table 10 shows the comparison between our method and
the other methods used in different studies for detection by
using MEEI, SVD, and AVPD. In our study, the highest
obtained accuracies for detection were 99.69%, 92.79%, and
99.79% for MEEI, SVD, and AVPD, respectively, while the
highest achieved accuracies for classification were 99.54%,
99.53%, and 96.02, respectively, using the combined feature.

VII. CONCLUSION
In this study, we evaluated the features (peak, lag, entropy,
their combination) for different databases (MEEI, SVD,
AVPD) and investigated the performance of these features
on eight different filters with specific frequency bands in
order to assess the effect of each band on the detection and
classification processes. In this paper, the obtained accuracies

from detection and classification varied for the same database
as well as from one database to another with the same
used feature. The best acquired accuracies for detection were
99.69%, 92.79%, and 99.79% for MEEI, SVD, and AVPD,
respectively, while the highest achieved accuracies for classi-
fication were 99.54%, 99.53%, and 96.02, respectively, using
the combined feature. Some of the frequency bands per-
formed better compared with the others, but the performance
of consecutive combined bands was better than that of the
individual band. The best performance was in the bands of
frequency range 1000∼8000 Hz. The obtained results for
the cross-database remained almost the same in the three
different databases with the three different features. In future
work, we will investigate the variety of voice disorders and
their severities.

APPENDIX A
See Table 11.

APPENDIX B
See Table 12.
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