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Abstract: There is a need to automatically classify information from online reviews. 
Customers want to know useful information about different aspects of a product or 
service and also the sentiment expressed towards each aspect. This paper proposes an 
Enhanced Twofold-LDA model (Latent Dirichlet Allocation), in which one LDA is used 
for aspect assignment and another is used for sentiment classification, aiming to 
automatically determine aspect and sentiment. The enhanced model incorporates domain 
knowledge (i.e., seed words) to produce more focused topics and has the ability to handle 
two aspects in at the sentence level simultaneously. The experiment results show that the 
Enhanced Twofold-LDA model is able to produce topics more related to aspects in 
comparison to the state of arts method ASUM (Aspect and Sentiment Unification 
Model), whereas comparable with ASUM on sentiment classification performance. 
Additionally, an investigation is carried out to show the importance of research for 
customer satisfaction on various visual charts.  

Keywords: sentiment analysis, aspect discovery, sentiment classification, topic modeling 

1.   Introduction 

The Internet is a common way of life for most people these days with more and more 
tasks being carried out online. For example, if a customer buys a product online, they can 
leave a review indicating how they felt about the product. Reviews are used for many 
different domains, such as products, movies and holidays. Reviews are continuing to be a 
popular way of expressing views on products or services and also a means of seeking 
information about other reviewer opinions. This has resulted in a growth in the amount of 
reviews, which are often only labeled with an overall rating.  

Reviews contain much more useful information than an overall rating, including 
opinions expressed towards different aspects of the product or service. A movie review 
could have an overall rating of 5 stars, but the reviewer could still express negative 
sentiment towards one of the aspects. Reading all the reviews available would be very 
time consuming and difficult to make comparisons. There is therefore a need to 
automatically classify reviews, indicating aspects and sentiment in a way which is easy to 
perceive and compare. 

To this end, we have developed the Twofold-LDA model, it assigns each sentence to 
an aspect, quantifies the results of positive and negative sentiment of each aspect and 
visualize them in an intuitive way [1]. The motivation of the Twofold-LDA model was to 
add supervision to the model in the form of domain knowledge to direct the focus of 
topics towards more relevant aspects than those produced by the standard LDA model 
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[2]. The Twofold-LDA model also incorporates multiple aspects in one sentence 
removing the one aspect, one sentence assumption which research has previously used. 
The results produced by the Twofold-LDA model are then transformed into findings 
from which a customer or manufacturer can benefit in terms of visual charts that are 
useful, easy to read, easy to compare and quick to understand.  

The Twofold-LDA model is done in two separate stages, discovering the aspect 
related to each sentence and discovering the sentiment of the same sentence. Meanwhile 
we incorporate part-of-speech tagging (POS) into the Twofold-LDA modeling process, 
whereby improving its sentiment classification performance, in this way we call the 
Twofold-LDA model as an Enhanced Twofold-LDA model. We compare the Enhanced 
Twofold-LDA model with the Twofold-LDA model to show how efficiency has 
improved. We also compare the Enhanced Twofold-LDA model with ASUM and find 
that the Enhanced Twofold-LDA model performs better for aspect discovery, however 
ASUM performs better for sentiment classification.   

The paper is outlined as follows; in Section 2, we first present the Enhanced 
Twofold-LDA model. We then present experimental results in Section 3, including 
aspect discovery, sentiment classification and the comparison of the Enhanced Twofold-
LDA model and ASUM. Section 4 discusses related work and finally, Section 5 gives a 
conclusion of the work. 

2.   Enhanced Twofold-LDA model 

Figure 1 shows an example of the standard LDA model output, usually 30 to 100 topics 
manually labelled with the aspects that relate to the words in each topic. This manual 
work of making sense of the output can be quite time-consuming and would not be easily 
understood by an end user. 

Previous research using natural language processing techniques shows information in 
graphical form which is much more user friendly. Figure 2 shows an example of a chart 
comparing two digital cameras. From the chart we can clearly see that Digital Camera 1 
is better in nearly every aspect and both cameras have equal positive and negative 
opinion on their weight. This chart means that customers no longer need to read through 

 
 

Fig. 1.  Standard LDA output [2] 
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countless reviews to find the useful information they require. Also, the chart allows a 
customer to compare 2 products along side each other. 
 

 
 
 
 
 
 
 
 
 
 
 

Fig. 2: Visual comparison of two digital cameras [3] 
 
Figure 3 shows an example of the results outputted from ASUM. This is a unified 

model which uses the LDA model as a basis for ASUM [4]. This output requires manual 
labeling for each topic e.g., music (n). This would take a lot of time as there could be 30 
or 100 topics and the findings are still difficult to comprehend. A customer or 
manufacturer would not find this easy to read.  
 

In this paper, we propose an Enhanced Twofold-LDA model, which is aimed to: 
 

• improve the efficiency of the Twofold-LDA model in automatically producing visual 
charts. 

• improve sentiment classification performance by incorporating POS tags into the 
sampling process. 

• compare the proposed Enhanced Twofold-LDA model with a recent comparable 
study, namely ASUM. 

Fig. 3: Restaurant review senti-aspect [4] 
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2.1.    Model Description 

This section describes the Twofold-LDA model, including how seed words are integrated 
into this model. It also contains a description how the model is improved to develop the 
Enhanced Twofold-LDA model which includes incorporating POS tags and 
automatically producing visual charts.  
 

2.1.1.   LDA model 

 
Firstly, we will look at the original LDA shown in Figure 4 [2]. 

 
In this figure, 𝒘 represents the words in the document 𝑑	 ∈ 𝐷 (a set of documents) and 𝑧 
signifies the hidden aspect from which the word 𝒘 is generated. Priors prevent the model 
from over fitting; 𝛽 is the Dirichlet prior vector for 𝜑 ∈ 𝑇 (a list of topics) and 𝛼 is the 
Dirichlet prior vector for 𝜃 ; 𝜑  is a multinomial distribution over words and 𝜃  is a 
multinomial distribution over aspect. Each document is generated by choosing a 
distribution over aspects 𝜃 , which determines P(z) for words in that document. Each 
word is then generated randomly from an aspect 𝑗 using this distribution, then picking a 
word from that aspect according to		𝑝(𝑤|𝑧 = 𝑗). For document 𝑑 , 𝜑3

(4) = 𝑝(𝑤|𝑧 = 𝑗) 
and 𝜃3

(5) = 𝑝(𝑧 = 𝑗)  (𝑁5  is a number of words in d). LDA assumes the following 
generative process: 

 
• For each document 𝑑, choose a distribution 𝜃5	~	𝐷𝑖𝑟𝑖𝑐ℎ𝑙𝑒𝑡	(𝛼) 
• For each word 𝑤? in the document 𝑑 

• Choose aspect 𝑧?	~	Multinomial (𝜃5) 
• Generate word 𝑤?  from 𝑝 𝑤? 𝑧?, 𝛽), a multinomial probability conditioned on 

the aspect 𝑧? 
 
 

 

 

 

 

 

 

 

 

Fig 4.  LDA plate diagram 
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2.1.2.   The Twofold-LDA model 

 
Figure 5 shows the Twofold-LDA model, here we can see that the two LDAs run 

separately on the same dataset. One LDA model is used for aspect extraction and one 
LDA model is used for sentiment classification. We input seed words into the model for 

both aspects and sentiment, the light grey nodes highlight our semi-supervision feature. 
The generative process is as follows: 
 
For aspect assignment: 
• For each document 𝑑, choose a distribution 𝜃5	~	𝐷𝑖𝑟𝑖𝑐ℎ𝑙𝑒𝑡	(𝛼) 
• For each word 𝑤? in the document 𝑑 

• Choose aspect 𝑧?	~	Multinomial (𝜃5) 
• Generate word 𝑤?  from 𝑝 𝑤? 𝑧?, 𝛽), a multinomial probability conditioned on 

the aspect 𝑧? 
 
For polarity assignment: 
• For each document 𝑑, choose a distribution 𝜋5	~	𝐷𝑖𝑟𝑖𝑐ℎ𝑙𝑒𝑡	(𝛾) 
• For each word 𝑤? in the document 𝑑 

• Choose sentiment 𝑠?	~	Multinomial (𝜋5) 
• Generate word 𝑤?  from 𝑝 𝑤? 𝑠?, 𝛽), a multinomial probablility conditioned on 

the sentiment 𝑠? 
 
 

 
 

Fig. 5.  Plate diagram of Twofold-LDA 



 Enhanced Twofold-LDA Model for Aspect Discovery and Sentiment Classification 
 
6 

To incorporate the seed words into the Twofold-LDA model we took a similar 
approach in [5] and revised the Gibbs sampling equation. This was done at two steps, 
first at initialization we set all the seed words to the relating aspect. For example, seed 
words {price, bought, buy, etc.} may all be set to Aspect 4 which might correspond to the 
aspect Value. Secondly, the Gibbs sampling equation is modified to keep these aspect 
words in the correct aspect, i.e., sampling is not performed on aspect words. Keeping 
words such as price, bought and buy in the same aspect will encourage relevant words to 
be classified into this aspect. The modified Gibbs sampling equation can be seen in 
Figure 6. If a word belongs in one of our seed sets (there is a list of seed words for each 
aspect), it is assigned to the correct aspect, otherwise the Gibbs sampling is performed.  

In [6], the authors use Markov chains, specifically Collapsed Gibbs Sampling to 

discover hidden aspects 𝒛 given observed words 𝒘. To sample individual 𝑧?, we use the 
full conditional probability where  𝑛F?,3

(4G) is the number of times, word 𝑤? is generated by 
aspect 𝑗, and 𝑛F?,3

(5G) is the number of times, aspect 𝑗 is used in document 𝑑. 𝑛F?,3
(∙)  indicates 

that the counts are taken excluding the value of 𝑧?. W consists of unique words which are 
generated from 𝒘 and T is a collection of aspects. The first ratio indicates the probability 
of 𝑤?  under aspect 𝑗 , and the second ratio indicates the probability of aspect 𝑗  in 
document 𝑑 [6].  
 

2.1.3.   The Enhanced Twofold-LDA model 

From the literature it can be seen that within the natural language processing domain,  
using POS tagging is a common and effective way to achieve high sentiment 
classification accuracy. We therefore incorporate POS tagging into our Twofold-LDA 
model as domain knowledge, resulting in an Enhanced Twofold-LDA model, to the best 

 
 

Fig. 6.  Modified Gibbs sampling equation adapted from Griffiths and Steyvers (2004) [6] 
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of our knowledge this has not been done so far. To do this we again modify the Gibbs 
sampling equation, shown in Figure 7. First the Enhanced Twofold-LDA model identifies 
the POS tags separately from the modeling process. This is done using the Standford 
POS tagger which identifies the POS tag for each word in the dataset [47]. A matrix is 
then created, which contains each word and its associated tag with the highest 
probability. For example, a word in the TV dataset will be classified as a noun in the 
matrix if that word is more likely to be a noun than a verb. The matrix, 𝑃 =
{𝑝K, 𝑝L, … 𝑝 N } , is then used as input to the modified Gibbs sampling algorithm as 
described in Figure 7. 

With the modified Gibbs sampling algorithm, for each aspect 𝐴 =
{𝑎K, 𝑎, … 𝑎 R }, e.g., positive and negative, if a word 𝑤 belongs to one of the words in the 
aspect seed sets 𝑆 = {𝑠K, 𝑠L, … 𝑠 T }, the word 𝑤 is assigned to that particular topic 𝑇 =
{𝑧K, 𝑧, … 𝑧 U } . If the word 𝑤  belongs to one of the words in the POS set 𝑃 =
{𝑝K, 𝑝, … 𝑝 V }, the word is assigned to that topic 𝑇 = {𝑧K, 𝑧, … 𝑧 U } (e.g., positive may be 
Topic 1 and negative may be Topic 2). As a result, the output of the sampling process is a 
list of topics that have been sampled using aspect seed words in conjunction with words 
with relevant POS tags. When the modified Gibbs sampling with POS tags is used, only 
seed words or words labeled with particular POS tags influence sampling and the 
resulting aspects. 
 

Fig. 7.  Modified Gibbs sampling equation including POS tags adapted from [6] 

 
 The Enhanced Twofold-LDA model also includes the following algorithm to 
automatically visualize graphical charts, which consists of three main steps as illustrated 
Figure 8:   

1. First for each document 𝑑, the algorithm counts the number of pairs of aspect 
𝑧𝟏	and sentiment s𝟏 for each sentence. For example, sentence 0 is identified as 
Value and Positive.  
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2. For each review 𝑅 , a chart element is created for each of the counts, e.g., 
pos_value.  

3. Finally, the chart elements which contain the counts are used to create the 
charts.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 8: Automatic chart algorithm. 

3.    Experimental Results 

We now report the experimental results to show the advantage of the Enhanced Twofold-
LDA model for aspect discovery and sentiment classification.  For aspect discovery, we 
measure performance using precision, recall and f-measure, respectively [48]. For 
sentiment classification we calculate the accuracy of each sentence, then calculate the 
overall accuracy for each review and compare this against the benchmark techniques. For 
experiments we use a 10-fold cross validation. Symmetric hyperparameters 𝛼	= 0.1 and 𝛽 
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= 0.01 were used and Markov chains run for 1000 samples after the initial assessment 
[7]. 

3.1.   Datasets 

We use 3 datasets, 2 of which are publically available, namely, TripAdvisor and Mp3 
datasets. Then we have our manually obtained dataset, i.e., the TV review dataset. A 
summary of the properties of these datasets can be found in Table 1 

Table 1.  Properties of datasets. 

 TripAdvisor TV (all 
sentences) 

TV (aspect 
sentences) 

Mp3 

# reviews 1,850 (108.891) 14,450 13,923 23,945 

# sentences 1,513,655 158,645 81,919 82,823 

# pruned words 10,961,805 926,382 574,676 664,989 

Avg. # sentences in review 13.90 10.99 5.88 3.46 

Avg. # pruned words in 
review 

100.67 64.11 41.28 27.77 

 
TripAdvisor dataset. This dataset is made up of hotel reviews from the TripAdvisor 
website. It has been used by another work to jointly detect aspect and sentiment [7]. This 
is the largest one of the 3 datasets, containing 108,891 reviews. The reviews often 
contain long sentences of free format text with a five star reading. We classify reviews 
with 4 or 5 stars as positive and 1 or 2 stars as negative. We discard reviews with a 3 star 
rating as these are considered neutral. Reviewers rate the following aspects; value, room, 
location, cleanliness, check in/front desk, service and business service. We choose this 
dataset as our model requires seed words on each aspect to incorporate into the model, 
seed words have already been extracted via a bootstapping algorithm and made available 
for this particular dataset [7], which can be particularly suited for our experiments. 
 
Mp3 dataset. The Mp3 dataset is the 2nd publically available dataset consisting of Mp3 
reviews from Amazon. The Mp3 dataset tends to have shorter sentences, which can have 
an impact on the model [8]. We again discard neutral reviews and use 4 or 5 stars as 
positive and 1 or 2 stars as negative. This dataset does not have any seed words available, 
nevertheless we used the aspects that reviewers comment on from reevoo.com as the 
main aspects for our model, these aspects include design, sound, value and ease of use. 
 
TV dataset. Finally, the TV dataset was manually obtained. We extracted reviews from 
Amazon in September 2010. For our experiments we again discard the neutral reviews, 
leaving only the positive and negative reviews. This dataset is the smallest of these three 
datasets , it contains 12,374 positive reviews and 2,076 negative reviews.  We also have 
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available seed words for the TV dataset which were obtained in a previous study [1]. The 
TV aspects include design, image quality, sound quality, value and ease of use. 
 

We applied the same process as in [7] for the TripAdvisor, TV (aspect sentences) and 
Mp3 datasets and discard all sentences that do not contain any aspect seed words, as not 
all reviews contain all the aspects. The TripAdvisor datasets then takes all the reviews for 
each hotel and create one review, so there are 1,850 hotels and therefore 1,850 reviews 
[7, 9]. The format of the TV dataset downloaded does not allow us to concatenate the 
reviews for each TV so we keep these reviews separate. The mp3 dataset contains only 
one mp3, thus we also keep these reviews separate. 
 

3.2.   Aspect extraction 

Our previous work proposed the Twofold-LDA model and made a comparison to the 
standard LDA model. This work therefore makes a comparison of the Twofold-LDA 
model and a comparable model, namely ASUM. We then apply the Enhanced Twofold-
LDA model to aspect discovery which results in a decrease in performance. 

3.2.1.   Comparison of the Twofold-LDA model and ASUM 

A popular method in the recent research has been to jointly model aspect and sentiment. 
Joint models firstly have the benefits of efficiency, and secondly they contain common 
knowledge between aspects and sentiment. The literature shows, however, that the results 
produced by joint models are not user friendly. An example is the output of ASUM, the 
output is a simple list of words for each topic in order of probabilities as shown in Figure 
3 [4]. Converting these results into a chart would prove difficult as there are a large 
number of topics produced which must all be hand labeled.  ASUM is an extended LDA 
model which models aspect and sentiment together to produce sentiments towards 
different aspects using senti-aspects (pairs of {aspect, sentiment}).  

Table 2.  Comparison of ASUM and the Twofold-LDA model. 

 ASUM Twofold-LDA 

Identify aspects ✓ ✓ 
Identify sentiment ✓ ✓ 
Jointly identify aspects and sentiment ✓  
Easily convert results into chart  ✓ 
Incorporate sentiment seed words ✓ ✓ 
Incorporate aspect seed words  ✓ 
Sentence-level modeling ✓ ✓ 
Manual work to determine results ✓  
Model requires user rating   
Identify multiple aspects in one sentence  ✓ 
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Includes negation.  ✓ 
 

 
 

Table 2 shows a comparison of ASUM and the Twofold-LDA model clearly 
showing the similarities and differences.  The main differences between the two models 
are that ASUM jointly models aspect and sentiment, whereas the Twofold-LDA model 
models aspect and sentiment separately and combines their results. Also, the Twofold-
LDA model requires additional aspect seed words prior to the modeling process which 
ASUM does not require. However, this results in no manual work for the Twofold-LDA 
model when the results are produced as is required for ASUM.  

To investigate how well aspects are discovered we compare the results of the 
Twofold-LDA model and ASUM. The Twofold-LDA model is setup as follows: 
hyperparameters are set to 𝛼	= 0.1 and 𝛽 = 0.01 and Markov chains run for 1000 samples 
as previously suggested in ASUM [7]. The three datasets used for experiments are: 
TripAdvisor, TV (aspect sentences) and TV (all sentences). For the Twofold-LDA 
model, the number of topics is set to 7, one topic for each of the 7 TripAdvisor aspects. 
For ASUM the number of topics is set to 30, these topics were then manually labeled 
with aspects. The cosine similarity measure is used to compare the top words in these 
topics [10]. Experiments were first carried out with ASUM topics set to 7, however 
ASUM was unable to discover all aspects with the topics set this low. Also, 4 of the 7 
negative topics produced were related to the Room aspect. Therefore, the number of 
topics was increased to make a fairer comparison. 

To make a comparison, we chose one topic from each dataset, Room 
(TripAdvisor), Sound quality (TV – aspect sentences) and Image quality (TV – all 
sentences). The seed words are color coded to indicate the aspects discovered. Note that 
the Twofold-LDA model uses aspect and sentiment seed words, whereas ASUM uses 
only sentiment seed words in their respective modeling process. We use the top 50 words 
of each aspect discovered by the two models for comparison.  

Table 3a shows the Room topic discovered by the Twofold-LDA model. It is 
clear that the contents of this topic relate to rooms, 94% of the topic words are aspect 
seed words and the remaining words are also related to rooms.  Table 3b shows the 
positive and negative Room topics produced by ASUM, these topics were manually 
labeled as Room. Note, only aspects manually labeled as sentiment is discovered 
automatically. The colored words in Table 3b indicate that the topics contain words from 
multiple aspects. Each of the topics produced by ASUM contained words which may 
relate to another aspect. The positive Room topic shows many positive words e.g., nice, 
amazing and fantastic. The negative Room topic reveals neither positive nor negative 
words in the top 50 words discovered. Additional experiments for sentiment 
classification are carried out later to investigate sentiment results and indicate the 
TripAdvisor dataset may perform poorly for identifying negative sentiment.  
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Table 4a shows the Sound quality topic produced by the Twofold-LDA model. 
This topic contains 22% seed words. Only Sound quality seed words are contained in the 
topic. Table 4b shows each of the positive and negative topics discovered by ASUM 
which are manually labeled as Sound quality. There is a small amount of overlap with the 
ASUM topics, the positive topic contains only one word from another aspect and the 
negative topic contains three words from other aspects. The positive Sound quality topic 
contains a number of positive words, e.g., good, great and better. The negative Sound 
quality topic contains negative words, e.g., problem, complaint and bad. 
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Finally, Table 5a shows the Image quality topic produced by the Twofold-LDA 
model. This topic contains 32% seed words. Table 5b shows the top 50 words in each of 
the positive and negative topics discovered by ASUM and manually labeled as Image 
quality. Again, based on the seed word colors it is clear that each topic produced by 
ASUM contains words from other aspects. The positive Image quality topic contains a 
number of positive words, e.g., better, good and great. The negative Image quality topic 
contains no negative words and one positive word, i.e., happier, in the top 50 words 
discovered. 

Table 5a: Twofold-LDA Image Quality (TV – all sentences) topic 

Image 
quality 

picture, tv, screen, lcd, quality, hd, plasma, not, hdmi, black, samsung, hdtv, great, good, 
led, set, viewing, light, image, sharp, sony, digital, 1080p, room, contrast, bright, best, 
monitor, difference, signal, dark, excellent, level, amazing, angle, motion, panasonic, tvs, 
model, seen, ve, inch, watching, 120hz, brightne, issue, 720p, scene, little, don 

Table 5b: ASUM Image Quality (TV – all sentences) positive and negative topic 

Image quality 
(Positive) 

tv, picture, lcd, plasma, samsung, quality, better, my, led, black, set, good, you, sony, much, 
price, color, model, screen, great, very, best, look, panasonic, just, even, tvs, contrast, 

difference, year, level, sharp, compared, feature, viewing, really, hdtv, 1080p, lg, size, me, 
ser, what, still, think seen, sound, new, image, angle 

Image quality 
(Negative) 

hdtv, lcd, 1080p, samsung, sony, bravia, hz, tv, led, black, my, panasonic, 720p, plasma, 46-
inch, ser, 120hz, purchased, color, 32-inch, lg, touch, amazon, sharp, red, xbr, 240hz, viera, 
second, inch, 52-inch, 40-inch, 55-inch, bought, 42-inch, first, vizio, model, vs, 37-inch, 
toshida, v-ser, ordered, aquo, In46a650, hd, happier, rate, own, returned 

 
The rand index is then used to compare the aspects discovered by the Twofold-

LDA model and ASUM for each dataset namely [47]; TripAdvisor, TV (aspect 
sentences) and TV (all sentences).   To make the comparison, the seed words discovered 
by each topic for the Twofold-LDA model were compared against the seed words 
discovered for each topic for ASUM.  

Table 6: Rand index of the Twofold-LDA model and ASUM. 

 TripAdvisor TV (aspect sentences) TV (all sentences) 
Twofold-LDA model 1 1 1 
ASUM 0.77 (pos) 

0.76 (neg) 
0.86 (pos) 
0.75 (neg) 

0.78 (pos) 
0.81 (neg) 

 
Table 6 shows that the Twofold-LDA model has a rand index score of 1 for each 

dataset, which shows that the sets (clusters) of manually labeled aspect seed words and 
the sets of aspect-based keywords in the topics produced by the Twofold-LDA model are 
the same. The highest score of 1 indicates that there are overlapping words in each of the 
aspects with the clusters of the labeled aspect seed words. ASUM reaches reasonably 
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high scores for the positive and negative topics for each of the three datasets indicating 
that the clusters of seed words and clusters of aspect-based keywords in the topics 
discovered by ASUM are fairly similar. These results show that the Twofold-LDA model 
produces topics which are more related to the aspect seed words than those produced by 
ASUM. Also, the Twofold-LDA model contains no overlapping between the aspects 
discovered. 

3.2.2.   Aspect discovery using POS tags 

For an additional experiment for aspect discovery, we decided to apply the modified 
Gibbs Sampling equation with POS tags described in Figure 7, and apply it to the aspect 
model. The equation described in Figure 7 is aimed at sentiment rather than aspects. As 
mentioned in the related work POS tagging has been used for association rule mining to 
extract candidate aspects, this is done using noun phrases [14, 15]. The previous studies 
have stated that aspects are usually nouns [16]. We therefore use a set of words with 
noun tags as input into the modified Gibbs Sampling equation shown in Figure 7. As a 
result, only noun words can be assigned to an aspect topic. 

Table 7.  Comparison of the Enhanced Twofold-LDA model with and without POS tags. 

 Design Sound Value Ease 
Without POS tags 84.262 85.634 85.692 74.923 
With POS tags 81.624 83.821 83.720 76.031 

 
Table 7 shows the f-measure results of each aspect in the Mp3 dataset. We can see 

that in 3 out of 4 aspects, incorporating POS tags actually decreases the performance of 
the Enhanced Twofold-LDA model. These results provide evidence that incorporating 
POS tagging into a topic model when performing aspect discovery can have a negative 
effect on performance. A reason for this decrease in performance would be that the 
modified Gibbs sampling equation with POS tagging only uses nouns and aspect seed 
words in its sampling process, this reduces the coverage of the sampled words, thereby 
reducing the performance of aspect discovery. In the following section, we carry out the 
same experiment on all 3 datasets for sentiment classification and achieve improved 
performance in almost every case. 

3.3.    Sentiment classification 

In this section, we quantitatively evaluate the sentiment side of the Enhanced Twofold-
LDA model. To determine sentiment, we use the same approach as aspect discovery, we 
incorporate sentiment seed words into the Enhanced Twofold-LDA model via the 
modified Gibbs sampling equation shown in Figure 6, we also incorporate POS tagging 
into the Enhanced Twofold-LDA model via the modified Gibbs sampling equation with 
POS tags shown in Figure 7. We then compare the Enhanced Twofold-LDA model to the 
state-of-art classification techniques, namely Naive Bayes and language model (a model 
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of probability distribution of generating each word) [9]. Also, a comparison is made 
against a recent comparable study, ASUM. 

3.3.1.    Experimental Setup 

Previous research has stated that sentiment classification is more difficult than aspect 
based classification [17, 18, 20]. This is because aspects can be recognized by the co-
occurrence of keywords whereas, sentiment can be expressed more subtly. We made an 
observation that sentiment classification techniques which incorporate POS tagging can 
achieve good performance for classification, possible because this approach takes the 
structure and context of a sentence into consideration [14, 15, 21].  The Enhanced 
Twofold-LDA model is based on the LDA model which is usually used for identifying 
aspects. To discover sentiment, we decided to explore how we can use sentiment 
techniques i.e., incorporating POS tags, and incorporate them into the Enhanced 
Twofold-LDA model. We therefore investigate using different sentiment prior 
information then extend the model to incorporate POS tags. We first classify each 
sentence then use these results to classify each review, i.e., if a review is made up of 5 
positive sentences and 2 negative sentences, the overall review will be considered 
positive. We classify at sentence-level and convert into review-level as we are using the 
overall star rating as ground truth. Some positive reviews may contain negative sentences 
or vice versa, thus we do not make an assumption that a positive review will have all 
positive sentences.  

We evaluate with various types of prior information. Table 4 shows the amount of 
positive and negative seed words for each type of prior information. The types are as 
follows: 
 
• Paradigm – a list of general sentiment words taken from Jo and Oh (2011) [4]. 
• Paradigm++ – this is Paradigm with the addition of sentiment seed words from the 

TripAdvisor dataset. 
• Subjectivity lexicon – this is a large general list of sentiment words. We use only the 

strongly subjective words from the list [17]. 
 

As the Enhanced Twofold-LDA model uses a bag-of-words approach if a reviewer 
says ‘not good’, the word ‘good’ will highly likely be classified as positive. Therefore, 
we add negation to the Enhanced Twofold-LDA model by changing the sentiment if the 
word ‘not’ comes before a positive word. Therefore, the word ‘nice’ in the sentence ‘the 
staff were really nice’ will be classified positive and the word ‘nice’ in the sentence, ‘the 
staff were not nice’ will be classified negative. 

To incorporate POS tags we used the Stanford POS tagger. We use a matrix for the 
most common tag for each word. It has been stated that opinion words are usually 
adjectives, verbs or adverbs [16]. We thus made a set of words with opinion tags to be 
incorporated into the Enhanced Twofold-LDA model i.e., all words from the dataset 
which are adjectives, verbs or adverbs. We then input the opinion set into our modified 
Gibbs sampling equation in Figure 7. So, if a word is a seed word it will be assigned the 
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correct sentiment aspect and if it is an opinion word it will be assigned to the correct 
sentiment aspect. This means that only seed words and opinion words can affect the 
aspects produced. 

3.3.2.    Results 

Table 8 shows the accuracy results for each of the 3 datasets using various types of prior 
information. The best results for each type of prior information are highlighted in bold. 
For all 3 datasets, the best accuracy is achieved using Paradigm++. This indicates that 
using seed words relating to the dataset achieves the best performance. The reason for 
this is that domain specific sentiment seed words are used as input to our model. The 
seed words used are taken from the dataset and are the correct sentiment for this domain, 
when a seed word in kept in the correct aspect, it encourages other related words to be 
grouped in that aspect. The subjectivity lexicon also performs well across all datasets, 
this shows that if manual seed words cannot be obtained, reasonable results can still be 
achieved. The subjectivity lexicon has considerably more seed words than Paradigm++ 
but Paradigm++ has higher accuracy, which proves that relevant seed words can have 
much more impact on performance than the amount of seed words. 

On analyzing the effect of incorporating POS tagging, we found that for 2 of the 3 
datasets the highest accuracy is achieved when incorporating POS tags into the model. 
This result provides evidence that taking the context of a sentence into consideration can 
produce more accurate results. Our modified Gibbs sampling equation for incorporating 
POS tags may have this improvement on performance as opinion words are highly likely 
to be only adjectives, verbs and adverbs. Consequently if we only include these types of 
words when discovering our sentiment aspects, we eliminate the possibility of a word 
which is not an opinion being included in the discovered aspect. For example, the noun 
‘dinner’ cannot be included in an aspect sentiment as it is neither positive or negative, but 
the adjectives ‘delicious’, ‘lovely’ and ‘tasty’ can all be included in a positive aspect 
sentiment. 

Table 8.  Accuracy of incorporating different prior information. 

 Sentiment Prior 
info 

# of polarity 
words (pos/neg) 

TripAdvisor 
Accuracy 

Tv 
Accuracy 

Mp3 
Accuracy 

Enhanced 
Twofold-LDA 

Paradigm 26/20 75.611 70.897 66.047 

Enhanced 
Twofold-LDA 

Paradigm ++ 119/78 78.653 72.520 65.951 

Enhanced 
Twofold-LDA 

Subjectivity 
lexicon 

822/1113 75.623 72.240 76.484 

Enhanced 
Twofold-LDA 

Paradigm ++ 
+ Pos tags 

119/78 79.261 70.272 78.555 

Enhanced 
Twofold-LDA 

Lexicon 
+ POS tags 

822/1113 75.628 67.837 77.803 



 Enhanced Twofold-LDA Model for Aspect Discovery and Sentiment Classification 
 

17 

Naïve Bayes  n/a 82.473 86.012 76.705 
Lang model  n/a 82.473 86.012 76.705 

 
If we now compare the Enhanced Twofold-LDA model to the state-of-art 

classification techniques, naïve Bayes and language model, we can see that for the Mp3 
dataset, the Enhanced Twofold-LDA model achieves the highest accuracy. For the 
TripAdvisor dataset, the Enhanced Twofold-LDA model is comparable. Lastly, for the 
TV dataset, Naive Bayes and language model are noticeably better, possibly due to the 
fact that the TripAdvisor dataset is the largest and as the two state-of-art methods require 
training data, there is considerably more training data with this dataset. These results can 
be considered reasonably good. With the Joint Sentiment/Topic model, none of the 
experiments reached results as high as state-of-art techniques [17]. Naive Bayes and 
language model may have better accuracy in some cases but they both require a large 
amount of training data in order to achieve good results. The Enhanced Twofold-LDA 
model requires no training data. It does require prior information, however results show 
that for sentiment, general seed words which are not manually obtained can still achieve 
respectable performance. Another point to add is that Naive Bayes and language model 
take considerably longer to process, especially with a large dataset. The language model 
took up to 2 days to process results for the TripAdvisor dataset, with Twofold-LDA 
model it only took a couple of hours. 
 

Naive Bayes and language model are well known for achieving good performance for 
the task of sentiment classification. As we were unable to produce results as high as these 
state-of-art techniques, we look at their learning processes in more detail to understand 
possible reasons. Naive Bayes is a simple probabilistic classifier which often outperforms 
more sophisticated models [22]. First, we have the prior information of the training data 
which is the overall probability of positive and negative classes, and then have the 
posterior probability that each word appears in a class. Finally, we multiply the positive 
prior and the probability that all the words are positive and compare this against the 
negative prior and the probability that all the words are negative, this sentence will be 
classified as the class with the highest probability. 

A language model is simply the probability distribution of generating each word. If 
we train a language model for positive and a language model for negative, to determine 
which class a test sentence belongs to, we simply calculate the probability that all words 
comes from the positive language model, and also calculate the probability that all words 
are from the negative language model. Again, the sentence will be classified as the class 
with the highest probability. 

The Enhanced Twofold-LDA learning process is considerably different to Naive 
Bayes and language model which could explain the difference in results for sentiment 
classification. To train an LDA model we first randomly assign each word in a document 
with a topic e.g., positive or negative. If we use an LDA model for aspect discovery, 
there would usually be much more topics than this. This will give a random topic 
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distribution over documents and word distributions over topics. To improve these random 
distributions, the model goes through each word in a document and assumes that all topic 
assignments are correct except the one in question, then the amount of words in the 
sentence currently assigned to the topic e.g., p(pos|sentence) is calculated and the 
probability that the topic contains the word e.g., p(great|pos), this is essentially the 
probability that the topic generated the word. The current word is then re-sampled with 
this probability. This step is repeated a considerable number of times. When sampling is 
complete, more accurate topic distributions are produced– which is the amount of words 
assigned to a topic in the document, and word distributions – which is the amount of 
words assigned to a topic 

Naive Bayes and language model are commonly used and achieve high performance 
in identifying sentiment, which is either positive, negative and sometimes neutral. The 
LDA model on the other hand was designed to identify numerous topics, often 30-100, 
therefore, using an LDA model to discover only 2 or 3 topics (positive, negative and 
neutral) may have an effect on the performance. Both Naive Bayes and language model 
simply use the probability of words occurring in a specific class in order determine 
sentiment which proves better than the LDA models method of trying to find topic 
distributions in a document. Thus, the empirical results reveal that calculating the 
probability that documents are positive or negative using the probability of words in 
training documents provides much better performance than calculating the probability 
that a document is positive or negative using re-sampled topic distributions in a set of 
documents. 

3.3.3.    Further investigation of state-of-the-art techniques 

An interesting observation is that the results for Naive Bayes and language model are the 
same for each dataset as shown in Table 8. We decided to further investigate this and 
found that this is a result of converting the sentence-level results to review-level. For 
both Naive Bayes and language model, there are more sentences classified positive than 
negative for every review. Therefore, at review-level all reviews are classified as 
positive. Our results show that for Naive Bayes and language model, 100% of the 
reviews were classified as positive and 82.473% of the reviews are positive, therefore 
both methods have an accuracy of 82.473% as shown in Table 8. With the Enhanced 
Twofold-LDA model, results show that at sentence-level a review can be classified with 
more negative than positive sentences meaning that at review-level we see a mixture of 
positive and negative reviews. 

We therefore decided to carry out some additional experiments, taking the positive 
and negative intermediate outputs from the Enhanced Twofold-LDA model and using 
them as training data for Naive Bayes and language model. This will allow for the 
comparison of manually labelled data and data labelled by the topic model. A reasonable 
assumption would be that the manually labelled data will perform better than the data 
labelled by the topic model.  
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Table 9 shows the accuracy results of Naive Bayes (NB) and language model (LM) 
using the results output by the Enhanced Twofold-LDA model. Again we see that the 
accuracy is the same across the datasets for both Naive Bayes and language model due to 
the high number of classified positive sentences in each review i.e., in every review there 
are more positive sentences than negative. The results in Table 9 show that for the Mp3 
dataset using the intermediate outputs from the Enhanced Twofold-LDA model has 
higher accuracy than the original dataset. This provides additional evidence that the 
Enhanced Twofold-LDA model can provide better performance than state-of-art 
techniques. For TripAdvisor and TV datasets however, using the intermediate results 
decreases the performance. Therefore this experiment shows the majority of datasets 
show a higher accuracy with manually labelled data in comparison to data labelled by the 
topic model. 

If we compare these datasets, one difference in the Mp3 dataset in comparison to the 
other two is that on average this dataset contains much shorter sentences which may be a 
contributing factor to these results, for instance, a short sentence may achieve higher 
sentiment classification accuracy than longer sentences. Both TV and Mp3 would have 
similar content in describing a product. TripAdvisor would contain details such as the 
weather or location. Since TV and Mp3 have similar content but opposite affects on the 
results we can presume that the content i.e., opinions on electronic products, does not 
affect sentiment classification. An example of content affecting sentiment classification 
would be movie reviews, a positive review about a horror movie could be classified as 
negative due to content on scary or violent scenes.  

Table 9.  NB and LM using Enhanced Twofold-LDA results 

90/10 TripAdvisor Tv Mp3 

Naïve Bayes 82.473 86.012 76.705 

NB using Enhanced Twofold-LDA output 81.803 78.862 78.555 
Langauge model 82.473 86.012 76.705 
LM using Enhanced Twofold-LDA output 81.803 78.862 78.555 

 

3.3.4.   Comparison of the Enhanced Twofold-LDA model and ASUM. 

Next, we make a comparison on the performance of the Enhanced Twofold-LDA model 
and ASUM to investigate sentiment classification. Again the three datasets were used for 
experiments. Each model discovers 2 classes of sentiment, one positive and one negative. 
To calculate the baseline, the PARADIGM++ seed words are used. Each sentence is 
labeled according to the highest number of positive or negative seed words it contains. 
For experiments, the two models first classify each sentence as either positive or 
negative. The sentence-level results are then aggregated to review-level results by taking 
the highest probability of sentences, for example, reviews with a higher number of 
negative sentences are classified as negative, and reviews with a higher number of 
positive sentences or equal to the number of negative sentences, are classified as positive. 
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We use the best results for the Enhanced Twofold-LDA model taken from Table 8, i.e., 
Paradigm++ and POS tags for the TripAdvisor dataset, Paradigm++ for the TV (aspect 
sentences) dataset and Paradigm++ and POS tags for the Mp3 dataset. ASUM uses 
Paradigm++ as prior knowledge via sentiment seed words. 

 Table 10: Comparison of sentiment accuracy for the Enhanced Twofold-LDA model and ASUM. 

 TripAdvisor 
Accuracy 

Tv 
Accuracy 

Mp3 
Accuracy 

Enhanced Twofold-LDA 79.261 72.520 78.555 

ASUM 82.473 86.05 74.826 

Baseline 82.473 55.028 76.705 

 
 Table 10 shows the sentiment classification accuracy of the two models and the 
baseline. The highest accuracy for each of the three datasets is highlighted in bold. The 
Enhanced Twofold-LDA model has the highest accuracy for the Mp3 dataset, whereas 
ASUM shows a higher accuracy for the TV and TripAdvisor datasets. The accuracy of 
the Enhanced Twofold-LDA model is slightly lower for the TripAdvisor dataset and 
significantly lower than ASUM for the TV dataset. An interesting observation is that the 
baseline also performs poorly for the TV dataset. This would indicate that the seed words 
in the reviews do not match the sentiment of the review. Another possible reason would 
be that the sentiment seed words may not be frequently used throughout the sentences. 
The Enhanced Twofold-LDA model achieves improved accuracy with a high frequency 
of seed words, therefore the possible low frequency of seed words may be a contributing 
factor to the poor performance for the TV dataset. As with naïve Bayes and language 
model in the previous section, the ASUM results for TripAdvisor and TV show the same 
pattern as all sentences are classified as positive at review level, therefore the accuracy is 
equivalent to the percentage of total positive reviews.  

ASUM outperforms the Twofold-LDA model in two out of the three, therefore 
an analysis is made on the differences of the two models as both are based on the LDA 
model. Also possible factors are discussed for the reasoning behind ASUM achieves 
higher sentiment classification accuracy. 

• Difference between models 
The two models have one main difference; ASUM jointly models aspects and 
sentiment, whereas the Twofold-LDA model discovers aspect and sentiment 
separately. ASUM models the sentiments towards different aspects, this results 
in aspects which are closely related to sentiments. Table 10 indicates that 
jointly modeling aspects and sentiments together achieves higher sentiment 
classification accuracy.    
 

• Sentiment classification methods 
ASUM incorporates prior information, in the form of sentiment seed words, 
into the LDA model using asymmetric 𝛽 . The Twofold-LDA model on the 
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other hand incorporates sentiment seed words into the model by altering topic 
labels 𝑧. This indicates that using prior probabilities may be a better approach 
to exploiting sentiment in comparison to altering topic labels.  
 

• Use of seed words 
The use of seed words is not a contributing factor for the difference in 
performance as the same set of sentiment seed words are used for both ASUM 
and the Enhanced Twofold-LDA model. 
 

• Possible over-fitting 
The results in section 3.2.1 show that ASUM is unable to discover negative 
seed words within the negative Room topic. This is reflected in Table 7 as all 
reviews are classified as positive.  

 
As a result of this investigation, a future study on the Enhanced Twofold-LDA 

model will include improving how the model does sentiment classification. From the 
points above, the first place to start will be jointly modeling aspect and sentiment 
together so as to produce aspects which directly relate to sentiments. Another direction 
will be to study Dirichlet priors and find various ways to alter the distributions produced 
by the model. 
 

3.3.5.   Experiment with all sentences 

Removing sentences with no seed words reduces the coverage of the dataset, therefore an 
additional experiment is performed on the TV (all sentences) dataset to ensure removing 
these sentences do not affect sentiment classification results. Table 11 shows a 
comparison between the classification accuracy of the TV (aspect sentences) and TV (all 
sentences) datasets. Accuracy is increased for a number of experiments with Paradgim++ 
showing the biggest increase. Subjectivity lexicon and Paradigm++ with POS tags show 
a slight decrease.  This experiment proves that the previous experiments which use only 
sentences with aspect seed words can effectively determine the sentiment expressed for 
those reviews. These subsets of sentences are representative of the overall sentiment. 
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Table 11: Comparison of sentiment accuracy for TV (aspect sentences) and TV (all sentences) dataset. 

Sentiment Prior info # of polarity 

words (pos/neg) 

TY (aspect 

sentences) 
Accuracy 

TV (all sentences) 

Accuracy 

Paradigm 26/20 70.897 75.72 

Paradigm ++ 119/78 72.520 80.66 

Subjectivity lexicon (only strong) 822/1113 72.240 71.39 

Paradigm ++ & POS tags 119/78 70.272 69.06 

Lexicon & POS tags 822/1113 67.837 67.846 

3.4.   The Enhanced Twofold-LDA Model 

One aim of this paper was to improve performance and efficiency of the Twofold-LDA 
model. To do this we proposed the Enhanced Twofold-LDA model which has the ability 
to automatically provide the same graphical output as the Twofold-LDA model, which 
takes much less time and effort in comparison to manually creating the graph. To 
evaluate the computational time and effort it takes to create the chart manually using the 
Twofold-LDA model and automatically using the Enhanced Twofold-LDA model, we 
calculated the time it took for creating a chart for the TripAdvisor, TV and Mp3 datasets.  

Table 12.  Time taken to complete each task in minutes 

Dataset Model Enhanced 
Twofold 

Twofold 
aspect 

Twofold 
sentiment 

Produce 
graph 
(approx) 

Total 
time 

Mp3 Enhanced 
Twofold-
LDA  

6.57 - - - 6.57 

 Twofold-
LDA 

- 3.09 3.46 9.00 15.55 

TV Enhanced 
Twofold-
LDA  

6.21 - - - 6.21 

 Twofold-
LDA 

- 3.01 3.33 9.00 15.34 

TripAdviso
r 

Enhanced 
Twofold-
LDA  

127.24 - - - 127.24 

 Twofold-
LDA 

- 68.57 66.48 9.00 144.05 

 
The results for the 3 datasets are shown in Table 12. We can see that for the Mp3 and 

TV datasets, it takes over 1.5 more time to produce the graph manually using the 
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Twofold-LDA model. As the TripAdvisor dataset takes considerably more time to run, 
producing the graph does not have as big impact on the overall time nevertheless, the 
Enhanced Twofold-LDA model is quicker at producing the graph. These results prove 
that our goal of making the Enhanced Twofold-LDA model more efficient has been 
succeeded. 

Figure 9 shows an example of the automatic output produced by the TripAdvisor 
dataset. Here we illustrate that the Enhanced Twofold-LDA model can produce the same 
graphical chart as the Twofold-LDA model with a lot less effort and time. A customer or 
manufacturer can see clearly the opinions expressed towards each aspect. Checkin is the 
most talked about aspect with mostly positive views. Location has received no negative 
comments and Value has an equal number of positive and negative comments although 

not many people comment on Value so there is not as high a confidence in this opinion 
than there would be with the views on Room, here there is also about an even number of 
positive and negative comments but as more people have commented this makes the 
confidence in these opinions higher. 

 

3.4.1.   Investigating Charts 

The Enhanced Twofold-LDA model automatically outputs stacked vertical bar charts of 
results, indicating the positive and negative opinion towards each aspect. These charts are 
at benefiting to end users, therefore a further investigation is carried out on customer 
satisfaction towards different types of charts. We give out questionnaire to a sample of 23 

 
 

Fig. 9.  Example graphical output of hotel review 
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people to compare 3 Mp3 players using 5 different types of charts. The questionnaire was 
designed to obtain the following information: 

• Best and worst Mp3 for each chart. 
• How easy the chart was for comparing Mp3 players. 
• Which chart type was the easiest for comparison? 
• Which chart type was the most difficult for comparison? 

 
Figures 10(a)-10(e) show an example of each type of chart; Standard vertical bar 

chart, Stacked vertical bar chart, Standard horizontal bar chart, Stacked horizontal bar 
chart and In line vertical bar chart. On a scale of 1 to 10, the sample of end users were 
asked to score each type of chart on how easy the chart is for comparing aspects. Also, 
the sample were asked to score the ease of use for the charts, this was how easy it was to 
make a decision on which Mp3 was the best and worst. The results on the ease of use 
scores are shown on a bar chart to the right of Figures 10a-10e.  
 

Example chart type Ease of use results 

  

Fig. 10(a): Standard vertical bar chart. 

 

Example chart type Ease of use results 

  

Fig. 10(b): Stacked vertical bar chart. 
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Fig. 10(c): Standard horizontal bar chart. 

Fig. 10(d): Stacked horizontal bar chart. 

 

Example chart type Ease of use results 

 
 

Fig. 10(e): In line vertical bar chart. 

Example chart type Ease of use results 

  

Example chart type Ease of use results 
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 The findings from the questionnaire indicate the stacked vertical bar chart used 
for the Enhanced Twofold-LDA model in Figure 9 is considered about average in terms 
of how easy the chart is to use for comparing aspects. The findings in this study indicate 
the importance of research for customer satisfaction as people may have different views 
on different graphical outputs. For our Enhanced Twofold-LDA model, it is important 
that end users find the chart easy to compare products and make a decision on which 
product is the best. Figures 10(a)-10(e) reveal the following observations for ease of use: 
 
 

• Standard vertical bar chart – generally good, above average. 
• Stacked vertical bar chart – okay, about average. 
• Standard horizontal bar chart – okay, about average. 
• Stacked horizontal bar chart – mixed results, generally poor. 
• In line vertical bar chart – all very good, best overall. 

 
Figure 11 shows the results for the chart that the sample liked best and least for 

comparing aspects and overall products. These results reflect the observations which are 
made in the points above. Figure 11 clearly shows that the In line vertical bar chart is the 
preferred chart for all 23 end users in the sample.  
 

 
Fig. 11: Best and worst charts. 

 

 Finally, an interesting finding is made from analyzing which Mp3 is considered 
best and worst by the sample. Mp3 one and Mp3 two have very similar results: 

• Mp3 one has 75 positive reviews and 35 negative reviews.  
• Mp3 two has 70 positive reviews and 30 negative review. 

 



 Enhanced Twofold-LDA Model for Aspect Discovery and Sentiment Classification 
 

27 

When creating the questionnaire the three Mp3 players are placed in different 
order for each test. This prevented the sample from predicting the outcome of the next 
test. The majority of the sample did not select the same two best and worst Mp3 players 
for each test. For example, one user has mixed results for Mp3 one and Mp3 two, the 
similar content prevents the user from making the same decision in each test. In some 
cases the user found Mp3 one worst and in some cases Mp3 two worst. This is another 
indication that the right chart which shows results clearly is a very important factor to the 
decision of end users. 

4.    Related Work 

Our work focuses on three topics: aspect discovery, sentiment analysis and jointly 
modeling aspect and sentiment. We therefore review previous research on these topics.  

4.1.    Aspect discovery 

Aspect discovery is the process of finding aspects relating to a product or service in a 
piece of text. It could be finding the main topics in a new article or finding the most 
talked parts in a set of movie reviews. It is a very powerful tool to make sense of large 
unlabelled datasets. One popular method for aspect discovery is to use association rules. 
Association rule mining is used in [14, 15], they use POS tagging to extract noun phrases 
which are used as candidate aspects, firstly they find all the frequently occurring aspects 
by using frequent itemsets as candidate aspects then pruning the results, removing 
uninteresting or redundant aspects. They also investigate infrequent aspects, which are 
not repeated throughout but still could be useful. They take sentences containing opinion 
words but no frequent aspects, use the closest noun/noun phase and then add them to the 
aspect set. Other work includes various rules to find information about the product, its 
aspects and opinions [21]. The different rules can identify the opinions towards products, 
the aspects of the product and the opinions towards the aspects. A number of sentiment 
analysis systems have been developed for discovery aspects, these include Opinion 
observer [5], OPINE [23], and aggregating aspects by collaborative topic regression [44, 
45].   More recently the relationship between aspects and opinions have been studied in 
[35, 42, 43], because opinions are generally expressed on some aspects in online reviews. 
Such dependency relationship was first used to find the nearest nouns and noun phrases 
of a set of known opinion words. 

Another approach for aspect discovery is topic-modeling [24]. It has become 
common to use the Latent Dirichlet Allocation model [2] to discover latent aspects in a 
set of unlabeled data, which is similar to the semi-supervised approach [46]. There have 
been many variations and extensions to the LDA model. For instance, prior information 
has been incorporated into the model to add supervision [25, 26, 27]. LDA has also been 
extended in many forms, for instance by adding a subjectivity layer [28], adding multi-
gain topics [29], restricting one-to-one correspondence between aspects and user tags 
[30], using tag-topic models for mining blog data [31] and finally providing review 
summarization [33].  
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Our work is similar to some previous research, which they guide our output with 
prior knowledge, we however use seed words for both aspect and sentiment to produce 
relevant results which can be transformed to visualize the overall results in a user-
friendly chart. The previous research has been carried out to try and provide a more 
useful LDA output, they however require aspect labels, and the output they provide is a 
set of structured sentences [32]. Our output is a chart, which clearly shows the opinion 
towards each aspect that can be interrupted with minimum effort, as opposed to a set of 
structured sentences that would still require effort to read and interrupt. Another work 
which has investigated visualizing results is one an application for comparing topic 
models [33]. The application can compare conceptual content and document 
relationships, but our work differs in that we want to provide a visual output for 
customers or manufacturers rather than analyzing the topic model itself. A final paper 
which probably solves the most similar problem to our work is one as in [8], they 
generate a rated aspect summary of short comments. The major difference between their 
work and ours is that they only deal with short comments, therefore they take a different 
approach to finding aspects and sentiment. In short comments, an opinion expressed on 
an aspect is usually a concise phrase e.g., ‘bad picture’ or ‘well designed’. We deal with 
larger free-format text which can be much more difficult to evaluate as comments on 
aspect and sentiment are expressed in many different ways. 

4.2.    Sentiment classification 

Machine learning techniques have been commonly used as a means of evaluating 
sentiment. Earlier work classifies sentiment at document-level, where a whole document 
are classified as positive, negative or possibly neutral. Much research has been carried 
out on the analysis of machine learning techniques, a popular study investigates a number 
of techniques on movie reviews and concludes that SVMs produce the best results [20]. 
Previous research calculates the mutual information between a phrase and reference 
words to indicate the sentiment of the phrase, the calculation rating can also be used to 
indicate the strength of the semantic orientation [34, 37]. There are several survey 
publications about this topic, which summarizes the general sentiment analysis problems 
and methods [36], and deals with cross-lingual sentiment analysis [19]. We show the 
strength of sentiment orientation by indicating the amount of times that an aspect has 
been described as positive or negative, the more an aspect has been described as positive 
for example, the more confidence we can have in this opinion. 

Sentiment may also be classified at sentence-level [34, 38], the authors use a similar 
approach to one in which they measure the similarity between pair of words or phrases 
with the added assumption that opinions of opposite sentiment are inclined not to appear 
together at sentence-level. Their experiments at sentence-level prove that performance is 
improved in comparison to those at document-level. Our work considers sentiment at 
sentence-level as we wish to identify the aspect(s) and sentiment of each sentence that 
contains an aspect. 
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Topic modeling may also be used to discover sentiment. Using topic models for 
finding sentiment however, is harder than topic-based classification as sentiment is 
expressed in more subtle ways and can sometimes be domain specific [17, 18, 20]. 
Incorporating prior information into models can be an effective way for discovering 
sentiment [4, 17]. Our research therefore investigates topic modeling for sentiment and 
how seed words can improve the performance of sentiment classification.  

An observation was made that natural language processing approaches to sentiment 
classification achieve high performance and often use POS tagging as a means of finding 
out the meaning of each word in a sentence [34, 37]. They calculate the average semantic 
orientation of phrases in a review containing adjectives or adverbs. Additionally, they use 
adjectives as opinion words and applies association rules to the dataset to find opinions 
about products. Finally, in studies [14, 15, 21], the authors extract the nearby adjective 
from a sentence containing an aspect word. These studies demonstrate that using POS 
tags can help understand the meaning of words in a sentence and can encourage better 
performance. We therefore wish to incorporate POS tagging from natural language 
processing techniques into topic modeling so as to improve performance and create an 
Enhanced Twofold-LDA model. To the best of our knowledge this has never been done 
before. We will also apply this same technique to our aspect model and analyze the 
results. 

4.3.   Jointly modeling aspect and sentiment 

A number of unified models have been proposed for extracting both aspect and sentiment 
[12, 13, 39, 40]. Some of the more popular models include: 

 Latent Aspect Rating Analysis (LARA) [7] defines the problem of analyzing opinions 
expressed about aspects in online reviews at the level of topical aspects. They propose 
Latent Rating Regression (LRR) model which uses the overall rating given by a reviewer 
to discover the latent ratings on each aspect and the weight given to each aspect for the 
overall judgment. Aspect seed words are used in order to help discover aspects similar to 
Enhanced Twofold-LDA. LRR requires all reviews to have an overall rating provided, 
whereas we require no labeled data for our Enhanced Twofold-LDA model. Follow up 
research was carried out with an extension that requires no aspect seed word supervision 
however, they still require labeled data [7]. LRR does not include any form of displaying 
results in their work, while our research provides a chart which is very useful for end-
users. 

Joint Sentiment/Topic (JST) [17, 18] is a fully unsupervised model which adds a 
sentiment layer to LDA in order to detect aspect and sentiment simultaneously. JST uses 
seed words in order to detect sentiment, Enhanced Twofold-LDA differs in that we use 
seed words to discover both aspect and sentiment. Another difference is that we detect 
sentiment at sentence-level whereas JST detects sentiment at document-level. A 
document-level sentiment will be much more generic than sentence-level sentiments. JST 
also provides no form of displaying results, when analyzing customer reviews it can be 
seen as very beneficial to be able to show customers the findings of our results. 
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Aspect and Sentiment Unification Model (ASUM) [4] incorporates sentiment into the 
unified model so that the resulting model will signify the probability distributions over 
words for pairs of aspect and sentiment. Both the Enhanced Twofold-LDA model and 
ASUM use seed words for identifying sentiment. The Enhanced Twofold-LDA model 
differs in that ASUM outputs senti-aspects containing both aspect and sentiment, whereas 
we output separate aspect and sentiment so that we can combine the results in visual form 
which will be shown later in the paper. We also incorporate POS tags to help discover 
sentiment. ASUM provides the output of results for restaurant reviews as shown in 
Figure 3. An end-user can see the different aspects and the opinion expressed towards 
each aspect but the figure is not user friendly and would not be easy to use to compare 
with other restaurants.  

5.    Conclusion  

In this paper we have provided an analysis into the Twofold-LDA model and developed 
the Enhanced Twofold-LDA model which incorporates natural language processing 
techniques into this model that can automatically determine aspect and sentiment in 
graphical form, whereby creating a much more efficient method. An additional 
investigation has been also carried out on various types of graphical output that reveal 
which charts end users preferred. For aspect discovery, the experiments demonstrate that 
the Enhanced Twofold-LDA model is able to produce aspects more closely related to 
aspects than those produced by ASUM, while achieving the highest performance for 1 of 
the 3 datasets in comparison to ASUM. We then investigated sentiment classification and 
different prior information and found that seed words relevant to the dataset are more 
effective than general seed words. Finally, we looked at comparing the Twofold-LDA 
model against the Enhanced Twofold-LDA model and found that for 2 or the 3 datasets, 
it took 1.5 more time to produce the graph with the Twofold-LDA model as the graph is 
created manually after the results are obtained. This clarifies that the Enhanced Twofold-
LDA model is much more efficient. An additional investigation also shows that the graph 
produced by the Enhanced Twofold-LDA model, Stacked vertical bar chart, was rated 
average for ease of use by a sample of end users. The questionnaire analysis reveals that 
a vertical bar chart is preferred for end users as it is easy for comparing different aspects. 

In conclusion, we have achieved each of the aims we set out to do. Firstly, we 
improved the efficiency of the Twofold-LDA model by automatically producing a chart. 
Next, we improved the performance of sentiment classification by incorporating part-of-
speech tagging into the sampling process. Finally, we compared the proposed Enhanced 
Twofold-LDA model with a recent comparable study, namely ASUM.  
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