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Abstract

In a recent study, the present authors reported an analysis of a transient process of directional
solidification of TiAl alloys in the absence of convection [Battaglioli et al., 2017]. The adopted
front tracking model, also coupled with indirect methods for predicting columnar to equiaxed
transition (CET), showed how the development of different grain regions, namely axial colum-
nar, radial columnar and equiaxed, depends on process parameters such as temperature distri-
bution and applied cooling rates, as well as on properties such as the degree of inoculation of
the melt and nucleation undercooling required for equiaxed growth. In this paper, the previ-
ous front tracking model is significantly developed, by including the solution of Navier-Stokes
equations in order to predict thermal convection in the liquid region as well as in the columnar
mush (treated as an isotropic porous medium). This improvement is introduced with the aim to
investigate TiAl alloys solidification under different gravity conditions. Accordingly, the simu-
lation setup employed in the study reproduces the one used in experimental campaigns carried
out on the MAXUS 9 sounding rocket (microgravity) and on ESA’s Large Diameter Centrifuge
(hypergravity), within the framework of ESA’s GRADECET (Gravity Dependence of CET in
TiAl alloys) project. The ability of the model in predicting thermal convection is demonstrated
by considering several case studies. Results show that the evolution of fluid flow patterns in the
samples depends on the external forces considered, combined to the transient change of axial
and radial temperature gradients that occur during the solidification process. A parametric study
of the directional solidification process on a centrifuge is performed by changing the value of
the centrifuge arm and rotation rate and results are compared to predictions derived from non-
dimensional considerations.
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Nomenclature
b undercooling exponent
C dendrite growth coefficient
cp specific heat capacity
g Earth’s gravitational acceleration
gl liquid fraction
gs solid fraction
Gr Grashof number
h heat transfer coefficient
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k thermal conductivity
Pe Péclet number
r radial coordinate
RC centrifuge arm
Re Reynolds number
Ro Rossby number
t time
T temperature
TL liquidus temperature
TS solidus temperature
Ta Taylor number
u velocity
vt dendrite tip growth rate
x axial coordinate

α thermal diffusivity
β coefficient of thermal expansion
µ dynamic viscosity
ν kinematic viscosity
ρ density
φ general variable
ω centrifuge angular velocity

Subscripts
CV control volume
dom computational domain
l liquid
m mush
nb neighbouring CVs
s solid
samp sample

1. Introduction

Metallic alloy components for advanced engineering applications, such as aerospace, au-
tomotive, and medical industries, are often manufactured by casting processes like investment
casting or directional solidification. One of the main advantages of these technologies is the pos-
sibility to produce near-net shape components. Nonetheless, in order to produce a component
that is free of defects and satisfies given requirements, it is necessary to identify and control
important process parameters. In particular, to ensure the attainment of required mechanical
properties, it is essential to be able to control the final grain structure of the casting. The devel-
opment of columnar grains, equiaxed grains, or columnar to equiaxed transition (CET), depends
on the transient thermal and fluid flow conditions in the molten alloy. These, in turn, are func-
tions of several interdependent variables, such as imposed temperature gradients, cooling rates,
geometric factors and the presence of external forces. For this reason, the choice of process
parameters is not straightforward and requires a thorough analysis of the process under consider-
ation. For instance, in the case of directional solidification, specifically defined axial temperature
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gradients, combined with precise cooling rates (power down mode) or pulling rates (Bridgman
mode) are required to ensure the development of the desired grain structure. For example, fully
axial columnar grains, desired in industrial applications such as the production of turbine blades,
are achieved by using high temperature gradients and low pulling rates [1–3]. On the other
hand, several studies show that low temperature gradients combined with high pulling or cooling
rates promote the formation of a more extended undercooled region, and hence equiaxed growth
[4, 5]. Nonetheless, high pulling and cooling rates might induce radial temperature gradients and
the development of unwanted radial columnar grains [6–8].

In addition to thermal conditions, it is imperative to consider also the effect of external forces
which might be present during the solidification process. First of all, unless in the case of mi-
crogravity experiments in space, any solidifying alloy is subject to terrestrial gravitational accel-
eration. This, combined with temperature, density, and composition gradients, induces several
phenomena such as convection in the melt, segregation, and buoyancy or sedimentation. For
this reason, the influence of terrestrial gravitational field on solidification has been extensively
investigated in the literature. Narrowing down to studies that consider directional solidification,
different conditions can be investigated, such as thermal stabilizing situations, i.e. upward solidi-
fication, or unstabilizing conditions such as in the case of downward solidification. Nonetheless,
in both cases predicting the final outcome is not trivial. For example, it has been shown that
even in stabilizing conditions, convection may arise due to radial temperature gradients, induc-
ing significant segregation [9–12]. On the other hand strong unsteady convection might lead to a
high degree of mixing and reduce segregation [9]. Considering the effect on the development of
the grain structure, natural convection modifies the heat fluxes in the melt, affecting temperature
gradients and the extent of the undercooled liquid zone. In general, previous studies showed that
melt convection has a tendency to promote the occurrence of CET, due both to the reduction of
temperature gradients, and to the mechanism of dendrite fragmentation that improves equiaxed
nucleation [4, 13, 14].

Besides terrestrial gravity, additional forces could be related to external accelerations im-
posed to the mould. One important example is centrifugal casting. This process is often em-
ployed since centrifugal forces help mould feeding and filling processes, especially when dealing
with lightweight or highly reactive alloys. At the same time, however, centrifugal acceleration
influences melt convection. Furthermore, in the case of rotation, the effect of Coriolis acceler-
ation cannot be neglected. For what concerns directional solidification under the influence of
centrifugal and Coriolis forces, most studies in the literature focus on crystal growth of semicon-
ductors rather then alloy solidification. A remarkable result was found by Rodot et al. [15, 16]
when studying the effect of increased gravity obtained by centrifugal force on crystal growth of
PbTe and Pb1-xSnxTe. They observed that, for a well defined value of the centrifugal force, the
crystal quality and homogeneity were improved, and the segregation profiles were similar to the
ones expected in the absence of convection under microgravity. The authors hypothesized that
this particular condition was a combined effect of the centrifugal force and the action of Coriolis
acceleration. Müller and Weber [17, 18] carried out an extensive study, both experimental and
numerical, for better understanding the stabilizing effect of centrifugal motion on the convective
flow during solidification. From the experiments, the authors observed that for particular accel-
eration levels, the crystal started to grow without striations, due to a transition from an unsteady
to a steady flow. Accordingly, the numerical simulations predicted a transition from an unsteady
flow state called I, to a steady flow state II. The authors concluded that the flow pattern in the
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sample, and hence the enhanced quality of the crystals grown at higher rotation speed, was an
effect of Coriolis force, rather than centrifugal force. Lan et al. [19] performed a self-consistent
simulation of gradient-freeze crystal growth in a centrifuge and observed that for a horizontal
configuration (decreasing temperature with distance form centrifuge axis), the flow speed de-
creased monotonically with the rotation speed, and as result the unstable flow was suppressed;
for a free-swing configuration a condition for a minimum convection was found, where Coriolis
force balanced the gravitational ones. Several possible reasons for the minimum in convection
were proposed by Wilcox et al [20], for example due to a balance between buoyancy forces and
Coriolis forces, or the occurrence of thermal stability conditions (density gradients parallel to net
acceleration vectors). However, predictions based on these criteria did not find a clear correlation
with experimental results. It is worth noting that all the previous investigations are focused on
crystal growth. On the other hand, to the authors’ knowledge, studies on directional solidification
of metal alloys in centrifuges are not present in the published literature.

For the reasons highlighted above, it is evident that a full understanding of the effects of both
thermal variables and external forces is required in order to predict the grain structure develop-
ment during a given solidification process and produce high quality castings. With this intent, a
recent European project, called GRADECET (GRAvity Dependence of Columnar to Equiaxed
Transition in TiAl alloys) has been dedicated to the investigation of the influence of gravity con-
ditions on grain structure evolution in gamma titanium aluminides. Titanium aluminides feature
outstanding properties like low density and high specific strength, expecially at high tempera-
tures. This makes them ideal candidates for the production of components such as low pressure
turbine blades or turbocharger wheels [21, 22]. Yet, these alloys lack ductility at room tem-
perature, hence processing routes such near-net shape investment casting are often employed
[23, 24]. Furthermore, amongst casting techniques, centrifugal casting is particularly fitting for
manufacturing gamma-TiAl based parts, since these alloys have low density, high melting points,
and components such as turbine blades show thin sections, hence would benefit from an assistant
force to help the filling process.

In the framework of GRADECET, various directional solidification experiments were per-
formed, also supported by several numerical studies. So far, most of the published works focused
on directional solidification under microgravity [25] or terrestrial conditions[6]. On one hand,
microgravity conditions are suitable for understanding the effect of process parameters such as
imposed temperature gradients or cooling rates, since convection in the melt is suppressed. On
the other hand, comparing results achieved in terrestrial conditions with microgravity ones allows
one to discern the effect of natural convection. In addition to microgravity and 1g experiments, a
series of hyper-gravity experiments have been recently performed in ESA’s large diameter cen-
trifuge, in order to extend the understanding of the influence of forced convection on titanium
aluminide solidification.

In this context, the aim of the present paper is to perform a series of numerical simula-
tions which reproduce experimental scenarios carried out within the GRADECET project, and
to parametrically investigate the influence of gravity variations on fluid flow, temperature and
grain structure during the process. In order to do so, a novel numerical model is proposed. A
2D axisymmetric front tracking algorithm has been recently developed by the author for the so-
lution of directional solidification of cylindrical titanium aluminide samples [8]. In the original
model convection in the melt was not treated. In the present work, a significan t improvement
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to the model is introduced. Alongside the heat equation, the solution of momentum equations
is included, in order to capture the thermal convection induced by the presence of either terres-
trial gravity or centrifugal and Coriolis accelerations. In the existing literature, the front tracking
algorithm has been widely used for modelling binary or multicomponent alloys solidification
[26–31]. The main feature of this method is the ability to capture the development of a colum-
nar grain region and an undercooled liquid region, which can then be analysed for an indirect
prediction of CET. The original front tracking model by Browne and Hunt [26] only consid-
ered diffusive heat transfer. The effect of buoyant natural convection was included in the model
by Banaszek et al. [28, 32], who simulated Al-Cu binary alloy solidification in a 2D square
mould, equally cooled from all the four sides. Further contribution was given by Seredyński et
al. [30, 33] with the inclusion of solutal convection for the study of macrosegregation. Also in
this case, solidification of binary alloys in rectangular moulds was considered. However, none
of these studies investigated the effect of buoyant natural convection during directional solidifi-
cation. Furthermore, the effect of forced convection such as the one arising during centrifugal
casting has not yet been investigated.
Therefore, the main objectives of the current work are:

• to describe the features of a new front tracking model able to capture transient directional
solidification of multicomponent alloys in the presence of thermal convection induced by
either terrestrial gravity or centrifugal and Coriolis accelerations during centrifugal cast-
ing;

• to reproduce microgravity directional solidification experiments, in order to tune bound-
ary conditions and provide benchmark solutions for the comparison with solutions in the
presence of convection;

• to investigate the influence of terrestrial gravity during vertical directional solidification
when thermally stable (top heated) or thermally unstable (bottom heated) conditions are
considered;

• to simulate the directional solidification process carried out on a centrifuge and perform a
parametric investigation of the influence of centrifugal and Coriolis acceleration.

2. General methodology

2.1. Governing equations

In order to solve the heat and mass transfer problem in the sample material, continuity, mo-
mentum, and heat equations must be solved. The general derivation of these equations for a
mixture of solid and liquid may be found in refs. [34, 35].

In this paper, the following simplifying assumptions are considered:

• constant thermophysical properties;

• stationary solid phase;

• Boussinesq approximation for buoyancy induced thermal convection;

• no inclusion of solutal convection;
5



With these assumptions, the heat equation takes the form:

∂T
∂t

+ u∇ · T = α∇2T +
L
cp

∂Gs

∂t
(1)

where all the quantities without subscript refer to the mixture of solid and liquid phase. Since
the front tracking algorithm is employed to model solidification, it is possible to have control
volumes where both a mushy zone and a fully liquid zone are present [8]. In such control vol-
umes, Gs represents the overall solid fraction, and can be expressed as Gs = gsVm/VCV , where
gs = Vs/Vm is the volumetric solid fraction of the volume of mush, Vm, contained in the con-
trol volume (CV). In an analogous way, the overall liquid fraction in these CVs is defined as
Gl = (glVm + 1 · (VCV − Vm))/VCV . Note that gs + gl = 1, hence also Gl + Gs = 1. In the CVs of
mush not containing the front Gs = gs and Gl = gl.

The second term on the left hand side of equation 1 represents advection of heat in the sam-
ple. Due to the assumption of stationary sample and stationary solid phase, this term is non-zero
only in the mushy and liquid regions of the sample. Furthermore, the mixture velocity vector u
is equal to u = Glul + Gsus = Glul.

With the assumption of constant thermophysical properties, the densities of the solid and liq-
uid phases are the same, and constant in time. Therefore, continuity equation is defined as:

∇ · (ρu) = ρ∇ · (Glul) = 0 (2)

In order to calculate the velocity field in the sample, the following Navier-Stokes equations
must be solved in the mushy and liquid regions:

∂u
∂t

+ ∇ · (ulu) = νl∇
2u −

Gl

ρre f
∇p + GlB − νlK0

G2
s

G3
l

u (3)

The last term of equation 3 corresponds to a damping term used to model the flow in the
columnar mush as a Darcy flow in a porous medium [36]. K0 is a morphological constant,
defined as K0 = 180/λ2

2, where λ2 is the secondary arm spacing.
The term B represents the body forces. With Boussinesq approximation, and in the presence

of terrestrial, centrifugal, and Coriolis accelerations, this term is defined as:

B = −β
(
T − Tre f

)
(g − ω × (ω × R)) − 2 (ω × u) (4)

where R is the distance from the axis of rotation, ω is the angular velocity vector, and g is
gravitational acceleration. Clearly, centrifugal acceleration, −ω × (ω × R), and Coriolis acceler-
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ation, −2ω × u, are present only in the centrifugal casting scenarios.

2.2. Solidification model

Columnar growth during the solidification process is modelled by the means of a front track-
ing model (FTM), derived from the one originally proposed by Browne [26]. According to this
method, the envelope of columnar grain tips is represented by a series of markers connected
by linear segments. During solidification, the markers advance in a direction orthogonal to the
front, at a rate which is a function of the level of undercooling ∆Tt at the marker location, cal-
culated according to the dendrite tip kinetic law |vt | = C∆T b

t . A more detailed description of the
model can be found in ref. [8]. The front tracking model allows for the calculation of the vol-
ume of columnar mush Vm in the control volumes. In order to evaluate the overall solid fraction
Gs = gsVm/VCV , a closure relation is needed for the calculation of the mush solid fraction gs. For
this purpose, appropriate solid fraction-temperature relationships, based on Scheil assumptions,
were calculated for the alloys of interest, as explained in [31].

2.3. Solution algorithm

A general flowchart of the solution algorithm employed is showed in figure 1. At the be-
ginning of each timestep, the previous temperature field is used to update the position of the
columnar front (time explicit FTM), and the new captured volumes Vm in the cells containing the
front are calculated. Afterwards, an iterative loop for the time implicit calculation of velocity,
pressure and temperature is performed. At the beginning of each iteration the SIMPLER algo-
rithm is employed for the solution of velocity and pressure fields [37]. The obtained velocities
are then employed for solving heat equation 1.
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Figure 1: Flowchart of general solution algorithm.

Navier-Stokes and heat equations are solved by a fully implicit finite volume method [37, 38].
A staggered grid (see figure 2) is considered in order to avoid decoupling between pressure and
velocity. Each equation is discretized on the appropriate grid for the variable φ under considera-
tion (u,p,T ), taking the general form:

apφp =
∑

anbφnb + ao
pφ

o
p + bp (5)

where the subscript p refers to the location where the variable is calculated and nb refers to
the neighbouring nodes. ai are coefficients deriving from the equation discretization. Diffusive
terms are discretized by central differencing, while the hybrid scheme is used for convective
terms. In the case of flow velocities and temperature, the system of equations deriving from the

8



discretization is solved using a two dimensional line by line tridiagonal matrix algorithm [38].
For the solution of the system of equations for calculating pressure, a preconditioned biconjugate
gradient algorithm is used to improve convergence [39, 40].

Figure 2: Staggered grid.

As figure 1 shows, an internal iterative loop is required for the solution of the heat equation.
This is due to the presence of the last term of equation 1, which discretized becomes:

L
cp

∂Gs

∂t
≈

L
cpVcv

(
Vo

m
gs − go

s

∆t
+ go

s
Vm − Vo

m

∆t

)
(6)

While the value of the volume of mush in the control volume Vm at the current time is cal-
culated explicitly with the front tracking method, the current value of the fraction of solid gs is
a non-linear function of the current temperature. For solving the problem, an iterative method
based on a Taylor series expansion is used [40], so that

gs(Tn) ≈ gs(Tn−1) +

(
∂gs

∂T

)
n−1

(Tn − Tn−1) (7)

where the subscripts n − 1 and n are the indices of the previous and current iteration respec-
tively. Once the convergence of the internal loop is reached, a new iteration of the external loop
is repeated and so on until convergence.

Finally, a further comment, related to the coupling of the time implicit model for the equa-
tions solution with the time explicit front tracking is needed. In fact, one of the main advantages
in employing a time implicit method is the possibility to use an increased time step ∆t without
affecting the stability of the solution. However, using a large time step could induce unrealistic
oscillations in the advancement velocity of the front markers, especially in the presence of high
temperature gradients, as showed in figure 3. In order to solve this issue, the total displacement
of the markers during a time step ∆t is calculated as the sum of displacements calculated over N
smaller time steps ∆tsmall = ∆t/N. In this way, the velocity of the markers decreases according to
the decreasing undercooling faced during the advance, and oscillations are prevented (see figure
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3).

In all the simulations reported in the following sections a grid with ∆x = ∆r = 0.5 mm was
employed. The time step was ∆t = 0.02 s, and N = 10. These values ensured grid and time step
independence of the results.

Figure 3: Solution for front tracking marker velocity oscillations arising from the use of large time steps in the presence
of high temperature gradients.
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3. Solidification in microgravity

Figure 4: Computational domain.

In this case, the numerical model is employed for the simulation of directional solidifica-
tion experiments carried out in microgravity conditions on board the MAXUS 9 rocket. The
experimental apparatus and the related computational domain are showed in figure 4. For the
simulations, a 2D axisymmetric domain is considered, corresponding to the portion of the cylin-
drical sample in contact with the heaters. The main objective of these simulations is to tune the
boundary conditions, based on available experimental data, and to give a benchmark solution for
the comparison with results obtained in the presence of melt convection.
The geometrical data used in the simulations are listed in table 2.

xdom / [m] rsamp / [m] LH1 / [m] LH2 / [m] LH3 / [m] LB / [m]

110·10−3 4·10−3 30·10−3 60·10−3 5·10−3 5·10−3

Table 2: Geometrical data used in the simulations.

The experiments and related simulations consist in three different phases:

• equalization: all three heaters H1, H2 and H3 are kept at a constant temperature in order
to allow the realization of steady state conditions in the sample (duration of 184 s);

• first cooling: the temperatures of the hotter heaters H2 and H3 are kept constant, while the
colder heater H1 is cooled at a constant rate (duration of 120 s);
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• second cooling: constant cooling rates are imposed to all three heaters (duration of 380 s).

A final quenching was then performed during the experiments, but is not considered in the
simulations. Temperature values and cooling rates applied to the sample are reported in table 3.

Simulation stage

Equalization First cooling Second cooling

Duration 184 s 120 s 380 s

Heater 1 TH1=1543 ◦C CH1=0.3 ◦C/s CH1=0.1 ◦C/s

Heater 2 TH2=1623 ◦C CH2=0.0 ◦C/s CH2=0.4 ◦C/s

Heater 3 TH3=1623 ◦C CH3=0.0 ◦C/s CH3=0.4 ◦C/s

Table 3: Input data for the heaters during different stages of the process.

Due to the axisymmetry of the problem, the computations are carried out in half of the sam-
ple section, and an adiabatic condition is applied along the axis x. At the circumference of the
sample (r=rsamp) convective conditions of the kind −k∂T/∂r = h(T − THi ) are applied. At the
left and right ends of the sample Neumann boundary conditions are imposed.

The sample material used in the experiments and simulations is Ti-48Al-2Cr-2Nb. The rela-
tive thermophysical properties used in the simulations are given in table 4. For the front tracking
model, the marker velocity is calculated as vt = 2.63 · 10−6∆T 2.79

t m/s [41].

Ti-48Al-2Cr-2Nb

TL=Tre f / [◦C] 1505

TS / [◦C] 1470

ρ=ρre f / [kg/m3] 3660

β / [◦C−1] 1.43·10−4

ρL / [J/m3] 1042.37·106

α / [m2/s] 6·10−6

cp / [J/(kg◦C)] 1000

ν / [m2/s] 1·10−6

K0 / [m−2] 1.8·1012

Table 4: Thermophysical properties of Ti-48Al-2Cr-2Nb used in the simulations.
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3.1. Results and discussion
As stated above, the first objective of this analysis is to define appropriate boundary condi-

tions in order to reproduce realistic results. Firstly, steady state temperature profiles measured by
thermocouples at the end of the equalization stage were used to extrapolate the axial temperature
gradients for Neumann conditions at the ends of the sample. In particular, values of circa 17·103

◦C/m at the colder side (x=0), and 0 ◦C/m at the warmer side (x=xdom) were measured and are
applied in the simulations. In addition, the same steady state temperature profiles were used to
solve an inverse heat transfer problem to calculate the value of the heat transfer coefficient for the
convective boundary condition at the circumference of the sample. From this analysis, a mean
value of h =120 W/(m2◦C) was estimated and therefore employed in the simulations.
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Temperature Profiles at the Side of the Sample

End of Equalization, Experiments
End of First Cooling, Experiments
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End of Equalization, Simulations
End of First Cooling, Simulations
End of Second Cooling, Simulations

Figure 5: Temperature at the circumference of the sample (r=rsamp) at different times during the solidification process:
comparison of experimental and simulated results.

Figure 5 shows a comparison of temperature profiles measured during the experiments at
the side of the sample, and temperature profiles at r=rsamp obtained from the transient simula-
tions using the aforementioned boundary conditions. It is evident that during the first part of
the solidification process, excellent agreement between experimental and numerical results is
achieved (mean percentage error=0.5%, max percentage error=1.4%). At the end of the second
cooling stage differences are more pronounced (mean percentage error=1.2%, max percentage
error=2.5%). This could be due to several reasons, such as the application of simplified boundary
conditions in the model, the assumption of constant thermophysical properties for the alloy, or
differences between the nominal and actual values of the heaters temperatures and cooling rates
during the experiments.
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Nonetheless, the agreement is deemed acceptable in order to give a good qualitative descrip-
tion of the process under consideration, and to serve as benchmark case for comparison with
results in the presence of convection.

Figure 6: Columnar front position and temperature distribution in the sample at different times during the solidification
process. Isotherms are drawn at intervals of 2◦C.

Figure 6 shows the position of the columnar front (red) and temperature distribution in the
sample at different stages of the solidification process. Initially (figure 6(a)), the isotherms in
the entire liquid zone are flat or slightly convex, indicating that the temperature gradient is al-
most one dimensional in the axial direction, with small positive radial temperature gradient. The
shape of the front is mostly flat, which predicts axial columnar growth. After some time (figure
6(b)), due to the cooling rate applied to the heaters, the radial temperature gradient towards the
right end of the sample becomes negative. Also, the axial temperature gradient at the columnar
front location decreases during the cooling process, which could promote the development of
a columnar to equiaxed transition (CET). On the other hand, when an undercooling of 1◦C is
reached at the circumference of the sample, inactive front markers are activated and start moving
towards the axis, indicating the possible growth of radial columnar grains. This is evident in the
last stage of the process (figure 6(d)), where the columnar front advances in the radial direction
from the circumference towards the axis. In this case, however it must be noticed that the radial
temperature gradient is not significant and that the entire liquid region has an undercooling of
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about 3◦C, therefore the occurrence of a CET which could prevent radial growth is likely.

4. Solidification under terrestrial gravity conditions

The scope of this investigation is to understand the influence of terrestrial gravity, hence
buoyant natural thermal convection, on the solidification process. Two different cases of vertical
directional solidification are investigated:

• thermally stable configuration with top heated furnace;

• thermally unstable configuration with bottom heated furnace.

For this analysis, the same set up and experimental scenario of the microgravity case is as-
sumed. Since for vertical solidification the terrestrial gravity vector is aligned with the axis of the
sample, a 2D axisymmetric domain is considered for the calculations. Note that for coherency
with the notation adopted in the microgravity case, x is the coordinate in the direction of the
axis of the sample, positive from the colder to the warmer heater, and r is the coordinate in the
direction of the radius of the sample. Therefore, with this notation, terrestrial gravitational ac-
celeration vector is directed in the negative x direction for the stable configuration, and positive
x direction for the unstable configuration.

4.1. Results and discussion
Figure 7 shows the front position (red) and streamlines in the samples for the stable and un-

stable configurations at different times during the solidification process. Streamlines in figure 7
are drawn at intervals of 0.15 mm2/s of the stream function. Also, in figure 7, green streamlines
correspond to counter-clockwise rotating flow, while blue streamlines represent clockwise rotat-
ing flow.

At first glance, the images in figure 7 show that the columnar front position at different times
is almost identical in the stable and unstable configurations, as well as in the microgravity case
(see figure 6 for comparison). This is a direct consequence of the fact that the temperature dis-
tribution calculated in the samples during the simulations is almost the same in all cases, with
maximum differences between the stable and unstable configurations of the order of 1◦C. In
order to explain this result, the nature of the heat transport problem under consideration is in-
vestigated by the means of Péclet number Pe = lre f u/α, which expresses the ratio of convective
and diffusive heat transfer. Figure 8 shows the value of Péclet number derived from the simula-
tions. In particular, a reference length lre f = rsamp/2 is used in the calculations (usual choice for
cylindrical systems), while at each timestep the values corresponding to the maximum and the
mean magnitude of the fluid velocity are considered. As expected, in all cases the value of Péclet
number is significantly below unity, demonstrating that heat transfer in the sample is determined
by diffusion rather than convection, which explains the small differences in the temperature dis-
tribution and front position in the different scenarios.

When observing the flow pattern in the sample, figure 7(a) shows that initially one rotating
cell develops in the sample. As expected, buoyant convection, driven by the high axial tem-
perature gradient, is stronger in the thermally unstable case. In particular, the maximum flow
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velocities calculated at the end of the first cooling stage are 0.24 mm/s in the stable case and 1.11
mm/s in the unstable configuration. The radial temperature gradient is positive for all the length
of the region, hence temperatures on the axis are lower than the temperatures on the circumfer-
ence. Accordingly, in the thermally stable case, fluid velocity is negative in the central part of
the sample and positive in the external regions. The contrary is observed in the unstable case.
After some time, as figure 7(b) shows, two counter-rotating cells are observed in the sample.
In particular, the development of the second cell is due to the change in the radial temperature
gradient arising from the applied cooling rate. In fact, observing the temperature distribution
in figure 6(b), which as explained is analogous to the one obtained for the stable and unstable
configurations, it can be seen that the isotherms in the first part of the liquid region are convex,
corresponding to a positive radial temperature gradient, while they are concave towards the right
end of the sample where the radial temperature gradient is negative. In case b, close to the front
position, axial temperature gradient is still significant, therefore in the unstable configuration the
cell on the left side of the sample is stronger than the one in the stable configuration. Nonetheless,
the second cell on the right hand side of the sample is driven mainly by the radial temperature
gradient, hence the magnitude of velocity is equivalent in the stable and unstable cases. Even-
tually, as figures 6(d) and 7(d) show, the radial temperature gradient becomes negative in all the
liquid and mushy region, therefore there is another transition in the fluid flow from two to one
rotating cell. Again, at this instant convection is driven by radial temperature gradient rather than
axial ones, therefore its magnitude is the same in the stable and unstable configurations.

In summary, for the experimental scenario under consideration (tables 2 and 3), this inves-
tigation shows that, both in stable and unstable configurations, buoyant natural convection does
not influence in a significant way the temperature field and columnar front evolution developing
in the Ti-48Al-2Cr-2Nb samples. On one hand, this result suggests that for similar experimen-
tal scenarios and similar alloys, simpler numerical models that do not include convection are
still able to give sufficiently accurate information on the evolution of temperature and columnar
growth. Nonetheless, the flow cells arising in the two configurations during the process show
different intensity and rotate in opposite directions. This might induce different results in terms
of aspects that are not captured by the current model, such as macrosegregation, dendrite frag-
mentation, or equiaxed grains floatation and sedimentation. Therefore, if such phenomena are to
be investigated, the importance of considering the fluid flow appears evident.
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Figure 7: Streamlines in the sample at different times during the solidification process. Green streamlines correspond to
counter-clockwise rotating flow, while blue stramlines correspond to clockwise rotating flow. Streamlines are drawn at
intervals of 0.15 mm2/s.
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Figure 8: Maximum and mean value of the Peclét number registered in the sample during the solidification process.

5. Solidification on centrifuge

In this section, the front tracking model is used to investigate directional solidification on
a centrifuge. In particular, the setup used for the simulations aims to reproduce a series of
experiments carried out on ESA’s Large Diameter Centrifuge (LDC) in the framework of the
GRADECET project. During these experiments, centrifugal acceleration levels from 5 to 20
times terrestrial gravity are imposed by changing the angular velocity of the centrifuge. In addi-
tion, besides considering the influence of different rotation speed ω , the effect of an hypothetical
variation of the length of the centrifuge arm RC is investigated.

Figure 9 shows a schematic of the centrifugal solidification problem under consideration.
A stable configuration (analogous to a top heated furnace) is adopted, i.e. the colder heater is
located externally with respect to the centrifuge axis. Unlike in the scenarios considered in the
previous sections, in this case the real heat and fluid flow problem in the sample is purely three-
dimensional, due to the presence of terrestrial gravity acting in the vertical direction, centrifugal
acceleration acting radially with respect to the centrifuge axis, and Coriolis acceleration acting
in the horizontal planes. However, the front tracking model employed in the present work is
strictly 2D, its extension to a 3D geometry being very challenging and highly computationally
expensive [42]. For this reason, the simulations are carried out considering a 2D planar domain
in the horizontal plane which has the same dimensions of the cylindrical sample section. In this
plane, the effects of both centrifugal and Coriolis accelerations are present, while the action of
terrestrial gravity is not considered. Unlike the previous cases, due to the presence of Corio-
lis acceleration, axisymmetry is not expected, therefore the computational domain includes the
whole section of the sample. A new reference system (x′, r′) is introduced in order to make the
analytical considerations reported in section 5.1 clearer. Nonetheless, all the results in section

18



5.2 are showed in the reference system (x, r) for consistency with the previous case studies.

Figure 9: Schematic of the directional solidification process on a centrifuge and 2D planar computational domain used
in the simulations.

The thermal conditions and material used in the simulations are the same as in the former
cases. For the parametric investigation, several values of ω and RC are considered, as reported in
table 5.

Simulation run

S0 S1 S2 S3 S4 S5 S6 S7 S8

ω / [rad/s] / 2.2 3.5 5 7 5 10 22 44

RC / [m] / 4 4 4 4 2 2 0.1 0.1

≈ Ng 1 2 5 10 20 5 20 5 20

Table 5: Input values of the angular velocity and centrifuge arm used in the parametric analysis. The bottom line shows
the corresponding magnitude of centrifugal acceleration with respect to terrestrial gravity.

Some considerations regarding the applicability of this model to real case studies are dis-
cussed. As stated above, due to the 2D nature of the front tracking model, a 2D planar domain,
orthogonal to the rotation axis of the centrifuge, is considered, corresponding to a rectangular do-
main that extends indefinitely in the vertical direction. The real case scenario for GRADECET
experiments in ESA’s LDC is far more complex. Firstly, cylindrical samples are employed. Sec-
ondly, the samples are mounted on a gondola with a free swing configuration, so that the plane of
rotation of the sample is not horizontal, but parallel to the resultant of terrestrial gravity and cen-
trifugal acceleration acting in the centre of gravity of the gondola. For these reasons, forecasting
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the outcome for a real case study including all these aspects is not trivial, since complex flow
patterns, such as helicoidal ones [43], might develop in the samples. Therefore, the necessity of a
further development of a 3D model is undeniable. Still, it is believed that the prediction obtained
for higher level of gravity (e.g. simulation S4) could be qualitatively close to the experimental
one, since for higher rotation rates the resultant of terrestrial gravity and centrifugal acceleration
is almost horizontal (for S4 the inclination is about 2.68 degrees). Nonetheless, comparison with
experimental results will be needed to validate this hypothesis.

5.1. Non-dimensional analysis
In order to ease the parametric investigation of the influence of centrifugation on melt con-

vection, the dimensionless form of momentum equation 3 is considered. Hence, the following
dimensionless quantities are defined:

x′∗ =
x′

lre f
; r′∗ =

r′

lre f
; T ∗ =

T
∆Tre f

; u∗ =
u

ure f

p∗ =
p

ρre f u2
re f

; t∗ =
t

lre f /ure f
; K∗0 =

K0

l−2
re f

(8)

In addition, the following dimensionless numbers are introduced:

Re =
ure f lre f

ν
; Gr = ω2RC

β∆Tre f l3re f

ν2 ; Ro =
ure f

2ωlre f
(9)

In particular, Reynolds number Re represents the ratio of inertial forces to viscous forces.
Grashof number Gr indicates the ratio of buoyancy forces to viscous forces. Finally, Rossby
number Ro expresses the ratio of inertial forces to Coriolis forces.
By substituting these scalings in eq. 3, it results:

∂u∗

∂t∗
+ ∇ ·

(
u∗l u∗

)
=

1
Re
∇2u∗ −Gl∇p∗ + GlB∗ −

1
Re

K∗0
G2

s

G3
l

u∗ (10)

The non dimensional expression of the term of body forces B, defined in equation 4, is:

B∗ = −
Gr
Re2

(
T ∗ − T ∗re f

) (
êRC +

x′

RC
+

r′

RC

)
−

1
Ro

(êω × u∗) (11)

where êRC and êω are unity vectors. The terms within the second set of brackets derive from
the decomposition of the centrifugal acceleration vector in the reference system (x′,r′), as shown
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in figure 9. In particular, the first term in the bracket corresponds to the effect of an homogeneous
acceleration ω2RC in the x′ direction. This acceleration increases proportionally to the distance
x′ according to the second term in the brackets. Finally the third term in the brackets represents
an acceleration field in the radial direction r′ of the computational domain, which is symmetrical
with respect to the axis x′. In the case of a large centrifuge arm and small sample, these acceler-
ation gradients are not significant, however their effect might become important for small values
of RC , or in the case of large samples.

In order to evaluate the respective importance of Coriolis forces with respect to buoyancy,
the quantities 1/Ro and Gr/Re2 are compared. In particular, their ratio is equal to Re2/(GrRo) =

ure f /(ωRCβ∆Tre f ). In general, the value of the reference velocity ure f is unknown a priori,

however further considerations can be derived by defining it as ure f =

√
ω2RCβ∆Tre f lre f , af-

ter [19, 43, 44]. In this way, Reynolds number Re =
√

Gr, and equation 11 becomes:

B∗ = −
(
T ∗ − T ∗r

) (
êRC +

x′

RC
+

r′

RC

)
−

√
Ta
Gr

(êω × u∗) (12)

with Taylor number Ta = 4ω2l4re f /ν
2 representing the ratio of Coriolis forces to viscous

forces. Consequently, the ratio between Taylor number and Grashof number may be regarded
as the ratio of Coriolis forces to the buoyancy forces induced by the overall gravitational field.
It is to be noticed that this ratio does not depend on the value of the angular velocity ω, but is
inversely proportional to the value of RC . Therefore, the influence of Coriolis acceleration is
expected to increase for smaller values of the centrifuge arm and vice versa. On the other hand,
it is expected that variations of the rotation speed would not induce critical variations in the effect
of Coriolis forces with respect to buoyancy ones.

5.2. Results and discussion
In this section, the results from the simulations indicated in table 5 are reported and dis-

cussed. Firstly, the results from simulation S0 are considered. This case is analogous to the
stable configuration discussed in section 4. However, since a different geometry is assumed, i.e.
2D planar instead of axisymmetric, some changes in heat transfer and fluid flow are expected.
Therefore, the scope of this simulation is to give a baseline solution in order to discern the ef-
fects of the different geometry from the actual influence of centrifugation. Temperature profile,
front position and streamlines for this simulation are showed in figure 10. By comparing these
results with the ones obtained for the axisymmetric geometry (see figure 7), it can be noticed
that the front position in the sample at corresponding times is more advanced, demonstrating the
presence of geometry related differences in the heat transfer process. Nonetheless, the qualitative
conditions in the samples are analogous, hence initially only two counter rotating vortices de-
velop, followed by the formation of two additional vortices due to the radial temperature gradient
reversal at the right end of the sample. Quantitatively, the different temperature distribution in
the sample induces a slightly increased convection than in the axisymmetric case, with maximum
flow velocities of the order of 0.38 mm/s instead of 0.24 mm/s.
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Figure 10: Columnar front position, temperature distribution, and streamlines in the sample at different times during the
solidification process. Isotherms are drawn at intervals of 2◦C, while streamlines are drawn at intervals of 0.15 mm2/s.

Secondly, results from simulations S1, S2, S3, S4 are compared. For these simulations, dif-
ferent angular velocities are imposed, while the length of the centrifuge arm is kept constant and
equal to 4 m (length of ESA’s large diameter centrifuge arm). This investigation aims to show
the influence on the fluid flow of different gravity levels (Ng=ω2RC/g). According to the non-
dimensional analysis reported in the previous section, it is expected that an increase of the gravity
level would induce the development of stronger buoyancy driven convection, since Grashof num-
ber is directly proportional to ω2RC . On the other hand, since the value of the centrifuge arm
is much greater than the dimensions of the sample, the acceleration gradients in the domain are
not significant with respect to the uniform acceleration component ω2RC . Also, according to the
scaling showed in equation 12, the effect of Coriolis force with respect to buoyancy should not
change significantly when only the angular velocity is changed.
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Figure 11: Effect of gravity level changes on the flow. Green streamlines correspond to counter-clockwise rotating flow,
while blue stramlines correspond to clockwise rotating flow. Streamlines are drawn at intervals of 0.2 mm2/s.

Figure 11 shows the streamlines obtained in the samples from simulations S1, S2, and S3 (S4
is showed in figure 12). Noticeably, the fluid flow in all the samples is almost symmetrical with
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respect to the axial direction, which suggests a small impact of Coriolis force with respect to
buoyancy induced convection. In order to quantify the ratio of Coriolis forces to buoyancy ones
(CBratio), the quantity Re2/(GrRo) is calculated using the actual flow velocities and temperatures
registered during the simulations. Results, reported in table 6, show that the effect of Coriolis
force with respect to buoyancy due to the centrifugal force is negligible for the solidification pro-
cess under consideration. Furthermore, it is possible to observe that the ratio of the two forces
does not change significantly when ω is varied, as predicted from the non-dimensional investi-
gation.

The qualitative nature of the flow is similar to the one obtained in the terrestrial gravity case
(S0). As expected, an increase of the gravity level induces stronger convection. In particular, in
the scaling analysis in section 5.1, the reference velocity of the flow is defined as directly propor-
tional to

√
ω2RC . In fact, the actual rate of increase of velocity registered during the simulations

is close to this proportion, as showed in table 6. Despite the relative stronger convection regis-
tered at higher values of the gravity level, the magnitude of velocity is still low (Pe < 1), hence
heat transfer in the sample is driven by diffusion rather than convection.

Simulation run

S1 S2 S3 S4 S5 S6 S7 S8

umean / [mm/s] 0.09 0.15 0.21 0.27 0.20 0.27 0.16 0.29

umean/uS 1
mean 1 1.67 2.33 3.00 2.22 3.00 1.78 3.2√

ω2RC/
√
ω2

S 1RS 1
C 1 1.6 2.3 3.2 1.6 3.2 1.6 3.2

CBratio = Re2/(GrRo) 0.015 0.017 0.016 0.016 0.032 0.023 0.100 0.101

CBratio/CBS 1
ratio 1 1.13 1.07 1.07 2.13 1.53 6.67 6.73√

1/RC/
√

1/RS 1
C 1 1 1 1 1.41 1.41 6.32 6.32

Table 6: Simulation results compared to predictions from the non-dimensional analysis.

Finally, simulations S2, S5, S7, and S4, S6, S8 are considered, in order to investigate the
influence of centrifuge arm variations, while keeping the quantity ω2RC constant. Recalling
that the ratio of Coriolis forces to buoyancy ones can be evaluated by considering the ratio√

Ta/Gr ∝
√

1/RC , a stronger influence of Coriolis force with respect to buoyancy is expected
for smaller radii of the centrifuge arm. Furthermore, even though ω2RC is the same in all cases,
for smaller values of RC the acceleration components x′/RC and r′/RC become more significant,
hence some influence on the fluid flow is expected.
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Figure 12: Effect of RC changes on the flow. Green streamlines correspond to counter-clockwise rotating flow, while
blue stramlines correspond to clockwise rotating flow. Streamlines are drawn at intervals of 0.2 mm2/s.

Figure 12 shows the streamlines obtained in the samples from simulations S4 and S8. In
particular, the fluid flow in S8 is very similar to the one in S4, still showing a substantial sym-
metry with respect to the axis of the domain. In fact, as reported in table 6, the ratio of Coriolis
forces to buoyancy ones is still very low. Nonetheless, it is worth noting that, as predicted from
the non-dimensional analysis in section 5.1, the relative magnitude of these two forces increases
when the radius of the centrifuge is reduced, at a rate close to 1/

√
RC (see table 6). Moreover, the

effect of the acceleration gradient is observed. In particular when the centrifuge arm is reduced
to 0.1 m, due to the term x′/RC , the axial acceleration increases from the right to the left of the
sample, reaching values of circa 1.7 · ω2RC close to the front position. This induces a slight
increase in the flow velocity, principally close to the front position. In addition, the effect of the
radial acceleration r′/RC cannot be neglected. Indeed, this component is stabilizing in the pres-
ence of negative radial temperature gradients and vice versa. This effect can be easily observed
by comparing the two samples in figure 12(b). In fact, in S8, where the value of r′/RC is much
greater than in S4, the vortices on the left of the sample, where radial temperature gradients are
positive, are stronger. On the contrary, convection is weaker on the left hand side of the sample
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where radial temperature gradients are negative.

In summary, results from this parametric study confirm the fact that increased levels of grav-
ity induced by centrifugation lead to the development of stronger buoyancy convection in the
samples. Moreover, the effects of Coriolis forces and of variations of the centrifugal acceleration
field in the sample increase when the arm of the centrifuge is reduced. Remarkably, in all the
examined cases, Coriolis forces result negligible with respect to buoyancy ones, hence the pre-
dicted flow patterns in the samples are mostly symmetrical with respect to the axial direction, i.e.
to the centrifuge arm direction. As in the terrestrial gravity scenario, the predicted convection is
not sufficiently strong to modify significantly temperature evolution and columnar grain growth
in the samples, but its influence on other phenomena (segregation etc...) should be further inves-
tigated.

6. Conclusions

In the present work, the following points were addressed, according to the objectives stated
in section 1:

• an existing front tracking model for directional solidification of metal alloys [8] was signif-
icantly improved by the inclusion of a fluid flow solver for modelling thermal convection
either in terrestrial gravity conditions or in hyper-gravity conditions arising during cen-
trifugal casting, hence including the effects of centrifugal and Coriolis forces;

• firstly, a case study corresponding to directional solidification carried out in microgravity
conditions, and hence in absence of convection, was simulated. Results from this case
study were used as a benchmark for comparison with solutions in the presence of convec-
tion;

• secondly, the novel numerical model was employed for the investigation of vertical so-
lidification under terrestrial gravity conditions. In particular, two configurations were
considered, i.e. thermally stable configuration (top heated furnace) and thermally unsta-
ble configuration (bottom heated furnace). As main finding, this study showed that in
both cases convection was relatively weak (Pe <<1), hence temperature distribution and
columnar front position were remarkably close to the ones calculated in the microgravity
case. Therefore, for similar experimental scenarios, simpler models not including convec-
tion might be used for predicting temperature distribution and columnar front evolution.
Nonetheless, since different flow patterns are predicted in the two cases, knowing the flow
field appears necessary if other phenomena (e.g. macrosegregation) were to be investi-
gated;

• finally, the model was employed for the parametric investigation of directional solidifi-
cation on a centrifuge. In particular, several case studies were analysed, where different
values of the centrifuge rotation rate ω and centrifuge arm length RC were considered.
Simulation results showed that convection in the melt increased proportionally to the ac-
celeration level. The rate of increase of convection was closely related to the quantity√
ω2RC , in accordance to what was predicted from non-dimensional considerations. Also,

in accordance to the non-dimensional analysis, the ratio of Coriolis forces to buoyancy
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ones increased proportionally to
√

1/RC . Nonetheless, Coriolis forces did not influence
significantly the fluid flow in any of the case studies, since their magnitude was negligi-
ble with respect to buoyancy induced by centrifugal acceleration. Therefore, fairly sym-
metrical flow patterns were predicted. In addition, as in the terrestrial gravity case, flow
velocities were low and heat transfer in the sample was driven by diffusion rather than con-
vection. Therefore, temperature distribution and columnar front position did not change
significantly. Since the model employed for this investigation is 2D planar, the validity
of the results with respect to real, fully 3D problems is not clear. Hence, further inves-
tigations, including comparison with experimental results and extension to 3D numerical
models are planned for the future.
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