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The conceptual architecture of autonomic commuitinatrequires a
knowledge layer to offer effective, transparent amgh level self-
management capabilities. This knowledge plane céfiseu the
behaviour of autonomic communication regimes to iwonand
intervene at many differing levels of network griamity. This paper
introduces autonomic computing and autonomic comaation, before
outlining the role of knowledge in autonomic netigrSome research
issues, in particular the concept of dynamic cantex a method to
acquire knowledge dynamically that helps to feaiét a successful
realisation of the knowledge plane are exploreddisdussed.

I ntroduction

An EU FET brainstorming workshop in July 2003 tealiss novel communication
paradigms for 2020 identified\utonomic Communicationsis an important area for
future research and development [1]. This can terpreted as further work on self-
organizing networks, but is undoubtedly a reflattiof the growing influence of
IBM’s Autonomic Computing initiative launched in @D [2]. In effect, autonomic
communications has the same motivators as the autiencomputing concept with
particular focus on the communications researchdawtlopment community. Goals
highlighted at this initial workshop were to undarsl how an autonomic network
element’s behaviours are learned, influenced ongkd, and how in turn, these effect
other elements, groups and networks. The abibtyadapt the behaviour of the
elements was considered particularly importanteiation to drastic changes in the
environment such as technical developments or mewamic models [1].

At the heart of autonomic communications sediwareprinciples and technologies
that will create the autonomic network. They buarrtargely from autonomous
distributed systems research and non-conventiogtalarking (ad hoc, sensor, peer-
to-peer, group communications, active networks smcn), among others [3]. In
addition to this a new construct, a knowledge pldres been identified as being
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required to act as a pervasive system within thevoré that builds and maintains
high level models of what the network is supposedio in order to provide the
communications services and advice to other elesnantthe network [4]. It is
generally considered that this knowledge plane wély on the tools of Al and
cognitive systems (to meet the uncertainties amdpdexities of this goal) rather than
traditional algorithmic approaches [4][5].

This paper motivates the proposition that the sssfoé creation of autonomic
communications, and in particular the knowledgen@laequires the ability to possess
context awareness and behavioural knowledge from edimomethodological
perspective. Ethnomethodology is an in-depth stfdiyndividuals and groups, their
practice, and their artefacts in the context ofrthermal working environment. From
this perspective, context is more than just the suarfunction of the metrics that are
monitored or probed in the environment.

The paper outlines the area of autonomic computaigd autonomic
communications before beginning to discuss the ofl&knowledge in autonomic
communications. The remainder of this vision papera discussion on how
knowledge may be used within the knowledge planautbnomic communications.
In particular, we examine the mechanism of dynaroigtext as a framework for the
generation, use and execution of knowledge in aunhdn networks.

Autonomic Computing

The autonomic metaphor, based on the human bodytnamic or self-regulating
and protection system, strives to achieve systemishawill maintain themselves
through the use of an autonomic element consistfira;y autonomic manager and the
managed component. There is a strong requirementidpendability, from single
mobile devices running multiple processes througtriduted grid applications [6].

The general properties of an autonomic (self-marggystem can be summarised
by four objectives; self-configuring, self-healingglf-optimising and self-protecting
and four attributes; self-awareness, environmeraraness, self-monitoring and self-
adjusting [6]. Essentially, the objectives repredamwad system requirements while
the attributes identify basic implementation medsas. (Since the 2001 launch of
autonomic computing theelf-* list has grown substantially yet this initial sl
represents the general goal.)

Self-configuring is a system’s ability to readjustelf automatically, this may
simply be in support of to changing circumstancesooassist in self-healing, self-
optimisation or self-protection. Self-healing,emctive mechanism is concerned with
ensuring effective recovery when a fault occursnidfying the fault and then where
possible repair it. Self-optimisation means thatsystem is aware of its ideal
performance, can measure its current performanamstgthat ideal and has policies
for attempting improvements. A self-protecting teys will defend itself from
accidental or malicious external attack. This melaging aware of potential threats
and having ways of handling those threats. This melyde self-healing actions if an
attack is successful, and a mix of self-configuratand self-optimisation to increase
protection. Finally, these self-mechanisms sheulsure there is minimal disruption
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to users, avoiding significant delays in processiig achieve these objectives a
system must be aware of its internal state (seHfrajvand current external operating
conditions (environment-aware). Changing circumstanare detected through self-
monitoring and adaptations are made accordinglf-&susting). As such, a system
must have knowledge of its available resources,ciamponents, their desired
performance characteristics, their current staamgl the status of inter-connections
with other systems, along with rules and policieh@v these may be adjusted. The
ability to operate in a heterogeneous environmeqtires the use of open standards
to understand and communicate with other systeins [1
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Fig. 1. IBM’'s view of the Architecture and Components of Autonomic Element (adapted
from [7])

At the heart of any autonomic system architectueesansorsand effectors[8]. A
control loop is created by monitoring behaviouotilgh sensors, comparing this with
expectations (historical and current data, rules laeliefs), planning what action is
necessary (if any) and then executing that actiwaugh effectors [9]. The control
loop, a success of manufacturing science for maaysy provides the basic backbone
structure for each system component [7].

Figure 1 is IBM’s view of the necessary componemnithin an autonomic
manager. (For an alternative artefacts view, s@g)[1t is assumed that an autonomic
manager is responsible for a managed element wéhself-contained autonomic
element. Interaction will occur with remote autoionrmanagers through virtual,
peer-to-peer, client-server [11] or grid [12] canfiations.
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The monitor and analyse parts of the structure gg®cinformation from the
sensors to provide both self-awareness and an aess®f the external environment.
The plan and execute parts decide on the necessHrgnanagement behaviour that
will be executed through the effectors. TRRAPE (Monitor, Analyse, Plan and
Execute) components use the correlations, ruldgffeexpectations, histories and
other information known to the autonomic element,agailable to it through the
knowledge repository within the autonomic managev).

Autonomic Communication

The traditional perspective for autonomic computiaghat an autonomic element
(AE) solelyusesknowledge; there is no expligteator or adaptorsof knowledge. It
implies that the knowledge within éngineered iras part of the developed autonomic
manager (and updated from an external source)ouf gonsider the management
scope and assume this autonomic manager’'s comp@néortinstance a disk drive,
engineering the knowledge may be achievable yifscope is larger, for instance a
higher level manager within a server farm receivengnt communications from
many other autonomic managers, the scenarios gilbb complex to engineer.

Al may assist here. When autonomic computing fiistthe headlines it was
interpreted as being Al or at least containingéshaps due to the commonality of the
biological analogies. IBM has spent effort statihig is not the case to thus avoid the
initiative being classed with the past perceivetdufas of Al hype. Here lies a
difference between autonomic computing and autooomdmmunications, as
autonomic communications accepts the intrinsic rfeed\l to create the knowledge
plane [4].

In this autonomic computing view, even if you dswase that Al and machine
learning techniques have been used to assist iel@@ag/engineering the rules and
beliefs, another question arises as to how adaptdieise are within the autonomic
manager.

Proponents of the mobile and/or intelligent ageatagigm would present that
context drives adaptability through agent’s capgbiio discover, extract, interpret
and validate context [13], and as such will enathlem to make a significant
contribution to the autonomic communications fiel@his is not in doubt; a wide
range of techniques will be required for the susfidscreation of autonomic
communications. Yet will emergent behaviour fromtag@mic elements agents
provide the scope envisaged at the knowledge (hiaved?

An interesting paper in [14] discusses affect ardimme design [15]. Essentially
it supports those psychologists and Al researctteas hold the view that affect is
essential for intelligent behaviour. It propode®eé levels for the design of systems:

1. Reaction — lowest level where no learning occursilnmediate response to state
information coming from sensory systems.

2. Routine — middle level where largely routine evéilua and planning behaviours
take place. It receives input from sensors as ea®lfrom the reaction level and
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reflection level. This level of assessment resialtdiree dimensions of affect and
emotion values: positive affect, negative affea éenergetic) arousal.

3. Reflection — top level receives no sensory inputas no motor output, it receives
input from below. Reflection is considered a meateepss, where the mind
deliberates about itself. Essentially operationghé level look at the systems
representations of its experiences, its curren@atielr, its current environment
etc.

Cognition

Knowiedge Plane

\REFLECTION

Semsory C———> ROUTINE ———> Motor bl B

> REACTION ——>

Data Flane

Affect & Emotion

Fig. 2. Intelligent Machine Design three tiers comparedhwhree planes in Autonomic
Communications

The affect and emotion debate is not an issue liteig the three levels that are of
specific interest. Although not described in suehis this approach to intelligent
design is similar to the proposed scoping of thanes within autonomic
communications (Figure 2). Essentially the reactevel may be considered to sit
within the data plane and the autonomic networkemnghfor instance under fault
conditions automated switching and fail-over maketaplace, and so on in,
monitoring current state of both the network eletraerd its environment with rapid
reaction to changing circumstances. The routinesllanay be considered the
management plane, where planning takes place ashet dawlt conditions root cause
analysis is performed on the event messages frerddta plane. The reflection level
may be considered not to reside yet within netwdsks is akin to the perceived
knowledge plane, where it considers the behaviéuh® networks and learns new
strategies, reflects upon the success of existiategies and adapts if necessary.

This approach highlights the need for reflectiom aognitive strategies to be
designed into systems to provide the self-adaftglaiitonomic property.

Self-adapting behaviour has been classified inteettevels by the Smart Adaptive
Systems community. These are [16]:

1. Adaptation to a changing environment,
2. Adaptation to a similar setting without explicithging ported to it,
3. Adaptation to a new/unknown application.

Its seems a difficult task for an autonomic elemantl indeed the autonomic
network and autonomic communications to even comfdo level 1 through
engineering rules into the autonomic manager. Talassified level 2 is certainty
going to entail Al and cognitive approaches.
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This section has briefly focused on the initial gt designs of an autonomic
element to emerge from autonomic computing, keyeda consisting of self-
managing (self-CHOP or self-*), AE=AM+ME, MAPE, control loop,
sensors+effectors, all reliant on knowledge repogito provide self and environment
awareness. Thesesersof the knowledge component have yet to identifwitbis
knowledge will be learnt, adapted or even usediwitifferent contexts.

The Role of Knowledge

Behavioural knowledge and knowledge execution igital research area for the
successful fulfilment of Autonomic Communicatior’[1 In order to drive the self-
managing capabilities of autonomic communicatighsye is a requirement for the
network to be self-aware and environment-aware.seReh on self-awareness in
next-generation networks can be driven by attergpiinunderstand the behaviour of
the network. To achieve this, the network mustehaecess to various data and
knowledge components, on which it can execute apdifjnits parameters.

The data and knowledge sources are [18]:

« Deriving and using first- and second-order datanftbe data plane of the network;

« Deriving and using network management data and ledye from the control
plane of the network;

« Deriving and using data and knowledge that comgrike knowledge plane [4] of

a network.

The first two data and knowledge sources can beamademployed to varying
degrees in network research today. The third eepeesents a significant advance in
research thinking, in that it is primarily infereadtand mined knowledge that is
discovered by predictive analytic techniques regjdin the knowledge plane. These
techniques include collaborative filtering [19][2@ayesian networks [21], clustering
[22], classification [23], association rules [24pguence analysis [25] and content
filtering [26] as well as runtime techniques frotitk stream analysis [27][28].

The knowledge plane must have the capacity torredad maintain aetwork
memory comprising the data and knowledge sources inglicabove. An excellent
starting point for this memory will be machine-urstandable XML-based syntax,
comprising different standards that maintain higimantic integrity and coherence
for the knowledge models; for example, the PredicNodelling Mark-up Language
(PMML) [29].

PMML is an XML-based standard developed by the Dditaing Group with the
aim of aiding model exchange between different mhpdaducers and between model
producers and consumers. Most data mining vendare hheir own proprietary
representations for knowledge discovered using eigorithms. PMML provides the
first standard representation that is adhered talbthe major data mining vendors.
Being XML-based, models represented in PMML carilpé® parsed, manipulated
and used by automated tools. The anticipated usélerible, semantically-rich
representational schemes such as PMML within aumdnelements is as a memory

1 Objectives: self-Configuring, self-Healing, selptnising and self-Protecting
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for policies and events that provides fast, intéoael response in autonomic network
environments.

This network memory will be maintained as a digemntological construct in the
knowledge plane, necessitating new research inargtentologies. This memory is,
in essence, a collection of rule sets and mininglehoesult sets that can maintain
network policies as well as behavioural descriggi@md policies. As such, it is a
memory that provides context for measurement. &fbeg, via introspection and
mediation, the memory can self-adapt to improvefgperance depending on the
context and needs of use.

In order to execute and interact with the networ&mory, a scalable high-
performance engine is required. This is similacanstruct to a recommender engine
[27][28], in that it is constantly updating the wertk memory rule bases upon which
the application of predictive algorithms on netwbdhavioural data is based.

A key component of this engine is the detectionnefwork trends and subtle
changes in data flows. Key research currently uadgy in concept drift may be the
basis for drift detection in autonomic network arettures [30].

There are key challenges in this research sub-areatonomic communications,
including the real time handling and assessmentermdembles of behavioural
knowledge to improve network provision and the igbilo introspectively measure
the performance, accuracy and appropriatenesstwbrieperformance.

Contextualised Knowledge

The autonomic communications knowledge plane nbt mguires the ability taise
knowledge but also the ability tweateandadaptit when necessary. A vital aspect
to these abilities is to understand dmatextwithin which that knowledge is framed.

The understanding afontexthas been a significant research area in manysfiafid
computing, in particular Al and ubiquitous compagtifior some time now. The term
context-aware computing was first introduced by ®94 [31] as a system’s ability to
adapt to its location of use and objects (peopejcs) in the neighbourhood. It was
defined in the context of the systems in which tser employs many different
mobile, embedded and stationary computers in diffesituations and locations over
the course of the day. This has evolved within sveesearch fields sharing many
common views, including ubiquitous computing [3Pkrvasive computing [33],
ambient intelligence [34], planetary/utility/griémputing and so on.

Many definitions of context-awareness and modelsoonitext-aware systems have
been proposed, the most popular over-arching petispethat researchers from
pervasive computing society employ is to see cdrgexome function or mode of the
parameters of the environment, such as time, pktce Values of the parameters are
acquired by using the predefined set of sensorstlzem extract features from these
low-level sensor readings [35].

Acquiring context is not a straightforward task doets dynamic nature and the
heterogeneous state of data sources. Context carttzeted from low-level sensors
and high level managers as well as derived fromicgipns to-date utilising the
network. It has been highlighted that the majodfycontext-aware applications use
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the data from the sensors later offline throughadate-processing and features
extraction [35].

There is no consensus for context representatiaptdng, representing and
modelling context). Problems concern the fact theguired information can be
strongly heterogeneous and often incorrect, ingest or incomplete. A second
issue is that it is used in systems in various waysubstantial amount of different
approaches have been proposed to model such cagitexformation.

Dourish [36] has suggested that the representadtipmaoach of context applied by
most of the researchers until now interprets the ob context in a different manner
than it plays in our everyday life. He proposestdad a new perspective on
context-aware computing where the context is peeceimuch like in social sciences
that study the practises of individuals in theirmal environment. In his article he
examines the problem of context from a high-ley@ijlosophical point of view,
enumerates the various philosophical viewpointsl, laighlights an approach, which
views context as an interactional problem rathantha representationahe.

This dynamic contextas we term it, contrasts with a majority of thterature
concerning context-awareness, particularly engingesipproaches that inherit from
positivist theoretical tradition which seek objgetianswers, independent of the detail
of particular occasion descriptions of social phreapa. It is a positivist point of view
in which we look at things as something to be mledebnd encoded. From this
perspective, context is a stable feature of thddubiat is independent of the actions
of individuals.

On the other hand, dynamic context proposes to labkthe problem of
context-aware computing from anothphenomenologicgboint of view. In this view,
social facts are not pre-given or absolute but eoatinually negotiated and
reinterpreted as a result of interactions hencegpion of the world depends on the
interpretation of particular individuals.

In dynamic context, it is the activity that genesand sustains the context. So,
context arises from the activity, and is activelgquced and maintained in the course
of the activity. This provides a framework for atimod to determine context from
activity via behaviour (and measures of behaviourhis framework is a justifiable
research goal in autonomic communications.

Although the assumptions enumerated above seem #ocorrect way to view the
role that context should play in context-aware exyst, there are many significant
issues concerning how to turn this approach inédite Dynamic context is only a
conceptual view of what context is and formal desygidelines for systems are not
presented. It is an interactional model of contaxtwhich the central problem is
“how and why, in the course of their interactiods, people achieve and maintain a
mutual understanding of the context for their acdl®¥y It can be argued that the
difficulty and practical problems of designing cexttaware systems has encouraged
the pervasiveness of the representational vievoofext.

Context is hard to recognise and hard to encode approach of dynamic context
makes this task even harder, because instead ofreth@ings from the set of
predefined sensors we have to deal with the featina can be contextually relevant
to the particular activity. It cannot be determirgedriori, before an activity happens.
Some features become meaningful for particularssoftactions - that's why the
context should be continually redefined, as suah shope of contextual features
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should be defined dynamically. That forces theesentation to be flexible enough to
maintain the changing importance of the featuredifierent types of activities and
their dependence together with the possibilitydd ar delete features. Dourish gives
a conceptual idea of how context should be undedsend suggests to move the
stress from designing how to use the predefinedexomwithin a system, but rather
how the system can support the process by whichtéx® is continually manifest,
defined, negotiated, and shared”

A Framework for Using Context

In dynamic context, the activity generates and aost the context. This fresh
perspective is drawn ultimately from social scientechniques such as
ethnomethodology and ethnography, and explores tissfulness in the increasing
number of computer-mediated pervasive and ubigsito@nvironments.
Ethnomethodology simply means the study of the wayshich people make sense
of their social world [37]. Ethnography is the depth study of individuals and
groups, their practices, and their artefacts in tlatext of their normal work
environment [38].

The usefulness of ethnography seems to be thakdstnothing for granted, and
the application in anthropology ensures that athitie are available for analysis.
Ethnography is a contender for a framework in whigh seek to discover context
from activity. Having the measures of behaviour, ea@ then try to discover from
them the activity and from the activity we can toydiscover the context. This leads
to the exciting unexplored possibility for a newngeal framework for context-aware
computing.

Interactional view Representational view
(phenomenological theory) {positivist theory)
Sum or function
~_ of all these
Behaviour

activity generates context

Fig. 3. Interactional Vs Representational view of contawiareness

Having a set of sensors within the autonomic eleémezach sensor provides the
measures of network, systems and user applicagtwauour. On the basis of the
AE’s measurements we can try to discover the agipdin’s current activity. Frequent
patterns found in the measurements can then bdlddband represent typical
activities. Having discovered activity we can toydompute the context generated by
the given activity, understand a more precise dgson of the activity in the form of
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its goal, and the conditions in which it is execdufthat means context viewed by the
prism of activity). The general Behaviour-Activi@entext (BAC) Framework for
context-awareness is shown in on the left-hand glidégure 3.

Discussion and Proposed Research Plan

The knowledge plane is a proposed third abstradtidghe emerging research area of
autonomic communications, adding to the existingadand control/management
planes. In their vision paper, the proponents efkhowledge plane discuss broadly
how machine learning algorithms can be appliedamer knowledge and increase
the self-awareness of the network. How the knogdeplane will be achieved is an
open research area, but the remaining discussiamiegs what role contextualised
knowledge may play in autonomic communications.

The paper first focused on a brief review of theegal autonomic element designs
emerging from autonomic computing noting that thenegal architecture of the
autonomic computing autonomic element would implig ionly auserof knowledge
with no explicit components farreating nor adaptingknowledge. Agents, Al and
cognitive techniqgues may assist here. It was hgpgted that the three tiers; reflex,
routine and reflection of the proposed autonomieliigent machine design have
scope commonalities with the data, management amWlkdge planes within
autonomic communications.

The second EU FET consultation meeting in March42@d the subject of
autonomic communications [39][40][41] highlightdtat self-awareness in autonomic
communications must be driven by self-knowledgegctically by behavioural
knowledge. This key area was entitled behaviounabvkedge and knowledge
execution. The authors put forward several aredenotvledge research which they
feel should be pursued to support the use of beheali knowledge in autonomic
communications:

e The use of unsupervised, incremental learning @hlgos should be explored.
Although there are many machine learning and daténmalgorithms available,
comparatively few researchers have explored théa,am particular from a
pervasive computing perspective [36].

e The second of these is the development and useasting research and tools that
facilitate high-performance operation; specificalbntological tools to support
the incorporation and use of semantic information.

* Knowledge systems in autonomic communications shooé capable of
practicing introspection. That is, they should mea the degree of correctness
of their ‘advice’ within an autonomic element.

e The knowledge system should be capable of discatimig between conflicting
types of advice and selecting or blending advigais can be explored initially
as simple conflict resolution, but a key goal wolld the development of
managers of ensemble advisors or recommenders nwithutonomic
communications.

More generally, this paper has introduced the coihe# dynamic context and

advanced the proposition that the successful omaif autonomic communications
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and the knowledge plane will not only require Adatognitive approaches but will
also require a fuller interpretation of context; Some ways akin to ethnography,
building towards the formulation of a novel contextareness framework;
Behaviour-Activity-Context (BAC).

A treatment of the area of context-awareness hggtdid the two schools of
thought;interactional versusrepresentationalpr phenomenologicalersuspositivist
perspective This paper supports the interactional view whesatext is generated
and sustained by the activity. This ethnographiespired view of the world, which
we have labelled dynamic context, should provide thost dynamic knowledge
approach for autonomic communications.

This paper explicitly focused on one of the gromgdiprinciples to achieve
autonomic communications — a new communicationgigna to assist the design of
the Next Generation Networks (NGN) — that of cotuelised knowledge.

We have proposed a new dynamic context model, baged on-the-fly, dynamic
and lightweight analysis of data in the networkwetl as a workable framework for
experiments. We propose a research plan thatttestsypothesis that contextualised
knowledge can improve the capabilities of a knogkdplane in autonomic
communications. The details of the roadmap for piég will be explored in a future

paper.

References

1. EU IST FET, “New Communication Paradigms for 202Bfain storming meeting
July 2003, Brussels, Belgium, (report publishedt2€03)

2. P. Horn, "Autonomic computing: IBM perspective twe tstate of information
technology", AGENDA'01, October 2001

3. M Smirnov, R Popescu-Zeletin, “Autonomic Communigat, presentation EU IST
FET brainstorming meeting Communication Paradigopn26020, Brussels, July 2003

4. D Clark, C Partridge, JC Ramming, JT Wroclawski, Khowledge Plane for the
Internet”, Proc. Applications, technologies, arebitires, and protocols for computer
communication, Karlsruhe, ACM SIGCOMM 2003

5. JM Agosta, S Crosby, “Network integrity by inferenin distributed systems”, NIPS
Workshop on Robust Communication Dynamics in Completworks, 2003

6. R Sterritt, DW Bustard, "Autonomic Computing - aedhs of Achieving
Dependability?", Proc. IEEE Int. Conf. Engineeriafj Computer Based Systems
(ECBS'03), Huntsville, AL, USA, , pp 247-25, Apri{11 2003

7. A Ganek, “Autonomic Computing: Implementing the igis’, Keynote presentation
at the Autonomic Computing Workshop, (AMS 2003)atfie, WA, 25th June 2003.

8. AG Ganek TA Corbi, The dawning of the autonomic patng era, IBM Sys J 42(1)
5-18 2003

9. Autonomic Computing Concepts, White Paper, IBM, 200

10. R. Sterritt, DW Bustard, “Towards an Autonomic Cartipg Environment”, 1st Int.
Workshop Autonomic Computing Systems at DEXA'20@3gRe, 694-698 2003.

11. DF Bantz, C Bisdikian, D Challener, JP Karidis, Sd#ianni, A Mohindra, DG
Shea, M Vanover, Autonomic personal computing, IB¥ J 42(1) 165-176 2003

12. G. Deen, T. Lehman, J. Kaufman, The Almaden Optsnadl Project, IEEE Proc.
Autonomic Computing Workshop, (5th AMS), SeattleAWp 14-21, June 2003.



12 Roy Sterritt, Maurice Mulvenna, Agnieszka L awrynowicz

13

14.
15.

16.

17.

18.

19.

20.

21.

22.
23.

24.

25.

26.

27.

28.

29.
30.

31.

32.
33.

34.

35.

36.

37.
38.

. A. Zaslavsky, Mobile Agents: Can they assist wittn@xt Awareness?, Proc. 2004
IEEE Int. Conf. Mobile Data Management, 2004

IBM Systems Journal, Special issue on Autonomic @ating, Vol. 42, No.1, 2003
DA Norman, A Ortony, DM Russell, “Affect and machimlesign: Lessons for the
development of autonomous machines”, IBM Sys J1438- 44, 2003.

D Anguita, “Smart Adaptive Systems: State of the And Future Direction of
Research”, EUNITE, Dec. 2001

M Smirnov, ‘Area: Autonomic Communications’, EU IFET New Communication
Paradigms for 2020 Consultation meeting, Brus&stgium. (ver. 02), March 2004.
MD Mulvenna, Annex: Comments and background madtéoaopic 8 Behaviour
knowledge and knowledge execution in Autonomic Camitations, IST FET New
Communication Paradigms for 2020 Consultation megeBrussels, March 2004.

U Shardanand, P Maes, Social information filteriddgorithms for automating
"word of mouth", Proc CHI'95 Human Factors in Cortipg! Systems, 210-217 1995
P Resnick, N lacovou, M Suchak, P Bergstrom, J IRi&@oupLens: An open
architecture for collaborative filtering of netnéwBroc ACM 1994 Conf Computer
Supported Cooperative Work, Chapel Hill, NC: ACM51186 1994

D Heckerman, D Geiger, D Chickering Learning Bagesinetworks The
Combination of Knowledge and Statistical Data, MaeH_earning, 20 197-243 1995
AK Jain, RC Dubes, Algorithms for Clustering Da®aen Hall, NJ 1998

D Mitchie, DJ Spiegelhalter, CC Taylor, Machine tréag, Neural and Statistical
Classification, 1994. www.amsta.leeds.ac.uk/~eszstatlog/

R Agrawal R Srikant, Fast Algorithms for Mining Assation Rules. In Proc. of the
20th Int'l Conference on Very Large Databases,i8&gmt Chile, September 1994.
AG Bichner, M Baumgarten, SS Anand, MD Mulvenna, H@hes, Navigation
Pattern Discovery from Internet Data, Advances isBbWJsage Analysis and User
Profiling, LNCS, Springer-Verlag, 2000.

M Mobasher, R Cooley, J Srivastava, Automatic Rebpation Based On Web
Usage Mining, Communication of ACM, August, 200@I¥ne 43, Issue 8

MD Mulvenna, SS Anand, AG Biichner, (eds.), Perspatibn on the Net using Web
Mining, Comm. ACM Special Section, 43(8), 122—-128g. 2000

AG Buchner, MD Mulvenna, Discovering Marketing Iifigence Through Online
Analytical Web Usage Mining, ACM SIGMOD Record, &),(54-61, 1998

PMML, www.dmg.org

M Black, R Hickey, Learning classification rulesr feelecom customer call data
under concept drift. Soft Comput. 8(2): 102-10802Z0

B Schilit, N Adams, R Want, R. Context-Aware CompgtApplications. Proc. IEEE
Workshop on Mobile Computing Systems and Applicaidl994.

M Weiser, The Computer for the 21st Century. Sciefican, 265(3), 94-104 1991.
W Ark, T Selker, A Look at Human Interaction witlkei®asive Computers, IBM Sys
J, 38(4), 504-507 1999

E Aarts, R Collier, E van Loenen, Bd Ruyter, (Edambient Intelligence, 1st
European Symposium, EUSAI 2003, Veldhoven, The &kidinds, LNCS 2875 2003
R. Mayrhofer, H. Radi, et al. Recognizing and pcédg context by learning from
user behaviour, Austrian Computer Society (OCGPR0

P. Dourish, What we talk about when we talk abauttext. Personal and Ubiquitous
Computing 8(1) 19-30, 2004

Garfinkel, H.,Studies in Ethnomethodoladyrentice-Hall, 1967

Bowling, A. (1997).Measuring health: A review of quality of life meesuent scales
(2nd ed.). Philadelphia: Open University Press.



A Rolefor Contextualised Knowledge in Autonomic Communications 13

39. M Smirnov, Managing Internet complexity in AutonamiCommunication,
presentation EU IST FET consultation meeting Comigation Paradigms for 2020,
Brussels, March 2004

40. EU IST FET, “New Communication Paradigms for 20208nsultation meeting 3y
March 2004, Brussels, Belgium.

41. F Sestini, ‘Situated and Autonomic Communication€J IST FET New
Communication Paradigms for 2020 Consultation mgerussels, March 2004.



