View metadata, citation and similar papers at core.ac.uk brought to you by fCORE

provided by Ulster University's Research Portal

/. .5_ —

\fCAL-05

Proceedings of the
|IJCAI-05 Workshop on

Al and Autonomic Communications

Developinga research agenda for Self-Managing Networks and the Knowledge Plane

Edinburgh, Scotland
315" July 2005

Editors
Roy Sterritt, Simon Dobson, Mikhail Smirnov


https://core.ac.uk/display/287022466?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1

Proceedings of the IJCAI-05 Workshop on Al and Awsimic Communications

Organising Committee

Roy Sterritt
University of Ulster, Northern Ireland

Simon Dobson
University College Dublin, Ireland

Mikhail Smirnov
Fraunhofer FOKUS, Germany

Programme Committee

David Clark, MIT, USA

Simon Dobson, University College Dublin, Ireland

Dave Lewis, Trinity College Dublin, Ireland

Maurice Mulvenna, University of Ulster, Northern Ireland
Guy Pujolle, I'Université Paris 6, France

Fabrice Saffre, British Telecom, UK

Mikhail Smirnov, Fraunhofer FOKUS, Germany

Roy Sterritt, University of Ulster, Northern Ireland

Support Acknowledgements

ACCA: Autonomic Communication: Coordination Action (AST-6475) funded through EU Open
Strategic Objective: Future and Emerging Technologies (FET 2.3.4.1)

University of Ulster’'s Centre for Software Process TechnologiesTCfBRded by Invest NI through
the Centres of Excellence Programme, under the EU Peace Il initiative.



Proceedings of the IJCAI-05 Workshop on Al and Awsimic Communications

Contents

Invited Talk:
Efficient Overlay Networks for Autonomic Communication

Fabrice Saffre
British Telecom, England

Reflex Unified Fault Management Architecture — Lessons for the Knowtige Plane?

Roy Sterritt, Dave Bustard
University of Ulster

Categorization and Modelling of Quality in Context Information

M.A. Razzaque, Simon Dobson, Paddy Nixon
University College, Dublin, Ireland

Forgetting the Local Knowledge Model — A Fundamental Problem for Autonona
Communications in Future Generation Networks

Peter Duxbury-Smith, John G Gammack
Intelligent Systems Solutions Ltd, UK and Griffitmiversity, Australia

Dynamic Bayesian Networks:
a contribution to Autonomic Communications and the Knowledge Plane?

Roy Sterritt, Adele Marshall
University of Ulster and Queen’s University, Betfas

Ontology-based Semantics for Composable Autonomic Elements
John Keeney, Kevin Carey, David Lewis, Declan O’Sullivan, Vincent Wade
Trinity College Dublin

Hybridising events and knowledge in an infrastructure for context-adptive systems

Simon Dobson
University College, Dublin, Ireland

13

23

29

36

44



Proceedings of the IJCAI-05 Workshop on Al and Awgimic Communications
Efficient Overlay Networks for Autonomic Communication

Fabrice Saffre
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fabrice.saffre@bt.com

Abstract file sharing for example). So a major challengtisreate a

. L “network-friendly” autonomic communication
Autonomic C_ommunlcanon re_fers to the concept_of infrastructure, one that will avoid unnecessarilgofling

a self-configuring, extensible and dynamiC  jqformation along already saturated links and bée db
communication infrastructure. We argue that the  jgentify ways of reducing bandwidth consumption heitt
realization of such a system will depend on the  compromising QoS. This is a complex problem, as the
development of a decentralized overlay network,  economical solution may alternate between extrelikes
able to take account of locally available implicit  finding the shortest path to the overprovisionedwoek

knowledge of system state and usage patterns. core or, on the contrary, relying exclusively oncdb
o o B exchanges at the periphery.
Almost by definition, autonomic (i.e. self-configog, self- Overlay networks currently look like one of thest

repairing...) communication will simultaneously requir candidate paradigms to meet this challenge. At $ight, it
andpromote (via positive feedback and viral intake)may seem paradoxical that a design philosophy piédg
mobility of content and software components. Indeedignore the detailed constraints of the supportihysical
successful implementation of the autonomic “visiomill infrastructure may help reduce the waste of banthwid
likely involve continuous migration of huge numbest  However, this apparent contradiction finds its orign a
various “modules” between the many devices attemgpid  deep misunderstanding of overlay networks’ poténtia
respond to a dynamic demand in a context-senddst@on.  ability to organize themselves so as to map the wkb

As soon as the mapping between one piece opemuit  successful interactions between nodes. This behes t
and a predefined set of functionalities disappesosdoes possibility of taking into account implicit “knowdge”
the ability to define local requirements upfronthieh in  about system state and activity patterns, and nfirm@ously
turn calls for software “agility” (i.e. mobile, getontained  adapting to the changing “landscape” of availabdévork
modules that can be installed and discarded asdged resources.

Furthermore, the plasticity and unpredictabiliy the In a decentralized and dynamic environment, ulsef
network environment (different protocols and cafids, regularities tend to be unpredictable and large warsoof
mobile and static devices, wireless etc.) dicthte service unnecessary traffic may be generated if local tdieely
discovery and content delivery will likely be supigal by  heavily on resource/service rediscovery every tithey
P2P interactions, as opposed to the centralizedie mohandle a new request. Admittedly, most existingtquols
manageable but far less adaptive “client-serverdeho already try to address that problem in one wayherdther

Together, all these aspects suggest that metttingeeds  (e.g. with “super-peers” or caches), but it caratued that
of autonomic communication will require vast amasuof  a more fundamental and principled approach to geimgy
bandwidth. Yet ultimately, the success of the p@radwill  efficient co-operative overlay networks is needéghr
depend on the reliability of the supported serviékshe  example, member devices should be continuously
necessary network resources are not available qjuestioning the value of their “virtual” links, fio both a
decentralized management proves incapable of dest@y  “typical availability” and “ability to meet my nesti point
and mobilizing them, autonomic communication wiithply of view (much in the same way as we humans manage o
fail to gain public trust and support. network of contacts based on a combination of fayto

There are however many indications that enough Because growing and maintaining self-organizeerlay
bandwidth is available (or soon will be, thankstite on-  networks will have to rely on autonomous decisicaking
going proliferation  of high-bandwidth  connection by individual nodes, we believe that Al techniqubsth
opportunities like, e.g., WiFi, Bluetooth or ZigBe#t will  “well-established” (reinforcement learning, fuzzpgic,
still be contended though, and it is a well-knowaetfthat Bayesian networks etc.) and more “speculative” .(e.g
failing to consider network resource managementeiss collective or swarm intelligence), are likely toapl an
when designing local clients can result in extremaste of  important role in designing autonomic communication
capacity and foster poor performance, even in aer-ov elements.
provisioned environment (as dramatically illustcatey P2P
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Reflex Unified Fault Management Architecture — Lessns for the Knowledge Plane?

1

Roy Sterritt
School of Computing & Mathematics
University of Ulster at Jordanstown
Northern Ireland
r.sterritt@ulster.ac.uk

Abstract

As the range of communication services and
consumer expectations continue to grow, the
demands on telecommunication organizations to
find ways to make their systems more adaptable
and flexible, while remaining dependable, becomes
critical.  Autonomic communications is an
emerging strategic approach for addressing these
needs. This paper discusses the unified fault
management architecture and the proposal to add
autonomicity through a ‘reflex-healing’ dual
strategy. The autonomic reflex unified fault
management architecture has goals in common
with the perceived new construct of autonomic
communications, the knowledge plane.

Introduction

Dave Bustard
School of Computing & Information Engineering
University of Ulster at Coleraine
Northern Ireland
dw.bustard@ulster.ac.uk

unified fault management architecture for the piesmk
knowledge plane.

2 Autonomic Communications

The research discussed in this paper was motiViayed
study undertaken in British Telecom (BT) in 2003€j$itt,
2003a] onAutonomic Computing and Telecommunications
Since then,autonomic communicationBas emerged as a
branch of research in its own right, and was folynal
announced as a European Union funding initiative2fa05
and beyond [Sestini, 2004].

This initiative began when an European Union Fautur
Emerging Technologies (EU FET) brainstorming wodgsh
in July 2003 to discuss novel communication panagidor
2020 identified ‘autonomic communications’ as one
potential important area for future research aneglbgpment
[EU IST FET, 2003]. This was interpreted as furthark
on self-organizing networks, and which includes

Autonomic systemare essentially self-managing systems,developments in ad-hoc, cooperative wireless nétsvand
based on the biological metaphor of the autonoraiwaus

system [Horn, 2001].

They are typically charactedi by

having one or more of four standard sub-propertsesf-

healing,

self-protecting,  self-optimizing  and

wireless sensors networks [EU IST FET, 2003] bus ®aigo
undoubtedly a reflection of the growing influencé o
autonomic computing advocated by IBM [Horn, 2001h

self- effect, autonomic communications has the same aotis

configuring. Autonomic communicatiorfscuses on the use as the autonomic computing concept with particitenus
of such ideas in the design of robust networks.
Extending the biological metaphor, an earlier papecommunity. Goals highlighted at this initial workghwere
introduced the concept of an autononmeflex reaction
mechanism [Sterritt, 2003b] as a two-stage approaddult
handling. In the first ‘reaction’ stage, the systessponds
quickly to protect itself from a perceived thre#t. the
second ‘healing’ stage, the system assesses thetiGit,
considering any damage done, and initiating repaid
recovery as necessary.

This reflex reaction concept may be realized in a At the heart of autonomic communications asdfware
telecommunications fault management system archieec Principles and technologies that will create théoaamic
to assist in achieving autonomicity.
This paper first discusses Autonomic Communication Systems research and non-conventional networkiddh¢e,

and the Knowledge Plane.

It then describes thetiagi

on the communications research and development
to understand how an autonomic network element’s
behaviours are learned, influenced or changed,hand in
turn, these affect other elements, groups and mksyoThe
ability to adapt the behavior of the elements wassiered
particularly important in relation to drastic chasgin the
environment, such as technical developments or new

economic models [EU IST FET, 2003].

network. They borrow largely from autonomous dlistred

sensor, peer-to-peer, group communications, active

fault management architecture at BT [Brodrick, 4002 networks and so forth), among others [Smirnov and

highlighting some of its complexities and the prspdd Popescu-Zeletin, 2003].

autonomic extensions to the fault management aatite.
The paper concludes with consideration of lessoms the

In addition, a new cortsfra
knowledge plane, has been identified as necessagtias a
pervasive system element within the network to daihd
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maintain high level models of the network. Thesdidate
what the network is supposed to do
communication services and advice to other elementse
network [Clarket al, 2003]. It is generally considered that
this knowledge plane will rely on the tools of Ahd
cognitive systems to meet the uncertainties andotmities
of this goal, rather than traditional algorithmippaoaches
[Clark et al, 2003],[Agosta and Crosby, 2003]. It will also
work in coordination with the management plane dath
planes.

The second EU FET consultation meeting on ‘nove

p on Al and Astmic Communications

The simple and transparent core with intelligeatehe

to provideedges essentially means the network carries datzouti

knowing what the data is or what its purpose issash
when a combination of events occur that preventdiia
from getting through the edge may recognize thatetlis a
problem, but the core has no idea what should ppérang
[Clark et al, 2003].

As such it has been recognized that a new corsisuc
required for next generation networks, a pervasiygtem
within the network that builds and maintains higtvel
imodels of what the networks is supposed to do derto

communication paradigms for 2020’ in March 2004 wasprovide services and advice to other network elésen

now almost solely focused on the subject of autdoom
communications [Smirnov, 2004b], [EU IST FET, 2004]
[Sestini, 2004], [Smirnov, 2004a] and identifiedeth
following research challenges:
¢ Telecommunication strategy towards Autonomic
Communications

Zero-effort deployment (‘spray’ deployment)

Programming of self-organisation including
architectural programmability

Self-Management in Autonomic Communication

Autonomic Communication contribution to Network
Information Theory

Security and Protection

Coordination and Intelligence in Service Provisiani
for Autonomic Communication

Behaviour knowledge and knowledge execution in
Autonomic Communication

Specifically, in relation to the telecommunicaton
strategy, the workshop highlighted the need forhlyig
dynamic networks and communication services, witiren
intelligent support in the heart of the Internaetaiddition to
that currently available at its endpoints.

The research community has labeled ‘Situated an

Autonomic Communications’ as a year 2020 paradigny

which suggests the considerable amount of reseanch
development that will be needed to achieve thedyrasion
of autonomicity.

3 The Knowledge Plane

[Clark et al, 2003].

It is perceived that the knowledge plane will héltbon
top of the transparent network as a global, deabnd
network overlay that aggregates global information,
observations, assertions, requirements, constrairdgyoals
[Clark et al, 2003]. In terms of fault detection and isolation
it would facilitate cross-correlation assessmentthwi
diagnoses traveling up to the KP and conclusionagbe
passed down.

4 The Management Plane:
Reflex Unified Fault Management

4.1 UFM Architecture

Wide-area national and global telecommunicatiortesys,
initially designed for voice traffic, provide theatkbone
bandwidth capabilities necessary for Internet icaffTo
ensure adequate quality of service they are buith w
substantial management control systems and exgnsiv
redundancy, often based on a survivable network
architecture (SNA) within the data plane, whichesgiglly
uses ring structures, with inbuilt protected cafyathat is
only used when part of the network fails. Compdsere
protected individually, which achieves robustnessthe
Eresence of faults but makes fault detection morapex

nd difficult. ~An individual fault occurring in @n
omponent may affect the components with which it
interacts, which can then in turn raise other atarfthe net
result is often a cascade of alarm events, repoxeen
element controller

The behaviour of the alarms is typically so compleat
it appears non-deterministic [Bouloutas, 1994],ef8tt,

pervasive system of today. Its success lies igetserality
and heterogeneity, the combination of a simplesjparent
network (the data plane) with rich end-system fiometlity.
Yet the down sides become apparent when somethirg f
along with costs through high management overheitld w
large manual configuration, diagnosis and desigarfCet
al, 2003].

root cause of the problem. Failures in the netwark
unavoidable but quick detection, identification aeg@air is
essential to ensure an adequate service. Centaghieving
this objective is the rapid analysis, @orrelation of alarm
events to identify their interdependencies. At exéreme,
this might be entirely the operator’s responsijjlachieved
by performing an analysis on the full set of evee{sorted.
Ideally, however, the process should be as autamate
self-managingas possible.
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The situation is further complicated by the need f frames, for example, may be carrying ATM packetsiciv
telecommunication systems to operate in a heteemen may even include IP traffic and so on, a fault ineo
environment, supporting a wide range of communicati technology, such as SDH, may affect the other ddgn
services across a range of technologies, includingechnology domains. An individual technology domeaill
SDH/SONET, PDH, ATM, ADSL and IP. An additional not be able to determine a fault that extends aaldferent
difficultly is that these technologies are interpected, in  domains as it has insufficient knowledge of theirvices
that, for example, SDH frames may be carrying ATMand protocols. It is only at the next layer, theoss
traffic. technology network fault managétfTech N/W FM), where

A simplified view of the Unified Fault Management
(UFM) system architecture that has evolved at BTat®
account of these business realities is shown inurEidl

a total view of all the different technologies igadable
through cross-domain alarm and event correlat@nce the
root cause has been determined, either automaticall

[Brodrick, 2002]. through operator assistance, then the fault cassbigned a
‘trouble ticket’ and ‘task force’ management fomedy.

By its very nature, root-cause analysis introdutelays
at each management layer in the architecture irdlhman
alarm and event correlation. This is because tiaeth be
allowed for the inter-related alarms from differepurces to
arrive at the correlating manager before analyais lwegin.
There is then further delay in obtaining informatfoom the
components affected. When this process is aggrdgat
across successive layers it may take as long a$510-
minutes from the fault arising to it being reportatdthe
service level (CRM) under extreme fault conditioBy.that
time, network users may already have reported thblegm
directly, which is clearly undesirable.

The timeline for the existing BT fault management
architecture (Figure 2) indicates that root causaysis has
inherent inbuilt delays to allow effective alarmrieation
to occur. Figure 2 indicates how, under fault ¢oods,
there is a time gap between the impact of a fault o
customers and knowledge of that fault arrivinghat $ervice
level. As indicated earlier, in the BT networkstimay be in

The architecture elements in the bottom layer, th@xcess of 10 minutes under major network incident
physical networktend to be outside a telecommunicationconditions.
organization’s design control, being supplied bydttparty
vendors. Consequently, the potential to includerainic
functions in this layer is limited, due to the ekswmhspecific

CROSSTECHNOLOGY / DXIRMAIN
NETWURE MANAGER.

=T P B TR
T ] [ NetworkT_ T T

Figure 1 Simplified view of the Unified Fault Maremgent
System Architecture

Knowledge of impact

CUSTOMER pias i

ynpad on Customer

CRM

direction.

The next layer up in the UFM architecture refletite i | !
variety of technologies a large telecommunications HementMgrs [ 2~
company is required to manage and the complexigf th
results. Each technology within the network hasatvn
specific technologyfault manager(also referred to as a -Hemwork
domain fault manager). The individual element neaag
within the network pass the alarms and event messag
to the relevant manager for their technology. &iSOH

interfaces.  The obvious solution is for suppliers oreble TS |
recognize this issue and collaborate to agree carination |
standards that support autonomic behavior [Gan@R3R TT Mer

O[Lightstone, 2003]. This would then support irtitias to ~wT D |
refit autonomic computing into legacy systems [l€a&t al, Cross-Tech |
2003a], O[Kaiseet al, 2003b]. IBM and Cisco’s agreement N/W FM |
on problem determination [IBM, 2003], [IBM & Cisco, |
2003] is a sign of encouraging progress in the trigh Technolﬁf

Fault

Tune deiay between cuslomer nowing and
_/ service level knowing there is a problem

Figure 2 Single timeline - alarm progression thioug
management hierarchy
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Other, faster ways of communicating informatiomahéo
be found. This applies to communication both frome t
network layer up to the customer (northbound) anchfthe
customer down to the network layer (southboundgir®e
the network as an autonomic system can help ideatif
suitable solution.

4.2 Reflex UFM Architecture

which the beat is sent. The heartbeat monitorsartiktat at
a constant interval and under normal conditions ghise
monitor would do likewise. On encountering circuamtes
affecting the network, however, such as a signiftigégse in
alarms reported faults, the pulse rate can increasarn of
the problem.

This dynamic pulse rate is consistent with thddgjiwal
metaphor, but it is also desirable to ensure thi@trination

A proposed extension to the Unified Fault Managemenis reported more frequently when operating condgio

(UFM) system architecture is to include autononebdwior

based on the reflex pulse monitoring concept isgmted in
Figure 3. Links are shown from the technology-#jec
fault managers to the cross technology fault mareyeat on
up to the managers for trouble tickets at the netvand

service layers (CRM).

This architecture is conceptually a simple exiemsif the
current structure presented in Figure 1. In pragtithe
differences can be even smaller than is suggestedulse
heartbeat monitors already exist between the manage

components, as a safeguard against their failufee T

proposed extension is therefore to add health atdis to
these existing heartbeats, to create ‘pulses’.

ST By B
Tm ] [ Network™_ T

Figure 3 Autonomic Reflex UFM System Architecture

In practical terms, it is important to keep thealke
indicator information sufficiently sparse to ensdhat the
reflex reaction is not compromised. In particuthis means
ensuring that information is communicated rapidiyotigh
the network, implying that the cost of processinghs
information must be low. This cost is a combinatafrthe
total volume of information transmitted and the ca$sted
time to compose and analyze the information actbss
interactions involved.

become difficult. To achieve the reflex reactiorsignal
should be sent immediately, implying a change & ghilse
rate, which should then stay at a higher leveloriépg state
information, until the situation is resolved.

The pulse mechanism has been describemaseptually
extending the heartbeat monitor siqdgsicallythere is still
a role for it and the two are likely to co-existthe network.
For instance, at the granularly level where the moment
guarded by a heartbeat monitor has limited lowileve
functionality it only requires a heartbeat to copvesalth
information.

The pulse monitor is conceived for situations, hsas
within system monitors, where a heartbeat mongoused
but the component is also in a position to suppty a
assessment of health conditions to other parts hef t
network. This may be achieved by extending thetheat
to a pulse or providing a separate communicatiok li

Knowledge of impact

CUSTOMER PEM anat:ton Customer o NW

— New options for
] «_Space die to reflex reaction of PBM | )

GService TT) | |

(]
=i

TT Mgr
NWTD

Cross-Tech
N/WFM

Technology |

Element Mgrs *‘ i

in of alarms with customer

- Southbound automatbon
- Automated trouble ticket, advance warmn cusiomer
& TT Bin Collectm/Comelation

Figure 4 Dual timelines - introducing reflex reactiinto
architecture

Figure 4 shows the potential of a reflex reactiathin
the architecture. Firstly the reflex mechanism Igpu
monitor) informs the service level of a major faaltead of

The pulse has two mechanisms to indicate healtBny direct customer reports. This then provides options

information: ahealth indicator summargontained within
the heartbeat and aorgency level this may also be
contained within the heartbeat or indicated by thie at

for southbound automation and autonomic behavidhiat
level: for instance through early warning of a nnajault,
any customer trouble tickets arriving subsequenty be
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linked to that fault. One advantage of this appho&cthe

potential to use the details on the trouble ticketexternal

implies a need for the fault managers at the doraaidc
cross-technology levels to learn from such falssitp@s

symptomsand correlate these with the internal symptomssituations and either avoid escalating the percepreblem

(the alarms) to assist with the diagnosis of thet(s).

The addition of a reflex signal certainly benefite top
layer in the architecture but also adds value veefolevels.
For example, in the case where the health indicptdse
changes because of a sudden change in the numize af
alarms arriving with a specific technology fault mager,
the cross-technology network fault manager willdberted

in future or indicate that there may be some daldaut its
severity. In effect, this requires the pulse manitobecome
self-adaptive.

Another aspect of this dual approach is that iy mssist
with cross domain alarm correlation since the putsey
give an immediate indication of the technology vehéne
fault originated, for example a pulse urgency iatlan first

via the pulse signal almost immediately and have thregistered from an SDH fault manager may resulthim

correlation delay time to prepare for the likelycoming
alarm burst (e.g. self-configure by dynamicallyoediting
resources from
technology process).

Figure 5 depicts a sudden change in alarms daefdalt
in the network.
affected is SDH, it highlights that this sudden dbuin
alarms may result in an overload in the processllivam
SDH.

Figure 5 also indicates that through the refleximagism

In the example the technology gein

subsequent connected ATM flood of alarms having les
priority since the root cause lies in the SDH damai

less active processes to the rdlevan

5 Discussion and Lessons for the KP?

The knowledge plane is a proposed third abstragticihe
emerging research area of autonomic communications,
adding to the existing data and control/managerpkmes.
In their vision paper, the proponents of the knalgke plane

(pulse monitor) when the domain fault manager (FM)discuss broadly how machine learning algorithms ban

becomes aware of an alarm flood it alerts the xTeAN
FM. In effect the xTech N/W FM has advance warrin
tech FM correlation delay timeframe) to poll forasp
capacity and self-configure to avoid overload.

' </ ¥

Network FM

CORRELATED
ALARMS

o 3
clange in quantity of atanms
{reflex action)

significant change
mamount of alams

Figure 5 new autonomic options - reflex signal dadés
sudden alarm burst

In some cases the domain FM may ‘correlate awag’ t
flood of alarms so that the burst is not seen atxXhech

N/W FM. A change in the pulse signal would notifie

applied to garner knowledge and increase the s&feness
of the network. How the knowledge plane will béiaged
is an open research area.

The knowledge plane sits in a different space tten
data and management planes; it does not move tatdlyl
nor responsible for such management functions eguats
[Clark et al, 2003]. Yet it has been identifieatione of the
requirements from the KP i€ross-Domain and Multi-
Domain Reasoning[Clark et al, 2003]. The cross-
technology fault manager within the UFM attempts to
provide a single overall view of the network andildbu
knowledge (in terms of rules) that interlinks thehhvior of
the different technologies involved. From thisgpactive it
shares part of the goals of the Knowledge Plane.

This approach to dealing with cross-domain teobgiels
within large scale telecommunications was novel and
success [Brodrick, 2002]. Challenges identifiednfrthe
large-scale operational approach of the UFM ardirdga
with the complexity and engineering/learning the
knowledge for within thecross domain fault manageo
deal with root cause analysis [Sterritt 2002], {ftieand
Bustard, 2002a], [Sterritt and Bustard, 2002b].

Another challenge identified was the need for dyita
speeds through the architecture as discussed hmie a
proposed through the reflex reaction implementedthsy
pulse monitors within the R-UFM, together with the
extensions to management components to react tee pul
changes, helps provide a base for the developnfesuiai
services envisaged within autonomic communications

xTech N/W FM that the danger had passed and it maygio it 2003], [Sterritet al, 2004], [Sterritiet al, 2005].

reestablish its standard configuration. It is olbgly
wasteful, however, to take preparatory actionscgdting
an alarm flood, which subsequently does not appEais

These challenges may highlight some lessons fer th
perceived knowledge plane.
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Abstract

Pervasive Computing environments are dynamic
and heterogeneous. They are required to be self-
managing and autonomic, demanding minimal
user’'s guidance. In pervasive computing, context-
aware adaptation is a key concept to meet the
varying requirements of different clients. In order
to enable context-aware adaptation, context
information must be gathered and eventually
presented to the application performing the
adaptation. It is clear that some form of context
categorization will be required given the wide
range of heterogeneous context information.
Categorizations can be made from different
viewpoints such as conceptual viewpoint,
measurement viewpoint, temporal characteristics
viewpoint and so on. To facilitate the programming
of context-aware applications, modelling of
contextual information is highly necessary. Most of
the existing models fail both to represent
dependency relations between the diverse context
information, and to utilize these dependency
relations. A number of them support narrow classes
of context and applied to limited types of
application, and most do not consider the issue of
Quality of Contextual Information (QoCl). Along
with a detailed context categorization, this paper
will analyse existing context models and discuss
their handling of dependency issues. It uses this
analysis to derive a methodology for quality

heterogeneous environment Bérvasive Computing
context-aware [Coutaz et al., 2005] adaptation is a key
concept to meet the varying requirements of different
clients. In order to enable context-aware adaptation,
context information must be gathered and eventually
presented to the application performing the adaptation.
It is clear that some form abntext categorizatiowill

be required given the wide range of heterogeneous
context information. Two important categorizations
viewpoints are:

0 Conceptual viewpoint- who, where, what
occurs, when, what can be used, what can be
obtained etc.

0 Measurement viewpoint what is the room
temperature or network bandwidth or network
latency etc?

To facilitate the programming of context-aware
applications an infrastructure is necessary to gather,
manage and disseminate context information to
applications. And this infrastructureultimately
requires the modelling of contextual information.
There are number of existing context descriptions
based on one of the following methods:

. . o 0 Set theory
context information modelling in context aware )
computing. 0 D'|rected Graph
0 First-order Logic
1. Introduction 0 Preference and user Profiles
Most of these models fail to both represent

Pervasive Computingenvisages a world with users dependency relationdbetween the diverse context
interacting naturally with device-rich environments toinformation and to utilize these dependency relations.
perform a variety of tasks [Streitz and Nixon, 2005].A number of these support narrow classes of context
These environments are dynamic and heterogeneousd applied to limited types of application.
They are required to be self-managing and autonomi&urthermore most of them do not consider the issue of
demanding minimal user's guidance. In thisQuality of Contextual InformatiofQoCl). This will
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be a critical issue for the next generation pervasivinherent properties. Most recently [Coutaz et al.,
computing; primarily because the quality of a given2005] defined contextis not simply the state of a
piece of contextual information will dramatically predefined environment with a fixed set of interaction
effect the decisions made by the autonomousesources. It's part of a process of interacting with an
application. Along with a detail context categorizationever-changing environment composed of
this paper will analyse existing context modelsreconfigurable, migratory, distributed, and multiscale
Dependency relations, one of the missing issues iresources.
most of the existing context model are discussed
Further it presents a methodology for quality contexContext awareness a term from computer science,
information modelling in context aware computing.  which is used for devices that have information about
the circumstances under which they operate and can
The organization of the paper is as follows. Section Beact accordingly. Context-aware computing involves
defines what we mean by context and contexapplication development that allows for collection of
awareness. Context categorization and analysis @bntext and dynamic program behavior dictated by
context models are presented in section 3 and sectiorkdowledge of this environment. Context-awareness is
respectively. Section 5 briefly describes thenot unique to ubiquitous computing. For example,
dependency relations in context information. Aexplicit user models used to predict the level of user
methodology of quality context information is expertise or mechanisms to provide context-sensitive
presented in section 6, while section 7 concludes withelp are good examples used in many desktop systems.

some future directions. With increased user mobility and increased sensing
and signal processing capabilities, there is a wider
2. What is context and context awareness? variety of context available to tailor program behavior.

Through context-awareness rapid personalization of

It is quite unlikely that a single definition of context COmputing services will be possible.

will be accepted by all researchers. From time to time,

from application to application this definition varies. Today's computer systems are unaware of the user's
Historically [Winograd, 2001], “Context” has been context. They do not discern what the user is doing,
adapted from linguistics, referring to the meaning thawhere is the user, who is nearby and other information
must be inferred from the adjacent text. In respect ttelated to the user's environment. They just take the
computing world definitions of context varies with €xplicit input from the user, process it, and then output
computing environmer{available processors, devicesthe result. Deemed as computing for the next
accessible for user input and display, networlgeneration, pervasive computing will greatly change
capacity, connectivity, and costs of computinger the way today’s computers behave. The basic idea is to
environment“ocation, collection of nearby pe0p|e1 instrument the physical world around us with various
and social situation) andphysical environment kinds of sensors, actuators, and tiny computers. The
(lighting, noise level etc). According tiDey et al., huge amount of information can then be collected and
2000a] context is&ny information that can be used to Processed by computer systems, enabling computer
characterize the situation of entities (i.e. whether yStems to deduce the users situation and act
person, place or object) that are considered relevangorrespondingly with user’s intervention [Nixon et al,
to the interaction between a user and an application2002]. Active Badge System, Call Forwarding,
including the user and the application themselves] eleporting, PracTab system, Conference Assistant,
Context is typically the location, identity and state ofOffice Assistant, Classroom 2000, CyberDesk, etc are
people, groups and computational and physicafXx@mples ~ of ~ present  context  aware
objects” Although this definition encompasses theSystems/Applications.

definitions given by previous authors, it is sometimes

too broad. [Winograd, 2001] has given a more specific

and role based definition. According to him contast “

an operational term: something is context because of

the way it is used in interpretation, not due to its
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Category Semantics Examples

User context Who? User’s Profile:identifications, relation with others
to do lists, etc

Physical context | Where? The Physical Environmenitumidity, temperature,
noise level, etc

Network context | Where? Network Environmentconnectivity, bandwidth,
protocol, etc

Activity context | What occurs, when? What occurs, at what timenter, go out, etc

Device context | What can be used? The Profile and activities of Devices:
identifications, location, battery lifetime, etc

Service context | What can be obtained? | The information on functions which system can
provide:file format, display, etc

Table 1: Conceptual Categorization
3. Context Categorization

Context categorizationvill be required for the wide
range of heterogeneous context information in next
generation context aware computing. Context
categorization helps application designer and
developer to uncover the possible context and simplify
the context manipulation. Classification context
information can be helpful in providing quality context
information. For example, conflicts can be resolved by
favoring the classes of context that are most reliable
(static followed by profiled) over those that are more
often subject to error (sensed and derived).

Two possible broad categorizations viewpoints are:

e Conceptual viewpoint- who, where, what a
occurs, when, what can be used, what canp9§
. (o
obtained etc.
* Measurement viewpoint what is the room
temperature or network bandwidth or netwo
latency etc?

Material Context: the

location, device and available
infrastructure

Social Context: social aspects
and personal traits

0 [Dey et al., 2000a]

0 [Schilit et al.,

Primary Context: location,
time and activity

1994]
Primary Context: user
environment, physical
environment, computing
environment

Although aforementioned categorizations are helpful but
sometimes context information can’t be clearly delimited
and they are incomplete. Considering these issues this
er is aimed to provide a more comprehensive
egorization from conceptual viewpoint as well as
from measurement viewpoint.

El;‘onceptual categorization:

But t of th hers did th ¢ ati fThe conceptual categorization of context (table 1)
ut most of the researchers did the categorization Ir vaides a description of the contextual space in terms of
conceptual viewpoint and some of them are following; actors, the actions and the relationships between

them.

0 [Gwizdka, 2000]

= |nternal Context: the state of
the user
= External context: the state of
the environment
0 [Petrelli etal., 2000]
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Context
Information

Service
Context

User Context Activity

Device
Context

Physical

Context Conceptual Context

Enumerative
Context

Measurement Context

Figure 1: Hierarchical Categorization of Context information

Measurement Categorization:

This category consists of two opposite values and they
toggle between them. Like, state context component
val (n)OH, H={0,1} and this is calculated in predicate

Continuous Context
Enumerative Context
State Context
Descriptive Context

[elNelNelNe)

calculus.

Descriptive Context

This is based on the description statement of the

Continuous Context

context and for this purpose it uses predicate calculus.

For example;

In this category the value of context changes
continuously. Continuous context componeégl, (s
function of

-- current value of the context component,

-- lowest threshold value

-- highest threshold value

-- compare value

-- the metric of the value

location (CellPhone, loc_A)

location(laptop, loc_B)

location (obj1, locl) ~ location (obj2, loc2) »
(loc1™ loc ) ” (loc2 ~ loc) =>near(objl,0bj2)

Another context categorization could be done
in terms of temporal properties of context

information:

and it uses function formula for the calculation.

Enumerative Context
Here the values of context are a set of discrete values,
and defined in a list or set. They are based on set

operations. Like, enumerative context compodgent
val (0)UA, A= {5;...5,....0.}

State Context
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Static context: Static context information
describes those aspects of a pervasive system that
are invariant, such as a person date of birth, social
security number etc.

Dynamic context: Pervasive systems are typically
characterized by frequent changes; the majority of
information is dynamic. The persistence of
dynamic context information can be highly
variable; for example, relationships between
colleagues typically last for months or years, while
a person’s location and activity often change from
one minute to the next.
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Conceptual and measurement viewpoints contexts in the device. Each variablai in the tuple
could be again classified as static or dynamic contexts. represents a value, which is valid for the
Above categorizations are not exhaustive for future’'s corresponding type of context. The varialtie
pervasive computing where context information will  represents the time of the tuple creation time.
exhibit more diverse characteristics but these could eet theory describe context schematically and
very helpful for application designer and developer irdependency relations are not embodied.

pervasive computing to manipulate context

information efficiently. Directed Graph

[Henricksen et al., 2002] proposed an object-based
context modeling in which context information is
structured around a set of entities, each describing a
» _ physical or conceptual object such as person or
To facilitate the programming of context-awarecommunication channel. It uses the form of a directed
applications an infrastructure is necessary to gath&graph for the diagrammatic representation of context,
manage and disseminate context information 1, \which entity and attribute types form the nodes, and
applications. And this infrastructureultimately  5ggociations are modeled as arcs connecting these
requires the modeling of contextual information. noges. This is a comprehensive model which includes
Context modeling is highly important to capture: QoCl and dependency relations but fails to represent

. _ .. the dependency relation accurately.
0 user requirements/profile, application

requirements, device capabilities
0 relationship between context

4. Context Modeling

First-order Logic

_ . , Ranganathan et al., 2002] proposed a context model
Context information is gathered, stored, ant,gmedConChatand it is based on first-order predicate
interpreted at different parts of the system. Acgicylus and Boolean algebra. It covers the wide
representation of the context information should b?/ariety of available contexts and supports various
applicable throughout the whole process of gathering)perations, such as conjunction and disjunction of
transferring, storing, and interpreting of contexicontexts and quantifiers on contexts. It allows the
information. Most of the existing context models arereation of complex first-order expressions involving

based on one of the following methods: context, so it is possible to write various rules, prove
theorems, and evaluate queri€Bhis modeling is
0 Settheory consists of the four elements in the following ways:
o Directed Graph
o First-order Logic _ 0 Context (<ContextType>, <Subject>, <Relater>,
o Preferences and user’s Profiles (CC/PP and <Object>)
CSCP) ContextTypethe type of context
Subject:person, place, or thing, with which the context
Set theory is concerned,

Object a value associated with the subject,

* [Schmidt et al., 1999] used set theory for there|ater comparison operator, verb, or preposition
context presentation. The contd@xis described by  Examples:

a set of two-dimensional vectors. Each vedior context(people, Room 22,>=,3)

consists of a symbolic value describing the context(application, PowerPoint, Is, Running)

situations and a numberindicating the certainty context(RoomActivity, 22, Is, Presentation)

that the user (or the device) is currently in this

situation. This is a well defined modeling to specific field like
* [Yau et al, 2001] also used set theory for theslectronic chat but in this model relation between

context and aontext-tupleis defined as a tuple continuous data cannot be described easily and even it
<ai, aj, ak, . .. an, tm> of size wheren is the s not dealing with QoCl.

number of unique contextual-data sources present
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Preferences and user Profiles

Composite Capability/Preference Profiles (CC/PP)
[Klyne et al., 2001] is the W3C's proposal for a profile

representation language and it is a framework based prerofile Attribute
the Resource Description Framework (RDF). CC/PP is

intended to express both device capabilities and user Component Attribute
preferences. Its specification defines a basic structure Atribute

for profiles. A profile is basically constructed as a
strict two-level- hierarchy: each profile having a Component
number ofcomponents and each component having a
number of attributes (shown in figure 2). The
particular components and attributes are not defined by
the CC/PP specification. The definition of a specifig
vocabulary is up to other standardization bodies. Component
Although CC/PP able to fulfill all the requirements
except structural property of profile representation
mentioned [Held et al., 2002] but vocabulary is not
rich enough; it needs to be extended. Most importantly
it can't represent the complex relationships and pependency relations
constraints. Even  Component/Attribute  model

becomes clumsy if there are many layers.

Figure 2: CC/PP

Future pervasive and context aware systems will need
Comprehensive Structured Context Profiles to deal with heterogeneous services and contexts. It is
very likely that these context information will be some

Comprehensive Structured Context Profiggscp) how interrelated and dependent. According to
[Held et al., 2002] is based on the ResourcéHenricksen et al., 2002] A’ dependency is a special

Description Framework (RDF) and overcomes thdype of relationship, common amongst context
shortcomings of the Composite Capability/Preferencéformation, which exists not between entities and
Profiles language (CC/PP) regarding structuring@ftributes, as in the case of associations, but between

Furthermore it extends the mechanisms to express uggsociations themselvésHere associations are the
preferences. It can't represent the COmme)quhrectlonal relationships between the en_tlty and its
relationships and constraints. Component/Attributéittributes and a dependency shows the reliance of one
model becomes clumsy if there are many layers. association upon anotherEfstratiou et al., 2001]
showed the importance of capturing dependencies in
From the above study it is quite clear that existingontext aware applications. Without knowledge of
context models are suffering at certain extent whicBuch dependencies, inappropriate decisions can be
makes them not very suitable as a context model fépade by context-aware applications that lead to
future pervasive systems. Future’'s full f|edgedmstab|hty and u_nwan_ted _results. Moreover, knowledge
pervasive systems will require much moreOf dependencies is _|mportan_t from a co_ntext
sophisticated context models in order to supporf’@nagement perspective, as It can assist In the
seamless adaptation to changes in the Computaﬁoﬁ%@tectlon of context information that has become out-
environment. The context models will need to speciff-date Dependency relations will be critical in
a range of characteristics/quality of contextdiverse context information and it can’'t be ignored
information including temporal characteristicsmost of the cases. Above analysis on the number of
(freshness and histories) accuracy resolutiogXisting context models shows that they don't include
(granularity) confidence in correctness of contexthese dependency relations and suffer for this issue.
information, as well various types of dependencieslence future context models should include these
among the different context information. dependency relations more comprehensively.

-18 -



Proceedings of the IJCAI-05 Workshop on Al and Awtmic Communications

‘ displayability->available(filesize)> available(fileformat) ‘

‘ time_to_display(battery_capacity) >=filesize/bandwidth ‘

Figure 3: Dependency Description

Constraint Logic Programming Languag®larriott  Next generation pervasive and context aware systems
1998] is a language, which allows the programmewill need to deal with heterogonous applications which
simply to state relationships between objects and thigyill require diverse context information. Moreover
could be used for the description dependency relatiothese assorted applications will require variQuslity
Constraint languages provide powerful, high-levelbf Service (QoS)o provide these QoS we need
descriptions for rule-based systems modelling whiclvariousQoClIto be incorporated in the context model.
can operate on different types of (primary and derived)

data. Consider, for example, displaying information irBefore analyzing or managing information or data

a smart phong like Nokia 6630. Figure 3 .ShOWS ality, one must understand what information or data
sample scenario of the dependency description relat(%1 ality means. Information quality management

to display information in a smart phone where two understanding  which  dimensions  of

main concerns are battery power and file format _requires. ; )
) information quality are important to the user or

application. According to [Wang et al., 1993] we can
define QoCl in terms of information quality
parameters and information quality indicators as

6. Quality of Context Information (QoCl)

. Pelow:
In context aware systems, errors in contex
information may arise as a result of errorgathering

(sensing), interpretatiorand presentationlevel. As
context information is relied upon by applications to
make decisions on the user’s behalf, it is indispensable
that applications have some means by which to judge
the reliability of the informationQuality of Contextual
Informationor datais a judgment parameter or criteria
for the contextual information or data. Most of the
existing context models do not consider the issue of
Quality of Contextual InformatiorfQoCl). This will

be a critical issue for the next generation pervasive
computing; primarily because the quality of a given
piece of contextual information will dramatically
effect the decisions made by the autonomous
application. Poor information or data quality can have
severe impact on the overall effectiveness of the
context aware system. Therefore inclusion of QoCl in
the future context model is highly necessary.
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An information quality parameter is a
qualitative or subjective dimension by which a
user evaluates context information quality.
Source credibility and timeliness are
examples.

An information quality indicator is a context
information dimension that provides objective
information about the context.Source,
creation time, and collection method are
examples.

An information quality attribute is a
collective term including both quality
parameters and quality indicators.

An information quality indicator value is a
measured characteristic of the gathered and
stored data. The information quality indicator
source may have an indicator value like from a
Sensor or user.
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An information quality parameter value is  development of a context model that can be populated
the value determined for a quality parametewith data and queried by applications.

(directly or indirectly) based on underlying Considering the above limitations in quality modelling
quality indicator values. Application-defined our effort is to provide a generic approach of quality
functions may be used to map quality indicatorcontext information modelling based on [Wang et al.,
values to quality parameter values. Forl993]. Figure 4 shows the step by step methodology
example, because theource is user himself for quality contextual information modelling where
for his date birth informationso credibility is  initial input is user’s and corresponding application’s
high. requirements and the final outcome of the modelling is
Information quality requirements specify the the quality schema.Each step includes thaput,
indicators required to be tagged, or otherwis@rocess and output Table 2 provides a brief

documented for the information related to andescription of each step:

application or group of applications. If a

context model includes this then it is possible
to make the context aware system more
efficient and effective.

Necessity of the diverse quality of context information
has been broadly recognized in number of researg
works, yet none of the existing work addresses th
problem in an adequate or general way. [Dey et al
2000b] suggests that ambiguity in information can be
resolved by a mediation process involving the user
But in case of potentially large quantities of context
information involved in pervasive computing
environments and the rapid rate at which context ca
change, this approach places an unreasonable burd
on the user. [Ebling et al., 2001] describe a contex
service that allows context information to be
associated with quality metrics, such as freshness ar
confidence, but their model of context is incomplete
and lacks formality. [Castro et al., 2001] defined
notion of quality based on measures of accuracy an
confidence, but their work limited to location
information. Schmidt et al. associates each of thei
context values with a certainty measure that capture
the likelihood that the value accurately reflects reality

Application’s Quality
requirements

User's & Corresponding
Application’s Requirements

Determine the application view of Context Information

* Candidate Quality
Attributes

Application View
ters for the

Step-1
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bjective) Quality Par.
Application
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Parameter View
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Determine (objective) Quality Indicators for
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Quality View (i)
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‘ Quality View Integration

\

Quality
Schema
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[Schmidt et al, 1999] .They are concerned only with
sensed context information, and moreover take a rather
narrow view of context quality. Gray and Salber
include information quality as a type of meta-
information in their context model, and describe six
quality attributes: coverage, resolution, accuracy,
repeatability, frequency and timeliness [Gray et al.,
2001]. Finally [Henricksen 2002] included QoClI in
their directed graph based context model but this could
be limited to this sort of modelling. Most of their
guality models are not formally defined, as they are
intended to support requirements analysis and the
exploration of design issues, rather than to support the
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Step Input Output Process
No.
Step-1 | User's and Correspondindpplication view | It embodies traditional context information
Application’s requirements modelling and objective is to extract and

document application requirements |of
context information.

Step-2 | Application view, application Parameter view It determines the quality parameters |(lik
qguality requirement, candidate timeliness, reliability etc) to support
quality attributes information quality requirements.

Step-3 | Parameter view(application vievQuality view It converts the subjective quality
included quality parameters) parameters into measurable characteristics

or quality indicators (like timeliness to
date, etc)

Step-4 | Quality view/views Quality schema This involves thtegration of quality

indicators.

Table 2: Brief description of the methodology for quality contextual informatmmaelling

7. Conclusion
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Abstract

Distributed management and recompilation of
knowledge in a future autonomic communications
network will need means to ‘forget’ irrelevancies
when reconciling circumstance to situation.
Methods currently available are fragmented. The
richest source of pertinent thought and possible
solution appears in Cognitive Science and studies
of human memory. An important component of a
future practical solution will be effective initial
encoding, because of its immediacy.

1. The “Knowledge Plane” Problem

Local knowledge represented and used in a situated
communications network element needs to be peiadigic
updated. It must adapt to changes in the surrognobntext
of consequence beyond assumptions made when thle loc
knowledge was initially modelled. For example aidaitof
new neighbouring elements, or a fault in one, mayaind
changes in behaviour that depends upon a model of
knowledge about neighbouring, or even distant, elgm
As network complexity increases, intelligence iguieed to
manage and effectively analyse operational leviéliac
[Oppenheimer, 2093

A practical and general example, focused ahimpaper,
is generation of a transaction data record (TDR).
Transactions across multiple, geographically disted
elements in a communications network need to be
represented in TDRs for many different purposes. An
obvious one is for billing a voice call, or idegtiig
electronic payments as in existing communications
networks. Future generation networks are likelpravide
for more complex transactions involving multipletsoof

John G Gammack
Institute for Integrated and
Intelligent Systems
Griffith University
Australia

service provider making billing an even more comple
process of collecting together records about eaetsaction
from many distributed elemenrt§elcordia 2003 But
TDRs are needed for other purposes besides bibieigg
the general way in which performance and operaifan
communications network can be recorded for analysis
Applications include Fraud Management, Network
Performance Management, Customer Profiling and
Relationship Management and many more.

The records need to be collected from individklaments
where local operations have been conducted when
controlling a transaction then combined to repreaan
appropriate TDR. Not all transactions require e
information in TDRs. TDRs have to be constructed
according to what services have been employed dad w
has been done using each service, in every instd#rece
transaction, and for each different type of TDRdezk

One way to cope with this requirement is to famvthe
minutiae of all transaction records to one certredtion
where the extraction of TDRs is generated. Butttigiats
peripheral network elements as dumb, and evenigtitey
communications networks such centralised TDR etitrac
is not common practice. Instead intelligence isdsy
applied at elements and successive sub-managebst@ct
information before being passed to a central mamaddes
arrangement lowers the demand on bandwidth reqtored
centralise records. But it can also result in inessl
bandwidth for interactions amongst elements and sub
managers determining what information needs to be
abstracted by each, because of dependencies across
elements.

Furthermore, relational dependencies amongsteht
interactions can present a problem for tractability
Essentially the same problem is faced for distedut
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knowledge representation in the Semantic Web. Whéch
led to pragmatic adoption of a Resource Description
Framework (RDF]Swartz 2002, O’'Regan 20D4o that
web resources themselves do not have to be sealkied
meaning or potential value in them. Knowledge camused
proactively, in RDF, to limit potentially intractbbsearch.
Detail is reduced in RDF, but to make it effectiequires
careful modeling of how things happen with eaclouese.
Where and when this knowledge is established is.opés
in keeping with the idea of Autonomic Networks thath
ontologies should derive from local context, widtk
resource/element being responsible to “forget” witat
longer applies.

With the philosophy of increasingly moving idigénce
out to the periphery of the network in future getiens we
can see occurrence of the classic problem of ictieraof
autonomous element operations with the “Knowledge
Plane”: the parallel level of adaptive cognitivedeating
about the underlying netwoflark et al, 2003. Cognitive
techniques, rather than algorithms, have been geaptor
designing this functionality, but if the systemasbe truly
autonomic, the intelligent activity must be intdgrad
effectively distributed. Generation of a TDR wiquire
peripheral elements somehow “knowing” what inforiomt
needs to be abstracted from local transactionatada
forwarded to a central TDR producer. This knowledgé
in turn, be dependent on knowing what is happening
simultaneously at different parts of the network of
geographically distributed elements. Continuougext
and situational awareness, allowing adaptive bela\at
the periphery must be accommodated.

2. The Business Case

If we consider existing Global Systems for Mobile
communication (GSM) networks the error occurremce i
billing runs at 8-9%. Some of this error is duertediation
of information in TDRs. Often the greater part isedo
centralised processing during billing, in particulhere
incorrect tariff models are applied in rating callse
operational maintenance of rating engines hassity
been a cause of much billing error. For mediumdsi2&M
operators who typically pay 50% of their operaticrests
to other network operators in billing reconciliatjdaving
8-9% error in billing has a substantial direct effen
bottom line.

In Future Generation Networks, “intelligencelich as
that currently represented in centralised ratirgjrees, will
be distributed to peripheral elements. The maimea®f
the knowledge used at the periphery will be everenad a
challenge than is faced with centralised billinggesses
today. There are other business-critical netwgrrations
dependent on TDRs and processing intelligencevitiiabe
distributed, for example customer data integration
[Wahedra, 2005and enterprise information integration
generally.

In general, with very high transaction volun&srage,
and fast access to stores becomes a businessAdtheigh
storage may be relatively cheap, and there are andi
other requirements to retain full detail on trarigens,
capacity and access speeds are not unlimited hasd t
models and data abstractions for intelligent bissireetivity
are required. For particular types of applicatiperhaps run
by intermediary organisations or agents, a modslthad
forgotten (or had never known in the first plage@afic
details is also desirable from a business perspeatihen
the need to know is not required to be so comprgtien

3. Managing and Distributing a Central
Model of Network Knowledge

An alternative to either a fully-distributed or I
centralised model of network knowledge is wheralpc
situated models of knowledge are maintained bynérake
manager, which periodically updates and re-disteibu
these. Each local, situated model is harmoniseld ethiers
by the central manager during a re-compilation @sscso
that each is able to make reasonable predictiomstathat
is occurring at other parts of the network andudel these
predictions in reasoning about local situations.

This recompilation process is equivalent to gktting”
about knowledge that no longer applies due to obsimg
the network. It involves periodic re-learning ofdwledge
used to make predictions of what happens in thearét
It may employ the testing of localised models dfnogk
context by individual elements during routine opierzs,
and use the results of these tests as part oétdwenpilation
process. The regression software testing apprdestribed
by [Rothermel & Harrold, 1996which is suited to changing
systems offers example. If systems have been dsgign
using conceptual components that allow modularomag,
as many recent systems have, defects can be reduced
without requiring knowledge of source code of other
components, not incurring cost traditionally asatexd with
regression testingNVeide, 2001 Again, the Codebook
Correlation Technology used in SMARTS InChafbasan,

Sugla & Ramesh, 199% a means to compile and distribute

localised “smart” models for network event corrielat
under SNMP.

We are drawing a parallel between update or
recompilation and the cognitive processes of meraod/
forgetting. There is a considerable literaturedgritive
science that details models for these processdsyamow
briefly sketch, with considerable simplificatiommse key
ideas from this that can play a role in designingcsfic
methods for knowledge update.

Cognitive theories of memory and forgetting haften
used the metaphor of a store, augmented by agtiving
components that “retrieve” information and prociéss
some context. Often used information is reinfordittie
used information decays, (or slowly obsolesceg)cgsses
sensitive to context determine relevance and setecnd
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outputs are constructed from models of past expees
modified by circumstances, but largely in a releaay.
Items that are multiply associated, or occur ifedént
contexts are easier to remember, and harder tetfdrgr
different forms of output reporting information grdarity
is contextually determined, and abstractions @grdtions
are made to cover many instances, whose partidetails
become lost or fuzzy as the general pattern idbksited.
This pattern often becomes used instead as a templed
details may be filled by imaginative processes.eCsssed
reasoning is a technology in tune with this.

Often patterns can become automated and apply
subconsciously. These can be resistant to charggmg
goes on, mobile humans may typically first fordet t
landline number of a previous house they once linethter
the house number and street but rarely the citghSu
familiar phenomena may be variously explained using
range of widely accepted theories, cast in terms of
associations, levels, usage, decay, context, wgrkin
memory, long term/short term stores, learning, dyica
construction, and invoking specialised forms ofrdtige
constructs for specific phenomena, at individual aocial
levels of description. By maintaining some awarsras
what information can be sourced externally, thedrtee
remember details is reduced. Having a model of s
of information are available elsewhere in the nekwadlows
this to occur during a recompilation process, when
information available elsewhere is made redundant.

Cognitive science has largely focused on indigld
processes of memorisation, although there is alsees
work on social and ecological structures of memabry.
management science, at organisational levels there
separate literature on organisational memory, glose
aligned to the idea of knowledge management. hdwgs
also tried to symbolize and externally model theteot of
knowledge held corporately, or by employees, arad ha
evolved from the early ideal of expert systemsrevkedge
base of facts and rules with a rational inferencegss)
through machine learning, neural nets, data miaimd
knowledge discovery, to metadata schemes and iddexe
repositories. This literature, though fulsome, lagged
cognitive science in the sophistication of its nledand
only recently have notions such as strategic féirggeand
testing knowledge models against changing contexts
become more prominent. In the next section we egplo
some approaches that try to identify heuristics methods
that can be used to “forget” local situated knalgle that
no longer applies when making predictions abouttutha
happening in the network at large.

These heuristics and methods would be used itatana
localised network knowledge in Self-Managing netegoof
distributed “smart” elements by harmonising it witie
central “Knowledge Plane”.

4. Some Heuristics and Methods for
Forgetting Local Models

In studies of human memory and forgetting, a loadition
of work in psychology and neural modelling has tifesd a
range of cognitive constructs relevant to designing
algorithms that replicate or extend the behavidur o
intelligent agents. These ideas hold true beyoad th
limitations of laboratory work and artificial wodgto the
idea that real world influences shape what is epreed and
remembered.

Key ideas in this tradition include consolidatiof trace,
interference of various kinds, and effectivenesiitifal
encoding, with sophisticated theories around tlsckideas,
for which there is much evidence, and as suchigies
have never gone away. Each explains data on some
phenomena well but not others, and computationalatso
of the processes provide a starting point for ngeneeral
forgetting models using these thenigteeter & Murre,
2004. It is likely however that effective theories and
models of forgetting will entail more than one lbése
mechanisms, and semantic and knowledge processes ar
likely to play a role in operating these. Indeeis ffair to
say that if identifying complete mechanisms foigfetting
eludes current psychological research, computdtiona
modelling promises solutions not bound by human
limitations.

Several methods that suggest partial mechartisves
been mooted in the literature. We review some e$¢h
briefly then look prospectively at the shape ofifattheory.

4.1. Projective Visualisation

With Projective VisualisatiofGoodman 1994a memory
of what has happened before is used to predict witlat
happen next, and at successive stages followirigghan a
current situated context. If prediction of what paps next
proves accurate, then predictions of successigestare
maintained (and even further look ahead may béechout
on their basis). If there proves to be a variatrom the
memory-based prediction, then the predicationgsatded/
“forgotten” so that it can be replaced by one wadrkeit
afresh, again by matching memory. In a subseqeffi,
line” recompilation of memory, the variation from
prediction may be noted and used to update the melyo
identifying what distinguishes the situation in ddrom
what was remembered, and, where appropriate, adligg
newly-learned situation to renewed memory. “Foiggtt
here is a process of testing sets of feature vahatsare
found to be predictors of following feature valuasd
where prediction fails, either discarding predistor
finding something that distinguishes the currebio$e
feature values from similar sets held in memory.

This is an inductive and rational solution spt,
incorporating evolutionary and learning elements, b
applicable in situations of bounded rationalitygéneral
description and model of this has been outline@Asthur,
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2007 which allows for intelligent activity at agent khin a
wider adaptive complex system that replaces ingffec
patterns or “belief models”.

4.2. Visualising partial network topology

Trailblazer is a Model-Based network event corietat
system developed by Duxbury-Smith for a large GSM
operator. Trailblazer is unlike most commercialaiable
Network Management Systems where rigid hierarchical
management structures permit only primitive, laaadnt
correlation, Trailblazer deals with vast quantitiésetwork
information from the entire network. This has twantage
of freedom in knowledge-based interpretation ofiése
allowing relationships to be found amongst everamf
anywhere in the network. But Trailblazer has atsbe able
to “forget” irrelevant information and differentemongst
simultaneous local situations.

Trailblazer was based on intensive knowledggtation
with and observations of human network operators
performing the same diagnostic task. It uses aoerd the
Connected Components algorithm to construct a
visualisation of relevant network topology from ate
information. Then it uses this visualisation todgpiModel-
Based correlation. It orients to parts of netwanalogy
indicated to be of active interest because cueeents are
generated there.

But this technique relies upon being able tdecblall
network information to a central point and opexatat
there.

4.3. Forgetting by long-term memory trace decay

[Nachev & Ganchev, 200&rgue that there are parallels
between human forgetting and classic Adaptive Rasos
Theory (ART2 neural networks) conceiving of “forged”
as the release of atrophied or unused resourcey. Th
identify four factors involved in forgetting fronognitive
psychology: Trace decay, interference, physicalatmrand
emotion. They restrict their focus to the first fwo
particularly trace decay. In autonomic systems, if
appropriate, emotion may best be equated with polic
priorities, and modeled using weightings. Traceagieand
interference are however established notions with
considerable research detailing their operatioacds of
encoded memories may fade, and lie dormant bulestab
They may or may not take part in reconfiguratioasi@w
information (memories) are integrated.

4.4 Representation of forgetting as retrieval
failure

Memory traces or other encodings in autonomic syste

need never be lost, but access to them can be oomgad.

[Cox & Ram, 199Ptake a negative view of forgetting, as a
failure to retrieve knowledge at the appropriateeti

“If a system’s knowledge is not indexed or
organised correctly, it may make an error, not

because it does not have either the general

capability or specific knowledge to solve a

problem, but rather because it does not have the

knowledge sufficiently organized so that

appropriate knowledge structures are brought to

bear on the problem at the appropriate time”.

They identify four types of forgetting: Absengekhory,

Absent Index, Absent Retrieval Goal, Absent Feeklbiac
addition to these retrieval oriented mechanismsded on
the models of data organization, the use of tha ter
“appropriate” implies that means of identifyingeednce
also exist — A contextual awareness that guideanisgtion
and dynamic recompilations.

5. Effective initial encoding

If cognitive models are to apply to guide the fdtigeg
process, initial encoding is also worth a closekldr his
(original) notion suggests that items are immedjateded
for relevance and weighted accordingly. A procdss o
resource availability allocation decision deterrsiménether
an item is notified for future contribution to parth
identification, or considered immediately as negligg This
eliminates noise from the system at an early stagie,
depends on the relative availability of storagel tre
ability to determine relevance sufficiently eaiGlearly the
latter is a matter of experience, where relevas@sjudged
against (modified) history, or in the absence specific
model, under a principle derived with awarenessootext
[Sperber and Wilson, 19B6This requires a more central
intervention but also effective abstraction atiintediate
levels. Our question here is how such abstractigmim
occur at a conceptual level, when storage limiteti@and
encoding itself are not at issue.

Theories of cognitive architectur&nderson, 19813
suggest that it is more adaptive to forget tridefails than
attempt to store everything, but this supposesans&®
identify what is trivial. Activation, rehearsal and
reinforcement processes dynamically weight assgeiat
links to form patterns in such designs. In an aoihoic
system identifying and matching particular recutren
patterns provides means to recognise somethingomay
worth memorising, and this can feed into a weightin
algorithm, which is periodically assessed for rdtenof
important structuring information. This is unlikely
involve a single mechanism.

Mechanisms of suppression, repression and imndmibi
have been identified and operationalised in cogaiti
science for handling these phenomena (e.g. Minerva
[Hintzman, 198p. In neural net research, the Governor
Architecture[Stober, Meeden & Blank, 20D#& one method
for avoiding catastrophic forgetting which can acfrom
interference as new patterns become trained. It is
particularly useful in dynamic online environmentsose
characteristics are not known in advance, and #ihoad
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can determine the patterns representing “key evbats
merit rehearsal”.

In psychology[McNamara and McDaniel, 20Dgropose
a knowledge based model which draws uf€intsch,
1988’s Construction Integration model of comprehension.
It explains data across various experimental sanajf
addressing the assimilation of new knowledge gieage of
extant structure. Their work suggests forgettsxgamplex,
and that single mechanisms, such as theories itfifiioim
alone, are insufficient for a full model. Work in
neuroscience highlights consolidation of new menmages
and how forgetting is influenced by processes fatarg
with that. Reactivated memories may be vulneratble t
similar processefVixted, 2004 Effective memory
systems do not just wipe old memories but can fanct
with partially degraded ones and allow the possybilf
reconstruction. Note that all of this is not netlc
consciously — The functions are autonomic, hidhngjrt
complexity from their hosts. Autonomic systems,dee
the underlying data plane is logically independsnt
knowledge based models that can access it, canatdhis
level of abstraction without loss. Instead a fosasnore
optimized access to knowledge relevant in larger
configurations will be required. Self managed tetting”,
through relevance assessment and recompilation, or
constructive reintegration, addresses the issugefrated
systemic intelligence. The latter is akin to a “di&
management” awareness of global (knowledge plane)
context, but with access to detailed data belove Th
mechanisms to be designed will thus be less algoit,
and more based around reconfiguring and fittingsgua
cognitive patterns into holistic and parameterized
knowledge constructions.

6. Forgetting in Autonomic Communications
Networks

We have mentioned but a few possible kinds of ‘étigg”
heuristic that might be employed in a Future Gatien
Autonomic Communications Network to maintain sadien
of situated intelligence at peripheral elemem®rder to
see how they might be used let us consider thefuEBRs:

We may reasonably expect processes for findinngbout
services, what they cost or even bidding for tpeice,
combining them and making payments will become so
sophisticated that they can be conducted instaotehg in
real-time with ease and creativity on the partsdrs. Users
will be supported by automated intelligence tolftate the
construction, configuration and management of sesvi
which we strain to conceive of today.

Communications networks will not be like the ®hied
telecoms networks of today, instead involving géar
variety of services and systems. Some “element#fief
network may include intelligent agents. Neverthele
abstraction and correlation of network informat{omo
some forms of TDRs) will remain key network functio

Within sight of today’s technology we can imagihe
case of real-time rating and discounting for a sewice
that has been designed, configured and activated®
fly” by self-organising elements in the Autonomiet\ork:
Some of the elements know each other already thraug
history of transactions. Others are total newcortethat
particular functional group. They are owned by vasi
service providers each with their own policiesgach
things as security, and each has their own tariffiefs for
rating and discounting their services. These moalels
sophisticated beyond anything around today, ablake
into account many factors and ranges of data from
operational and business contexts. There may exen b
negotiating automated Agents which can setup ses\and
arrange tariffs “on the fly”.

In this fast-moving and complex scenario, thiitgtio
rapidly adapt to new situations and to extractritjet TDRs
has survival value. Forgetting heuristics derivedrf Case
Based Reasoning may be useful where familiar gets o
elements and situations exist that are readily neatdo
known cases or where there is rich contextual médion.
Trace decay forgetting could apply where key knolgkeis
dispersed across elements and has to be retriemed a
expanded for particular situated contexts. Visimadj
partial topologies to add meaning and reduce uaiceyt or
using “look ahead” for testing out predictions aisb
reduce uncertainty are methods to support forgetiin
unhelpful detail in TDRs. By the same token, them@ngst
other methods) could reinforce immediate choicdetil
included in TDRs.

Given the importance of extraction of informatioto
TDRs to network management it may be more useful to
think about how local information is thrown awag. (i
“forgotten”) in Autonomic Communications Networksan
to try to filter or control what is remembered gtittary
levels of managing network element. The immedidcy o
effective initial encoding characterizes what weuldo
expect of good future solutions and theory.

7. Conclusion

When communications networks become autonomic we
have to think not only of adding knowledge andlligence
to situated elements, but also of how knowledgebEan
taken away i.e. “forgotten”.

There is considerable risk to a communicaticetsvark
business due to irrelevant or misleading knowletige is
hard to track down and manage. Risk is increased fo
autonomic networks due to complex distribution wdéls
knowledge and responsibilities for maintaining it.

While the knowledge plane offers a model for aging a
dumb data plane, this conflicts with the requiretrien
move intelligence and autonomy to the peripherigjng a
classic problem. We propose an integrated focus on
forgetting local knowledge (details) through peitod
recompilations of models that are aware of thdevance in
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the global context. The knowledge plane allows Wweigys
and policy settings to guide which recompilations o
reintegrations apply, and strategic forgetting ated
networks is enabled. Effective initial encodingsn de
enabled by reference to the values set higherating
initial weightings, and continuously monitoring Heoas the
data network expands.

Cognitive theories of memory and forgetting offieher
territory for solutions to distributed managememd a
recompilation of knowledge than do current techegjaf
network monitoring and management.

Fragmented methods and heuristics for “forggttin
situated knowledge from existing technology aredations
of the current primitive stage of work from whictew
approach Autonomic Communications Networks. Future
theory and solutions should more elegantly expdaic
implement effective initial encoding.
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Abstract domain. Section 4 describes Bayesian Networksti@®e5

. : . . summarises the published research into adaptingviatiisa
Systems that are subject to uncertainty in the" dynamic or temporal dimension. Section 6 proposes
behaviour are often modelled by Bayesian  jernative approach combining BNs with survivaigsis.
Networks (BNs). These are probabilistic models of  ggction 7 explores how this can be used for fault

the system in which the independence relations  management and section 8 finally ends the papet wit
between the variables of interest are represented gnclusion and future work.

explicitly. A directed graph is used, in which two

nodes are connected by an edge if one is a 'di_rect 2 Cognitive Networking: The Knowledge
cause' of the other. However the Bayesian

paradigm does not provide any direct means for Plane
modelling dynamic systems. There has been a The need for a knowledge plane has been identified
considerable amount of research effort in recent necessary in next generation networks to act asnaagpive
years to address this. This paper reviews these system element within the network to build and rt&im
approaches and proposes a new dynamic extension high level models of the network. These indicateatmine

to the BN. This paper proceeds to discuss fault network is supposed to do to provide communication
management of complex telecommunications and ~ Services and advice to other elements in the nétj@ark

how the dynamic Bayesian models can assist in the €t al 2003]. It is generally considered that this kfenige
prediction of faults. plane will rely on the tools of Al and cognitivessgms to

meet the uncertainties and complexities of thisl,g@aher

. than traditional algorithmic approaches [Clagt al,
1 Introduction 2003],[Agosta and Crosby, 2003].
Systems that are subject to uncertainty in theiab®ur are In terms of creating the knowledge plane possible
often modelled by Bayesian Networks (BNs). These a building blocks that have been highlighted inclagédemic
probabilistic models of the system in which thealgorithms (for distributing data), Bayesian netkeoi(for
independence relations between the variables efest are  learning), and so on [Clarkt al 2003], [KP Resources,
represented explicitly. A directed graph is usedwhich ~ 2004]. At the same time one of the potential radestified
two nodes are connected by an edge if one isectdiause’ for the knowledge plane is fault diagnosis and gaiibn
of the other. [Clark et al, 2003].

However BNs provide no direct mechanism for In previous work we have investigated using Bag@si
representing temporal dependencies [Aliferis andp@o, networks (formerly Bayesian Belief Networks) for
1983], [Allen, 1983], [Young and Santos, 1996]. ckrtain  telecommunication fault management systems [Stetrl,
domains such as medicine, planning and control, and997], [Sterritt and Liu, 2001], [Sterritt, 20010@2]. We
industrial environments, the incorporation of a pemal also proposed to extended this to include a tintepoment
aspect into the model is crucial if the model isibhieve an were by the Bayesian network represents a devejopin
effective and accurate representation of the system situation over time (Dynamic Bayesian networksge[gtt et
question. The time that symptoms appear and the#l, 2000b]. Essentially a Bayesian network isredrom
duration, the time that observations/measuremegtsnade alarm event data to create (along with human assie) a
and the time that faults are induced can signifigamffect BN that diagnosis the fault from the evidence pmesg in
the formulation of hypotheses used. The model nbest terms of alarms (or at least correlates further atem
able to update the system given that observatiord a events). The challenge experienced with this rebe@part
evidence can be made over time, that is capture thigom the down turn in the telecommunications masgktehat
evolution of the system as it changes over time. time!) was that the approach although always réogiv

This paper is organised as follows. Section hligbts positive feedback from telecommunications partiféte to
the motivation - Section 3 introduces the fault agement
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the BNs transparency with its visual aspect andadity
basis) was difficult to implement sensibly due he farge
amount of alarm events possible and the numbelawoit f
conditions they may represent. In the end we hagegh
towards rules and pattern matching to provide dhiti
masking and correlation with the BN at a higheelevThis
has certain resonances with the knowledge plansuels
the motivation of this paper is to briefly reviewNB and
DBNs once more with a view they may be useful fog t
knowledge plane.

3 The Management Plane & Fault Diagnosis

High-speed broadband telecommunication systembute
with extensive
systems to ensure robustness. The presence aftarfay
not only be detected by the offending component ind
parent but the consequence of that fault discoveyedther
components. This often results in a nett effecadarge
number of alarm events being raised and cascadedeto
element controller.

The behaviour of the alarms is so complex it appean-
deterministic [Bouloutas et al, 1994]. It is vefifficult to
isolate the true cause of the fault. Failureshim metwork
are unavoidable but quick detection and identifizabf the
fault is essential to ensure robustness. To thd e
ability to correlate alarm events becomes very irg.

The major telecommunication equipment manufacsurer

deal with alarm correlation through alarm monitgrin
filtering and masking as specified by ITU-T [1988hd
other international standard bodies, with rule-Hasgoe
systems for assistance to the operator. Yet dfftisneft to
the operator's expertise to determine the actualt far
multiple-faults from the filtered set of alarms oefed.
At the heart of alarm event correlation
determination of the cause.

redundancy and complex management

is the
The alarms represeat t The graph can be considered as representing tim joi

each state of a root node is required. It is alsmessary, in
the case of non-root nodes, to know the conditional
probabilities of each possible value given the estabf
parent nodes or direct causes. A good illustratiba BN
and its related joint probability distribution iortained
within Lauritzen and Spiegelhalter's paper [Lawtitzand
Spiegelhalter, 1988] where they consider an exarbated

on doctors diagnoses of patients suffering fronrtsless of
breathe (dyspnoea), Figure 1.

(a)

(1)

either tub. 0

lung cancer?
€

positive_x
ray?

©€)

?
(©)

Figure 1: Lauritzen and Spiegelhalter's illustatof a BN

symptoms and as such, in the g|oba| scheme, areofot probablllty distribution for all the variables. the above

general interest once the failure is determinedriisian,
1994]. There are two real world concerns: (1) sheer
volume of alarm event traffic when a fault occu®) the
cause not the symptoms.

Alarm monitoring, filtering and masking meets erion
(1), which is vital. They focus on reducing thdurmoe of
alarms but do not necessarily meet criterion (2jdtermine
the actual cause - this is left to the operataresmlve from
the reduced set of higher priority alarms. Idealsy
technique that can tackle both these concerns wamiloest.

4 Bayesian Networks (BNs)

Bayesian Networks (BNs) offer a potential solutioBNs
consist of a set of propositional variables repmess: by
nodes in a directed acyclic graph. Each variabteassume
an arbitrary number of mutually exclusive and extize
values. Directed arcs (arrows) between nodes septehe
probabilistic relationships between nodes. Theabs of a
link between two variables indicates independeretgvéen
them given that the values of their parents arenkno In
addition to the network topology, the prior probigpiof

example this is @,1,6,0,A,3,0). The chain rule can re-
express this joint probability as the product ofe th
conditional probabilities which need to be spedifier each
variable or node.

P(a,t1,8,8,A,B,0) =
P(a)P(t|a)P(E [€)P(e [T, A )P(d| €, B)P(A |0)P(B | o)P(0)
1)

The chain rule is given below:

P(X1, X5, X)) = rl P(X; |pa(xi)) 2)

where pa(X is the parent set of;X

Each node has associated with it a conditionabadvdity
table that quantifies the effects that the paréatse on the
node. Taking the graph as a whole, the conditional
probabilities and the structure can be used torihirte the
marginal probability or likelihood of each node diolg one
of its states.
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@)
Figure 2: Time slices, adapted from [Hanks e1885].

The power of the BN comes to light whenever wenglea
one of these marginal probabilities. The effectsthe
observation are propagated throughout the netwodkthe
other probabilities updated. In simple networkse th
marginal probabilities or likelihood of each statan be
calculated from the knowledge of the joint disttibn,
shown earlier, using the product rule and Bayesbtem.
This simply means that the DAG is singly connecest;h
link is a bridge where the removal of one leadsato
disconnected network.

However, cycles often occur and the calculatiomigch
more complex. Algorithms have been devised to ceiple
the complication of such cycles.
marginal probabilities exactly but by doing so autnce
calculations which are NP-hard [Cooper, 1990]. réfwe
many

approximate the marginal probabilities. This megd to

Bayesian Networks were not designed to model teahpo
relationships explicitly; they are a static modelThe
prediction and deduction made do not vary dependimg
when the observations or predictions are made.

This standard theory of belief networks has besthér
developed by researchers to incorporate a tempeatlre
or time element into the model. This has been egured
in various different ways. Aliferis and Cooper §B)0
summarise just some of the extensions of beliefvords
for time modeling presented over the last few yedrkese
include temporal influence diagrams [Provan, 1993b]
Dynamic Belief Networks (DBNs) [Dagum et al, 1992],

Some calculate thtemporal models of endogenous change [Hanks &885],

Temporal Bayesian Networks (TBNs) [Young and Santos
1996], Temporal Nodes Bayesian Network (TNBNSs)

researchers have developed algorithms whicfArroyo-Figuerao et al, 1998], embedded Markov psses

[Berzuini et al, 1989], logic and time nets [Kanaza

the compromise of accuracy over a lower computation 1991], [Kanazawa, 1992], Modifiable Temporal Belief

overhead.

The BN can be used for deduction
management domain. Given alarm data it will deteem
the most probable cause(s) of the supplied alatmss
enabling the system to act as an expert system.

In previous work [Sterritt et al, 1998] have depEd an
exact algorithm approach to deduce

Networks (MTBNSs) [Aliferis and Cooper, 1983], aslines

in the faultspecific applications [Berzuini et al, 1989], [Natkon and

Brady, 1994].

An obvious way of classifying the literature isuse the
authors’ individual terms (as above) to descrile thrious
approaches. However, in most cases these termalyma

the marginatlynamic and temporal, are interchangeable. Fdangs, if

probabilities for their BN application based on ttha the time slices of a temporal model were appliethsd the

developed by Lauritzen and Spiegelhalter [1988].

5 Dynamic Belief Networks (DBNSs)

A problem with the standard theory of belief netksois
that there is no natural mechanism for representimg
[Aliferis and Cooper, 1983], [Allen, 1983], [Youngnd
Santos, 1996]. There have been various effortsxtend
the theory to allow time to be modelled. For exkEmp
where probability of movement from one state totheo
has a temporal dependency, survival analysis [Méirgt
al, 1999] can be used. Constraints on the behawabthe
system can be expressed using the formalism of deahp
logic.

Dynamic Belief Networks (DBN) model a system tisat
dynamically changing or evolving over time [Fadd994],
[Kanazawa et al, 1995], [Kjarulff, 1992]. This neddwill
enable the user to monitor and update the systetimas
proceeds.

movement between the slices was based on a chastgte
instead of time, we could then classify them asigihg to

a dynamic model. Likewise if Markov-chain approash
dynamic models, were implemented that each state ava
point in time, we could classify the applicatiorsstamporal
models. Therefore we can say that the differerce i
primarily dependent on the application of the model

Another approach of classifying the literature ts
consider how the methods actually model the timgtaral
element. This classification has been used by &aénal.
[2000] who divide the temporal approaches into twain
categories of time representation, namely those efsod
which represent time (1) as points or instancg®)pas time
intervals.

Within category (1) the models, based on pointsme,
require that events occur instantaneously wheré esent
considered occurs at an instant in time. Thesdaseally
the time slice models and temporal reasoning models
reviewed by Hankst al [1995] and illustrated in Figure 2.
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Figure 2(a) represents an approach where a time isl phases such as: acute illness, intervention, regooee
used to represent a snapshot of the evolving testhpordischarge. The representation of such a procetssrims of
process [Kanazawa et al, 1995]. The belief networksists latent phases is realistic, as that is how a doreajert
of a sequence of sub-models each representingystensat  conceptualises the process. It is also mathenfigtica
a particular point or interval in time (time slicaijd which  suitable since we can prove that any such stalstic
are interconnected by temporal relations. Kjaerfilfi92], distribution may be represented arbitrarily clodeyyone of
Dagum et al. [1992], [and Galper, 1993], Provan9Bs], phase-type form [Faddy, 1994].

Berzuini [et al, 1989], Lekuona [et al, 1995] are just some In this approach we combine the advantages of BNs
of the researchers currently using the time slppr@ach. incorporating prior knowledge and causation inte thodel

Figure 2(b) represent models where the network isvith the elegant and intuitive process represesmaif
composed of sub-models and duplicated over tinveslias phase-type distributions (Figure 3).
before. However links between state variablesiwightime
slice are disallowed. Dean and Kanazawa [1989] and
Kanazawa [Kanazawa, 1991], [Kanazawa, 1992] use thi
approach in their research.

Hanks et al. [1995] proposed a modification to tinee
slice approach where they take into account theesyss it
changes over time, both due to exogenous and endoge
influences.

Category (2) of the classification approach innk&al et
al. [2000] considers interval representations aheti
Allen’s interval algebra and its 13 relations werged to
provide the temporal basis for the model [Allen,83P
This may be more broadly thought of as a dynamidehas  Figure 3:  The underlying representation descri@BBN in terms of a
an interval in time represents an event or prot®8fg  number of interrelated causal nodes which temporaliecede and
which a property (either true or false) holds uniity predetermine (in a probabilistic sense) the effexde(s) which constitute
throughout. Examples of work in this area areTtmporal the process. The effect node(s) here are chasetety a continuous
Abduction Problem (TAP) [Santos, 1996] and thegio;ﬁgﬁiorsndom variable(s), the duration, desdili®y a phase-type
Probabilistic Temporal Network (PTN) [Young and e

CAUSAL PROCESS

MODEL

“ Phase thase ? Phase 1&
7 EVENT

1996]. The Causal Network is modelled as a BN. The Pmoces
An alternative to the above approaches is intredua  Model may be defined in a manner similar to thaflan
the next section. and Kanazawa, 1989], [Hanks et al, 1995] where we
consider an event <E> which initiates a procesg e
6 A Dynamic Bayesian Belief Network zer_I(_)hand <Pt; t; indipatﬁs thatbtht?rprOEesshP meaat tim$I
t. Then prob<P, t> is the probability that theqass is sti
Approach (DBBNSs) active at time t. In statistical terminology, préh<t> is

A new approach currently being researched and egphpti  known as the survivor function, denoted by F(t) ,diod a
geriatric patient management [Marshall et al, 2080fhat  continuous time representation, its derivative i) the
of combining BNs and Survival Analysis to create aprobability density function (p.d.f.) of the timerfwhich the
Dynamic Bayesian Belief Network (DBBN). process is active. Here we define f(t) by
DBBNs are described as generalising the concepiNsf  f(t) Lt = prob(process terminates in (t, 1 |
to include a time dimension. The approach reptesan process is still active at t).
stochastic (or probabilistic) process along withuszd We thus assume that the model includes variabtasg
information [Dean and Kanazawa, 1989], [Russellagt of which are qualitative (the causal variables) awane
1995]. Heckerman et al. [1997] has also introduged quantitative (the survival variables). Some prasiavork
temporal component to BNs by providing a temporalhas been done on data of this sort, mainly invgivine
definition of causal dependence where he assodiases of introduction of conditional Gaussian (CG) distribus
variables indexed by time with each cause and with [Lauritzen and Wermuth, 1989], [Friedman, 1998]. e W
effect. here introduce the idea of Conditional Phase-typePk)
In statistical theory, Markov models are oftencuge  distributions which are more appropriate for precgata.
represent stochastic processes. Structured phpsetBh)
distributions [Neuts, 1989] characterise a typelatent 7 A Discussion of Potential Fault
Markov model which provide an intuitive and robusty of At
describing probabilistic processes. Such modetcriee Management Applications
duration until an event occurs in terms of a precesDowntime in a network not only results in loss efienue
consisting of a sequence of latent phases - thesstf a but can lead to serious financial contractual péssal It is
latent Markov model. For example, duration of stay therefore not surprising that network operators are
hospital can be thought of as a series of tramsitihrough ~ extremely keen to remedy faults as quickly as fssiTo
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this end not only is identification of the fauliiteral but an
estimation of a fault’s likely life span would gtlgassist in
managing and assessing maintenance strategies.

Fault management is an important but difficult aaf
telecommunications network management.
produce large amounts of alarm information that tnies
analysed and interrupted before the faults cancbatéd
[Klemettinen, 1999]. As has been stated earli@rnal
correlation is the central technique in fault idfécdtion
[Jackobson and Weissman, 1993].

The instance of a fault can cause numerous alaente
to be raised from an individual network element YNthis
means that the alarms are often interrelated. Aldault
may trigger numerous similar and different alarrasbe

When an alarm occurs in a network it is "presentil its
accompanying "clear" arrives thus implying a tengpdife
span (Figure 4) and a correlation window.

BNs, DBNs and DBBNs can all be applied to fault

Networksnanagement of telecommunications. Below, we discuss

how BNs may be developed, refined by DBNs and &irth
enhanced by DBBNSs.

The inducing of this alarm data into a static BEdé¢¢tion
3) then provides the ‘guts’ of an expert system; fo
answering “if then” questions exploring the effeai$
changing variable values. For example, if Alarmety.P-
PLM is observed, this alters the probability (amanigers)
that alarm PPI-Unexpl_Signal will be observed. [Bluit et
al, 1999] and [Sterritt et al, 1998] describes erhiéecture

generated in different NE's up or down stream oa& ththat induces a BN from this data inferring fronthie likely

network. For example, the Comms fail alarm, arrmala

raised by the management system if it cannot niairda

communications channel to the indicated NE, mayseau
other alarms such as RS-LOS, RS-LOF, Qecc-Comnhs_fai
MS-EXC or even laser alarms depending on the fandt

®NT EF O OO ael ol

o Zpass ELain WutName Soted] conn_ZpassELm:_Alarm Type Sortod|
q :

[ Nov s, 1998 14:xx
Name. 30 -

b PPLAIS
PP

njection of Alarms

Aeon 554 i b o
Aeon 555 == ‘
Aeon 557 o0 —
= Correlation | r |
' window Alarm Life-span;
: o present
j
' © clear

Figure 4: SDH Alarm data viewed over time. Scréensof NxGantt
[Sterritt et al, 2000a] with comments displaying atarm's lifespan
(horizontal Gantt bars), how close the injectioni2aélarms may occur in
time and the correlation window.

alarm behaviour (Figure 5).

[E3 Appiet Viewer: bifrostl.class
et

PPI-DEG

PPI-AIS PPI-Unexp_Signal

O INT-LP-IP_Buffer

NE-Unexpected_Card

LP-PLM INT-TU-AIS

LP-EXC

Applet started

Figure 5: Alarm BN for Fault Management

TBNs or DBNs (Section 4) offer an opportunity te b
more precise when predicting the fault by additgraporal
dimension to the model, since the alarms haveesgddn
(Figure 4) and the network changes in state undalt f
conditions. The alarms that are correlated to preda

Correlation serves to diminish the number of akrm higher priority alarm may be correlated with otaérms in

presented to the operator, yet ideally the apprehohld be
able to facilitate fault prediction;

» Fault identification/diagnosis -

fault(s) that have occurred from the alarms present

» Behaviour prediction — warn the operator beforedhan
of severe faults from the alarms that are presgntin

themselves.

a later slice — narrowing to a prediction of likéhlts.
The DBBN (Section 5) could offer the previously

prediction of the mentioned expert system in the form of the BN with

additional benefits of extra predictions of howdamtil the
fault occurs (in the case of behaviour prediction)how
long until the fault is repaired (in the case ofulfa
identification). These additional predictions cofram the
inclusion of survival analysis into the model.

The Bayesian paradigm and its extensions offer the Once the phase-type distribution has been modéibed

machinery to achieve these ideals. Although mettsadth
as Artificial Neural Networks (ANNs) have been peavto
obtain good predictive performance, they do not thoee
important goal; that of comprehensibility.
Telecommunication companies do not wish to instddick
boxes’ into their fault management systems theeefaling
out ANNs [Hatonen et al, 1996]. BN'’s graphicalusture
more than meet the need for ‘readability’.

suitable available data it may be possible to adapt
DBBN model for more precise fault prediction. The
incorporation of phase-type variables within the Bduld
contribute to a more realistic network where idé&dtion

of the phase containing the evolving fault episodeuld
strengthen/weaken the time based prediction oftion
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8 Conclusion

Bayesian networks have been identified as poshililding
blocks for creating the knowledge plane. As sini$ paper
has deliberated the Bayesian paradigm and revigived
literature on its dynamic extensions. It has peggba new
dynamic approach by incorporating survival analgsigpart
of the model.

Included is a brief discussion on the potentiglli@ations
of these models for intelligent fault diagnosisdoamplex
telecommunications systems.

The paper has demonstrated the potential poweheof
dynamic approach for fault identification and bebav
prediction, for instance the ability to determinbet
likelihood of an alarm being set off at a particupeint in
time due to a fault occurring at a precise momerihé past.

In fault management there are two real world come
(1) the sheer volume of alarm event traffic wherfaalt
occurs; and (2) the cause not the symptoms. Tkebased
type systems (monitoring, filtering and maskinggdisn
telecommunication systems address the first.

management.
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Abstract application-specific adaptivity in its use of sudmsces and

its subscription to relevant context informationeams. In

) ) this manner, services can be composed into valaasland
requires an autonomic approach, where elements  oufiows while also exposing an elemental resource
exhibit a degree of self-management which when i an35ement view which can form part of an end-m-en
combined provide a level of self-management for | agource management activity.

the network as a whole. The heterogeneity of  Thjs paper also introduces how ontology-based sticsan
elements however prompts a knowledge driven  help address conceptual heterogeneity betweercesraind
approach to their definition, composition and context and provide a reasoning framework for polic
management in order to address problems of refinement.

semantic interoperability. This paper proposes a

semantic service based approach to the definiton 2 Semantic Services

of elements in an autonomic network in order to
enable ontological reasoning in support of
composable self-management functions.

The complexity of modern communication networks

Ontology-based semantics [berners-lee], proposedhby
Semantic Web initiative, help solve some of thebfems of
heterogeneity and runtime discovery of service biifias.

. Web Service Definition Language (WSDL), a stand=adi
1 Introduction service description language, describes the fumakio
The management of computing and communicationgaispects of services and so enables the definifiewice
systems has traditionally been a skilled human, tsskself-  operations along with their input and output parzmse
management’ is only appropriate if it is overseen oHowever, a richer semantic language is neededderdo
governed in a manner understandable to a humarotlent  reason about services that must be discovered, asedpor
Autonomic communications systems are adaptive msyo invoked dynamically. The OWL-based Web Service
the adaptive behaviour of which is governed by huma Ontology (OWL-S) [owls02] uses ontology-based setiman
specified goals and constraints on how the seryicegided to enhance such web service descriptions. It usssrigtion
by the network should behave. logic based ontologies, specified in the Web Omplo
The self-management of network elements requireamic  Language (OWL) [owl], and emerging semantic rule
mapping of human management goals to enforceablgnguages to define the Inputs, Outputs, Precamditand
policies across a system, with the adaptive netwrtnents  Effects of a service (often abbreviated to IOPH)J an
reacting to changing context. However, this adéptimust  aqdition describes the resources used by thatcger@WL-
operate within constraints set by human-specifielicigs. g provides an unambiguous, computer-interpretable
Accurately mapping these high level policies or@mance  gemantic description of a service by providing rich
directives, down to low level adaptation and corpalicies  yefinitions of the IOPEs of a service's operatiaswell as
for individual heterogeneous functional elementsesoa  , yich set of control specifications for linking nstituent

challenge network administration and one for which : . : ) .
: : : . ; services. Through this semantic approach, inferengines
automated solutions remain elusive. It is furtr@mplicated (€., Al planners and matchmakers) are enabled to

by the mapping typically having to occur in the o of a . o . .
specific service chain or flow within more richlprmected automate the d|scpvery, composition, .|nvocat|on,d an
network of managed components monitoring of services [mclraith] despite th_e usé o
This paper introduces a Service-Oriented approdut t separately authored ontology models for describdBEs
presents a model of constrainable adaptivity for@nd resources.

heterogeneous network management functions. In this

model, resources are managed as composable services

called Adaptive Service Elements (ASE), contairimugpuilt
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3. Semantics of Autonomic Elements

Using a service-oriented approach to the managemint
autonomic network elements, a service interfacesed to
provide access to a specific set of resources, aviies

Figure 1: Adaptive Service Element Reference Archécture

compositions. Adaptation policy rules, specifiedpast of
the service behaviour model, can be set by theicgerv
administrator to adapt how the particular serviakes use
of particular resources. In this way, the managdmgauch
a service-oriented system is achieved by policiesll to
service, rather than by policies that relate gdlyeta the
underlying resources. Such policies can be specifis

resources are controlled by the implementation [ t action, goal or, utility rules. Overall, the respisility falls
service, either solely or shared with other servicey the service developer to expose, via the semaetiice
implementations. We model a service and its beh&vio gpecification and behaviour model, all the adaptabl

using the abstract concept of an Adaptive ServiegnEnt
[lewis04] (See Figure 1). This offers a specificvame, the
behaviour of which is aware both of its local opiersal

context and the characteristics of the network bictv it is

a part. It is aware of and controls a specificodgesources,
which may be modelled as a further set of services.

The adaptive behaviour of an ASE will need to benageed
to reflect the goals and requirements of the serusers,

interactions between the service and the resoutcases

and manages.

Based on this, an ASE is characterised by: a servic
description; a model of the state observable byABE; a
description of the services of which it makes asgl a rule-
based model for describing and restricting its b&ha
component’'s managed behaviour can be seen as a rule
based automaton. Each service element will alsaireq

those people or agents responsible for the sesvicepyyL-s grounding for each target platform technoldiggt

resources, and the managers who oversee the opemdti
the network being managed. This management is noeefi
by providing behavioural rules to the adaptive merv
element. These rules dictate the element’s behawihin

the constraints provided by the element’s develmpsither
human designers or automated agents that genenatees

will use it.

Policy refinement is the decomposition of policietevant
to a composite system into a set of policies thaeaecuted
in its constituent parts, thereby implementing bledaviour
intended by the overall system level policy. In erdor
even semi-automated policy refinement to be sutuess
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is necessary to have access to semantic informatiomit  be used to ease the interoperation between modgisaily

both the high level policy and the service beinghaged. conceived in different MIB languages, i.e., GMDQMIS

To enable adaptive systems to process such semantiCIM.

automatically we adopt ontology based semanticsaas In parallel, the engineering of service and businkyer

means of describing constraints on an adaptiveicgerv OSSs for the telecommunication market began to taithep
element’s behavioural rules in a machine intellgiform.  service-oriented and n-tier component architecttirashad
The expression of these constraint semantics iedeby come to dominate enterprise computing. At the forgf of

having the semantics of services and the operadttmmdext  attempts to reach industry agreement on modellunch s

also expressed in an ontological format. architectures for communications management was the
TeleManagement Forum’s NGOSS initiative [fleck].iSts
4 Semantics for Autonomic OSS attempting to stimulate an open market in telecbosiness

software component by forming agreements on managem
information exchanged between business processds an
service definitions, via which inter-process inviimas can
be made. The former encompasses network and element
Revel MIB information as well as service and busiével
'information typically captured in corporate datasasSuch
business objects also increasingly become the culoje
Business-to-business e-commerce agreements, XNiLeb
This has a natural synergy with the enterprise gament
model of the DMTF, and the two organisations arev no
collaborating closely on information modelling. Th®dels
1;9r inter-process invocation, termed contracts,dafined in
g native XML binding [tmf053] that includes theua$

ut and outputs as well as preconditions andctffand
er service component lifecycle information, ezgndor
data, deployment setting etc.
It can be seen therefore that the emerging undelisig of
) : . how semantic web ontology languages may assisheén t
depending on the model used is supplemented byctebje semantic interoperability of management information

level actions and notifications. Functional intedamodels models should be naturally reflected in the apfibeaof

are defined in terms of Management Information Bas I ; R
(MIB) specifications. Here, the OSI Management ani)WLSto the definition of business applicationviess for

Internet Management represent the two main stasdar hpeprc?ascﬁ tglggrﬁlr?.th:aanGaCr)“SCgl?wri’tiatt?vee \tigglgosl(;%’m irg{;utr
bodies, using the GDMO and SMI languages respdgtive : X .

Both of thes% languages, though bein% pgtentiadzl;eg'c an ontological approach, provided _sunable methagiek
orofiles of ASN.1 were, shaped in their usage by th and tools emerge [duke]. For this reason our ctirren

. investigations are moving in this direction, wherelve
features of the. protocols that accompanied them|FCamd attempt to re-model existing OSS service componitt
SNMP respectively.

_— OWL-S in an attempt to better understand the sjoecif
:jneﬁt:: q tlhgeg(():ingrr]ﬁonDllr?;[grbr;J;et%nMMago?gesrgﬁg:n;aShki dg(\?vm%enefits of semantic interoperability and ontoldmpsed
S ) . . conceptual reuse in the OSS software engineeringao
a principled attempt to define management inforomati

models for the manager-agent paradigm, but in a thay . . .
was independent from the protocol used. This proveé Semantic Reasoning for Autonomics
successful, quickly becoming a focus for managemerithough the Adaptive Service Element reference model
information modelling standardisation effort, espyg in represents our target architecture for future awiwo
the enterprise management sphere, with suppordafddes = communications networks, we acknowledge the ne¢ak®
number of protocol bindings including DCE, XML/HTTP a number of exploratory steps in reaching it. Tégstion
and LDAP. The modelling approach was highly object-outlines a number of specific directions curreniiging
oriented, yet also incorporated a number of onfoklg explored, and gives initial results where available

modelling concepts, such as making associatioss dlass ] ] -

concepts with domain and range bindings to classes 9.1 Dynamic Service Composition

allowing class and instance definitions to be fyenixed. Artificial Intelligence (Al) planning is one techmie that is
More recently Jorge de Vergara and Victor Villagrareceiving increased attention as a solution foomated
[deVergara] have show directly the value of modelli service composition and automated adaptivity contid
management information models in OWL, and how ¢his  planning techniques can automatically generate osite

Within the Semantic Web initiative it has been wyde
observed that ontological reasoning techniques waiilly
become beneficial once a sufficiently large numioér
available services have been semantically marked-u
Similarly in the context of autonomic management
ontology-driven policy refinement will only be ofse for
autonomic systems once services and networks [gss
ontological representations.

To arrive at a situation where ontology-based seicgnan
be fruitfully employed in network operations, we shiirst
move from the current state of the art in commuioos
management technology used in Operational Suppo
Systems (OSS). The predominant paradigm in networIn
management has been the manager-agent model. T%Ié:
models management interface functionality in a-fin@ned
object-oriented manner, where management funciigrial
provided by get and set operations on object ati#) and
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service plans consisting of simple sequence obastiEach
action can be supported by service invocationsrgia set
of required goals, a set of possible actions addsaription
of the initial state of the system. Al planning keeo
represent a relevant part of the world in termsvarfious
states and possible changes that can be madest staies.
For example, one branch of planning known as Sanat
Calculus classifies the functional properties cfeavice as
Inputs, Outputs (states of knowledge of the user)l a
Preconditions and Effects (world states), which nimey
available in a semantic description of the servidas rigid
approach to world representation allows the usudé f
Al techniques to be applied to a huge range of lprob,
including automatic service composition and autéenat
service adaptation. In a further approach, useq oot
adaptive service composition in [higel03], an asiyf the
durative characteristics of services is used to pms®
services in an intelligent manner. The ASE moddl fatus
on the use of more sophisticated approaches tingrihe

Al planning mechanisms used, not just to cOmpoBaCEss,
but to manage the adaptive behaviours of netwatnents,
handled in a service-oriented manner.

5.2 Semantic Management Services

Clearly before we can make good use of Al planning
techniques for autonomic communications we need a
sufficiently rich set of services from which to cpose new
services. The ASE promotes a service oriented agprto
developing new application components with a policy
management interface that make them suitable ®iruan
autonomic framework. This requires a development
approach, where service and management features are
closely coupled at design time. As this approacmas
currently widespread, we envisage a long periodreesuch

a sufficient large population of such component ave
been developed to make Al planning viable as aectffe
adaptive technique.

<CLASS SUPERCLASS="CIM_EnabledLogicalElement" NAME="CIM_LogicalDevice">

;METHOD CLASSORIGIN="CIM_LogicalDevice" NAME="Reset" TYPE="uint32">
<QUALIFIER TRANSLATABLE="true" NAME="Description" TYPE="string"> <VALUE> Requests a reset ... </VALUE> </QUALIFIER>

<METHOD>
</CLASS>

<CLASS SUPERCLASS="CIM_LogicalDevice" NAME="CIM_Printer">

#’ROPERTY CLASSORIGIN="CIM_Printer" NAME="MaxCopies" TYPE="uint32">
<QUALIFIER TRANSLATABLE="true" NAME="Description" TYPE="string"> <VALUE>The maximum ......</VALUE> </QUALIFIER>

</PROPERTY>

<PROPERTY CLASSORIGIN="CIM_Printer" NAME="PrinterStatus" TYPE="uint16">
<QUALIFIER TRANSLATABLE="true" NAME="Description" TYPE="string"> <VALUE>Status information for a Printer .... </VALUE></QUALIFIER>
<QUALIFIER NAME="ValueMap" TYPE="string"> ... <VALUE>1</VALUE><VALUE>2</VALUE> ... </QUALIFIER>
<QUALIFIER TRANSLATABLE="true" NAME="Values" TYPE="string">...<VALUE>Idle</VALUE><VALUE>Printing</VALUE></QUALIFIER>
<QUALIFIER NAME="MappingStrings" TYPE="string"> ... <VALUE>MIB.IETFIPrinter-MIB.hrPrinterStatus</VALUE> </QUALIFIER>

</PROPERTY>

</CLASS>

Figure 2: CIM printer data and methods in XML forma t

%wl:FunctionalProperty rdf:ID="CIM_Printer_MaxCopies">

<rdfs:domain rdf:resource="#CIM_Printer"/>  <rdfs:range rdf:resource="http:/www.w3.0rg/2001/XMLSchematint'/>
<rdfs:comment rdf:datatype="http://www.w3.0rg/2001/XMLSchema#string">"The maximum ..."</rdfs:comment>
<rdf:type rdf:resource="http://www.w3.0rg/2002/07/owl#DatatypeProperty’/>  <rdfs:label>CIM_Printer:MaxCopies</rdfs:label>

</owl:FunctionalProperty>
<owl:FunctionalProperty rdf:ID="CIM_Printer_PrinterStatus">

<rdfs:domain rdf:resource="#CIM_Printer"/> <rdfs:range rdf:resource="http://www.w3.0rg/2001/XMLSchema#int'/>
<rdfs:comment rdf:datatype="http://www.w3.0rg/2001/XMLSchemaf#string">"Status information for a Printer ..."</rdfs:comment>
<rdf:type rdf:resource="http://www.w3.0rg/2002/07/owl#DatatypeProperty"/> <rdfs:label>CIM_Printer:PrinterStatus</rdfs:label>

</owl:FunctionalProperty>

Figure 3: CIM printer data in OWL format
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e Operations to return a descriptive string for each

However, to initiate exploration of this possibiliand to property is required.

study in detail the means by which existing network « The method reset() is required for the CIM_Printer
semantics can be captured and used, we examingsé¢han management interface, since methods propagate to
ASE management interface that resembles more ansiema subclasses by default.

version of current manager-agent oriented intesfacgher  This knowledge refers to how one interacts with riedel,
than the target policy-oriented interfaces. Therapgh rather than the semantics of its informational atpeThis
taken is to use the algorithms describeddevergara] to  can thus be better expressed in OWL-S format, afigwhe
extract the class and property information coniire existing dynamic creation of such a semantic managemenfante
information models and then to integrate them withnagement A" fyII OWL-S description of this information model

sHervice mo;alell(s based on OWL'SI'  from the fovTSEdMeNt is outlined in figure 4. It would includecare
rere e ake, a5 an example, & seqment fom e DUTECILLC, G 100 2. iote's) o alow arange

! . S L . reasoner, e.g. an Al planner, to reason aboutnmats and
OWL, figure 3. From the information available by pping g P

; . outputs of such operations, the preconditions dfetts of
the CIM management interface to an ontological frrany the operations, the types of operations allowechaw the

access 1o this data can be_ reasoned_ about,. with “E'J erations can be composed. A service profile wailtmv
possibility of the management interface being auatiirally this service to be advertised, e.g. using UDDI, dse in a

cDrea_ted.MFC()J'r: ext;almple, f:jor? I:'he gx;:erpts frortnt:]het(i:c semantically driven service discovery process. ON®L-S
evice above, and laxing Into account tne au grounding model could then be used in automated

values of qualifiers not shown, a number of coriohs can invocation of the management service. The example i

be inferred from thg ontology, e.g.: , , figure 7 indicated a WSDL grounding, but a grougdto
* An operation to read the properties PrinterStatugpe gpecific XML and HTTP bindings defined by thBTDF

and MaxCopies are required, but operations 10 S&yep, Based Enterprise Management standards could be
them are not required since “readonly” is thedeveloped and used here equally.
default for properties.

<service:Service rdf:|D="CIM_Printer_Service">
<service:describedBy rdf:resource="http:/.../ ... #_Process"/>
<service:presents rdf:resource="http://.../ ... #_Profile"/>
<service:supports rdf:resource="http://.../ ... #_Grounding"/>
</service:Service>

Figure 4: Top level OWL-S definition for the CIM_Printer Service

<process:AtomicProcess rdf:ID="CIM_Printer_Class_getPrinterStatus">
<process:hasResult>
<process:Output rdf:ID=" CIM_Printer_Class_getPrinterStatusReturn_OUT ">
<process:parameterType>"#CIM_Printer_PrinterStatus” </process:parameterType>
</process:Output>
</process:hasResult>
</process:AtomicProcess>

<process:AtomicProcess rdf:ID="CIM_Printer_Class_getMaxCopies">
<process:hasResult>
<process:Output rdf:ID="CIM_Printer_Class_getMaxCopiesReturn_OUT ">
<process:parameterType>"# CIM_Printer_MaxCopies” </process:parameterType>
</process:Output>
</process:hasResult>
</process:AtomicProcess>

Figure 5: The OWLS Processes that make up the CIM_mter Service

<profile:Profile rdf:ID="_Profile">
<profile:hasOutput rdf:resource="http://.../_ProcessModel# CIM_Printer_Class_getPrinterStatusReturn_OUT “/>
<profile:hasOutput rdf:resource="http://.../_ProcessModel# CIM_Printer_Class_getMaxCopiesReturn_OUT "/>
<profile:hasOutput rdf:resource="http://.../_ProcessModel# CIM_Printer_Class_reset_ OUT "/>

<Jprofile:Profile>

Figure 6: The OWLS outputs profile of the CIM_Printer Service
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<grounding:WsdIGrounding rdf:ID="_Grounding">
<service:supportedBy rdf:resource="http://asdfasdf/_Service#_Service"/>
<grounding:hasAtomicProcessGrounding rdf:resource="#WSDLGrounding__getPrinterStatus"/>
<grounding:hasAtomicProcessGrounding rdf:resource="#WSDLGrounding__getMaxCopiesReturn"/>
<grounding:hasAtomicProcessGrounding rdf:resource="#WSDLGrounding__reset'/>

;/.grounding:WsdIGrounding>

Figure 7: How the CIM_Printer Service would be groinded by some service described by WSDL

] ] conducted some preliminary prototyping of a took fo
5.3 Policy-based Management for Composite modelling finite state machines using behaviou@ogpt
Services expressed in OWL, e.g. the CIM Printer MIB usedttie
When adaptive services are composed, inevitably thBrevious section as depicted in figure 8.
behaviour rule sets grow and become unmanageabtael However, as can be seen from the management oflermp
policy refinement approach discussed in [carey@4lptive ~ adaptive systems such_ as network management systems
behaviour rules (high level policies) can be autiza#ly ~[murray05], such a discrete state-based model is no
described for a composite service element, specife sufficient. For an autonomic system to manage warétof
finite state machine transitions, which are auticaly  adaptive network elements, a more expressive apprisa
refined into state transitions for the sub-finitats machines Nneeded to ensure that adaptivity is constraineal manner
describing the ASE’s adaptive behaviour. Here, use of ~Where the network operates within an envelope of

component behaviour ontologies based on finite estatdcceptable behaviour within a certain behaviourcepa
machines can be used to expose just a selectedtsoibs [d0b30n04], rather than the fixed and restrictivanmer
behaviour for policy-based management purposesh&Ve

< Seryice Adaptive Behaviour Editor

described.

File Edtor Help

FleWminaices G E
Service Structure FiniteStatsMachine Structurs |lPalicies
@ QWebSeNice P @ FiniteStatetachine @ Q Policies
@ 3B CIM_PrinterZerice [ CIM_PrintetProcessFS %2 PrintefStatusBusy_Print.
CIM_PrinterProcess 9 Q Events % PrinterStatusBusy_MNoPa
E3 InputEvent % PrinterStatusBusyPalicy3
B3 ReceivingData
B3 OutputEvent
H3 |disEvent
EB outoPaper
=3 ProcessEvent
BB} InitialEvent
@ 3 |dleCtate
@ =3 InitialState
9 = ProcessState
@: ProcessToOutput
©- (B PrinterstatusOffiine
] PrinterStatusBusy
= Busy
9 S PrimerSlalusBusylnitialState
PrinterStatusBusyinitial Statelnitia Transition |
@ PrinterStatusReady
©~ =3 PrinterStatusReadylnitial State
BFProcess Description FiniteStateMachine Description
@ Q Process Value
@ & CIM_PrinterProcess BusylnitialStatelnitialTra...
L2 StateMachine _|fPolicy Description
CIM_PrinterProcessFSM BusyinitialState ] Property I Value
B Inputs | jPolicy Name PrinterStatusBusy_PrintingPolicy!
@ = Outputs | JPoticy Type Policy
@ CIM_Printer_DetectedErrorState_0_CIM_PrinterProcess_| |ReceiwingData
@ CIM_Printer_MaxNumberUp_0_CIM_PrinterProcess_0ul; li n |
@ CIM_Printer_PaperTypesAvailable_0_GCIM_PrinterProces Policy Action |PrinterStatusBusy
< CIM_Printer_CurrentPaperType_0_CIM_PrinterProcess_t Folicy Source |ProcessState
@ CIM_Printer_CapabilivDescriptions_0_CIM_PrinterPrace:
@ CIM_Printer_CurrentMaturalLanguage_0_CIM_PrinterPron
G# CIM_Printer_PaperSizesSupported_0_CIM_PrinterProce:
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G# CIM_Printer_MarkingTechnology_0_CIM_PrinterProcess.
G# CIM_Printer_Errarinformation_0_CIM_PrinterProcess_Ou|
@ CIM_Printer_DefaultCopies_0_CIM_PrinterPracess_Outp|
< CIM_Printer_VerticalResolution_0_CIM_PrinterProcess_
@ CIM_Printer_DefaultMimeType_0_CIM_PrinterPracess_0
@ CIM_Printer_MaxSizeSupported_0_CIM_PrinterProcess_|
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Figure 8: Automatic creation of management policiebased on OWLS specifications of services

-41 -



Proceedings of the IJCAI-05 Workshop on Al and Awimic Communications

5.4 Semantic Interoperability

These proposed service-oriented ASEs allow intenact
through well defined service interfaces, thereligvahg an
adaptive communications framework to be construfreuh

resources and context, which is then also usecefimidg
finite state machine definitions for the serviceaptive
behaviour. This adaptive behaviour model can thended
as the basis for defining run-time policies coristray the
behaviour of the ASE. We are also using this MIBiva=l

elements sourced from any number of developersreThe OWL model as the basis for input and output of O®%/L-

will, however, be a need for semantic interopeiibil
through the resolution of semantic mismatches wihiilh

services providing management capabilities. Thifersef
management capability in the more traditional manag

be inevitable due to the nature of differing vendoragent mode of interaction, but also offers the ibiiyg of

developments. It is expected however that resalutd
these conflicts will be supported through the ufdools
and processes which support the creation/discoary
mappings between ontologies. Substantial researséen
ongoing into the area of semi-automatic technigfars
mappings [osullivan03] but very little research Hzeen
undertaken into its applicability to autonomic &yss. In
particular we will study the extent to which serai@mated

auto-generating semantic management services froBr M
definition in a form that can be fed into an Al ipheer, so
that composite management operations can be gederat
dynamically.

In addition we are using OWL-based management
semantics as the basis for examining run-time s@man
interoperability both for semantic service invooas and

for content-routed semantic notifications in theoktedge

mapping approaches to semantic interoperability aréelivery service.

sufficient in fulfilling the needs of autonomic $gms and
we will develop appropriate solutions.

5.5 Knowledge Delivery Network
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Hybridising events and knowledge in an
infrastructure for context-adaptive systems

Simon Dobson
Systems Research Group
School of Computer Science and Informatics
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simon.dobson@ucd.ie

Abstract knowledge-based terms, allowing a range of
Event-based systems are a popular @pproaches to adaptation to be explored.
substrate for distributing information Section two describes current approaches to

building adaptive systems, highlights some
deficiencies and argues for a hybrid model that
combines event- and knowledge-based

derived from sensors to be used in driving
adaptive behaviour. We argue that event
systems only provide a poor model of

context, and that a hybrid approach that
uses events to populate and maintain a
knowledge base provides a more stable
solution. The inherent uncertainties imply
that traditional knowledge-based system
techniques are extended to deal with more
uncertain reasoning. We discuss our plans
for additional work in analysing and
programming autonomic behaviours with
this architecture.

approaches. Section three briefly discusses some
issues in programming such hybrids, while section
four concludes with some directions for future
work.

2. Context, events and knowledge

Designs for autonomic systems draw their
inspiration from a number of sources. Prominent
among these are biologically-inspired systems
built around stygmergy or swarm intelligence,
where simple individual responses to stimuli are

1. Introduction aggregated to produces a global result

Autonomic systems are intended to adapt to thelPonabeau99]. At the other extreme are attempts
environment in a way that optimises performancd® model adaptive systems in a closed-form way
robustness and other features without requiring‘at allows more precise characterization of their
extensive human intervention. The challenge8ehavioural envelopes [Dobson04]. The former
arise from the need to deal with complex andelies on ideas from control theory, while the
uncertain information about the environment, andptter draws more on pervasive computing,

to match this to appropriate changes in systeféentinuous mathematics and Al.
behaviour. The context of a system captures the

In this position paper we describe the€nvironment in which it operates, including all
motivations for our current work within SRG on “additional” or- “non-functional” aspects that,
infrastructures and languages for adaptiv&hile not being “core” to the system’s behaviour,
systems. We argue for hybrid approaches, usinggvertheless affect the way in which that
an event-based infrastructure to drive andehaviour should be optimised. Pervasive

maintain a knowledge base. The resulting systefPmputing systems are good representatives of the
may be programmed in both event-based and
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class of adaptive systems whose adaptations drerthermore in a open system we might introduce

constrained by their surrounding environment.  new events which interact with existing events in
The Context Toolkit [Salber99] is the canonicalunforeseen  ways. Introducing an event

example of programming pervasive applicationseave(a,b) (with the obvious intention) means

based on events. Such systems consist of that an event trace such as

number of adapters ocontextors [Coutaz02], <enter(A,R),...,leave(AR),...,

each capturing some aspect of the environmeeiter(B,R)> is also not a valid trigger for

such as the temperature, or the reading from giaptation.

location sensor. The advantage of such systems isThe second problem concerns triggers that rely

that it is straightforward to construct both theon a correspondence between events. Suppose we
infrastructure and the adapters; the disadvantagee the event trace

is that they place a large load on the developer teenter(A,R),...,enter(B,R),
build a sufficiently flexible decision-support .. enter(B,R)> — what do we conclude?
system to drive adaptative behaviour. Should the secondenter(B,R) event be
Why events and adaptation don't match con5|dereq a dupllcatg, an error, or the. start of
tgnother trigger for which we should wait for a
gorrespondin@nter(A,R) event?

This leads directly to the third problem. Event
: systems were developed from process algebra
roodrT R TWOb eventg glre Qeflni@nter(g,b) h which in turn describes processes that might be
and leave(a,b) , indicating that entitya has o meqexact the events that occur are assumed
entered (or left, respectively) plade. These acyally to have occurredThe problem with
events are to be used to drive a system that Wilany pervasive (and other) systems that have a
adapt its behaviour wheA andB and inR We  ¢lose connection to the real world, for example by
use angular brackets to denote event traces: OiV@fay of sensors, is that the processes they are
eventsel, e2, ande3 we use<el,e2,e3> t0 engaged in armexact the events may be noise.
denote the sequence of events occurring in thejt seems intuitively likely, absent any
order given and<el,...e2> to denotee2 interveningenter() or leave() events, that
occurring afterel with zero or more events in the secondenter(B,R) event is a duplicate.
between. . _ However, knowing this implies an enormous

In the simplest model there are two possibl@mount of knowledge about the structure of the
event traces that can bring the desired situatioal world and the external semantics of events.

To understand the problem of using even
directly, consider the following scenario. Suppos
we have two peopleA and B, together with a

about: <enter(A,R),...,enter(B,R)> or  Moreover,encodingthis knowledge in a way that
<enter(B,R),...,enter(A,R)> : On  will be suitable for triggering an adaptation seems
observing either of these event traces the systelikely to be inordinately complicated for any
may adapt. realistic case.

The problem, however, is that this approach is Although simple, these cases would defeat most
only stable given three key assumptions. The firstvent-algebra systems (for example the one
is that events cannot be “counteracted” by othedtescribed in [Hayton96]). We hypothesise -
events. Suppose we observe the event traedthout any formal justification — that the twin

<enter(A,R),...,enter(A,S),...,enter( problems of openness and noise render such
B,R)> . DoesA enteringS mean thatA is no algebraic systems intractable.
longer inR? — in other words, aR andS disjoint ~ The conclusion we may draw is that, while

spaces? This cannot be definitively answere@vent systems may be scalable from a systems
without an understanding of the spatialperspective, they are decidedipt scalable from
relationships involved. a programmer’s perspective.
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The problem is that events are being used to twaelps combat the danger of a system changing

disjoint purposes. On the one hand, events astate dramatically as a result of a single, erroneous

used to indicate that “something happened” (albe#vent, since other already-accepted evidence can

with some uncertainty); on the other hand, everdact as a counterweight. Adding more knowledge

traces are being used as the system’s model of tbé about the system (such as the behaviour of

outside world. The former is a system-level issu@eople in space) further increases this stabilisation

that is handled well by events; the latter is affect.

semantic-level issue that is not. If we decouple the

two, we may develop a hybrid system having thd. Programming hybrids

disadvantages of neither. This leads to a hybrid model in which an event
infrastructure is used to collect and distribute
evidence for the state of the system’s

M&nvironment, with the evidence being used to

. # : opulate a knowledge base that maintains levels

and B are in the room then..". We might t" c,nfidence (or uncertainty) about that

therefore import techmq_ues from k_nOWIGdge'environment.

based systems to drive adaptations When\yhat sort of applications can be built on such a

partrll(_:ular cond|:]|ohns are true. " %/stem? This is one topic of our current research.
This approach has given rise to other contextugy,eyer, the nature of the available information

systems, for example [Wang04] using RDF_t%)rovides some constraints.
represent  knowledge. ~Several programming The first observation is that all decisions are
techniques are then possible, including the use pbcessarily  tentative.  Uncertain  reasoning

truth-maintenance  techniques 10 exeCutgyy oaches may allow a system to maintain an on-
adaptation code when a predicate changes tutaing |evel of confidence about its environment.
state. . , #—|aving a confidence interval makes such systems
SUCh. technlque_s face twin prpblems_ OSensitive to small changes: a small change in
uncertainty and noise. Most information denve#vidence may cause the decision-making process
from sensors is inherently error-prone, angg «jny» |t remains the case, however, that many

sensors give rise to incorrect observations. Tiéaptaﬂon decisions are “crisp’, so that the

A more knowledge-driven approach

decisions are phrased in logical terms: “when

take one example, several authors have usgfcertain reasoning collapses to Boolean logic
RFID sensors to observe tags attached to peoR|®an the decision is made. This uncertainty

or artifacts. However, RFID sensors will fail to means that we need to maintain one or more

spot some tags, perhaps because it is moving Q. ery strategies for any adaptation or decision
slowly to activate. They will also sometimes mis+},o system makes, since each may need to be

identify tags because of interference. This mean$,qone for at least two reasons: because
that a sensor-derived event may t;]e Incorrect Qlircymstances change to cause a new adaptation,
may be missed. It is easy to see why event racg pecause the additional evidence shows the
are such an inadequate source of modeling. initial adaptation to have been mistaken.

However, it is possible to use a knowledge base 5 gecond observation is that adaptations are not
as a stabiliser on the context model. Events muﬁ?bitrary: systems do not change from one
be treated as evidence for a fact, rather thgn B8haviour to another, completely unrelated
true Boolean values. We may then use techniqueghaviour, but rather change within an envelope
such as Bayesian probability, fuzzy logic Oryceqrding to environmental changes. A core task
Dempster-Schaffer evidence theory to combing,. ongineering autonomic systems is to ensure

individual - pieces of evidence Int0 a MOr&y 4 4 adaptations do indeed remain within the
confidently-held view of the environment, which

can then in turn be used to drive adaptation. This
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design envelope and do not take the system ®vents and knowledge. Another area of interest is

unacceptable parts of the behavioural space. whether we can use failure and noise
Finally, while autonomic systems of this typeconstructively to drive computatin

can make use of significant bodies of existing AUnderpinning these activities is work on the

research, the levels of noise and uncertaintygemantics of adaptive systems: what exactly does

coupled with the degree of unsupervised operatioh meanto be adaptive, and how can we capture

required, do seem to pose genuinely novehe “shape” of that behaviour.

challenges. We believe that there are several

foundational innovations to be made in the logicé\cknowledgements

and reasoning approaches used to descrige number of members of SRG are actively and
autonomic adaptation, as well as in the way thigwaluably contributing to pursuing the ideas
reasoning is used to select adaptive behaviour. firesented here, especially Graeme Stevenson,
particular, we are becoming convinced thaSergey Tsvetkov, Lorcan Coyle, Steve Neely,
approaches that account for the entire systembdur Razzaque, Joe Kiniry and Paddy Nixon.
behaviour at once may have advantages over

those which try to coalesce a number of individuaReferences

independent adaptations. In a sense this is tliBonabeau99] Eric Bonabeau, Marco Dorigo and

difference between set theory and topology: we Guy Theraulaz. Swarm intelligence: from

: - natural to artificial systems. Oxford University
believe that topological approaches may prove Press. 1999,

useful both the analyzing and programmin

adaptive systems g{CoutazOZ] Joélle Coutaz and Gaétan Rey,

Foundations for a theory of contextors. In
Computer-aided design of user interfaces 3, pp.
4. Future work 13-34. Christophe Kolski and Jean

We believe that a combination of event-handling Yanderdonckt (eds). Kluwer. 2002.

and knowledge management — distributed syste Qﬁgpengﬁ%cisi{gg%eg%?qsgpp grr\]/%sﬁ/%dggmgliﬁﬁ%
combined with Al techniques — offers a useful systems. Broceedings of Engineering for

hybrid approach to modeling the context of Human-Computer Interaction and Design,
adaptive systems. The knowledge base provides Specification and Verification of interactive
an important gain in the expressive power of the SyStems (EHCI-DSVIS'04). Springer-Verlag.

system in the face of erroneous events. The partial 2004. To appear.

- ayton96] Richard Hayton, Jean Bacon, John
and tentative nature of all such knowledge mea Bates and Ken Moo g Using events to build

that programming techniques must make |arge-scale distributed applications.
extensive use of uncertain reasoning and other Al- Proceedings of the 7th ACM SIGOPS

derived techniques. We further believe that it is European workshop: Systems support for

important to move away from one-adaptation-at- \iVSSSIGW'de applications, pp. 9-16. ACM Press.

a-time engineering to adopt a more holistic Salber99] Daniel Salber, Anind Dey and Gregory
closed-form approach to describing, analyzing™ aApowd. The Context Toolkit: aiding the

and programming adaptive behaviours. development of context-enabled applications.
Our work in this area is following three Proceedings of CHI'99, pp. 434—-441. 1999.
complementary strands. From the systemBNang04] Xiaohang Wang, Jin Song Dong,

perspective, we are developing a hybrid event and ﬁga%%achzr%u Da(%rr:ign’Zhar?;négmarﬁﬁz\/i Sg/ge_
knowledge ~context system and evalualing an infrastructure for smart spaces. IEEE.

different  strategies for distributing and Pervasive Computing 3(3), July—September
maintaining knowledge. From a programming 2004. pp. 32-39.

perspective, we are exploring a range of
programming models using combinations of

1 This work is due to Jake Beal of MIT.

-47 -



