
CHAMELEON:a general platform for performing intellimediaTom Br�ndsted, Paul Dalsgaard, Lars Bo Larsen,Mihael Manthey, Paul M Kevitt�, Thomas B. Moeslundand Kristian G. OlesenAalborg UniversityAalborg, DENMARK.E-mail: mmui�pk.au.dk1 IntrodutionIntelliMedia, whih involves the omputer proessing and understanding of pereptual inputfrom at least speeh, text and visual images, and then reating to it, is omplex and involvessignal and symbol proessing tehniques from not just engineering and omputer sienebut also arti�ial intelligene and ognitive siene (M Kevitt 1994, 1995/96, 1997). WithIntelliMedia systems, people an interat in spoken dialogues with mahines, querying aboutwhat is being presented and even their gestures and body language an be interpreted.People are able to ombine the proessing of language and vision with apparent ease. Inpartiular, people an use words to desribe a piture, and an reprodue a piture from alanguage desription. Moreover, people an exhibit this kind of behaviour over a very widerange of input pitures and language desriptions. Although there are theories of how weproess vision and language, there are few theories about how suh proessing is integrated.There have been large debates in Psyhology and Philosophy with respet to the degreeto whih people store knowledge as propositions or pitures (Kosslyn and Pomerantz 1977,Pylyshyn 1973). Other reent moves towards integration are reported in Denis and Carfantan(1993), M Kevitt (1994, 1995/96) and Pentland (1993).The Institute for Eletroni Systems at Aalborg University, Denmark has expertise inthe area of IntelliMedia and has already established an initiative alled IntelliMedia 2000+funded by the Faulty of Siene and Tehnology. IntelliMedia 2000+ oordinates researh onthe prodution of a number of real-time demonstrators exhibiting examples of IntelliMediaappliations, a new Master's degree in IntelliMedia, and a nation-wide MultiMedia Network(MMN) onerned with tehnology transfer to industry. A number of student projets relatedto IntelliMedia 2000+ have already been ompleted and urrently �ve student groups areenrolled in the Master's onduting projets on multimodal interfaes, billard game trainer,virtual steering wheel, audio-visual speeh reognition, and fae reognition. IntelliMedia�Paul M Kevitt has also been a British Engineering and Physial Sienes Researh Counil (EPSRC)Advaned Fellow at the University of SheÆeld, England for �ve years under grant B/94/AF/1833 for theIntegration of Natural Language, Speeh and Vision Proessing and reently took up appointment as Chair inDigital MultiMedia at The University of Ulster (Magee), Derry, Northern Ireland (p.mkevitt�ulst.a.uk).
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2000+ is oordinated from the Center for PersonKommunikation (CPK) whih has a wealthof experiene and expertise in spoken language proessing, one of the entral omponents ofIntelliMedia, but also radio ommuniations whih would be useful for mobile appliations(CPK Annual Report, 1998). IntelliMedia 2000+ involves four researh groups from threeDepartments within the Institute for Eletroni Systems: Computer Siene (CS), MedialInformatis (MI), Laboratory of Image Analysis (LIA) and Center for PersonKommunikation(CPK), fousing on platforms for integration and learning, expert systems and deision taking,image/vision proessing, and spoken language proessing/sound loalisation respetively. The�rst two groups provide a strong basis for methods of integrating semantis and ondutinglearning and deision taking while the latter groups fous on the two main input/outputomponents of IntelliMedia, vision and speeh/sound. More details on IntelliMedia 2000+an be found on WWW: http://www.pk.au.dk/imm.2 CHAMELEON and the IntelliMedia WorkBenhIntelliMedia 2000+ has developed the �rst prototype of an IntelliMedia software and hardwareplatform alled CHAMELEON whih is general enough to be used for a number of di�erentappliations. CHAMELEON demonstrates that existing software modules for (1) distributedproessing and learning, (2) deision taking, (3) image proessing, and (4) spoken dialogueproessing an be interfaed to a single platform and at as ommuniating agent moduleswithin it. CHAMELEON is independent of any partiular appliation domain and the variousmodules an be distributed over di�erent mahines. Most of the modules are programmed inC++ and C. More details on CHAMELEON and the IntelliMedia WorkBenh an be foundin Br�ndsted et al. (1998).2.1 IntelliMedia WorkBenhAn initial appliation of CHAMELEON is the IntelliMedia WorkBenh whih is a hardwareand software platform as shown in Figure 1. One or more ameras and lasers an be mountedin the eiling, mirophone array plaed on the wall and there is a table where things (objets,gadgets, people, pitures, 2D/3D models, building plans, or whatever) an be plaed. Theurrent domain is a Campus Information System whih at present gives information on thearhitetural and funtional layout of a building. 2-dimensional (2D) arhitetural plans ofthe building drawn on white paper are laid on the table and the user an ask questions aboutthem. At present the plans represent two oors of the `A' (A2) building at Fredrik BajersVej 7, Aalborg University.Presently, there is one stati amera whih alibrates the plans on the table and the laser,and interprets the user's pointing while the system points to loations and draws routes with alaser. Inputs are simultaneous speeh and/or pointing gestures and outputs are synhronisedspeeh synthesis and pointing. We urrently run all of CHAMELEON on a 200 MHz Intelpentium omputer (r2d2) whih handles input for the Campus Information System in real-time.The 2D plan, whih is plaed on the table, is printed out on A0 paper having the di-mensions: 84x118m. Due to the size of the pointer's tip (2x1m), the size of the table,the resolution of the amera and unertainty in the traking algorithm, a size limitation isintrodued. The smallest room in the 2D plan, whih is a standard oÆe, an not be less2



Figure 1: Physial layout of the IntelliMedia WorkBenhthan 3m wide. The size of a standard oÆe on the printout is 3x4m whih is a feasible sizefor the system. The 2D plan is shown in Figure 2.2.2 Sample interation dialogueWe present here a sample dialogue whih the urrent �rst prototype an proess. The exampleinludes user intentions whih are instrutions and queries, and exophori/deiti referene.USER: Show me Tom's offie.CHAMELEON: [points℄This is Tom's offie.USER: Point to Thomas' offie.CHAMELEON: [points℄This is Thomas' offie.USER: Where is the omputer room?CHAMELEON: [points℄The omputer room is here.USER: [points to instrument repair℄Whose offie is this?CHAMELEON: [points℄This is not an offie, this is instrument repair.USER: [points℄Whose offie is this?CHAMELEON: [points℄This is Paul's offie.USER: Show me the route from Lars Bo Larsen's offie toHanne Gade's offie.CHAMELEON: [draws route℄This is the route from Lars Bo's offie to Hanne's offie.USER: Show me the route from Paul M Kevitt's offieto instrument repair. 3



Figure 2: 2D plan of the `A' building at Fredrik Bajers Vej 7, Aalborg University. Left:ground oor; Right: 1st oor.CHAMELEON: [draws route℄This is the route from Paul's offie to instrument repair.USER: Show me Paul's offie.CHAMELEON: [points℄This is Paul's offie.2.3 Arhiteture of CHAMELEONCHAMELEON has a distributed arhiteture of ommuniating agent modules proessing in-puts and outputs from di�erent modalities and eah of whih an be tailored to a number of ap-pliation domains. The proess synhronisation and interommuniation for CHAMELEONmodules is performed using the DACS (Distributed Appliations Communiation System) In-ter Proess Communiation (IPC) software (see Fink et al. 1996) whih enables CHAMELEONmodules to be glued together and distributed aross a number of servers. Presently, there areten software modules in CHAMELEON: blakboard, dialogue manager, domain model, ges-ture reogniser, laser system, mirophone array, speeh reogniser, speeh synthesiser, naturallanguage proessor (NLP), and Topsy as shown in Figure 3. Information ow and moduleommuniation within CHAMELEON are shown in Figures 4 and 5. Note that Figure 4does not show the blakboard as a part of the ommuniation but rather the abstrat ow ofinformation between modules. Figure 5 shows the atual passing of information between thespeeh reogniser, NLP module, and dialogue manager. As is shown all information exhangebetween individual modules is arried out using the blakboard as mediator.As the intention is that no diret interation between modules need take plae the arhi-teture is modularised and open but there are possible performane osts. However, nothingprohibits diret ommuniation between two or more modules if this is found to be moreonvenient. For example, the speeh reogniser and NLP modules an interat diretly asthe parser needs every reognition result anyway and at present no other module has use foroutput from the speeh reogniser. The blakboard and dialogue manager form the kernel of4



Figure 3: Arhiteture of CHAMELEONCHAMELEON. We shall now give a brief desription of eah module.The blakboard stores semanti representations produed by eah of the other modulesand keeps a history of these over the ourse of an interation. All modules ommuniatethrough the exhange of semanti representations with eah other or the blakboard. Se-manti representations are frames in the spirit of Minsky (1975) and our frame semantisonsists of (1) input, (2) output, and (3) integration frames for representing the meaning ofintended user input and system output. The intention is that all modules in the system willprodue and read frames. Frames are oded in CHAMELEON as messages built of prediate-argument strutures following the BNF de�nition given in Appendix A. The frame semantiswas presented in M Kevitt and Dalsgaard (1997) and for the sample dialogue given in Se-tion 2.2. CHAMELEON's atual blakboard history in terms of frames (messages) is shownin Appendix B.The dialogue manager makes deisions about whih ations to take and aordinglysends ommands to the output modules (laser and speeh synthesiser) via the blakboard.At present the funtionality of the dialogue manager is to integrate and reat to informationoming in from the speeh/NLP and gesture modules and to sending synhronised ommandsto the laser system and the speeh synthesiser modules. Phenomena suh as managing lari-�ation subdialogues where CHAMELEON has to ask questions are not inluded at present.It is hoped that in future prototypes the dialogue manager will enat more omplex deisiontaking over semanti representations from the blakboard using, for example, the HUGINsoftware tool (Jensen (F.) 1996) based on Bayesian Networks (Jensen (F.V.) 1996).The domain model ontains a database of all loations and their funtionality, tenantsand oordinates. The model is organised in a hierarhial struture: areas, buildings androoms. Rooms are desribed by an identi�er for the room (room number) and the type ofthe room (oÆe, orridor, toilet, et.). The model inludes funtions that return informationabout a room or a person. Possible inputs are oordinates or room number for rooms and5
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Figure 5: Information ow with the blakboardname for persons, but in priniple any attribute an be used as key and any other attributean be returned. Furthermore, a path planner is provided, alulating the shortest routebetween two loations.A design priniple of imposing as few physial onstraints as possible on the user (e.g.data gloves or touh sreens) leads to the inlusion of a vision based gesture reogniser.Currently, it traks a pointer via a amera mounted in the eiling. Using one amera, thegesture reogniser is able to trak 2D pointing gestures in real time. Only two gestures arereognised at present: pointing and not-pointing. The reognition of other more omplexkinds of gestures like marking an area and indiating a diretion (with hands and �ngers) willbe inorporated in the next prototype.The amera ontinuously aptures images whih are digitised by a frame-grabber. Fromeah digitised image the bakground is subtrated leaving only the motion (and some noise)within this image. This motion is analysed in order to �nd the diretion of the pointingdevie and its tip. By temporal segmenting of these two parameters, a lear indiation of theposition the user is pointing to at a given time is found. The error of the traker is less thanone pixel (through an interpolation proess) for the pointer.A laser system ats as a \system pointer". It an be used for pointing to positions,drawing lines and displaying text. The laser beam is ontrolled in real-time (30 kHz). It6



an san frames ontaining up to 600 points with a refresh rate of 50 Hz thus drawing verysteady images on surfaes. It is ontrolled by a standard Pentium PC host omputer. Thepointer traker and the laser pointer have been arefully alibrated so that they an worktogether. An automati alibration proedure has been set up involving both the amera andlaser where they are tested by asking the laser to follow the pointer.Amirophone array (Leth-Espensen and Lindberg 1996) is used to loate sound soures,e.g. a person speaking. Depending upon the plaement of a maximum of 12 mirophones italulates sound soure positions in 2D or 3D. It is based on measurement of the delays withwhih a sound wave arrives at the di�erent mirophones. From this information the loationof the sound soure an be identi�ed. Another appliation of the array is to use it to fousat a spei� loation thus enhaning any aousti ativity at that loation. This module is inthe proess of being inorporated into CHAMELEON.Speeh reognition is handled by the grapHvite real-time ontinuous speeh reogniser(Power et al. 1997). It is based on HMMs (Hidden Markov Models) of triphones for aoustideoding of English or Danish. The reognition proess fousses on reognition of speehonepts and ignores non ontent words or phrases. A �nite state network desribing phrasesis reated by hand in aordane with the domain model and the grammar for the naturallanguage parser. The latter an also be performed automatially by a grammar onverterin the NLP module. The speeh reogniser takes speeh signals as input and produes textstrings as output. Integration of the latest CPK speeh reogniser (Christensen et al. 1998)whih is under development is being onsidered.We use the Infovox Text-To-Speeh (TTS) speeh synthesiser whih at present is apa-ble of synthesising Danish and English (Infovox 1994). It is a rule based formant synthesiserand an simultaneously ope with multiple languages, e.g. pronoune a Danish name withinan English utterane. Infovox takes text as input and produes speeh as output. Integrationof the CPK speeh synthesiser (Nielsen et al. 1997) whih is under development for Englishis being onsidered.Natural language proessing is based on a ompound feature based (so-alled uni�-ation) grammar formalism for extrating semantis from the one-best utterane text outputfrom the speeh reogniser (Br�ndsted 1998). The parser arries out a syntati onstituentanalysis of input and subsequently maps values into semanti frames. The rules used for syn-tati parsing are based on a subset of the EUROTRA formalism, i.e. in terms of lexial rulesand struture building rules (Beh 1991). Semanti rules de�ne ertain syntati subtreesand whih frames to reate if the subtrees are found in the syntati parse trees. The naturallanguage generator is urrently under onstrution and at present generation is onduted byusing anned text.The basis of the Phase Web paradigm (Manthey 1998), and its inarnation in the form ofa program alled Topsy, is to represent knowledge and behaviour in the form of hierarhialrelationships between the mutual exlusion and o-ourrene of events. In AI parlane, Topsyis a distributed, assoiative, ontinuous-ation, dynami partial-order planner that learns fromexperiene. Relative to MultiMedia, integrating independent data from multiple media beginswith notiing that what ties otherwise independent inputs together is the fat that they oursimultaneously. This is also Topsy's basi operating priniple, but this is further ombinedwith the notion of mutual exlusion, and thene to hierarhies of suh relationships (Manthey1998). 7



2.4 DACSDACS is urrently the ommuniations system for CHAMELEON and the IntelliMedia Work-Benh and is used to glue all the modules together enabling ommuniation between them.Appliations of CHAMELEON typially onsist of several interdependent modules, oftenrunning on separate mahines or even dediated hardware. This is indeed the ase for theIntelliMedia WorkBenh appliation. Suh distributed appliations have a need to ommuni-ate in various ways. Some modules feed others in the sense that all generated output fromone is treated further by another. In the Campus Information System all modules report theiroutput to the blakboard where it is stored. Although our intention is urrently to diret allommuniation through the blakboard, we ould just as well have hosen to simultaneouslytransfer output to several modules. For example, utteranes olleted by the speeh reog-niser an be sent to the blakboard but also sent simultaneously to the NLP module whihmay beome relevant when eÆieny is an important issue.Another kind of interation between proesses is through remote proedure alls (RPCs),whih an be either synhronous or asynhronous. By synhronous RPCs we understandproedure alls where we want immediate feedbak, that is, the aller stops exeution andwaits for an answer to the all. In the Campus Information System this ould be the dialoguemanager requesting the last loation to whih a pointing event ourred. In the asynhronousRPC, we merely submit a request and arry on with any other task. This ould be a requestto the speeh synthesiser to produe an utterane for the user or to the laser to point tosome spei� loation. These kinds of interation should be available in a uniform way ina heterogeneous environment, without spei� onern about what platform the sender andreeiver run on.All these failities are provided by the Distributed Appliations Communiation System(DACS) developed at the University of Bielefeld, Germany (Fink et al. 1995, 1996), where itwas designed as part of a larger researh projet developing an IntelliMedia platform (Rikheitand Wahsmuth 1996) disussed further in the next setion. DACS uses a ommuniationdemon on eah partiipating mahine that runs in user mode, allows multiple users to aessthe system simultaneously and does not provide a virtual mahine dediated to a single user.The demon ats as a router for all internal traÆ and establishes onnetions to demons onremote mahines. Communiation is based on simple asynhronous message passing withsome extensions to handle dynami reon�gurations of the system during runtime. DACSalso provides on top more advaned ommuniation semantis like RPCs (synhronous andasynhronous) and demand streams for handling data parts in ontinuous data streams. Allmessages transmitted are reorded in a Network Data Representation whih inludes type andstruture information. Hene, it is possible to inspet messages at any point in the systemand to develop generi tools that an handle any kind of data. DACS uses POSIX threadsto handle onnetions independently in parallel. A database in a entral name servie storesthe system on�guration to keep the network traÆ low during dynami reon�gurations.A DACS Debugging Tool (DDT) allows inspetion of messages before they are delivered,monitoring on�gurations of the system, and status on onnetions.3 Relation to other workSituated Arti�ial Communiators (SFB-360) (Rikheit and Wahsmuth 1996) is a ollabo-rative researh projet at the University of Bielefeld, Germany whih fousses on modelling8



that whih a person performs when with a partner he ooperatively solves a simple assemblytask in a given situation. The objet hosen is a model airplane (Bau�x) to be onstrutedby a robot from the omponents of a wooden building kit with instrutions from a human.SFB-360 inludes equivalents of the modules in CHAMELEON although there is no learningmodule ompetitor to Topsy. What SFB-360 gains in size it may loose in integration, i.e. itis not lear yet that all the tehnology from the subprojets have been �tted together and inpartiular what exatly the semanti representations passed between the modules are. TheDACS proess ommuniation system urrently used in CHAMELEON is a useful produtfrom SFB-360.Gandalf is a ommuniative humanoid whih interats with users in MultiModal dialoguethrough using and interpreting gestures, faial expressions, body language and spoken di-alogue (Th�orisson 1997). Gandalf is an appliation of an arhiteture alled Ymir whihinludes pereptual integration of multimodal events, distributed planning and deision mak-ing, layered input analysis and motor-ontrol with human-like harateristis and an inherentknowledge of time. Ymir has a blakboard arhiteture and inludes modules equivalent tothose in CHAMELEON. However, there is no vision/image proessing module in the sense ofusing ameras sine gesture traking is done with the use of a data glove and body trakingsuit and an eye traker is used for deteting the user's eye gaze. Yet, it is antiipated thatYmir ould easily handle the addition of suh a vision module if one were needed. Ymir hasno learning module equivalent to Topsy. Ymir's arhiteture is even more distributed thanCHAMELEON's with many more modules interating with eah other. Ymir's semanti rep-resentation is muh more distributed with smaller hunks of information than our framesbeing passed between modules.AESOPWORLD is an integrated omprehension and generation system for integration ofvision, language and motion (Okada 1997). It inludes a model of mind onsisting of ninedomains aording to the ontents of mental ativities and �ve levels along the proess ofonept formation. The system simulates the protagonist or fox of an AESOP fable, \the Foxand the Grapes", and his mental and physial behaviour are shown by graphi displays, avoie generator, and a musi generator whih expresses his emotional states. AESOPWORLDhas an agent-based distributed arhiteture and also uses frames as semanti representations.It has many modules in ommon with CHAMELEON although again there is no vision inputto AESOPWORLD whih uses omputer graphis to depit senes. AESOPWORLD hasan extensive planning module but onduts more traditional planning than CHAMELEON'sTopsy.The INTERACT projet (Waibel et al. 1996) involves developing MultiModal HumanComputer Interfaes inluding the modalities of speeh, gesture and pointing, eye-gaze, lipmotion and faial expression, handwriting, fae reognition and traking, and sound loali-sation. The main onern is with improving reognition auraies of modality spei� om-ponent proessors as well as developing optimal ombinations of multiple input signals todedue user intent more reliably in ross-modal speeh-ats. INTERACT also uses a framerepresentation for integrated semantis from gesture and speeh and partial hypotheses aredeveloped in terms of partially �lled frames. The output of the interpreter is obtained byunifying the information ontained in the partial frames. Although Waibel et al. presentgood work on multimodal interfaes it is not lear that they have developed an integratedplatform whih an be used for developing multimodal appliations.9



4 Conlusion and future workWe have desribed the arhiteture and funtionality of CHAMELEON: an open, distributedarhiteture with ten modules glued into a single platform using the DACS ommuniationsystem. We desribed the IntelliMedia WorkBenh appliation, a software and physial plat-form where a user an ask for information about things on a physial table. The urrentdomain is a Campus Information System where 2D building plans are plaed on the tableand the system provides information about tenants, rooms and routes and an answer ques-tions like \Whose oÆe is this?" in real time. CHAMELEON ful�lls the goal of developinga general platform for integration of at least language/vision proessing whih an be usedfor researh but also for student projets as part of the Master's degree eduation. Also,the goal of integrating researh from four researh groups within three Departments at theInstitute for Eletroni Systems has been ahieved. More details on CHAMELEON and theIntelliMedia WorkBenh an be found in Br�ndsted et al. (1998).There are a number of avenues for future work with CHAMELEON. We would like toproess dialogue that inludes examples of (1) spatial relations and (2) anaphori referene.It is hoped that more omplex deision taking an be introdued to operate over semantirepresentations in the dialogue manager or blakboard using, for example, the HUGIN soft-ware tool (Jensen (F.) 1996) based on Bayesian Networks (Jensen (F.V.) 1996). The gesturemodule will be augmented so that it an handle gestures other than pointing. Topsy willbe asked to do more omplex learning and proessing of input/output from frames. Themirophone array has to be integrated into CHAMELEON and set to work. Also, at presentCHAMELEON is stati and it might be interesting to see how it performs whilst being inte-grated with a web-based virtual or real robot or as part of an intellimedia videoonfereningsystem where multiple users an diret ameras through spoken dialogue and gesture. Aminiature version of this idea has already been ompleted as a student projet (Bakman etal. 1997).Intelligent MultiMedia will be important in the future of international omputing andmedia development and IntelliMedia 2000+ at Aalborg University, Denmark brings togetherthe neessary ingredients from researh, teahing and links to industry to enable its suessfulimplementation. Our CHAMELEON platform and IntelliMedia WorkBenh appliation areideal for testing integrated proessing of language and vision for the future of Superinforma-tionhighwayS.AknowledgmentsThis opportunity is taken to aknowledge support from the Faulty of Siene and Teh-nology, Aalborg University, Denmark and Paul M Kevitt would also like to aknowledgethe British Engineering and Physial Sienes Researh Counil (EPSRC) for their generousfunded support under grant B/94/AF/1833 for the Integration of Natural Language, Speehand Vision Proessing (Advaned Fellow).ReferenesBakman, Lau, Mads Blidegn, Thomas Dorf Nielsen, and Susana Carraso Gonzalez (1997)NIVICO - Natural Interfae for VIdeo COnferening. Projet Report (8th Semester), De-10
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Appendix ASyntax of framesThe following BNF grammar de�nes a prediate-argument syntax for the form of messages(frames) appearing on CHAMELEON's implemented blakboard.FRAME ::= PREDICATEPREDICATE ::= identifier(ARGUMENTS)ARGUMENTS ::= ARGUMENT| ARGUMENTS, ARGUMENTARGUMENT ::= CONSTANT| VARIABLE| PREDICATECONSTANT ::= identifier| integer| stringVARIABLE ::= $identifierFRAME ats as start symbol, CAPITAL symbols are non-terminals, and terminals arelower-ase or one of the four symbols ( ) , and $. An identi�er starts with a letter that anbe followed by any number of letters, digits or , an integer onsists of a sequene of digitsand a string is anything delimited by two "'s. Thus the alphabet onsists of the letters, thedigits and the symbols ( ) , and $. A parser has been written in C whih an parse theframes using this BNF de�nition.
Appendix BBlakboard in pratieHere we show the omplete blakboard (with all frames) as produed exatly by CHAMELEONfor the example dialogue given in Setion 2.Reeived: nlp(intention(instrution(pointing)),loation(person(tb),type(offie)),time(889524794))whih is passed on to dialog_manager 13



Reeived: dialog_manager(output(laser(point(oordinates(249,623))),speeh_synthesizer(utterane("This is Toms offie"))))Calling laser: laser(point(oordinates(249,623)))Calling speeh_synthesizer:speeh_synthesizer(utterane("This is Toms offie"))Reeived: nlp(intention(instrution(pointing)),loation(person(tbm),type(offie)),time(889524818))whih is passed on to dialog_managerReeived: dialog_manager(output(laser(point(oordinates(278,623))),speeh_synthesizer(utterane("This is Thomass offie"))))Calling laser: laser(point(oordinates(278,623)))Calling speeh_synthesizer:speeh_synthesizer(utterane("This is Thomass offie"))Reeived: nlp(intention(query(where)),loation(plae(a2_221)),time(889524831))whih is passed on to dialog_managerReeived: dialog_manager(output(laser(point(oordinates(132,500))),speeh_synthesizer(utterane("omputer room is here"))))Calling laser: laser(point(oordinates(132,500)))Calling speeh_synthesizer:speeh_synthesizer(utterane("omputer room is here"))Reeived: nlp(intention(query(who)),loation(this($Deixis),type(offie)),time(889524864))whih is passed on to dialog_managerReeived: dialog_manager(output(laser(point(oordinates(658,546))),speeh_synthesizer(utterane("This is not an offie, this is instrument repair"))))Calling laser: laser(point(oordinates(658,546)))Calling speeh_synthesizer:speeh_synthesizer(utterane("This is not an offie, this is instrument repair"))Reeived: nlp(intention(query(who)),loation(this($Deixis),type(offie)),time(889524885))whih is passed on to dialog_managerReeived: dialog_manager(output(laser(point(oordinates(223,568))),speeh_synthesizer(utterane("This is Pauls offie"))))Calling laser: laser(point(oordinates(223,568)))Calling speeh_synthesizer:speeh_synthesizer(utterane("This is Pauls offie"))Reeived: nlp(intention(instrution(show_route)),soure(loation(person(lbl),type(offie))),destination(loation(person(hg),type(offie))),time(889524919))whih is passed on to dialog_manager 14



Reeived: dialog_manager(output(laser(route(oordinates(278,585,278,603,249,603,220,603,197,603,197,623))),speeh_synthesizer(utterane("This is the route from Lars Bos offie to Hannes offie"))))Calling laser:laser(route(oordinates(278,585,278,603,249,603,220,603,197,603,197,623)))Calling speeh_synthesizer:speeh_synthesizer(utterane("This is the route from Lars Bos offie to Hannes offie"))Reeived: nlp(intention(instrution(show_route)),soure(loation(person(pmk),type(offie))),destination(loation(plae(a2_105))),time(889524942))whih is passed on to dialog_managerReeived:dialog_manager(output(laser(route(oordinates(174,453,153,453,153,481,153,500,153,510,153,540,153,569,153,599,153,603,184,603,197,603,220,603,249,603,278,603,307,603,330,603,330,655,354,655,911,655,884,655,884,603,810,603,759,603,717,603,717,570,696,570))),speeh_synthesizer(utterane("This is the route from Pauls offie to instrument repair"))))Calling laser:laser(route(oordinates(174,453,153,453,153,481,153,500,153,510,153,540,153,569,153,599,153,603,184,603,197,603,220,603,249,603,278,603,307,603,330,603,330,655,354,655,911,655,884,655,884,603,810,603,759,603,717,603,717,570,696,570)))Calling speeh_synthesizer:speeh_synthesizer(utterane("This is the route from Pauls offie to instrument repair"))Reeived: nlp(intention(instrution(pointing)),loation(person(pd),type(offie)),time(889524958))whih is passed on to dialog_managerReeived: dialog_manager(output(laser(point(oordinates(220,585))),speeh_synthesizer(utterane("This is Pauls offie"))))
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