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Abstract: In order to fully utilize limited spectrum resources of multiple channels and multiple
radios in cognitive radio networks, we propose a potential game model for opportunistic spectrum
access based on both accurate and inaccurate spectrum state estimation with considering the in-
terference constraints of licensed users. Three algorithms are proposed to achieve equilibrium of
the proposed game. Firstly, assuming spectrum sensing results are accurate, a joint strategy ficti-
tious play based channel selection algorithm with incomplete information is presented, and it can
achieve a pure Nash equilibrium of the proposed game. Secondly, in order to make the outcomes
of game robust, an evolutionary spectrum access mechanism with complete information is intro-
duced by using evolutionary game theory based on inaccurate spectrum state estimation so that
evolutionary stable strategy (ESS) can be achieved. Finally, with incomplete network information,
a distributed learning algorithm is proposed to achieve a mixed Nash equilibrium, which is proved
to be an ESS. Simulation results show that these algorithms can significantly improve spectrum
allocation efficiency while reducing mutual collision.

1. Introduction

The pervasive applications of mobile and wireless technologies overwhelm the limited spectrum
supply. The need for smarter and better spectrum usage is becoming urgent due to the limited
available spectrum. Therefore, it is necessary to exploit the existing wireless spectrum opportunis-
tically so that the limited spectrum can be re-used more effectively. Research in the area has shown
that dynamic spectrum access and cognitive radio technology are promising approaches to facili-
tating efficient use of fragmented and under-utilized spectrum [1]. The dynamic spectrum access
(DSA for short), also named as opportunistic spectrum access (OSA for short), allows unlicensed
users (or secondary users, SUs for short) to dynamically access the unoccupied bands released
from licensed users (or primary users, PUs for short) on opportunistic basis [2]. In OSA, when a
secondary user (SU) detects one or multiple spectrum holes, released from any PUs, it reconfig-
ures its transmission parameters to utilize the available spectrum. After that, the SUs will have to
release their spectrum belonging to PUs, and switch themselves to inactive mode whenever any
PUs becomes active. In order to improve the performance of the OSA in cognitive radio networks
(CRNs for short) and to reduce interference, game theory has been applied and efficient algorithms
are keys to schedule the process of OSA to allow spectrum usage more efficiently.

There are many open problems and interesting approaches in this area, such as decision-theoretic
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solutions for channel selection and access strategies for OSA system, spectrum assignment in
CRNs with interference, and the criteria for selecting the most suitable portion of the spectrum [3,
4]. The study in [5] shows that cognitive radio can coexist with multiple parallel wireless local
ad-hoc network channels by interference constraint. In [6], it is shown that the myopic sensing pol-
icy has a simple robust structure to reduce channel selection to a round-robin procedure without
the need for knowing channel transition probabilities. However, most of the existing models need
both complete channel statistics and state, collected by information exchange via a common con-
trol channel, which leads to significant communication overhead and energy consumption. This is
very inefficient in real network. Therefore, a continuous-time Markov models is used to estimate
channel statics and state for dynamic spectrum access in open spectrum wireless networks, without
having to exchange those information [7]. However, this work ignores the influence of PUs in the
dynamic spectrum access, and fails to improve the energy efficiency. An optimization model for
both maximizing end-to-end throughput per unit of energy consumption and minimizing the de-
lay constraint specified for a data stream is introduced, and a novel distributive and self-organized
heuristic channel assignment algorithm to this optimization model is also presented in [8]. The
work in [9] presents a new network selection and channel allocation mechanism, in order to in-
crease revenue by accommodating more SUs with regard to their preferences, while at the same
time, without disrespecting the primary network operator’s policies. An interesting optimization
problem is formulated for minimizing the accumulated interference incurred to licensed users,
however, it does not take into account the interactions between SUs. The authors in [10, 11, 12]
consider the access problem in a multichannel opportunistic communication system with imper-
fect sensing. In these methods, the state of each channel evolves as an independent and identically
distributed Markov process.

Game theory is an effective tool for modeling the interactions among independent decision
makers, and it has been widely applied in cognitive radio network to improve random access and
energy efficiency [13, 14, 15, 16, 17, 18, 19]. With game theory, dynamic spectrum sharing has sev-
eral key aspects, needed to be considered, including analysis of network users’ behaviors, efficient
dynamic distributed design, and optimality analysis [13]. The model in [14] characterizes Nash
equilibria of random access games, studies their dynamics, and proposes distributed algorithms to
achieve Nash equilibria. A further study in [17] investigates two special cases of local interaction
game, which can cope with drawbacks of centralized control and local influences. However, these
models did not consider the interference constraints of PUs and dynamic of a game, and therefore,
these models are ineffective in CRNs.

This paper steps further for those exiting problems in cognitive radio networks, aiming to eval-
uate the maximum achievable rate while minimizing collisions of a system under different access
scenarios in CRNs. We first design a framework of opportunistic spectrum access based on game
theory, which is named OSAG, to study the issues of how SUs compete and cooperate in multiple
radios and multiple channels in CRNs based on accurate spectrum state estimation. The pure-
strategy Nash equilibrium (NE) for the SUs is investigated by proposing a joint strategy fictitious
play (JSFP) based channel selection algorithm. Then for the situation where spectrum sensing re-
sults are not always available, we propose a framework for analyzing spectrum access strategies by
estimating inaccurate spectrum state, and by analyzing the SUs’ achievable capacity and collisions
with other users (including PUs and other SUs). In order to make the outcomes of game robust, we
investigate an evolutionary spectrum access algorithm by using evolutionary game theory, which
is a centralized learning algorithm. However, centralized learning algorithm does not fit into many
real distributed environments, and therefore we turn to a new distributed learning algorithm based
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on stochastic learning automata in order to achieve mixed NE. We prove that the mixed NE is an
evolutionary stable strategy (ESS). We summarize our contributions as:

1. A non-cooperative potential game among the SUs is presented to fully utilize rare spectrum
resources and to improve energy efficiency in CRNs. The game also considers complete
and incomplete information, available in CRNs. The pure-strategy and mixed-strategy Nash
equilibria for the SUs are investigated;

2. As spectrum sensing results are not always available, we propose a framework, firstly for
analyzing spectrum access strategies based on both accurate and inaccurate spectrum state
estimation, and secondly for analyzing the SUs’ achievable capacity and collision with other
users (including both all PUs and other SUs);

3. In order to maximize the performance of spectrum sharing, three learning algorithms are
proposed so that SUs can achieve the Nash equilibria of the OSAG game, if the network is
not on a steady state. The algorithms are evaluated by numerical experiments and the results
show that the proposed scheme can better improve the performance for SUs, compared to
other schemes. In the experiments, we find that our method gains higher throughput than the
random scheme, and the random access game [14].

The rest of this paper is organized as follows. Section 2 introduces the system model and
symbols used in the paper. In Section 3, a potential game model based on accurate spectrum
state estimation, which is used to investigate the properties of Nash equilibrium, is presented,
and a distributed learning algorithm for achieving the pure NE is proposed. Section 4 analyzes
the proposed game based on inaccurate spectrum state estimation, and introduces two learning
solutions based on inaccurate spectrum state estimation for achieving evolutionary stable strategy.
Simulation results are presented in Section 5. Finally, this paper is concluded in Section 6.

2. Definitions and System Model

Table 1 Notations and Definitions
Notation Definition
n Number of channels in the cognitive radio network.
N Set of the channels, whereN = {1, 2, ..., n}.
m Number of the SUs in the cognitive radio network.
M Set of SUs, whereM = {1, 2, ...,m}.
℘ Transmit power of the SUs.
g Complex channel gain of the secondary link.
Xj Channel allocation decision vector of SU j. Xj = (Xj

1 , X
j
1 , ..., X

j
n), whereXj

i is the probability of SU j choosing channel i, i ∈ N j ∈M .
Mj

i Number of SUs competing with SU j for the channel i during a decision slot, i ∈ N j ∈M .
O Probability of a SU accessing a channel successfully.
Q Probability of a SU being involved in a collision.
η Additive white Gaussian noise at the SUs.
R Achievable rate of SUs.
I Interference threshold.
ω False-alarm probability.
ε Miss-detection probability.

In this paper, we assume a cognitive radio network consists of a primary network with multiple
licensed users (or primary users/PUs) and a secondary network with multiple unlicensed users (or
secondary users/SUs). The set of SUs is denoted as M = {1, 2, ...,m}. Assuming that there are n
available channels in cognitive radio network, the set of channels is denoted as N = {1, 2, ..., n}.
In CRNs, if the authorized spectrum is not fully utilized by PUs all the time, the PUs could lease
the unused channels to SUs for monetary gains. Since the unlicensed spectrum is busy for SUs,
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Fig. 1. The cognitive radio network consisting of a primary network and a secondary network with
considering the interference between these two networks.

SUs may wish to pay for some unused channels from PUs for more communication gains. We also
assume each SU is selfish, and it can sense all channels from PUs but can only access one channel
after sensing part of the channels. As shown in Fig.1, where the solid and dashed lines represent the
primary link (primary transmitter-primary receiver) and the secondary link (secondary transmitter-
secondary receiver), respectively. We denote the transmit power of SU j as ℘j , for ∀j ∈ {1, ...,m},
and the complex channel gain of secondary link in channel i as gji , which satisfies gji ∈ (0, 1], for
∀j ∈ {1, ...,m} and ∀i ∈ {1, ..., n}. Note that the communication activity of the SUs creates
interference at the PUs. The maximum tolerable average interference at the primary transmitter
is called interference threshold [6], denoted by I . The interference threshold is introduced by the
Federal Communications Commission (FCC) [20] which indicates the tolerable interference level
at the primary receiver imposed by the operation of the secondary service. Technically, as long
as the interference threshold constraint is satisfied, the spectrum is underutilized. Therefore, the
transmit power at SUs should be adjusted so that the interference received at primary receiver
is always kept below I . Different from underlay spectrum access strategy, the overlay spectrum
access strategy ignores the interference threshold during inactive periods of the channels. However,
the main requirement for such approach is to have an online detection of the idle and busy periods
with an acceptable level of accuracy. So in this paper, we develop our spectrum access method
in two different cases which are based on accurate and inaccurate spectrum state estimation. The
notations and definitions are summarized in Table 1.

2.1. Spectrum Access based on Accurate Spectrum State Estimation

In a network, each SU estimates its conditional collision probability and adjusts its channel access
probability. We assume that there are M j

i − 1 other SUs (excluding j) competing channel i with
SU j, where i ∈ N and j ∈ M . It is well known that the probability of successfully accessing an
idle channel i for SU j is

Oj
i = (1−X1

i ) · · · (1−Xj−1
i )Xj

i (1−X
j+1
i ) · · · (1−XMj

i
i ), i ∈ N, j ∈M, (1)
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where Xj
i is the probability of SU j choosing channel i. Then the probability of node j being

involved in a collision with other SUs on channel i in a decision slot is

Qj
i = 1−Oj

i , i ∈ N, j ∈M. (2)

According to [26], the average achievable rate of SU j in channel i is given as follows

Rj
i = Oj

i log(1 +
gji℘

j

η
), i ∈ N, j ∈M, (3)

where η is additive white Gaussian noise in SUs, and we assume all channels have identical values
for η.

The main objective of this paper is to evaluate the maximum achievable capacity of SUs. There-
fore, the SUs in M need to decide the optimal spectrum access actions to maximize their achiev-
able capacity and a spectrum access and power control strategy for SU j becomes an optimization
problem as

max
(Xj

i ,℘
j)
Rj
i = max

(Xj
i ,℘

j)
Oj
i log(1 +

gji℘
j

η
),

s.t. Xj
i ∈ [0, 1], ℘j ∈ [0, ℘max], i ∈ N, j ∈M, (4)

where ℘max is the maximum transmit power of SUs.

2.2. Spectrum Access based on Inaccurate Spectrum State Estimation

In practice, the spectrum sensing results are not always accurate. Therefore, if the spectrum access
system is not designed to manage the miss-detection incidents, the collision between the primary
and secondary users transmissions can potentially reduce the actual capacity of the primary net-
work. We use ε to denote the probability of miss-detection, i.e., the probability of estimating the
spectrum state as “idle”, while it is busy. Similarly, let ω be the probability of false-alarm, i.e.,
the probability of estimating the spectrum state as “busy”, while it is idle. Let S ∈ {0, 1} denote
the channel state, and S ′ denote the sensing outcome, where S ′ = 0 (1) means the channel i is
sensed to be busy (idle). Using such notation, the probability of miss-detection and the probability
of false-alarm can be shown as

ω = Pr{S ′ = 0|S = 1},
ε = Pr{S ′ = 1|S = 0}. (5)

From each PU’s point of view, the best case is ε = 0, while from the SU’s point of view, it should
be ω = 0. However, due to some practical limitations, i.e., the spectrum sensing techniques, a
tolerance on miss-detection and false-alarm probabilities is acceptable. Hence, in the case of inac-
curate spectrum state estimation, the communication activity of the secondary transmitter creates
interference at the primary receiver. In order to express the communication activity of SUs and
PUs, we show the schematic of the spectrum sharing system in the Fig.2. As shown in Fig.2,
the secondary transmitter creates interference at the primary receiver through the channel with the
complex channel gain of link SU j to primary receiver, gjp. Besides, in the case of miss-detection,
the primary transmitter also creates interference at the secondary receiver through the channel with
the complex channel gain of link primary transmitter to secondary receiver, gpj .
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Fig. 2. The schematic of the spectrum sharing system based on inaccurate spectrum state estima-
tion.

Table 2 shows the interference at the PUs imposed by the SUs based on inaccurate spectrum
state estimation. As shown in Table 2, only in the case of S = 0 and S ′ = 1, the SU j causes
interference at primary receiver. According to the Fig.2 and Table 2, we can calculate the average
interference at primary receiver imposed by the SU j as

εgjp℘
j. (6)

Table 2 The interference imposed by the SUs based on inaccurate spectrum state estimation
Sensing result S | Channel state S′ 0|0 0|1 1|0 1|1

Probability 1− ε ω ε 1− ω
Transmit power of SU j 0 0 ℘j ℘j

Complex gain of the channel 0 0 gjp gjp
Does SU j cause interference at primary receiver? No No Yes No

We denote the interference threshold as I , hence, the transmitted power at secondary transmit-
ters should be adjusted so that the interference received at primary receiver is lower than I . The
constraint of the interference can be defined as

εgjp℘
j ≤ I. (7)

In the case of spectrum access based on inaccurate spectrum state estimation, the average
achievable rate of SU j in channel i is

R̂j
i = Ôj

i log(1 +
gji℘

j

η + εgpj℘p
), i ∈ N, j ∈M, (8)

where ℘p is transmit power of PU, gpj represents the channel with the complex channel gain of
link primary transmitter to secondary receiver, and Ôj

i is the probability of successfully accessing
an idle channel i for SU j, and

Ôj
i = (1− ε)(1−X1

i ) · · · (1−Xj−1
i )Xj

i (1−X
j+1
i ) · · · (1−XMj

i
i ), i ∈ N, j ∈M. (9)

In the case of miss-detection, the successful access probability of SUs is decreased by ε. Sim-
ilarly, in the case of false-alarm, the access probability of the SUs decreases by ω. Then the
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optimization problem in (4) can be rewritten as

max
(Xj

i ,℘
j)
R̂j
i = Ôj

i log(1 +
gji℘

j

η + εgpj℘p
),

s.t. εgjp℘
j ≤ I, Xj

i ∈ [0, 1], ℘j ∈ [0, ℘max], i ∈ N, j ∈M. (10)

Remark 1: The channel allocation and power control problems formulated in (4) and (10) are
difficult to solve since the same spectrum access strategy of multiple SUs may cause collisions in
the secondary network. Therefore, an unrational access strategy may cause transmission failure. To
overcome this, in the rest of this paper, a potential game model is proposed to allocate SU’s power
and spectrum access strategy among all SUs to maximize system’s revenue in both distributed and
centralized fashion.

3. Game Theoretic Spectrum Access

In order to cope with the problem of scarce spectrum resources with considering interference con-
strain, we study opportunistic spectrum access joint with power control based on game theory. In
this section, we first design a framework of opportunistic spectrum access based on game theory
(named OSAG) to demonstrate competition and cooperation among multiple radios and multiple
channels in CRNs with accurate spectrum state estimation. Then a distributed algorithm is pro-
posed to achieve pure NE. Finally, we develop our analysis based on inaccurate spectrum sensing
results.

3.1. OSAG Model based on Accurate Spectrum State Estimation

In order to achieve high efficiency (high throughput and low collision) and better fairness, we
propose an opportunistic spectrum accessing strategy to stabilize the network into a steady state.
We first show the definition of OSAG model with pure strategy as follows:
Definition 1: The opportunistic spectrum access based on game theory (OSAG) model consists:
Player set: The set of secondary users in the cognitive radio network M ;
Strategy set: N ∪ [0, ℘max], (xj, ℘j) ∈ N ∪ [0, ℘max] is denoted as node j’s action, j ∈M , where
N = {1, 2, ..., n} is the set of channels, and [0, ℘max] represents the transmit power set of SUs;
Utility set: {uj, j = 1, ...,m}, where uj represents the utility function of the SU j.

Obviously, Xj = (Xj
1 , X

j
2 , ..., X

j
n)†, where Xj

k ∈ {0, 1} for 1 ≤ k ≤ n denotes a chan-
nel is chosen or not, is a mixed strategy of OSAG game. If node j chooses channel xj , Xj =
(Xj

1 , X
j
2 , ..., X

j
n)† = (0, ..., 0, 1, 0, ..., 0)†, where the corresponding entry xj = 1. For each SU, a

utility function is defined as the gain of signal transmission minus the cost of collision, hence, the
instantaneous utility of node j in a decision slot is designed as

uj(xj, ℘j) = aRj(xj, ℘j)− bQj
i = Oj

xj
(a log(1 +

gj
xj
℘j

η
) + b)− b, (11)

where a is the gain per unit of rate, and b is the cost per unit collision. In Equation (11), aRj(xj, ℘j)
represents the income of SU based on the achievable rate, and bQj

i is the cost of contention. For
each SU, it wants to improve its capacity of communication and reduce its collision with other
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SUs. Hence, it aims at maximizing its utility in (11). The utility of system, which is defined as the
minimum utility of all the SUs:

u′(x,℘) = min
j∈M

uj(xj, ℘j), (12)

where x = (x1, ..., xm)† and ℘ = (℘1, ..., ℘m)† are decision vectors of SUs in M . Then the sys-
tem’s objective based on accurate spectrum state estimation is to find the optimal channel selection
x and transmit power ℘ of SUs such that the system utility is maximized. Formally,

(x,℘)opt = arg maxu′(x,℘),

s.t. xj ∈ N, ℘j ∈ [0, ℘max], j = 1, ...,m. (13)

The property of OSAG model with pure strategy is characterized by the following theorem:

Theorem 1. The OSAG model is an ordinal potential game, and the system utility maximization
problem in (13) constitutes a pure strategy Nash equilibrium (NE) of the proposed game.

Proof. We construct the potential function as follows

φ(xj, ℘j) = uj(xj, ℘j) + b = Oj
xj

(a log(1 +
gj
xj
℘j

η
) + b). (14)

For every channel, we don’t consider the differences between different channels in this paper, then
we have

uj(xj, ℘j)− uj′(xj′ , ℘j′) = φ(xj, ℘j)− φ(xj
′
, ℘j

′
). (15)

Finally we get φ(xj, ℘j)− φ(xj
′
, ℘j

′
) ≥ 0⇔ uj(xj, ℘j)− uj′(xj′ , ℘j′) ≥ 0.

Besides, ordinal potential game belongs to potential games, which has been widely applied to
wireless communication systems. Potential game exhibits several good properties and the most
important two aspects are as follows: 1) Every potential game has at least one pure strategy NE; 2)
Any global or local maximization of the potential function constitutes a pure strategy NE. Hence,
the theorem holds based on the above properties.

Remark 2: It is difficult to obtain optimal solution for Equation (13), since 1) there is no control
center for SUs, 2) the number of SUs is unknown, 3) the spectrum sensing mechanisms may be
imperfect and 4) there is no information exchange between SUs.

3.2. A Distributed Learning Algorithm based on Joint Strategy Fictitious Play for
Achieving the Pure NE

In this subsection, we assume that the spectrum sensing results are accurate. In this case, the in-
terference at PUs caused by SUs equals to zero. Therefore, the optimization problem for Equation
(13) turns into

xopt = arg maxu′(x, ℘max),

s.t. x = (x1, ..., xm)†, where xj ∈ N, j = 1, ...,m. (16)

The dynamics of OSAG studies how interacting players could converge to a Nash equilibrium,
it is a difficult problem in general. In the setting of random access, SUs can observe the outcome
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(collision or throughput) of the actions of others, but do not have direct knowledge of other SUs’
actions and payoffs. Motivated by the underlying idea of joint strategy fictitious play (JSFP), we
propose a JSFP based channel selection (JCS) algorithm, with which the SUs can finally adjust
their behaviors towards a pure NE point with incomplete information. In JCS algorithm, each
player tracks the empirical frequencies of the joint actions of all other players.

Define the empirical frequency, vj
xj

[t], as the percentage of stages at which player j has chosen
the action xj[t] up to time t− 1, i.e.,

vj
xj

[t] =
1

t

t−1∑
k=0

uj[t](xj[k]), (17)

where vj [t] = (vj1[t], ..., v
j
n[t])† represents the empirical frequency vector. Note that the dimension

of vj [t] is n. v−j
xj

[t] is the percentage of stages at which other players have chosen the joint action
profile x−j [t] up to time t− 1, i.e.,

v−j
x−j [t] =

1

t

t−1∑
k=0

uj(x−j [k]), (18)

where x−j [k] = (x1[k], · · ·, xj−1[k], xj+1[k], · · ·, xm[k])†. v−j [t] is denoted as the empirical
frequency vector formed by the components {v−j [t]}x−j . Note that the dimension of v−j [t] is the
cardinality | ×j 6=k Nk|.

JCS requires that each agent maintains a hypothetical payoff for each action xj[t] such that

V j(xj[t],v−j [t]) =
∑
x−j

V j(xj[t],x−j [t])v−j
x−j [t]. (19)

Note that this hypothetical payoff can be computed recursively and a player only needs to access
the payoff for alternative actions at each time step. For the game of spectrum access, the pure Nash
equilibrium {xjopt}, j ∈M satisfies

xjopt = argmaxV j(xj[t],v−j [t]). (20)

Substituting (18) into (19) results in

V j(xj[t],v−j [t]) =
1

t

t−1∑
η=0

V j(xj[t], x−jk ). (21)

We denote V j(xj[t],v−j [t]) as V j
xj

[t], then we have

V j
xj

[t+ 1] =
t

t+ 1
V j
xj

[t] +
1

t+ 1
V j(xj,x−j [t]). (22)

Lemma 1. In a finite n-person game, if at any time t > 0 the joint action x[t] generated by a JSFP
is: 1) A pure Nash equilibrium; 2) The action xj[t] ∈ BRj[t] := argmaxV j(xj[t],v−j [t]) for all
players, then xj[t+ k] = xj[t] for all k > 0 and j ∈M [21].

Remark 3: The OSAG model provides a general analytical framework to model a large set
of system-wide QoS models via the specification of local utility functions. Besides, system-wide
fairness or service differentiation can be achieved in a distributed manner as long as each node
executes JCS algorithm.
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Algorithm 1 JSFP based Channel Selection (JCS) Algorithm
Given the number of channels n, and the complex channel gain of secondary link g.

1. Initialize : t = 0
• each SU j randomly take action xj[0] from N , j ∈M ;

2. Learn :
• calculate the utility values of SU j and the system according to (11) and (12);
• update the recursion (22);
• if xj[t− 1] = xjopt, then node j chooses action xj[t] satisfies xj[t] = xj[t− 1];
• otherwise, j chooses an action xj[t] at time t according to the recursion (22) and (20), until
xj[t] = xj[t− 1] = xjopt.

4. Learning Solutions for Achieving Evolutionary Stable based on Inaccurate
Spectrum State Estimation

In this section, we study the case when inaccurate spectrum sensing happens in CRNs. We first
conduct an analysis of the proposed game based on inaccurate spectrum state estimation. Then a
learning algorithm based on evolutionary game theory with complete information is proposed to
achieve the evolutionary stable strategy (ESS) of proposed game. However, this algorithm may
lead to significant communication overhead, and then it may be impossible in some distributed
systems. We thus propose an algorithm based on the stochastic learning automaton with incomplete
information to achieve the mixed NE of OSAG model for distributed spectrum access.

4.1. Analysis of the Proposed Game based on Inaccurate Spectrum State Estimation

According to the constraint of the interference in (7), the optimization problem in Eq. (13) becomes

(x,℘)opt = arg maxu′(x,℘),

s.t. εgjp℘
j ≤ I, xj ∈ N, ℘j ∈ [0, ℘max], j ∈M, (23)

and the utility function of SU j is represented by

uj(xj, ℘j) = aR̂j(xj, ℘j)− bQ̂j
xj

= Ôj
xj

(a log(1 +
gj
xj
℘j

η + εgpj℘p
) + b)− b. (24)

In the case of miss-detection, the successfully access probability of SUs is decreased by ε.
Similarly, in the case of false-alarm, the access probability of the SUs decreases by ω. In order
to maximize its own utility with the interference constrain, each SU adjusts its individual power-
allocation and spectrum access strategy. We find that:

Theorem 2. The proposed game based on inaccurate spectrum state estimation has an optimal
strategy (xjopt, ℘

j
opt) such that uj(xj, ℘j) is maximized.

Proof. Since uj(xj, ℘j) is a continuous function on the compact set [0, ℘max], it can achieve its
maximum value at some ℘ ∈ [0, ℘max] [23]. The first order partial derivative of uj(xj, ℘j) with
respective to ℘j, j ∈M is shown as

∂uj(xj, ℘j)

∂℘j
=
aÔj

xj
gj
xj

(η + εgpj℘p) ln 2

η + εgpj℘p + gj
xj
℘j

≥ 0. (25)
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It is easy to obtain that uj(xj, ℘j) is an increasing function on the compact set [0, ℘max]. Then
we can get the optimal power strategy based on the interference constrain in Eq. (7) as follows

℘jopt =
I

εgjp
, j ∈M. (26)

Therefore, there is a unique optimal power-allocation strategy of SU j to the optimization prob-
lem. Then for the given ℘jopt, probability of miss-detection ε and probability of false-alarm ω, we
can easily prove that the proposed game with inaccurate spectrum sensing results is an ordinal
potential game based on Theorem 1. More important, there is a unique xjopt for SU j, j ∈ M , to
the optimal problem (23).

Remark 4: Eq. (26) shows that for a given interference threshold I , a SU is allowed to transmit
signals with a lower power if the probability of miss-detection ε is higher. Besides, from the SUs
viewpoint, the ideal spectrum sensing procedure has false-alarm probability equal to zero. Hence,
it is more difficult for SUs to handle the spectrum access strategies in the CRNs.

4.2. Evolutionary Learning Algorithm with Complete Information

In OSAG, the population state y[t] = (y1[t], y2[t], ..., yn[t])† describes the dynamics of the repro-
duction process, where for i ∈ N , yi[t] is the proportion of SUs in secondary network selecting
channel i at time t. Specially, yxj [t] = M j

xj
/m represents the proportion of node j selecting a pure

strategy xj at time t. Then we design the replicator dynamics as follows

ỹxj [t] = β(
uj(xj[t],y[t])

u(y[t])
− 1), ∀j ∈M, (27)

where u(y[t]) is the average utility of the population, uj(xj,y[t]) is the utility of SU j, choosing
strategy xj[t] based on the population y[t] at time t, and β > 0 is the rate of strategy adaptation.
The replicator dynamics means that the strategy works better than the average will be promoted.
The average utility of the network is defined as follows

u(y[t]) =
1

m

m∑
j=1

uj(xj,y[t]). (28)

In order to make the outcomes of OSAG robust and to have good stability properties under an
important sort of dynamic, an ESS is investigated as follows:
Definition 2: A pure strategy yopt is an ESS, if for all y 6= yopt in some vicinity of yopt, there is
an expected payoff function π(y,yopt) satisfying
1) π(y,yopt) ≤ π(yopt,yopt);
2) if π(y,yopt) = π(yopt,yopt), then π(y,y) ≤ π(yopt,y).

To be specific, in condition 1) yopt is the best response strategy of the game, hence it is a NE;
Condition 2) is interpreted as a stability condition. Considering the spectrum sensing results may
be wrong, for the given miss-detection probability ε and false-alarm probability ω, we can easily
obtain the optimal power strategy of SU j according to Eq. (26). Then system’s utility u′(x,℘)
turns into a function of y, and we redenote it as u′(y). Hence the optimal problem Eq. (23) turns
into

yopt = arg maxu′(y), s.t. εgp℘opt ≤ I, (29)
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where ℘opt = maxj∈M ℘jopt represents the maximum optimal power strategy of SUs in the sec-
ondary network.

Based on the evolutionary game theory and the concept of ESS, we propose a learning solution
for achieving ESS in channel selection shown in Algorithm 2, which is based on the complete
information.

Algorithm 2 Evolutionary Learning for Achieving ESS in Channel Selection (ELES) Algorithm
Given the number of channels n, the number of SUs m, interference threshold I , the complex

channel gain of secondary link g, miss-detection probability ε and false-alarm probability ω, and
the rate of strategy adaptation β.
1. Initialize : t = 0
• each SU j ∈M randomly take action xj[0];
• obtain the population state y[0];
• estimate the expected utility uj[0] and u′[0] according to (11) and (12), respectively;

2. Learn : loop for each t and each SU
• broadcast the chosen channel to the other SUs through a common control channel;
• receive the information of other SUs’ channel selection and calculate the population state

y[t];
• calculate the utility uj(xj[y],y[t]) according to (11) and the average utility of network u(y[t])

by (28);
• if uj(xj[y],y[t]) < u(y[t]), select another channel xj[t] with a probability:

max{u
j(xj [t+1],y[t])

u(y[t])
− 1, 0}.

In general, the equilibrium of the replicator dynamics may not be an ESS [25]. The following
theorem shows evolutionary stability of the equilibrium.

Theorem 3. The ELES algorithm converges to a equilibrium yopt such that SUs on different chan-
nels achieve the same expected utility shown as follow:

uj(xj,yopt) = uj
′
(xj

′
,yopt),

s.t. ∀j, j′ ∈M, and xj, xj
′ ∈ N. (30)

Specially, this equilibrium is an ESS.

Proof. Since uj(xj,yopt) = uj
′
(xj

′
,yopt), for ∀j, j′ ∈M , it follows that

u(yopt[t]) = 1
m

∑m
j=1 u

j(xj,yopt[t]) = uj(xj,yopt), so ỹxj
opt = 0.

It means that the yopt in (29) is a equilibrium of the proposed game.
Then we suppose a SU k, k ∈ M , makes an unilateral deviation to another channel xk∗ 6= xk,

the population state turns into

y∗ = (y1, ..., yxk−1, yxk −
1

m
, yxk+1, ..., yxk∗−1, yxk∗ +

1

m
, yxk∗+1, ..., yn)†. (31)

Hence, the system’s utility becomes

u′(y∗) = min
j∈M

uj(xj) = min
j∈M

Ôj
xj

(a log(1 +
gj
xj
℘j

η + εgpj℘p
) + b)− b,

= min
j=k∗

uj(xk∗) < uj(xj), j 6= k∗, k. (32)
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For the equilibrium yopt, we have uk(xk,yopt) = uk∗(xk∗,yopt) = u′(yopt). Hence, u′(y∗) <
u′(yopt) is satisfied, for ∀xk∗ 6= xk, k, k∗ ∈M .

In conclusion, based on the definition of ESS in Definition 2, we can get that yopt is a strict NE,
and also an ESS.

Remark 5: In algorithm 2, it is necessary for each SU to know the number of SUs at every
time slots and the system average payoff, decisions on channel selection from other SUs and the
population state. However, it is unlikely that all these information will be available. Therefore,
we propose a new distributed algorithm in the next subsection without the need for information
exchange.

4.3. Dynamic and Distributed Learning Algorithm based on the Stochastic Learning
Automaton with Incomplete Information for Issues

As we already mentioned, xopt is a pure NE of OSAG. However, during the process of players
learning from the strategies interactions, the percentage of players using a certain pure strategy may
change. The population evolution is characterized by replicator dynamics in evolutionary game
theory. A strategy is ESS if and only if it is asymptotically stable to the replicator dynamics [24].
It is important to achieve an ESS with SUs’ local information based on the inaccurate spectrum
state estimation. Here in Algorithm 3, we present a distributed learning solution, called DLES for
short, by using the inaccurate spectrum sensing results to achieve the ESS.

Algorithm 3 Distributed Learning for Achieving ESS in Channel Selection (DLES) Algorithm
Given the number of channels n, maximum transmit power of SUs ℘max, the complex chan-

nel gain of secondary link g, miss-detection probability ε and false-alarm probability ω, and
parameter c.
1. Initialize : t = 0
• each SU j ∈M randomly take action xj[0], then get Xj [0];
• estimate the expected utility uj(xj[0]) according to (11);

2. Choose a strategy at time t− 1 :
• choose a channel xj[t− 1] ∈ N to access according to the mixed strategy Xj [t− 1];
• calculate the utility uj(xj[t− 1]) by (11);

3. Learn :
• all the active nodes update Xj [t] strategy according to (33);
• choose a channel xj[t] ∈ N to access according to the mixed strategy Xj [t];
• if Xj [t] = Xj [t− 1] is a stationary point, stop;
• otherwise, go to Step 2 until convergence occurs.

Without information exchange, we define the process of strategy updating as follows

Xj [t+ 1] = Xj [t] + cuj[t] · (e†
xj −Xj [t]), (33)

where 0 < c < 1 is a parameter for controlling the process of strategy updating, and exj is a
unit vector of appropriate dimension with xjth component unity. It is easy to see from Eq. (33)
that DLES algorithm is completely distributed. Since the updating rule is only dependent on their
individual action-utility experiences. It is also noted that it neither needs any information exchange,
nor monitors the actions taken by other users.

Theorem 4. Consider the sequence of processes {Xj [t]}, {Xj [t]} converges weakly, as c→ 0.
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Proof. Let X [t] = (X1[t], ...,Xm[t])† denote the state of the team at t. Under Algorithm 3 and
(33), {X [t], t ≥ 0} is a Markov process. Besides, note that {X [t], t ∈ [t, t + 1)} is a piecewise-
constant, which is right continuous and have left hand limits. First, we define a function f satisfies

X [t+ 1] = X [t] + cf(X [t],U [t],x[t]), (34)

where U = (u1, ..., um)† is the resulting utility of SUs. This function represents the updating
specified by (33), and is bounded and continuous and it does not depend on c. Then define another
function φ by

φ(X ) = E[f(X [t],U [t],x[t])|X [t] = X ]. (35)

Consider an ordinary differential equation

dX
dt

= φ(X ),

s.t.Xj[0] ∈ [0, 1]n and
n∑
i=1

Xj
i [0] = 1. (36)

Hence by [22] (Theorem 3.1), the ordinary differential Eq. (36) has a unique solution, and the
sequence {X [t], t ∈ [t, t+ 1)} converges weakly as c→ 0 to the solution of Eq. (36).

The convergence of functions implied by weak convergence ensured by Theorem 4, along with
the knowledge of the nature of the solutions of the ordinary differential Eq. (36), enables us to
understand the long term behavior ofX . Then we focus on the solution to the ordinary differential
Eq. (36), and a theorem is given as follows:

Theorem 5. If parameter c is sufficiently small, the solution of ordinary differential Eq. (36) in
Theorem 4 is an ESS of the proposed game.

Proof. We first denote Υ as a bounded set [0, 1]m×n. Some properties can be got from [22] (The-
orem 3.2): 1) all corners of Υ are stationary points, 2) all Nash equilibria are stationary points, 3)
all stationary points that are not NE are unstable. So all the stationary points are NEs, and 4) all
corners of Υ that are strict Nash equilibria (in pure strategies) are asymptotically stable.

Then we let X [0] be a corner of Υ that is a NE, and X opt be the solution of (36). Based on the
Theorem 4, the {X [t], t ≥ 0} converges weakly toX opt. ThenX opt is a stationary point and also
strict NE in Υ. So X opt is an ESS of the proposed game in pure strategies.

5. Simulation

We conduct a set of simulations to evaluate the performance of the strategies in this section. We
consider a CRN with n = 5 channels and its bandwidth of channels W = 11Mbps, and the
interference threshold I = 0.5, a = 1 and b = 10. We assume that complex channel gain of all
secondary links’ are the same and equal to g = 0.3. Miss-detection probability and false-alarm
probability of all SUs are assumed to be the same. For the purposes of comparison, we present a
scenario as benchmark scheme: SUs randomly set their strategies, regardless of the existence of
the others, which is denoted as random spectrum access (RAND) model.
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Fig. 3. System utility versus the number of SUs based on accurate spectrum state estimation.

Fig.3 shows the system utility versus the number of SUs based on accurate spectrum state
estimation, where X represents the average access probability of each SU. It is obvious that the
function of utility increases nonlinearly with the number of SUsm. The reason is that the spectrum
opportunities are limited, and then it seems disadvantageous for SUs to access spectrum with a high
probability in a time slot. In particular, in the case of X = 1, it is noted that the throughput of
network is negative when N j > 10. In short, each SU will get a higher utility, if it can take a
rational strategy.
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Fig. 4. Utility of SU versus α based on accurate spectrum state estimation.

The comparison results of the proposed model (OSAG) and RAND model based on accurate
spectrum state estimation with different number of SUs is shown in Fig.4. Specially, Fig.4 also
shows the impact of α on the utility values of node j, j ∈ M with ℘max = 20. We can observe
that the utility values of node increases as α increasing from α = 0 and α = 1. For SU j, the
proposed model with m = 5 leads to the highest utility values compared to the proposed model
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with m = 10 and RAND scheme. It is because j in the OSGA model prepares for the worst case
where the other SUs are selfish and competing with j on the same channel. One can also observe
from Fig.4 that for a specific α, the utility value of the OSAG corresponding to m = 5 is strictly
higher than that of m = 10. The reason is that the more SUs the network has, the more likely the
collisions they have, which decreases the utility.
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Fig. 5. Utility of SU versus miss-detection probability ε based on inaccurate spectrum state esti-
mation.
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Fig. 6. Utility of SU versus false-alarm probability ω based on inaccurate spectrum state estima-
tion.

Fig.5 shows the impact of ε on the utility values of SU j, j ∈M with α = 0.5, ℘max = 20 and
ω = 0.05. The SU’s utility value decreases as the miss-detection probability ε increases from ε = 0
to ε = 0.2. The reason is that the higher miss-detection probability of SU will cause more collisions
with PUs. It is obviously that the proposed scheme corresponding to m = 5 performances best for
the SUs comparing to that of m = 10 and RAND schemes. Besides, in Fig.5, the utility values of
SU are all greater than 0 in the proposed scheme with m = 5 and m = 10. It shows that, in OSAG,
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the SUs will always get profit in the spectrum access with ε increasing from ε = 0 to ε = 0.2. We
can also observe from Fig.5 that uj < 0 when ε > 0.04 in the RAND scheme. It means that without
a rational spectrum access strategy, the SU will obtain negative profit in the spectrum access, and
OSAG performances better in the impact of miss-detection probability ε.

Similarly, Fig.6 shows the impact of ω on the utility values of SU j, j ∈ M with α = 0.5,
℘max = 20 and ε = 0.05. It is obviously, the proposed model obtains higher utility than the RAND
scheme. Besides, the utility values of SU are all greater than 0 in the proposed model and RAND
scheme. It means that the false-alarm probability ω causes lower impact than ε in the spectrum
access, since the false-alarm of SUs don’t cause any collision in the primary network.

In Fig.7, we show the dynamics for the proposed game using the JSFP based channel selection
(JCS) algorithm shown in Algorithm 1. As expected, starting from a low initial probability of
cooperation, the SUs tend to increase the degree of cooperation, as a result, the system tends to
increase the utility value. Finally, the proposed game achieves a pure-strategy Nash equilibrium,
which is shown in Fig.7.
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Fig. 7. The converging process of the JCS algorithm.

The converging process of the evolutionary learning for achieving ESS in channel selection
(ELES) algorithm is shown in Fig.8. During the iterations, the strategies cause a lower utility
value of each SU in (11) than the average utility value of the system converge to 0 quickly. While
the strategies with better influence in the utility value of SUs converge to 1. The converging process
shows the strategies work better than the average utility will be promoted, and the strategies work
worse than the average utility of the system will be died out during the iterations.

In the Fig.9, we show the dynamics for the proposed game using the distributed learning for
achieving ESS in channel selection (DLES) algorithm shown in Algorithm 3. As expected, starting
from different probabilities of cooperation, the SUs tend to increase the degree of cooperation, as
a result, the system tends to increase the utility value. Finally, the proposed game achieves a
mixed-strategy Nash equilibrium, which is shown in Fig.9.

The comparison result of the proposed scheme based on the accurate spectrum state estima-
tion and inaccurate spectrum state estimation is shown in Fig.10. As shown in Fig.10, when the
false-alarm probability increases from ω = 0 to ω = 0.4, the utility values of both cases decrease.
We can also observe that the proposed scheme with considering the inaccurate spectrum state es-
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timation performs much better than that without considering the inaccurate spectrum state. It is
shown in Fig.10 that the proposed scheme with considering the inaccurate spectrum state esti-
mation performs better when false-alarm happens, and the proposed scheme without considering
the inaccurate spectrum state estimation causes the utility’s reduction quicker than the previous
scheme.
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Fig. 10. Comparison of the proposed scheme based on the accurate spectrum state estimation
(OSAG-accurate) and inaccurate spectrum state estimation (OSAG-inaccurate).

The comparison result of the proposed scheme (OSAG) and the random access game (RAG) [14]
is shown in Fig.11. We denote the false-alarm probability as ω = 0.05 and the miss-detection
probability as ε = 0.05. As shown in Fig.11, when the number of SUs increases from m = 2
to m = 20, the corresponding aggregate throughput value of both schemes decreases. It is also
shown in Fig.11 that the proposed scheme performances better than that without considering the
inaccurate spectrum state in the throughput of system.
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6. Conclusion

We proposed a potential game theoretic framework for opportunistic spectrum access, and three
algorithms to learn the equilibria for the proposed game in cognitive radio networks. More specif-
ically, JCS algorithm was proposed to achieve the pure Nash equilibrium based on accurate spec-
trum state estimation. It was shown that with the JCS algorithm, global optimization in terms of
network throughput maximization and network collision minimization can be achieved with local
information. In order to make the outcomes of game robust, we investigated evolutionary spec-
trum access mechanism using the evolutionary game theory with complete information based on
inaccurate spectrum state estimation, which is denoted as ELES algorithm. Finally, without the
need of information exchange , we proposed a distributed DLES algorithm based on stochastic
learning automata to achieve the evolutionary stable strategy. Simulation results indicate that our
scheme improves the network performance (high throughput and low collision) and achieves better
fairness.
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