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Abstract—The recognition of handwritten digits remains a
difficult problem, particularly in some scripts where there exists
a large variation of style across writers. This large variability
is an interesting challenge for algorithms in image processing
and pattern recognition. Thanks to the accelerating progress
and availability of low cost computers, high speed networks,
and software for high performance distributed computing,
it is possible to use computational expensive technique on
large databases. In this paper, we propose to investigate the
impact on the accuracy of different parameters and pre-
processing methods of a distance based on image distortion
models. A key challenge is to reduce the processing time of
the nearest neighbor classification by considering rejection
rules and adaptive distances. We propose to evaluate the
performance of single character recognition on three databases
of Indian handwritten digits, each database corresponds to
a popular Indian script: Bangla, Devnagari, and Oriya. We
show that the extraction of features related to four directions
allows a significant improvement of the accuracy. The proposed
approach takes advantages of GPU and high performance
clusters, providing state-of-the-art performances.

I. INTRODUCTION

The evolution of pattern recognition techniques over the
years has taken advantage of both theoretical and hardware
progresses. For instance, classifiers based on neural networks
have exploited both unsupervised pre-training [1], and graph-
ics processing unit (GPU) [2]. The corresponding improve-
ments given by theoretical and hardware progresses invite to
perpetually reconsider the methods to use for classification.
Particularly, research in neural networks for classification
tasks has progressed thanks to deep learning [3]. Moreover,
while convolutional neural networks have provided state-of-
the-art performance since their introduction [4], the use of
GPUs has significantly increased their interest. One of the
key challenges in machine learning techniques applied on
large databases is to determine the best trade-off between
the efficiency, the possibility to implement the method on
computer clusters and/or GPU, and the possibility to up-
date the system incrementally with new data. The same
principle can be extended to image processing techniques,
which can also benefit from computer clusters and GPUs
to process large databases of images (e.g., natural images,
handwritten characters). Therefore, it is fundamental to ob-
tain methods that have not only a high accuracy, but that
can be take advantage of a parallel implementation to be

computationally efficient. For the Latin script, the recognition
of single handwritten characters (offline and online) has a
sufficient high accuracy to claim that this research problem
is almost over [5], [6]. This high performance is due to
efficient machine learning and feature extraction techniques.
The problem of isolated character recognition is dominated
by deep learning architecture such as convolutional neural
networks [7], and Support Vector Machines (SVM) [8], or by
combining both approaches [9], [10]. However, the accuracy
of single handwritten character recognition remains below
100% in some scripts because documents are not properly
conserved, and are therefore noisy. Furthermore, there exists
a large variability across writers, with different glyphs for
a same digit or character. This is why it remains important
to still propose new methods to reach a perfect score. In
addition, there always exist documents with noisy and/or de-
formed characters, which cannot be recognized with current
optical character recognition (OCR) technologies [11]. The
recognition of some characters can be impossible without
any contextual information. Depending on the application,
the character recognition procedure can be followed by
other post-processing steps, which include a language model
(e.g., a lexicon, a grammar).

In this study, we recall the advantage of k-nearest neighbor
for parallel implementation, and we propose a rigorous eval-
uation of Image Distortion Model Distance (IDMD), and its
variation on three databases on single handwritten digits from
representative Indian scripts. While IDMD is an efficient
distance [12], its computation time remains important. This
paper explores solutions to reduce the number of images
processed by a time consuming distance, and the number of
prototypes for the comparisons. To solve this problem, we
propose rejection rules to select a limited number of images
to test, in order to decrease the computation time while
keeping a high accuracy of the non-rejected images. The
remainder of the paper is organized as follows: First, we give
an overview of the k-nearest neighbor and image matching
techniques in character recognition. Then, we present a
solution based on a sequential combination of classifiers. In
Section IV, we present the three handwritten databases of
Indian digits. The different distances and their combination
are then evaluated in Section V. Finally, the performance of
the proposed approach is discussed in Section VI.
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II. RELATED WORK

A. K-nearest neighbor

K-nearest neighbor (k-nn) technique is a well studied and
fundamental method in many computer vision and character
recognition systems. Given two databases D1 and D2 that
contain N1 and N2 examples. Each example is described
by a couple (xj(i), yj(i)), 1 ≤ i ≤ Nj , 1 ≤ j ≤ 2. xj(i)
corresponds to a set of Nf features, xj(i) ∈ RNf , and y
represents the associated label y ∈ {1..Nc}, where Nc is
the number of classes in the problem. For classification,
D1 and D2 correspond to the training and test databases,
respectively. The k-nearest neighbor classifier estimates the
labels of each record of D2 by using the k nearest neighbors
from D1. The probability of error of this classifier is bounded
above by twice the Bayes probability of error [13]. k-nn is a
search problem that is often used as a baseline for machine-
learning classification algorithms, computer vision, and data
mining applications because of its simplicity. k-nn classifiers
involve the choice of the parameter k, and a relevant distance
for the comparisons of the examples in the databases. In
pattern recognition, k-nn is one of the oldest methods, and
it is often regarded as an inefficient classifier compared to
more recent classifiers such as Support Vector Machines or
artificial neural networks due to two main problems: first, the
inability to obtain an efficient distance for the classification
of images, second the high computation cost related to the
number of prototypes to compare, and the distance itself.
Hundreds of studies have tackled different issues of k-nn, the
computational time problem can be managed by considering
appropriate data structures (e.g., KD-trees [14]).

Given the increasing volume of data, and the required
computation time for evaluating the distance between two
objects, it is difficult to perform efficiently k-nn on a cen-
tralized machine. Fortunately, k-nn can be easily transferred
into a parallel implementation. Both the training database
and the test database can be cut into different blocks that
can be processed independently because the main goal is
to compute the distance between all the possible couples
of training/test patterns (N1 × N2 distances are computed).
This can be achieved with a shared-nothing cluster on a
number of commodity machines using MapReduce, which
is a simple and powerful parallel and distributed computing
paradigm [15]. It is worth noting that novel algorithms have
been proposed in MapReduce to perform efficient parallel
k-nn joins on large data [16], [17].

B. Image matching

In handwritten character recognition, image matching
techniques can be regarded as inefficient techniques due
to their high processing time. Elastic matching techniques
can be classified into two categories: parametric and non-
parametric [18]. It is typically seen as an optimization
problem of two-dimensional warping (2DW).

This problem is directly related to point matching, which
has to deal with the existence of outliers and geometric
transformations that may require high dimensional non-rigid

mappings [19]. Deformations in handwritten characters can
be of two types: first, the global or large deformations
such as rotation (with limited angles), scaling, translation;
and second, the local deformations that include changes of
stroke direction, curvature, and length of the lines. The local
deformations depend on the pen/pencil that is used, as the
thickness of the lines will depend on what is used to write a
character. Due to the different type of deformations that can
occur within the same character, it is difficult to determine
models of deformations.

Keysers et al. presented an efficient distance for the
classification of handwritten digits based on image distortion
models [12]. Moreover, they determined that more complex
models (e.g., 2-dimensional warping) do not necessarily
represent better models compared to the simple image dis-
tortion model. Despite the high accuracy on MNIST (error
rate=0.54%), and without extending the size of the training
database, this distance has a high computational cost when
dealing with large databases. To reduce the computational
cost to process a database, a strategy consists in limiting the
number of images to process. In addition, it is also possible to
reduce the number of prototypes that should be used during
the comparisons.

We define the distance Lp between two images I1 and I2
of size Ns ×Ns by:

Lp =

 Ns∑
i=1

Ns∑
j=1

|(I1(i, j)− I2(i, j))|p
1/p

(1)

The Weighted Euclidean distance is defined by:

Lw2 =

√√√√ Ns∑
i=1

Ns∑
j=1

1

s2(i, j)
(I1(i, j)− I2(i, j))2 (2)

where s2(i, j) is the variance of the point (i,j).
The image distortion model distance (IDMD) takes as

input two images I1 and I2 of size Ns×Ns. Due to the use
of the filters and the displacement fields, the image has to be
placed in a larger image with a border of the background
color to include the possible shifts. The distance is then
computed through a range of pixels from Nmin to Nmax.
The IDMD is calculated as follows:

IDMD =
Nmax∑

i1=Nmin

Nmax∑
j1=Nmin

d1(i1, j1) (3)

where

d1(i1, j1) = min
(i2,j2)∈{−w0;w0}2

d2(i1, j1, i2, j2)(4)

d2(i1, j1, i2, j2) =

w1∑
i3=−w1

w1∑
j3=−w1

w2∑
i4=1

|v1 − v2|p (5)

where v1 and v2 are the pixel values at the following
coordinates in the i4 pre-processed image (1 ≤ i4 ≤ w2):

v1 = I1(i1 + i3, j1 + j3) (6)
v2 = I2(i1 + i2 + i3, j1 + j2 + j3) (7)



For each pixel (i1, j1), we use a displacement field of size
w0 in each direction (it corresponds to the elements of a
window of size 2w0 + 1), a window for the consideration
of the neighborhood pixels of size 2w1 + 1, and the sum
of w2 values, which corresponds to w2 filtered images. It
is worth noting that the min function aims at including a
relative invariance to local deformations. The purpose of this
procedure is similar to what is achieved through layers with
a pooling function, i.e., max function in convolutional neural
network [20]. With Sobel filters on the horizontal and vertical
direction, w2 = 2. The Euclidean distance (L2) between I1
and I2 is similar to IDMD with the following parameters:
w0 = 0, w1 = 0, w2 = 1, p = 2.

In the next sections, we consider the following parameters
for IDMD: w0 = 2, w1 = 1, and p = 2. We evaluate
three pre-processing procedures: First, by considering only
the pixel value of the image (w2 = 1), then by using Canny
descriptors of the image [21], and third, by using images after
Sobel filtering. We consider two sets of filters: horizontal
and vertical filters only (w2 = 2), and with the diagonals
(w2 = 4). We also consider the method L

Sobel(4)
2 that

considers the distance L2 with inputs after Sobel filtering (f1,
f2, f3, and f4), and after decreasing the size of the resulting
images by two. Hence, the number of features with L

Sobel(4)
2

is the same as in L2. The filters are precised thereafter:

f1 =

 1 0 -1
2 0 -2
1 0 -1

 f2 =

 1 2 1
0 0 0
-1 -2 -1

 (8)

f3 =

 0 1 2
-1 0 1
-2 -1 0

 f4 =

 2 1 0
1 0 -1
0 -1 -2

 (9)

III. HIERARCHICAL PROCESSING

Multi-classifier systems can be used to optimize the perfor-
mance by combining the decision of several classifiers [22],
[23], [24]. Multi-classifiers with sequential architectures in
multi-class classification are typically used with general
classifiers at the top of the chain, and more specialized
classifiers in the next steps. This type of combination can
be used to reduce the number of classes to process, i.e., the
classifier provides as output a subset of potential classes,
then a more dedicated classifier is used for the classification
of those subset of classes [25]. In the proposed system,
the classifier combination is justified by the computational
cost that is needed to classify an image. While it would be
possible to use the most reliable distance for the evaluation of
the whole database, its computational cost may not allow the
process of high volumes of images. We consider a cascade
of k-nn classifiers based on two distances. The goal of this
classifier combination is to reduce the processing time for
the evaluation of a database of images. A simple method
is considered as a first step, then a more computational
expensive method is used for the patterns that could not reach
a strong decision at the previous level.

The problem is to find a rejection rule that limits the
number of images while keeping a high accuracy for the
recognized images. First, we compute k-nn with the distance
L2 and k=500, for the selection of the prototypes that will be
used in the next step. The evaluation of k-nn with distance
L2 and k=10, which is based on the distances computed for
k=500, includes a rejection rule: all the k best answers must
belong to the same class in order to accept the decision. If it
is not the case, then the image is evaluated with IDMD,
where the training prototypes are the 500 best answers
obtained with distance L2 at the previous stage, with k=3.
At the second level, images can be rejected with the same
decision rule as in the first level: all the k best answers must
belong to the same class. The proposed approach is depicted
in Figure 1.

Fig. 1. Multi-classifier system overview.

IV. DATABASES

Three databases of handwritten digits have been chosen
for the analysis of the performance. The three databases
contain images of digits in three Indian scripts: Bangla,
Devnagari, and Oriya. Samples of digits are presented in
Figure 2. All the images were normalized with the same
procedure. Because some databases have very noisy images
and/or images in color, images were first binarized with the
Otsu method at their original size [26], then they were size
normalized to fit in a 20x20 pixel box while preserving
their aspect ratio. The resulting images contain 8 bit gray
levels due to the bicubic interpolation for resizing the images.
Finally, all the images were centered in a 28x28 pixel box
field by computing the center of mass of the pixels, and
translating the gravity center of the image to the center of
the 28x28 field. Table I presents for each database the number
of classes, the total number of images in the database, and



TABLE I
PROPERTIES OF THE HANDWRITTEN DIGIT DATABASES.

Database Bangla Devnagari Oriya
# classes 10 10 10

Training
# samples 19392 18783 4970
# per class 360 1878± 15 497± 3

size (x) 58± 16 65± 16 73± 25
size (y) 54± 16 62± 19 73± 26

Test
# samples 4000 3763 1000
# per class 400 376± 3 100

size (x) 59± 17 66± 17 75± 25
size (y) 54± 18 62± 20 74± 26

the number of images per class, for both training and the
test.

(a) Bangla

(b) Devnagari

(c) Oriya

Fig. 2. Representative handwritten digits for the different databases (from
zero to nine).

A. Indian handwritten digits

India is a multilingual country, with twenty two official
languages and twelve scripts. In Indian language scripts,
the concept of upper case and lower-case characters is not
present. The databases of Indian digits were created at the
Indian Statistical Institute, Kolkata, India [27], [28], [29].
The databases contain Bangla digits. Bangla is the fourth
most popular script in the world, used by more than 200
million people [30], [31]. The second database corresponds
to Devnagari digits, which is part of the Brahmic family
of scripts of India, Nepal, Tibet, and South-East Asia [32].
Devnagiri script is used to write Hindi, Konkani, Marathi,
Nepali, Sanskrit, Bodo, Dogri and Mathili. The third database
contains Oriya (Utkala Lipi) digits [33]. This script is one of
the many descendants of the Brahmi script of ancient India.
In [33], Bhowmik et al. obtain an accuracy of 90.50% by
using Hidden Markov Models. In [34], they propose a two-
stage framework that combines modified quadratic discrimi-
nant function (MQDF) [35] and MLPs for the recognition
of Bangla characters. On other databases of the Bangla
characters (50 classes), Mandal et al. use features based
on the combination of gradient features and Haar wavelet

TABLE II
ERROR RATE (IN %) WITH ONLY THE DISTANCE L1 , L2 , AND L3 .

INPUTS ARE PIXEL VALUES.

D k Bangla Devnagari Oriya
1 6.75 3.96 9.40

L1 3 6.68 4.04 9.30
5 6.70 3.93 7.70
10 7.68 4.54 8.10
1 6.53 3.91 8.80

L2 3 6.30 3.75 8.00
5 6.45 3.61 7.50
10 7.28 4.17 7.90
1 6.58 4.07 9.20

L3 3 6.00 3.72 9.10
5 6.38 3.67 8.40
10 7.05 4.36 8.30
1 11.90 9.15 6.70

Lw2 3 11.30 8.97 7.39
5 10.60 9.12 7.89
10 10.90 9.55 8.03
1 6.37 3.70 8.80

L
Sobel(4)
w 3 11.45 3.51 8.20

5 11.49 3.67 8.00
10 12.08 4.62 8.40

coefficients at different scales with a k-nn classifier to reach
an accuracy of 88.95% [36]. In [37], Bhattacharya et al.
propose a method based on a chain code histogram feature
with an MLP classifier, and obtain an accuracy of 88.95%.

V. RESULTS

A. Distance evaluation

The error rate for the three databases, by using only the
distances L1, L2, L3, Lw2, and L

Sobel(4)
2 is presented in

Table II; the best results for each database are in bold. The
input of the k-nn classifiers are the images in gray level of
size 28x28.

The performance obtained with only IDMD is presented
in Table III. The parameters w0 = 2 and w1 = 1 were
estimated on the training database of the Bangla database
by comparing the IDMD score between each image and its
closest neighbor of the same class. The worst performance is
typically obtained with k=10. In the following sections, we
consider k=3. The best performance is obtained with IDMD
by using images filtered with Sobel in four directions. The
error rate is 1.70, 0.77, and 2.00 for Bangla, Devnagari, and
Oriya, respectively.

The error rate decreases with the addition of more pro-
totypes with k-nn (k=3). The speed of the classification
is linearly dependent on the number of prototypes used
during the comparisons. For the three databases, we observe
the same pattern of performance with an error decreasing
significantly with the increase of prototypes, until 150, then
it reaches a plateau where the error decreases slowly. For
instance, the error rate for the Bangla digits decreases only
by about 0.2% from 100 to 500 prototypes used in the
comparisons, i.e., by multiplying the processing time by five.
The evolution of the error rate in relation to the rejection rate
of k-nn based on a consensus decision is depicted in Figure 3
for L2, and Figure 4 for IDMDsobel. Each point in the curves
correspond to the choice of k in the decision.



TABLE III
ERROR RATE (IN %) WITH ONLY IDMD (w0 = 2, w1 = 1), AND
CONSIDERING THE 500 BEST PROTOTYPES FROM K-NN WITH L2 .

Input k Bangla Devnagari Oriya
1 2.08 1.01 2.70

Pixel 3 2.20 0.82 3.50
5 2.20 0.82 3.50

10 2.78 1.44 4.00
1 2.08 1.36 3.20

Canny 3 2.28 1.30 3.10
5 2.08 1.41 3.30

10 2.55 1.89 4.10
Sobel 1 1.45 0.88 2.00

(2 dir.) 3 1.72 0.80 2.10
5 1.77 0.80 2.50

10 2.77 1.01 3.40
1 1.45 0.85 1.90

Sobel 3 1.70 0.77 2.00
(4 dir.) 5 1.88 0.77 2.30

10 2.05 1.12 3.40

TABLE IV
CONFUSION MATRIX FOR THE BANGLA DATABASE WITH IDMDsobel (4

DIRECTIONS) (w0 = 2, w1 = 1, k = 1), AND CONSIDERING THE 500
BEST PROTOTYPES FROM K-NN WITH L2 .

0 1 2 3 4 5 6 7 8 9
0 399 1 0 0 0 0 0 0 0 0
1 0 378 1 0 12 0 0 0 0 9
2 0 0 400 0 0 0 0 0 0 0
3 0 0 1 397 0 0 2 0 0 0
4 0 0 0 0 399 0 0 0 1 0
5 0 0 0 0 2 397 1 0 0 0
6 0 0 0 1 0 6 393 0 0 0
7 0 0 0 0 0 0 0 400 0 0
8 0 0 0 0 0 0 0 0 400 0
9 0 17 0 0 2 1 0 1 0 379

The confusion matrix for IDMDsobel (4 directions) are
given in Tables IV, V, and VI.

B. Rejection and subset of prototypes

The results corresponding to the cascade of decisions
between L2 and IDMDsobel are presented in Table VII. First,
despite a high threshold for the decision, there remains an
error rate of 0.28, 0.14, and 0.65 with the distance L2 on
Bangla, Devnagari, and Oriya databases. With the rejection
option of the first level, about 30% of the images are rejected
to be processed by the second level. In the second level,
which is supposed to process the most difficult images,

TABLE V
CONFUSION MATRIX FOR THE DEVNAGARI DATABASE WITH IDMDsobel

(4 DIRECTIONS) (w0 = 2, w1 = 1, k = 1), AND CONSIDERING THE 500
BEST PROTOTYPES FROM K-NN WITH L2 .

0 1 2 3 4 5 6 7 8 9
0 369 0 0 0 0 0 0 0 0 0
1 0 372 1 1 2 1 0 1 0 0
2 0 1 368 4 0 3 0 0 2 0
3 0 0 2 373 1 0 0 1 0 0
4 1 0 0 0 373 1 0 1 0 0
5 0 1 0 0 1 376 0 0 0 0
6 0 0 1 0 0 0 373 0 0 0
7 2 0 0 0 0 0 1 375 0 0
8 0 0 0 0 0 0 0 0 376 1
9 0 0 0 0 0 0 1 0 1 376

TABLE VI
CONFUSION MATRIX FOR THE ORIYA DATABASE WITH IDMDsobel (4
DIRECTIONS) (w0 = 2, w1 = 1, k = 1), AND CONSIDERING THE 500

BEST PROTOTYPES FROM K-NN WITH L2 .

0 1 2 3 4 5 6 7 8 9
0 100 0 0 0 0 0 0 0 0 0
1 0 99 1 0 0 0 0 0 0 0
2 0 0 99 0 0 0 0 1 0 0
3 0 0 0 99 0 0 0 1 0 0
4 0 0 0 0 100 0 0 0 0 0
5 0 0 0 0 0 100 0 0 0 0
6 0 0 3 0 0 0 92 5 0 0
7 0 0 7 0 0 0 0 93 0 0
8 1 0 0 0 0 0 0 0 99 0
9 0 0 0 0 0 0 0 0 0 100

TABLE VII
PERFORMANCE (IN %) FOR THE COMBINATION OF L2 (LEVEL 1) AND

IDMDsobel (LEVEL 2), (w0 = 2, w1 = 1), WITH AND WITHOUT
REJECTION IN THE SECOND LEVEL.

Bangla Devnagari Oriya
level-1 error 0.28 0.14 0.65
level-1 rejection 29.92 24.10 38.30

Without level-2 error 5.35 2.98 4.96
rejection total error 1.80 0.82 2.30
With level-2 error 1.84 0.83 1.75
rejection level-2 rejection 9.36 6.72 10.70

total error 0.72 0.30 1.04
total rejection 2.80 1.62 4.10

the error rate is 1.80, 0.82 and 2.30. When we consider
the possibility to reject images in the last stage of the
combination (level 2), an error rate of 0.72, 0.30 and 1.04
is obtained with a rejection rate of 2.80, 1.62, and 4.10, for
the Bangla, Devnagari, and Oriya databases.

C. Processing time

The system was implemented with Matlab R2013a. With a
parallel implementation on three GPU cards (NVIDIA Tesla
C1060), it takes about 26, 26, and 5 seconds to get the
distances for k-nn with the Euclidean distance and k=500,
for processing the Bangla, Devnagari and Oriya test database.
With a parallel implementation on a cluster using 50 cores
(Intel Xeon X5650 2.66 Ghz), it takes about 406, 410, and
105 additional seconds to process the Bangla, Devnagari
and Oriya test database with IDMDsobel, 500 prototypes,
and k=3. The processing time is linearly dependent on the
number of examples in the training and test databases. By
applying the rejection rule at only the second level, the
current implementation allows us to process the Bangla,
Devnagari and Oriya databases in about 143, 124, and 45
seconds with state-of-the art performance.

VI. DISCUSSION

The main goal of the proposed method was to propose
an efficient combination of distances that can be easily
implemented on a computer cluster, and that can provide
state-of-the-art performance in handwritten digit recognition
on several databases. The problem was to determine an
efficient combination of distances for handwritten digits from
several Indian scripts with a minimum number of hyper-
parameters, and without prior knowledge from the script.



Fig. 3. Evolution of the error rate in relation to the rejection rate based on a consensus decision given by k, with L2.

Fig. 4. Evolution of the error rate in relation to the rejection rate based on a consensus decision given by k, with IDMDsobel.

Whereas methods such as convolutional neural networks
propose the best results in MNIST [7], and other databases
of images and signals [38], it can be difficult to determine
the ideal architecture of the network without a prior expertise
of the problem. The description of the architecture includes
the number of layers, the number of neurons in each hidden
layer, the number of maps per layer, the choice of activation
functions, and the right combination of pooling, subsampling
and convolution between hidden layers. Furthermore, the
number of classifiers shall be determined for systems that
include the decision from a committee of classifiers. For
the addition of elastic deformations, some knowledge of the
script must be assumed: the parameters of the deformations,
e.g., intensity, parameters of the Gaussian for filtering the
random fields, must be carefully chosen. For Indian scripts,
this parameter is difficult to set because the variation across
writers is large. With IDMD, only three main parameters
have to be chosen: the size of the possible shifts (w0),
the size of the neighborhood of each pixel (w1), and the
number of pre-processed images (w2). We have shown that
the latter parameter is relevant as the filtering method plays
an important role in the accuracy. Moreover, features using
Sobel with four directions provided a better accuracy than
features using Sobel with only two directions.

Since IDMD is computationally expensive, the recog-
nition system must take advantage of parallel computing
and computer clusters. A cascade of classifiers based on
the computation times of each distance has been proposed,
allowing a focus on difficult images. The speedup can be
increased by both the number of computers, and the rejec-
tion rule that limits the number of images to process with
IDMD. The evolution of parallel computing enables a shift of
paradigm for how machine learning and pattern recognition

techniques should be employed. Image processing techniques
that may only be used for natural image retrieval due
to their computational costs may be used for handwritten
character recognition thanks to parallel computing. IDMD
allows the invariance to local deformation but it remains
sensitive to transformations such as dilatation, and large
rotations. Since the possible deformations are dependent of
the script, additional information could be added in IDMD.
For instance, w0 could be set in relation to the distance
to the center of the images because points that are far
from the center are more likely to be displaced at a further
distance than points that are close to the center for rotated
images. Finally, deformed patterns can be added in the
databases to increase the size of the training database, and
therefore increase the ability of the classifier to generalize,
but the parameters of the transformations have to be tuned in
relation to the script. Furthermore, the introduction of images
with important deformations may involve the introduction of
examples that do not correspond to the right class for Indian
scripts. Finally, the database of Indian digits is very noisy,
and may require better denoising techniques.

VII. CONCLUSION

A comprehensive hierarchical combination of distances
between gray level images of handwritten characters has
been presented in this paper. This combination allows to
obtain a relatively fast estimation of the performance for
handwritten character recognition. While classifiers based on
k-nearest neighbor can be considered as classifiers with poor
performance for handwritten characters due to the use of
the common L2 distance, we have proven that the method,
with appropriate distances, is relevant for the recognition
of handwritten digits in different scripts. By combining the
advantages of parallel computing such as high performance



clusters and GPUs, and rejection rules, it is possible to
significantly increase the speed of the approach, allowing the
use of distances that are computationally expensive, such as
the Image Deformation Model Distance. As there are twelve
scripts in India, further works will be carried out to optimize
the parameters of the deformations in relation to a predefined
script.
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